
FROM PERCOLATION TO LOGARITHMIC CONFORMAL FIELD THEORY

PIERRE MATHIEU AND DAVID RIDOUT

ABSTRACT. The smallest deformation of the minimal modelM(2,3) that can accommodate Cardy’s derivation of the perco-
lation crossing probability is presented. It is shown that this leads to a consistent logarithmic conformal field theoryat c = 0.
A simple recipe for computing the associated fusion rules isgiven. The differences between this theory and the other recently
proposedc= 0 logarithmic conformal field theories are underlined. The discussion also emphasises the existence of invariant
logarithmic couplings that generalise Gurarie’s anomaly number.

1. INTRODUCTION

Percolation [1, 2] is one of the easiest of the statistical models to simulate numerically. As such, it provides an

excellent testing ground for uncovering how conformal invariance arises at critical points. Upon varying the probability

of a lattice site or bond to be open, one finds such a critical point delineating configurations in which one can or

can not cross between opposite edges of the lattice via open sites or bonds. At this critical point, percolation is

believed to be described by a conformal field theory with vanishing central charge, and this belief has been well

tested through the determination of the quantities one can calculate within the theory and comparison with numerical

simulations. Naturally, the most important of these are thecrossing probabilities, which give the probability that a

random configuration will contain a cluster of open sites or bonds connecting opposite edges of the lattice.

Informed of the (then unpublished) numerical results of Langlandset al [3], Aizenman suggested the conformal in-

variance of these crossing probabilities. Upon being questioned on this, Cardy derived an exact closed-form expression

for the horizontal crossing probability of a rectangular lattice in the thermodynamic limit (taken with the aspect ratio of

the rectangle kept fixed), as a function of this aspect ratio.The precise result [4] is not relevant for the purposes of this

paper, only that it is non-trivial (not constant). However,we emphasise that the agreement with numerical simulation

is impressive. A rigorous proof of Cardy’s result has since been presented [5,6].

Cardy’s derivation relied heavily on the machinery of conformal field theory, hence may be viewed as a strong

confirmation of the conformal invariance of critical percolation. Paradoxically however, it has not been formulated

within a completely coherent conformal-field-theoretic framework.

Cardy interpreted the continuum limit of the percolation theory described above as a boundary conformal field

theory (on a rectangle) with vanishing central charge, and the horizontal crossing probability as (roughly speaking)

a four-point correlation function on the upper half-plane
〈

φ (z1)φ (z2)φ (z3)φ (z4)
〉

, involving a boundary fieldφ of

conformal dimensionh = 0. The role of the fieldφ (zi) in the theory is to implement the change in the boundary

conditions atzi . These two properties ofφ (being boundary changing and havingh = 0) suggest its identification

with the fieldφ1,2 in the minimal modelM(2,3). Then the null state
(

L−2−
3
2L2

−1

)∣

∣φ1,2
〉

determines the differential

equation for the crossing probability in the usual manner [7, 8], and appropriate boundary conditions then select the

required solution.
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TABLE 1. The first three rows of the extended Kac table forc = 0, displaying the conformal dimen-
sionshr,s =

(

(3r −2s)2−1
)

/24 of the fieldsφr,s. r increases downwards, ands increases to the right,
and the top-left-hand corner corresponds to the identity field φ1,1, which withφ1,2 exhausts the usual
Kac table forM(2,3). In fact, all dimensions appearing in the extended Kac tablemay be found in
the first two semi-infinite rows, ashr,s = hr+2,s+3 = hr,3r−s.

However, sinceM(2,3) is trivial, it is clear that it does not provide the proper framework in which to describe

the above non-trivial four-point function. Indeed, the field φ1,2 generates another null vector,L−1
∣

∣φ1,2
〉

, in the corre-

sponding Verma module, which induces the differential equations∂zi

〈

φ1,2 (z1)φ1,2 (z2)φ1,2 (z3)φ1,2 (z4)
〉

= 0 (for all

i = 1,2,3,4).

It is not difficult to pinpoint the essential property that makesM(2,3) trivial and thereby implies the undesirable

differential equations above. To this end, let us examine a simple proof of this triviality. As in any theory, the vacuum
∣

∣0
〉

must exist, and whenc = 0, the descendantL−2
∣

∣0
〉

is null1. The corresponding null field is then the energy-

momentum tensorT (z) whose modesLn must therefore annihilate all physical states. This implies that the only

physical state is the vacuum itself.

Let us reformulate this result in a more mathematically precise manner: Whenc = 0, the only physical state which

can coexist with theirreduciblevacuum module is the vacuum itself2. This irreducibility condition forces the modes

of T (z) to act as the zero operator on the physical state space, and itis therefore this very condition that Cardy’s result

forces us to relax. We will explore the consequences of breaking the hypothesis of an irreducible vacuum module in the

following sections, and show that this simple act leads to a consistent conformal field theory in which the non-triviality

of the φ1,2 four-point function is fact. This theory is constructed from the minimal set of conditions ensuring this

non-triviality, and will turn out to be alogarithmicconformal field theory.

2. HEURISTIC CONSIDERATIONS

It proves convenient to fix a few notations from the outset. Wepresent a part of the extended Kac table forc = 0 in

Table 1, in which the dimensionshr,s of the (possibly primary) fieldsφr,s are displayed forr = 1,2,3 ands= 1, . . . ,10.

This extends the Kac table of the minimal modelM(2,3). We will denote the Verma module generated from the state
∣

∣φr,s
〉

by Vr,s and its irreducible quotient byLr,s. Note that theVr,s with r even orsa multiple of 3 have their maximal

submodules generated by a single singular vector at graders, whereas the maximal submodules of the otherVr,s

associated to the extended Kac table are generated by two singular vectors at gradesrs and(r −2)(s−3), respectively

[9]. We will also be interested in the indecomposable (but reducible) modules given by quotienting eachVr,s by the

Verma module generated by the singular vector at graders. These modules will be denoted byMr,s.

We begin with the observation that translation invariance of the vacuum requires thatL−1
∣

∣0
〉

= 0, and this of course

is reinforced by the state-field correspondence:
∣

∣0
〉

↔ I so thatL−1
∣

∣0
〉

↔ ∂ I = 0. Since we have already argued that the

vacuum module cannot be irreducible, the only remaining possibility is that the vacuum module is the indecomposable

1We will freely use the termsnull vector(a state of zero-norm),singular vector(a descendant state annihilated byL1 andL2) andprincipal singular
vector(a singular vector which is not itself a descendant of a singular vector). Such states may or may not identically vanish, and we shall refer to
non-vanishing states asphysical.
2We recall that a module isreducibleif it contains a non-trivial submodule anddecomposableif it can be written as the direct sum of two non-trivial
submodules.Irreducibleandindecomposabledescribe the opposite situations, respectively.
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FIGURE 1. A schematic picture of the physical modules of conformal dimension 0 in ourc = 0
theory. The black circles represent the highest weight states, grey denotes a singular vector that does
not identically vanish, and white denotes the identically vanishing singular vectors. These states are
labelled by their conformal dimension.

(but not irreducible)M1,1 = V1,1/V1,4. In other words, we require that the singular vectorL−2
∣

∣0
〉

benon-vanishing,

and in this way recover a non-trivial (though null) energy-momentum tensorT (z).

Furthermore, Cardy’s result relies upon the identificationof hish = 0 boundary field withφ1,2. Indeed, we want to

be able to derive the differential equation induced by the descendant singular vector at grade 2, but not be able to derive

the differential equations induced by the singular vector at grade 1. We propose to achieve this by forcing the singular

vector at grade 1 to be non-vanishing, and its grade 2 counterpart to vanish identically. Accommodating Cardy’s result

then requires also taking the physical module corresponding to the primary fieldφ1,2 to be indecomposable (but not

irreducible):M1,2 = V1,2/V1,5.

We therefore see that in order to put Cardy’s derivation in a consistent conformal-field-theoretic framework, we

must start with two reducible but indecomposable modules ofhighest weighth= 0. These are illustrated schematically

in Figure 1. The corresponding primary fields are distinguished by their different descendant structures, and in this

way the Kac symmetry ofM(2,3) is broken:φ1,1 6= φ1,2.

We emphasise that what we have described amounts to aminimal fit in that all of our reasoning has been forced by

one goal—validating Cardy’s derivation, itself validatedconclusively by numerical simulations. It remains to “flesh

out” this theory and check its consistency, thus verifying that the formalism we construct achieves our goal.

In the remainder of this section, we will explore the theory we are constructing in a somewhat heuristic manner,

so as to quickly deduce certain necessary features. In the following section, we will revisit our constructions using

more precise analysis techniques, and thereby prove that these necessary features are indeed present. It is these precise

methods which will uncover the logarithmic structure of thepercolation conformal field theory.

For now, we explore the field content of the theory generated by the modulesM1,1 andM1,2. The vanishing singular

vector
(

L−2−
3
2L2

−1

) ∣

∣φ1,2
〉

= 0 implies, via the usual consideration of three-point functions [7,8], the fusion rules

φ1,2×φr,s = φr,s−1 + φr,s+1, (2.1)

whereφr,0 is formally set to zero. When the module generated byφ1,2 is irreducible, the other vanishing singular

vector further constrains the fields appearing in the above fusion rule. We will proceed however, byassumingthat in

the indecomposable case, this other singular vectorL−1
∣

∣φ1,2
〉

(which is non-vanishing) doesnot lead to constraints on
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the above fusion rules. This assumption will keep our conclusions in this section on a heuristic level, but it will be

validated in the more precise treatment of the following section.

So, accepting the fusion rules (2.1) for the moment, we obviously haveφ1,2×φ1,2 = φ1,1 +φ1,3. The fieldφ1,3 must

appear on the right hand side if theφ1,2 four-point function is to be non-trivial. This follows from
〈

φ1,2 (z1)φ1,2 (z2)φ1,2 (z3) (L−1φ1,2)(z4)
〉

= ∂z4

〈

φ1,2 (z1)φ1,2 (z2)φ1,2 (z3)φ1,2 (z4)
〉

6= 0. (2.2)

If φ1,3 did not appear on the right hand side of this fusion rule, theninserting the corresponding operator product

expansion asz1 → z2 and then again asz2 → z3 would reduce the correlation functions in Equation (2.2) toa linear

combination of two-point functions, each of which involvesa descendant ofφ1,2 (z3) and(L−1φ1,2) (z4) = ∂φ1,2 (z4).

But these two-point functions all vanish, ash1,2 = 0 implies that
〈

φ1,2 (z3)φ1,2 (z4)
〉

= 1. We conclude then that the

presence ofφ1,3 in the theory is necessary.

Consider now the fusion ruleφ1,2× φ1,3 = φ1,2 + φ1,4. Inserting the operator product expansions correspondingto

(2.1) with r = 1,s= 2 (asz1 → z2) and then again withr = 1,s= 3 (asz2 → z3) into Equation (2.2), we obtain a linear

combination of two-point functions involving the null field∂φ1,2 (z4) and descendants ofφ1,2 (z3) or φ1,4 (z3). As we

know, those involvingφ1,2-descendants vanish, so global conformal invariance andh1,4 = 1 (see Table 1) imply that

the non-vanishing contributions are obtained from the action of differential operators (with respect toz3) acting on

〈

φ1,4 (z3)∂φ1,2 (z4)
〉

=
C

(z3−z4)
2 (for some constantC). (2.3)

We remark that∂φ1,2 (z4) is a primary (though null) field of dimension 1, and non-triviality requiresC 6= 0. This in

turn obviously requires thatφ1,4 belong to the theory.

Summarising, the difference between the trivial theory constructed from irreducible modules and the theory we are

constructing here from indecomposable (but reducible) modules is (at this level of rigour) that in the latter case, the

presence ofφ1,3 opens up a new channel in the operator product expansions, which allows the possibility of a non-trivial

four-point function
〈

φ1,2φ1,2φ1,2φ1,2
〉

.

We point out that
〈

∂φ1,2 (z3)∂φ1,2 (z4)
〉

= ∂z3∂z4

〈

φ1,2 (z3)φ1,2 (z4)
〉

= 0, hence thatφ1,4 6= ∂φ1,2, by Equation (2.3).

Note that Equation (2.3) does imply that
∣

∣φ1,4
〉

andL−1
∣

∣φ1,2
〉

have non-zero inner-product, indicating that these states

both belong to some common indecomposable module (this refines an observation of [10]). We will see shortly that

this is the case, and it is the logarithmic structure of this module which makes it possible.

We could continue this process, generatingφ1,5 and beyond, but as we have already mentioned, this all relieson

the assumption that the fusion rules (2.1) are correct. Justifying this assumption is somewhat delicate because we are

working with modules more general than the familiar irreducible ones, so the usual methods of inferring fusion rules

(examining the action of null vectors on three-point functions in particular) might not be valid. The key point here is

that we want a method in which we can distinguish between vanishing and non-vanishing null-vectors, and we expect

that this will not be easy if inner-products and correlationfunctions are used. We therefore turn to a directalgebraic

computation of these fusion rules which make no reference tocorrelation functions and inner-products.

3. FUSION RULES AND THE RISE OFLOGARITHMS

To investigate the fusion ring generated by the indecomposable modulesM1,1 andM1,2 from which the percolation

conformal field theory is constructed, we turn to the algorithm of Nahm. This was originally introduced in [11] for

so-called quasi-rational modules, and was extended (and made more transparent) by Gaberdiel and Kausch [12] using

earlier results of Gaberdiel [13]. We shall not discuss the details of this algorithm here. We only mention that it

provides information on the decomposition of the fusion of two modules, by utilising a natural representation of the

chiral symmetry algebra on the set of operator product expansions (for primaryanddescendant fields) corresponding
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to the states in these modules. Importantly, the vanishing singular vectors of the modules to be fused are inputs to this

algorithm, and at no point do we use the inner-products on themodules.

Of course, there are infinitely many such operator product expansions, as there are an infinite number of descendant

states in each module, graded by their conformal dimensions. It is possible however to consistently truncate this set

of operator product expansions to a finite number, by imposing an upper-bound on the grade, relative to the highest

weight state (mathematically, one considers the elements of an appropriate filtration of the module). Of course, this

means that one only obtains a finite amount of information concerning the structure of the decomposition of the fused

modules. Fortuitously, one can deduce the entire decomposition structure from such a (sufficiently large) finite amount

of information, essentially by “looking deeply enough” to see the principal singular vectors (or not, as the case may be).

It is this feature that makes the Nahm-Gaberdiel-Kausch algorithm (whose practical implementation is nicely detailed

in [12]) so powerful (and general).

We illustrate the application of this algorithm to the fusion of the indecomposable moduleM1,2 with itself (as

expected, the indecomposable vacuum moduleM1,1 still acts as the identity of the fusion ring). A theorem of Nahm

[11] guarantees that the zero-grade states in the decomposition of the fused modules can be associated with the states

in a two-dimensional Cartesian product space3. Computing the natural representative forL0 (see [13] for explicit

formulae) on this space gives a matrix form for this representative:

L0 =

(

0 0

1 1
3

)

with respect to the ordered basis

{

∣

∣φ1,2
〉

×
∣

∣φ1,2
〉

L−1
∣

∣φ1,2
〉

×
∣

∣φ1,2
〉

}

. (3.1)

ThusL0 is diagonalisable with eigenvalues 0 and 1/3 on the zero-grade states of the fusion ofM1,2 with itself. This is

perfectly consistent with the fusion rule (2.1) withr = 1,s= 2.

To completely identify the character of the modules appearing in the decomposition of this fusion process, we must

repeat this computation whilst considering all states up tograde 3. This time, we compute4 a 9×9 representing matrix

for L0, which turns out to be diagonalisable with eigenvalues 0, 2,3, 1
3, 4

3, 7
3, 7

3, 10
3 , and10

3 . This result is only consistent

with the fusion decomposition

M1,2×f M1,2 = M1,1⊕M1,3, (3.2)

where we denote the fusion operation by×f , to distinguish it from the Cartesian product (⊕ denotes the direct sum

of modules, as always). This is the precise version of the fusion rule (2.1) (withr = 1,s = 2) which we proposed

heuristically in Section 2. We mention thatM1,3 = L1,3 is in fact irreducible.

A more interesting computation is to determine the fusion ofM1,2 andM1,3 to grade 1. By Gaberdiel and Kausch’s

generalisation of Nahm’s theorem to all grades [12], we compute within a four dimensional space, finding5

L0 =













1
3 0 2

9
8
27

0 4
3

2
3

4
9

1 0 4
3 0

0 1 0 1













with respect to the ordered basis























∣

∣φ1,2
〉

×
∣

∣φ1,3
〉

L−1
∣

∣φ1,2
〉

×
∣

∣φ1,3
〉

∣

∣φ1,2
〉

×L−1
∣

∣φ1,3
〉

L−1
∣

∣φ1,2
〉

×L−1
∣

∣φ1,3
〉























, (3.3)

which turns outnot to be diagonalisable. Indeed, it has simple eigenvalues 0 and 2 and a Jordan cell of rank 2

corresponding to the eigenvalue 1. Computing the action ofL−1 in the same way, we find that the eigenstate of

eigenvalue 0 is mapped to the true eigenstate of eigenvalue 1by L−1 whereas its Jordan partner is mapped to the

eigenstate of eigenvalue 2. This suggests the identification of the eigenstates of eigenvalues 0, 1 and 2 with
∣

∣φ1,2
〉

,

3Generally, they would be associated with a subspace of thesestates and one would have to search for thespurious subspace[11]. However, there
are no spurious states in this case.
4There is in addition a one-dimensional spurious subspace tobe determined in this case. We used the method suggested in [12] to find it.
5Again, there are no spurious states in this case.
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L0
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L1
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|φ1,2〉

|φ1,4〉
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L−1|φ1,2〉

|χ〉

I1,5I1,4

FIGURE 2. A schematic picture of the staggered modulesI1,4 andI1,5 showing the singular vector
structure of the two highest weight modules from which they are constructed. White circles cor-
respond to identically vanishing singular vectors, whereas grey indicate that the singular vector is
non-vanishing. Here,

∣

∣χ
〉

is the vanishing singular vector
(

L−2−
3
2L2

−1

)∣

∣φ1,2
〉

, andA3 is defined
after Equation (3.17). The curved arrows depict (roughly) how the Virasoro mode action “glues”
these modules together to form the staggered module (the precise actions are given in the text).

L−1
∣

∣φ1,2
〉

andL−1
∣

∣φ1,4
〉

, respectively, where
∣

∣φ1,4
〉

denotes the Jordan partner toL−1
∣

∣φ1,2
〉

. We normalise this partner

state so that

L0
∣

∣φ1,4
〉

=
∣

∣φ1,4
〉

+L−1
∣

∣φ1,2
〉

, (3.4)

fixing it up to multiples ofL−1
∣

∣φ1,2
〉

.

Let I1,4 denote the module obtained from fusingM1,2 andM1,3:

M1,2×f M1,3 = I1,4. (3.5)

A full picture of the structure of this module requires computing to grade 6, so as to “see” all principal singular vectors.

This is computationally intensive, but straight-forward to program (we used MAPLE). The result is thatI1,4 is thevector

spacedirect sum of the modulesM1,2 andM1,4, but isindecomposableitself as a Virasoro module6. This is an example

of a staggered module, in the terminology of Rohsiepe [14]:I1,4 has a submodule isomorphic to the highest weight

moduleM1,2 and its quotient by this submodule is isomorphic to the highest weight moduleM1,4. Mathematically,

this is summarised by the exact sequence

0−→ M1,2 −→ I1,4 −→ M1,4 −→ 0. (3.6)

We illustrateI1,4 schematically in Figure 2. Note, however, thatI1,4 is not itself a highest weight module.

In fact,I1,4 is generated by the state
∣

∣φ1,4
〉

, as computingL1 with the Nahm-Gaberdiel-Kausch algorithm gives

L1
∣

∣φ1,4
〉

=
−1
2

∣

∣φ1,2
〉

. (3.7)

6The notationI emphases the indecomposable aspect of these modules and is used instead of the more familiarR which stresses their reducibility.
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This non-trivial relation does not follow from Equation (3.4) and the Virasoro commutation relations, and in fact serves

to fix the structure of the staggered moduleI1,4 completely. Note that upon quotienting byM1,2, we recover7 the highest

weight condition for
∣

∣φ1,4
〉

∈ M1,4.

We are now in a position to verify Equation (2.3), which we showed in Section 2 was necessary for the non-triviality

of theφ1,2 four-point function. It is now clear that the constantC appearing there is just

C =
〈

φ1,4
∣

∣L−1
∣

∣φ1,2
〉

=
−1
2

〈

φ1,2
∣

∣φ1,2
〉

=
−1
2

, (3.8)

using Equation (3.7). We remark that even thoughL−1
∣

∣φ1,2
〉

is null, it can still have a non-vanishing inner-product

with another state (in particular its Jordan partner state
∣

∣φ1,4
〉

). This would not be possible in a highest weight module,

so we see in hindsight that Cardy’s derivation can only be valid in a conformal field theory based on modules more

general than highest weight modules (such as the staggered moduleI1,4 we have discovered here). In other words, this

exposes clearly the necessity of having a non-diagonalisable L0 in the percolation conformal field theory.

As is well known, non-diagonalisability ofL0 is often taken as a defining property of logarithmic conformal field

theories [15]. This logarithmic structure is easy to elucidate in the present case. First, Equations (3.4) and (3.7) allow

us to derive the operator product expansion

T (z)φ1,4 (w) =
−1
2

φ1,2 (w)

(z−w)3 +
φ1,4 (w)+ ∂φ1,2(w)

(z−w)2 +
∂φ1,4 (w)

z−w
+ . . . (3.9)

This and global conformal invariance of the vacuum now implythat
〈

φ1,4 (z)φ1,4 (w)
〉

satisfies the differential equation

(z∂z+w∂w +2)
〈

φ1,4 (z)φ1,4 (w)
〉

=
1

(z−w)2 ⇒
〈

φ1,4 (z)φ1,4 (w)
〉

=
A+ log(z−w)

(z−w)2 (3.10)

whereA is some constant8. In fact, we can setA = 0 because we still have the freedom to redefineφ1,4 asφ1,4 +a∂φ1,2

for arbitrarya, without affecting the defining Equations (3.4) and (3.7).

This discussion firmly establishes the theory we have constructed as the conformal field theory associated to critical

percolation by Cardy. However, we have not yet exhausted therichness of this theory. In particular, we can apply

the algorithm of Nahm, Gaberdiel and Kausch to the fusion ofM1,3 = L1,3 with itself. Despite this module being

irreducible, we still compute non-diagonalisable representatives forL0 on the fusion product, and by computing to

grade 5, we conclude that

M1,3×f M1,3 = M1,3⊕ I1,5. (3.11)

7In particular, note that the vanishing grade 4 singular vector
∣

∣ζ
〉

descended from
∣

∣φ1,4
〉

is not theM1,4 singular vector
(

L−4−L−3L−1−L2
−2 +

5
3

L−2L2
−1−

1
4

L4
−1

)

∣

∣φ1,4
〉

,

as one might have expected. SolvingL1
∣

∣ζ
〉

= L2
∣

∣ζ
〉

= 0 in I1,4 (subject to the vanishing of theM1,2 ⊂ I1,4 singular vector
(

L−2−
3
2L2

−1

)∣

∣φ1,2
〉

),
yields the true (identically vanishing)I1,4 singular vector

∣

∣ζ
〉

=

(

L−4−L−3L−1−L2
−2 +

5
3

L−2L2
−1−

1
4

L4
−1

)

∣

∣φ1,4
〉

+

(

1
2

L−5 +
4
3

L−4L−1−
8
9

L−3L−2

)

∣

∣φ1,2
〉

= 0.

Of course this reduces to theM1,4 singular vector upon quotienting byM1,2.
8Note that a direct consequence of the logarithm appearing inEquation (3.10) is that the (standard) inner-product

〈

φ1,4
∣

∣φ1,4
〉

diverges. Indeed,
consideringL−1

∣

∣φ1,2
〉

the its Jordan partner
∣

∣φ1,4
〉

, the norm of the former vanishes and that of the latter diverges, but their inner-product is finite and
non-zero (Equation (3.8)). This reflects the simple fact that there is no single invariant inner-product defined on thesenon-highest weight modules.
Note that if the norm of

∣

∣φ1,4
〉

were not divergent, then lettingL0 act on the bra and ket respectively in
〈

φ1,4
∣

∣L0
∣

∣φ1,4
〉

would lead to

〈

φ1,4
∣

∣φ1,4
〉

=
〈

φ1,4
∣

∣φ1,4
〉

+
〈

φ1,4
∣

∣L−1
∣

∣φ1,2
〉

=
〈

φ1,4
∣

∣φ1,4
〉

−
1
2
,

a contradiction. Here, it is important to note thatL†
0

∣

∣φ1,4
〉

=
∣

∣φ1,4
〉

(andL†
0L−1

∣

∣φ1,2
〉

= L−1
∣

∣φ1,2
〉

+
∣

∣φ1,4
〉

). Thus,L0 6= L†
0 as required by non-

diagonalisability.
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Here,I1,5 is another staggered module, structurally described by theexact sequence 0→ M1,1 → I1,5 → M1,5 → 0.

The fieldφ1,5 is the Jordan partner of the energy-momentum tensorT:

L0
∣

∣φ1,5
〉

= 2
∣

∣φ1,5
〉

+L−2
∣

∣0
〉

, (3.12)

and computing the action ofL2 on
∣

∣φ1,5
〉

gives

L2
∣

∣φ1,5
〉

=
−5
8

∣

∣0
〉

. (3.13)

We illustrate this module schematically in Figure 2.

Again, this staggered module structure leads to the appearance of logarithms in correlation functions. Equa-

tions (3.12) and (3.13) imply the operator product expansion

T (z)φ1,5 (w) =
−5
8

1

(z−w)4 +
2φ1,5(w)+T (w)

(z−w)2 +
∂φ1,5 (w)

z−w
+ . . . , (3.14)

and the differential equations derived from the conformal invariance of the vacuum yield

〈

φ1,5 (z)φ1,5 (w)
〉

=
5
4

log(z−w)

(z−w)4 . (3.15)

Here, we have redefinedφ1,5 (z) so as to set the arbitrary constant coming from the differential equation to zero (as

discussed after Equation (3.10)). We see immediately that the norm of
∣

∣φ1,5
〉

also diverges.

Thus far, we have constructed a part of the spectrum of a conformal field theory consistent with Cardy’s percolation

result. Of course, it is possible to continue the analysis, uncovering more of this percolation conformal field theory

structure. We have computed several more fusion rules in order to elucidate the general pattern, including9

M1,2×f I1,4 = 2M1,3⊕ I1,5, M1,2×f I1,5 = I1,4⊕M1,6,

M1,3×f I1,4 = 2I1,4⊕M1,6, M1,2×f I1,5 = 2M1,3⊕ I1,5, (3.16)

I1,4×f I1,4 = 4M1,3⊕2I1,5⊕ I1,7, I1,5×f I1,5 = M1,3⊕2I1,5⊕ I1,7⊕M1,9.

The moduleI1,7 appearing here is defined by the exact sequence 0→ M1,5 → I1,7 → M1,7 → 0, and the conditions

L0
∣

∣φ1,7
〉

= 5
∣

∣φ1,7
〉

+
∣

∣ξ
〉

and A3
∣

∣φ1,7
〉

=
−35

3

∣

∣φ1,5
〉

, (3.17)

where
∣

∣φ1,7
〉

is the logarithmic partner of
∣

∣ξ
〉

=
(

L−3−L−2L−1 + 1
6L3

−1

)∣

∣φ1,5
〉

(the non-vanishing singular vector of

M1,5), andA3 = L3−L1L2 + 1
6L3

1.

The general pattern observed is best expressed as follows:

(1) Replace each staggered moduleI1,3m+n (n = 1,2) by the direct sumM1,3m−n⊕M1,3m+n to which it is isomor-

phic as a vector space (but not as a Virasoro module).

(2) Compute the fusion using distributivity and the naı̈ve fusion rules of Section 2:

M1,s×f M1,t = M1,|s−t|+1⊕M1,|s−t|+3⊕ . . .⊕M1,s+t−3⊕M1,s+t−1. (3.18)

(3) Replace direct sums of the formM1,3m−n⊕M1,3m+n (n= 1,2) by the corresponding staggered moduleI1,3m+n.

It is not hard to check that there will always be a unique way ofdoing this.

It should be clear that closure under fusion requires that the spectrum of the logarithmic conformal field theory we have

constructed contains the modules

M1,1, M1,2, M1,3k = L1,3k, I1,3k+1 and I1,3k+2 (k∈ Z+). (3.19)

9These computations require the explicit forms of the vanishing singular vectors of the staggered modulesI1,s.
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Here,I1,3k+1
∼= M1,3k−1⊕M1,3k+1 andI1,3k+2

∼= M1,3k−2⊕M1,3k+2 as vector spaces.

We illustrate this procedure with an example. To computeI1,4×f I1,5, first note that

(M1,2⊕M1,4)×f (M1,1⊕M1,5) = 2M1,2⊕3M1,4⊕2M1,6⊕M1,8. (3.20)

We infer from this the fusion rule

I1,4×f I1,5 = 2I1,4⊕2M1,6⊕ I1,8, (3.21)

whereI1,8 is a staggered module with exact sequence 0→ M1,4 → I1,8 → M1,8 → 0. We have of course checked this

result through direct computation.

4. DISCUSSION

The identification of critical percolation with a logarithmic conformal field theory has received much attention

recently. Indeed, this was even argued by Cardy himself [16]for a general class of disordered quenched systems

with trivial partition function (that includes percolation), but without a detailed supporting conformal field theory

construction. We will now compare our theory with the other logarithmic theories that have been proposed in the

literature.

We first compare with the proposed theory of Read and Saleur [17] who studied ac = 0 theory defined by the

continuous limit of aUq (sl2) XXZ spin-1
2 chain of even length atq = eiπ/3. By analysing the associated Temperley-

Lieb algebra, they deduced the existence of modules which may be identified with ourM1,1, M1,6k−3 = L1,6k−3, I1,6k−1

andI1,6k+1, for k∈ Z+. These are the modules in (3.19) withoddsecond subscript label. This forms a fusion subring

of that which we have computed in that the fusion rules given in [17] agree with the appropriate restriction of ours (and

close). It is worth mentioning however that their proposed theory does not contain a field that may be identified with

φ1,2, and so cannot explain the crossing probability computation of Cardy.

This contrasts with the fusion ring proposed by Pearce and Rasmussen [18]. This was deduced from numerical

studies of an integrable lattice model of critical percolation, defined in their prior work with Zuber using Temperley-

Lieb algebras to obtain lattice constructions of logarithmic extensions of minimal models [19]. Tellingly, they propose

fusion rules for modules corresponding toall fields in the extended Kac table (φr,s with r,s∈ Z+). This is necessitated

by their assumption that bothM1,2 andM2,1 = L2,1 are present in the theory. Cardy’s crossing probability result only

requires the former to be present, so our fusion ring may be identified with a subring of theirs, in fact, the subring

which they refer to as the “vertical fusion algebra”.

This “extended” fusion ring, as reported by Pearce and Rasmussen, is in turn identical to a subring of that previously

proposed by Eberle and Flohr [20], based on extensive computations using the algorithm of Nahm-Gaberdiel-Kausch

(as ours are). It is clear, however, that their starting assumption is that of irreducibility (which we rejected in Section 1).

They assume that every irreducible module in the extended Kac table is present, though the trivial irreducible module

L1,1 = L1,2 is noted to decouple from the fusion ring obtained and is removed. The indecomposable modulesM1,1 and

M1,2 are then added to the theory, as they are found to occur as submodules of indecomposable modules generated by

fusing the above irreducibles (although they do not seem to addM1,4,M1,5, . . ., which also appear as such submodules).

The spectrum of their theory is therefore even richer than that of Pearce and Rasmussen, and we obviously again find

agreement between our fusion ring and theirs (when restricted to our spectrum).

Eberle and Flohr were also able to further characterise the modules appearing in their theory by determining certain

parametersβ (originally discussed in [12]) associated to the staggeredmodules (which we denote byIr,s). In particular,

they giveβ = −1
2 andβ = −5

8 for I1,4 andI1,5 respectively, agreeing with our Equations (3.7) and (3.13), respectively.

However, the parameters (sometimes they give two) that theydetermine for more generalIr,s arenot invariants of the

module itself, so they are difficult to independently verify. We have computed the invariant parameterβ = − 35
3 (and
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there is only ever one [14, Thm. 5.12]) forI1,7 in Equation (3.17), and verified that this value is always found, regardless

of which fusion rule is used to generate this module (this we checked withI1,4×f I1,4, I1,5×f I1,5 andM1,2×f M1,6).

To elaborate, the first part of Equation (3.17) only defines
∣

∣φ1,7
〉

modulo the kernelK ⊂ I1,7 of L0 − 5id. This

kernel is the three-dimensional subspace of grade-3 descendants of the highest weight state
∣

∣φ1,5
〉

of I1,7 (not to be

confused with the non-highest weight state
∣

∣φ1,5
〉

in I1,5). Eberle and Flohr define their parameterβ to be the multiple

of
∣

∣φ1,5
〉

obtained by lettingL3
1 act on

∣

∣φ1,7
〉

. However,L3
1 does not act trivially onK, so theirβ depends upon which

particular
∣

∣φ1,7
〉

they have chosen (and so can take a continuous range of values). To get an invariantβ , one must act

on
∣

∣φ1,7
〉

with a (raising, grade 3) operator which annihilatesK. There is of course only one such operator (up to scalar

multiples) and it is found by taking the singular vector
∣

∣ξ
〉

∈ K (whose logarithmic partner is
∣

∣φ1,7
〉

) and removing
〈

φ1,5
∣

∣ from
〈

ξ
∣

∣. This is the operator we have denoted byA3 in Equation (3.17), obtainingβ = −35
3 .

In fact, the above analysis makes it clear that this invariant is (for a general staggered moduleIr,s) nothing but

βr,s =
〈

χ
∣

∣φr,s
〉

, (4.1)

where
∣

∣χ
〉

is the non-vanishing singular vector in the highest weight (indecomposable) submodule ofIr,s and
∣

∣φr,s
〉

is

its logarithmic partner state (which is not in this submodule). (We can now identify the constantC of Equation (3.8)

with β1,4—see also Equation (3.7)).βr,s therefore quantifies the degree to which the highest weight submodule is

coupled to its logarithmic partner module. We therefore call this staggered module invariant thelogarithmic coupling.

It is now evident that this invariant in fact scales with the (square of the) normalisation of the singular vector
∣

∣χ
〉

. We

always normalise
∣

∣χ
〉

(and henceβr,s) so that the term with the single (most negative) Virasoro mode has coefficient 1

(and we order the modes in the other terms by non-decreasing index).

To summarise the comparisons made thus far, we have identified the fusion ring of Read and Saleur as a subring

of ours which does not containφ1,2, and so their theory does not provide a formalism in which to understand Cardy’s

crossing probability result. On the other hand, the fusion rings proposed by Pearce–Rasmussen and Eberle–Flohr

contain our fusion ring as a subring, and so are sufficiently rich to explain Cardy’s result. Unfortunately, the spectral

excess (over what is strictly necessary for the non-triviality of the φ1,2 four-point function) in these enlarged fusion

rings clashes with conformal invariance. This is due to a subtlety involving logarithmic couplings, and follows from

an argument originally due to Gurarie and Ludwig [21, App. A]which we briefly outline.

As we have shown, if the theory contains the moduleM1,2 (or M1,3 = L1,3), then fusion generates the moduleI1,5.

If M2,1 = L2,1 is also present, then we additionally generate a moduleI3,1 with exact sequence 0→ M1,1 → I3,1 →

M3,1 → 0.
∣

∣φ3,1
〉

has conformal dimension 2 (Table 1), and satisfies (compare with Equation (3.13))

L0
∣

∣φ3,1
〉

= 2
∣

∣φ3,1
〉

+L−2
∣

∣0
〉

and L2
∣

∣φ3,1
〉

=
5
6

∣

∣0
〉

. (4.2)

If, however, the conformal invariance of the vacuum is used to compute the correlation function
〈

φ1,5 (z)φ3,1 (w)
〉

, one

finds that invariance underL−1 andL0 fix the form of this function completely (as with Equation (3.15)), but this form

doesnot satisfy theL1-invariance constraint, essentially because the logarithmic couplingsβ1,5 = −5
8 andβ3,1 = 5

6 are

not equal (whilst the respective dimensions of the generating states of these modules are). The conclusion is then that

one cannot have bothM1,2 andM2,1 in the theory simultaneously10.

The work of Gurarie and Ludwig (detailed in [21]) is of considerable relevance to our construction. Their view is to

constructc = 0 logarithmic theories by assuming that the theory satisfiesa particular set of carefully chosen operator

product expansions. Many of these involve a logarithmic partner field toT which we can identify in our theory with

10We stress that this argument proves that one cannot augment the theory introduced above by themoduleM2,1, whose highest weight state has
dimension5

8 (Table 1). It does not rule out the possibility of consistently adding a primary field of this dimension. However, the highest weight
state corresponding to such a field cannot have a vanishing singular vector at grade 2. We expect that an extended algebra approach will be able to
determine whether such augmentations are also forbidden.
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φ1,5. The focus of their work was not to construct the theory from its fusion ring (fusion processes are not treated

there), but to investigate the consequences of extending the Virasoro algebra by the modes of this partner field. It is

very interesting to see that their partial extension already allows them to determine “anomaly numbers”b [22], which

coincide with the logarithmic couplingsβ we have discussed above in the two cases they treat,−5
8 and 5

6.

As noted above, the staggered modulesI1,5 andI3,1 cannot both be simultaneously present in a consistent conformal

field theory. Gurarie and Ludwig realised that this means that there are (at least) two distinct logarithmic theories that

one can construct atc = 0 (and we venture that Read and Saleur’s XXZ spin chain theory[17] perhaps leads to a

third). Moreover, they identified in [23] the one containingI1,5 (β1,5 = −5
8 ) as realising polymers and that containing

I3,1 (β3,1 = 5
6) as realising percolation (however, this identification was not reaffirmed or refuted in the sequel [21]).

Contrarily, we maintain that percolation must involveI1,5 (and more fundamentally,M1,2), hence percolation has

β1,5 = −5
8 .

In finishing, let us reemphasise the essential aspects of ourconstruction. To explain Cardy’s result, we deform the

M(2,3) model by breaking the Kac symmetry
∣

∣φ1,1
〉

=
∣

∣φ1,2
〉

. The simplest way of doing this is by rendering the

two modules reducible (but indecomposable), each differently, by allowing one of the primitive singular vectors in

each module to be physical (non-vanishing). The proper choices,L−2
∣

∣φ1,1
〉

6= 0 andL−1
∣

∣φ1,2
〉

6= 0, which transform

L1,s into M1,s (s= 1,2), are fixed by the physics. (Note that this starting point fits naturally with the point of view

that percolation is to be regarded as a limiting theory withc→ 0: In this picture, the natural modules to consider are

precisely ourM1,s.) In a second step, we have shown how the logarithms arise naturally—without further input—from

these assumptions.

Our formalism is also well-suited to interpreting and consolidating the results of Gurarie and Ludwig. In particular,

we hope to use the framework we have developed to investigatethe (partial) extended algebra approach that they

have pioneered. Furthermore, it is clear that our constructions may be easily adapted to defining logarithmic theories

corresponding to every minimal model. We expect that these theories will prove to be the correct framework in which

to explain the occurrence of non-local observables corresponding to fields outside the (standard) Kac table in other

critical models (the Ising model [24] for example).
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