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Abstract

At ultra low temperatures, materials reveal interesting behaviours that

become evident due to the freezing out of thermal vibrations. We report stud-

ies of two important group IV material systems using a newly-commissioned

dilution refrigerator at temperatures of less than 50 mK, and under axial

magnetic fields of up to 7 Tesla and 1 Tesla in the lateral plane. We realized

these magnetic fields with a 3D vector magnet and calibrated the system

using well-known test samples.

The first material studied in detail was nitrogen enhanced grown ultra-

nano-crys-talline diamond (N-UNCD). Diamond displays a combination of

many extreme physical properties such as a high thermal conductivity, the

highest number density of atoms, and a wide optical band gap, and is in ad-

dition to these properties also biocompatible [1]. The ultra-nanocrystalline

form of diamond is composed of small, 3-5 nm diameter grains of diamond

and shares many of the desirable properties of the single crystal form, but

is much easier to produce in thin form and can be used in wide variety of

applications [2], especially for nanomechanics due to its strength and high

Young’s modulus [3]. When doped with boron, nano-crystalline diamond

(B-NCD) displays superconducting properties below a critical temperature

of less than a few Kelvin [4, 5]. The nitrogen doped form has found ap-

plication in biomedical devices [6], but its superconducting behaviour at

very low temperatures has not yet been demonstrated [7]. We fabricated

N-UNCD thin films using microwave-enhanced CVD growth and used op-

tical lithography to create Hall bar designs. We found that the conductivity

of N-UNCD decreased with decreasing temperature, and between 36 mK and

4.9 K, a negative magneto-resistance was observed. Fitting the temperature
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and magnetic field dependent data with the 3D weak localization model de-

veloped by Kawabata [8], we found that 3D weak localization indeed plays a

main role in the conduction mechanism of N-UNCD films even at ultra low

temperatures.

The second project was on the characterization of erbium doped silicon

(Si:Er) semiconductor devices. Erbium has long been known to be import-

ant for use in optical fibre amplification in silica [9], and it also shows strong

luminescent properties when it is added to Si as a dopant [10]. As such, Er

is also of interest as optoelectronic semiconductor material [11]. Since the

recent demonstration that it is possible to optically address single erbium

ions in the silicon lattice [12] interest in Si:Er has increased. We studied sil-

icon doped with erbium using ion implantation and report on our attempts

to create CMOS devices with Er doped channels. The implanted material

was characterized by optical spectroscopy, deep level transient spectroscopy,

and measured both electrically and magnetically at low temperatures in the

dilution refrigerator. Deep level transient spectroscopy performed on devices

with varying anneal temperatures showed the emergence of electronically act-

ive traps with the minimum trap density occurring at annealing temperatures

above 700 ◦C. Our results reveal that a rapid thermal anneal at 900 ◦C activ-

ates the luminescence from the implanted erbium ions. This effect remains,

even if the sample is subjected to subsequent high temperature treatments.

MOS devices co-doped with Er and P were fabricated and characterised to

the extent they could be, based on the processing issues that arose.
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Chapter 1

Literature review

1.1 Diamond materials

1.1.1 Background

Figure 1.1: Octahedral nano-

diamond model [13].

History Diamond is well known for

its qualities such as its extreme hard-

ness, high thermal conductivity, and

broad optical transparency. It con-

sists of tetrahedrally arranged carbon

atoms, joined by sp3 hybrid bonds.

Diamond has a large band gap of

about 5.5 eV, rendering the possibility

of thermal electron excitation at room

temperature negligible. This leads to

diamond’s electrical insulating proper-

ties; pure diamond is highly resistive.

Synthetically grown diamond

was first created with the high pres-

sure high temperature (HPHT) tech-
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nique in Sweden in 1953 [31]. The HPHT approach requires extremely high

pressures of about 60 kbar and temperatures of about 1400 ◦C [32], resulting

in considerable cost and time invested during the production process. A dif-

ferent method to grow diamond synthetically was developed in the 1950s, via

chemical vapour deposition (CVD) [33, 3]. This technique involves growing

diamond on a substrate (either diamond, or often silicon containing small

diamond seeds) from a carbon-rich gas mixture. The gas mixture is heated

up with a hot filament or microwave beam until it forms a plasma. Without

applying high pressures, the carbon atoms are deposited layer by layer on

the substrate, forming diamond crystals [33].

In 1911 Bolton was the first to create polycrystalline diamond films via

low-pressure CVD [34]. In the 1960s many advances were made in the CVD

technology and technique [35]. This led to a more widespread production of

CVD grown nano-diamond films in the 1980s using a mixture of me-thane

and hydrogen gases [36, 37, 38, 39] (Fig. 1.1 shows a model of the structure

of octahedral nano-diamond as present in nanodiamond thin films). These

hydrogen-rich CVD grown thin films contained diamond grains ranging from

100 nm to 30 nm [3] and are called nano-crystalline diamond (NCD). Re-

searchers tried to further reduce the crystal size by increasing the methane

concentration in the hydrogen/methane gas mixture. The result is not only

the decrease of the grain size, but also the creation of amorphous carbon,

leading to diamond nano-crystals surrounded by amorphous carbon [40, 41].

Gruen’s 1991 idea of substituting argon for the hydrogen gas in the mixture

led to a breakthrough in the process of creating diamond thin-films [42], as

it prevented the formation of amorphous carbon. In 1994 he grew the first

diamond films via CVD using fullerene precursors in a microwave-activated

argon-rich gas [43]. Even though hydrogen is necessary for the diamond thin-

film growth, Gruen discovered that the hydrogen contained in the methane

was all that was needed. If too much hydrogen is added, structural defects

are introduced when hydrogen is incorporated into the crystal lattice. Thus,
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Gruen was able to further decrease the diamond crystal size by growing the

thin-films in an argon-rich atmosphere. The term ultra-nano-crystalline dia-

mond (UNCD) films was introduced to differentiate the new material of 2-5

nm sized phase-pure diamond crystals created in an argon-rich, hydrogen-

poor plasma enhanced CVD growth, from nano-crystalline diamond films of

30 - 300 nm sized crystals created by conventional CVD methods using meth-

ane and hydrogen gases. Both NCD and UNCD films generally have high

Young’s modulus, a high hardness, and a low surface roughness [3]. UNCD’s

extreme properties as well as biocompatibility [1] and its now relatively easy

fabrication have made it interesting for researchers.

Figure 1.2: Sketch of an energy band dia-

gram of diamond with nitrogen/boron indic-

ated donor/acceptor levels.

Addition of dopants

Diamond is a high band-gap

(5.5 eV) semiconductor (see

Fig. 1.2) and is highly resist-

ive when undoped in its single-

or poly-crystalline form. By

adding elements other than

methane and hydrogen/argon

to the feedstock gas during

CVD growth, one can dope

the UNCD films and introduce

charge carriers. Doping via

ion implantation on the other

hand is always paired with the

problem of induced damage to

the crystal lattice, leading to the need to repair the defects via subsequent

annealing. Doped UNCD is of interest for a variety of biological and elec-

trochemical applications, including sensing [13]. The former makes research

on diamond doped with nitrogen particularly exciting, as both nitrogen and
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carbon are biocompatible and yield broad application opportunities in the

medical field [44, 6].

P-type doping has easily been realized with boron by adding it in the gas

phase during CVD growth [45] (see Fig. 1.3 for an SEM image of boron-doped

diamond). With its relatively small radius, boron is easily incorporated into

the dense diamond lattice [46]. Finding an appropriate dopant for n-type

conduction has proven to be more difficult [47]. Possible candidates for n-

type dopants are nitrogen, phosphorus, sulphur and lithium, amongst others.

Phosphorus has shown n-type conduction in Hall effect measurements in

Koizumi’s work [48], with an activation energy of 0.6 eV and mobilities of tens

of cm2/Vs. Due to the low reported mobility and too high activation energy of

phosphorus, other dopants were tested for n-type conductivity in diamond.

Even though sulfur showed positive results [49], the samples later turned

out to be contaminated with boron, resulting in the previous results being

questionable [50]. Lithium has turned out to be rather difficult to incorporate

into diamond. Some research groups reported conductivity in diamond in

presence of Li [51, 52], whereas other research groups were not able to repeat

these results [47]. Nitrogen on the other hand manifests itself as an interstitial

dopant, giving rise to a donor level of 1.7 eV below the conduction band, and

is therefore not expected to contribute to electrical conductivity at room

temperature. The fact that nitrogen sits energetically very deep inside the

diamond makes it surprising that nitrogen doped CVD grown diamond does

indeed show room temperature conductivity [53]. Simulations by Zapol et

al. [54] on CVD grown UNCD with nitrogen addition have shown that the

incorporation of nitrogen into the grain boundaries is favoured as compared

to the incorporation into the bulk diamond, with the nitrogen substitution

energy for the grain boundaries between 2.6 eV to 5.6 eV lower than that for

bulk diamond. It is concluded that nitrogen added during CVD growth will

most likely not be incorporated into the diamond grains, but rather in the

grain boundaries (in contrast to Boron doping).
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Recent interest Since the discovery of superconductivity in boron-doped

nanocrystalline diamond in 2004 [4, 14] (see SEM image of superconduct-

ing material in Fig. 1.3), not only boron-doped, but also nitrogen-doped

diamond has become a more popular material to study. Superconductivity

in boron-doped diamond has proven to be a robust phenomenon, making it

a promising candidate for applications in the field of superconducting nano-

electro-mechanical systems [5]. With nanostructured devices of about 100 nm

width fabricated via electron beam lithography on CVD grown boron-doped

samples, critical temperatures of 2.5 K are observed with critical magnetic

fields of 500 mT [5] -comparable to the critical temperatures of ‘bulk’ films

of 3.5 K.

Figure 1.3: SEM image of a boron-

doped polycrystalline diamond film de-

posited by microwave plasma-assisted

CVD method [14].

Optical characterization of

N-UNCD The morphology of

N-UNCD films is best visualized

with SEM and TEM imaging.

When above about 10% nitrogen

concentration in the gas mixture,

a further increase of the nitrogen

content during CVD growth leads

to an increase of the grain size of

the diamond crystals [55] and con-

sequently the surface roughness

[56]. 800 nm thick films grown us-

ing gas feed stock containing 79%

Ar, 1% CH4 and 20% N2, with a

grain size of approximately 16 nm

according to TEM measurements,

show sharp spike-like crystal shapes of about 200 nm length in SEM images

[57].
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The typical Raman spectrum of N-UNCD excited at a wavelength of

514.5 nm has two prominent, broad features [57]. One of these is the peak at

approximately 1555 cm−1 which is commonly referred to as the G-mode of

disordered graphite, and the other is at approximately 1350 cm−1, commonly

referred to as the D-mode [58]. The G-mode originates from the relative

motion of all sp2 carbon atoms and the D-mode is in fact the breathing

mode of sp2 bonds in the rings [59]. The other obvious peak at 1140 cm −1,

as well as the small peak at 1480 cm−1, derive from the vibrational modes

of trans-polyacetylene (PA) [58]. The PA peak can be reduced by annealing

[60] or through hydrogen plasma etching of the samples [61].

With increasing nitrogen content in the studied samples, an increase

of the ratio of the intensities I(D)/I(G), as well as a shift towards higher

wavenumbers of the G-mode was observed [58]. According to Cancado et

al. [62] the ratio of I(D)/I(G) can be taken as an indicator of the level of

disorder in the grain boundaries - a higher value relating to a higher level of

disorder - as the ratio is related to the size of the crystalline graphite grains.

Recently it was shown that even though the value of I(D)/I(G) initially rises

with increasing nitrogen doping, it then rapidly decreases in a high nitrogen

percentage regime [63].

XPS analysis by Garrett et al. shows a detectable nitrogen peak of just

1% of the elemental composition, for a minimum of 20% nitrogen addition

only [56]. Separating the main carbon peak into the graphitic sp2 carbon

at 284.5 eV and the diamond sp3 carbon at 285 eV reveals an almost even

distribution of sp2 to sp3 bonds with no real observable trend with increasing

nitrogen concentration [56].

Electrical characterization of N-UNCD In 2001, nitrogen incorpor-

ated into UNCD thin films by microwave plasma-enhanced CVD was repor-

ted to show highly-conducting characteristics [55]. A thin film with nitrogen

concentration of up to 20% in the gas feed stock was examined down to 4.2 K
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with Hall measurements. Increasing the nitrogen content led to an increase

in the electrical conductivity by five orders of magnitude to 143 Ω−1cm−1 at

room temperature for 20% N2 in the gas feed stock. Temperature dependent

Arrhenius plots show a finite conduction at low temperatures, as well as a

non-linear behaviour, indicating the presence of multiple, thermally activated

conduction mechanisms with different activation energies. Bhattacharyya et

al. believe that conduction occurs via the grain boundaries, not via the

grains themselves [55]. On the other hand, Hall effect measurements on 2 - 3

µm thick N-UNCD films (20 % N2) by Williams et al. in 2004 [64] revealed

a largely temperature insensitive charge carrier concentration, varying from

1.8 x 1017 cm−2 at 300 K to 1.3 x 1017 cm−2 at 15 K with a mobility of 1.045

cm2V−1s−1 at 50 K, indicating an extremely low thermal activation energy.

Even though increasing room temperature conductivity has been ob-

served with increasing nitrogen content, this trend levels out at a percentage

of 10% N2 in the gas phase, not showing a further increase of conductivity

with higher nitrogen content [65]. Bhattacharyya’s work on 0.1 - 20 % doped

N-UNCD studying the type of conductivity [66] concludes that for varying

nitrogen concentrations as well as temperature, various conduction mechan-

isms apply. At low temperatures (from roughly 85 to 10 K) Mott’s variable

range hopping (VRH) [67] is thought to be the dominating factor contrib-

uting to conductivity in all N-UNCD films. In 2006, Nesladek et al. [57]

examined nitrogen doped (20% in the gas mixture) UNCD films prepared by

plasma-enhanced chemical-vapour deposition (PE-CVD) at even lower tem-

peratures, down to 1.28 K. The measurements consistently show a higher

resistance with lower temperature. The work of Nesladek et al. assumes

that the nitrogen is mainly incorporated in the grain boundaries, where the

origin of the conduction mechanism is supposedly confined to. A negative

magneto resistance (NMR) was observed and points towards weak localiza-

tion (WL), a characteristic feature for conduction in disordered metals. A

model was derived for the critical magnetic field Bk which can be determined
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geometrically from the plots of resistance ρ versus magnetic field B. At this

point the electric and magnetic contributions to the phase-breaking process

are equal, which can only be the case if the dimensions of the weakly localized

orbit exceeds the magnetic length λ = (~/eB)1/2 [2]:√
Bk = γ(~/e)1/2(G−G0), (1.1)

with G the conductivity, and G0 and γ empirical constants [2]. However,

the same work by Nesladek et al. also examined 150 nm thick boron doped

NCD films where the dopant is preferentially substitutionally incorporated

into the diamond grains. Here, a positive magnetoresistance is observed,

pointing towards a localisation of the wave functions on boron atoms. This

indicates a completely different conduction mechanism for boron doped NCD

than for nitrogen doped UNCD. Later published work by Nesladek et al. [7],

in which the same materials are studied in more depth, suggests possible

superconductivity at low temperatures on the basis of the coherence length

being comparable to the weak localization orbits and also approximately

equalling the grain size. The data reveals a sudden drop in resistivity in a 20%

N-UNCD (in the gas feed stock) sample at about 0.33 K, suggesting a local

superconducting transition. However the resistivity does not drop to zero,

so it is assumed that the transition to superconductivity is not homogeneous

in the whole sample volume.

Feliciangeli et al. [68] proposed that since the nitrogen is mainly in-

corporated in the grain boundaries (as shown by [54]), the effect of nitrogen

incorporation in UNCD films is more related to structural changes rather

than an actual doping. In their work nitrogen doped UNCD was studied

using impedance spectroscopy between 115 K and 300 K. The examined dia-

mond nano-crystals have a diameter of 3-5 nm in films with a thickness of 1.5

µm. The results show a higher resistance with lower temperatures, indicative

of a non-ohmic behaviour at even at lower temperatures. The quality factor

Q = ωC/G dependency of the frequency shows that the system behaves
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like a resistor in the low frequency regime. Around 100 kHz a capacitive

behaviour occurs, and at higher frequencies C increases because dispersive

transport takes place, where charge carriers stay within their potential wells.

At around 1 MHz G shows negative values because charge carriers remain

localized inside the potential wells into the degenerate grain boundaries. The

developed model is that of completely depleted p-type UNCD grains embed-

ded into nitrogen n-type grain boundaries, with the charge carriers remaining

localized inside the potential wells.

While it is now known that added nitrogen during CVD growth of

UNCD will be incorporated into the grain boundaries, the conduction mech-

anism at low temperatures is not completely understood. The formation of

UNCD with nitrogen addition [69] as well as its morphology [70] has been

extensively studied in the past. The results of a local superconducting trans-

ition in N-UNCD thin films do not seem to be reproducible [7], but a negative

magneto resistance indicating WL has been measured repeatedly [2][57][63].

The temperature range during which WL is dominant is unclear so far.

In order to elucidate the conduction mechanisms in N doped UNCD we

measured N-UNCD samples of varying nitrogen content at temperatures as

low as 18 mK and at high magnetic fields. Once the conduction mechanism

is understood, the knowledge of the electrical structure of the material might

help to understand the superconducting state.

1.1.2 Conduction mechanism in N-UNCD

Weak localization We wished to find out more about the origin of con-

ductivity in N-UNCD at very low temperatures. So far most research groups

report having observed a negative magneto-resistance and weak localization

at low temperatures. It is useful to consider here the theory of WL, Bergmann

offers a comprehensive review of the physical explanation of weak localization

in his book “Weak localization in thin films” [15].
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The first idea of weak localization (WL) was proposed by Abrahams et

al. [71] as an asymptotic case of a more general theory for two-dimensional

conductors. It was found that WL is caused by the quantum-interference

of the conduction electrons on the defects of the system [15]. Even though

Abrahams et al. developed the theory for two-dimensional systems, WL also

occurs in three-dimensional conductors. The effect corresponds to a time-

of-flight experiment of the conduction electrons. As such, magnetic fields

perpendicular to the sample are used to examine WL, revealing characteristic

times of the system [15].

Figure 1.4: Fan diagram according to

Langer and Neal of an electron scattered

via two different sequences from the state

k to the final state -k [15].

Negative magneto-resistance

Anomalies within the resistance of

thin, disordered metal films were

observed in the past, but not the-

oretically understood until much

later [15]. These anomalies con-

sisted of the resistance changing

with a magnetic field perpendicu-

lar to the sample and the magneto-

resistance being strongly temper-

ature dependent. Neither should

be the case according to the clas-

sical theory. Thus the observed anomaly of i.e. Cu thin films at low temper-

atures in form of a negative magneto-resistance became an indicator for the

new effect: weak localization.

Origin The theoretical origin of WL lies within the Langer-Neal graph (see

Fig. 1.4) in the Kubo formalism [72]. The Kubo formalism is based on a

perturbation to the Hamiltonian in order to calculate electronic quantum

transport [73, 74]. WL corresponds to an interference experiment of conduc-

tion electrons that are split into partial waves which then self-interfere during
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back-scattering [75], pictured in a “fan diagram” (also called “Langer-Neal

diagram”, after Langer and Neal who first studied this in 1966 [76]). Even

though the fan diagram had already been studied by Langer and Neal [76], it

took a more detailed analysis by Abrahams et al. [71] to reveal its meaning

for weak localization and weak anti-localization. The interpretation of the

fan diagram shown in Fig. 1.4 is explained in the following paragraphs.

Physical interpretation For free electrons the Drude formula for con-

ductivity applies [77]:

σ =
ne2

m
τ0, (1.2)

with the conductivity σ, for n free electrons, the electron charge e, the elec-

tron mass m, and the elastic lifetime τ0 between collisions. This equation

does not take into account the inelastic lifetime τi, which can be higher than

τ0 by several orders of magnitude at temperatures below 4 K [15], as the

Boltzmann theory does not account for particles scattered on impurities.

Therefore it shows a temperature independent conductivity.

Now consider an electron with a diffusive path as shown in Fig. 1.5 a)

(which is consistent with the physical interpretation of the afore-mentioned

fan diagram) that returns to the origin 0. According to the classical theory

the probability of the electron travelling clockwise is equal to the probability

of the electron travelling anticlockwise along the scatter path, and these two

probabilities add up to the total probability. Quantum mechanics on the

other hand considers the wavelike character of the electron. In reality there

are two partial waves, each going in opposite directions around the path.

Upon their return to the origin their amplitudes (but not their intensities)

add up to the total probability [75]. With the mechanical amplitudes |A|+

and |A|− of the path the electron can take clockwise and anticlockwise, the

probability of the electron returning to its starting point is given by

|A+ + A−| = |A+|2 + |A−|2 + A+A−∗ + A+∗A−. (1.3)

11



Figure 1.5: a) Sketch of possible path a diffusive electron may take returning

to its origin [15]. b) Probability diffusion of a diffusing electron. Quantum

diffusion shown in orange, classical case in black, weak anti-localisation in

green [75].

As long as time reversal symmetry applies, the two partial waves are in

phase and have the same amplitude when they both return to the origin, so

A+ = A−. This simplifies equation 1.3 to |A+ + A−| = 4|A|2. If we compare

this result with the classical probability of the electron returning to its origin,

we notice that the two last terms in equation 1.3 are not taken into account.

Consequently there is a difference of a factor of two between the classical and

quantum approach. This can be seen in Fig. 1.5 b), where the probability

distribution of a diffusing electron is qualitatively graphed. The probability

of quantum diffusion is shown in orange, showing a probability twice as high

as the solid black line (classical calculation) of the electron returning back

to its origin at 0. This tendency of the electron to remain at or return to

the origin has shaped the name of the effect: weak localization. The green

dotted line (dip) in Fig. 1.5 b) is the quantum diffusion in the presence of

large spin-orbit coupling, showing a by a factor of 2 reduced probability to
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return to the origin, also called weak anti-localization [75].

Once time is introduced into our system, A+ = A− does not apply any

more. Time reversal symmetry can be broken up by applying an external

magnetic field. The introduced magnetic-field induced phase shift between

the two complementary waves results in a partial destruction of the quantum

interference and thus in a lower probability of the electron returning to its

origin. Hence the conductivity is increased and a negative magneto-resistance

is observed.

Calculations The temperature dependence of the conductivity under zero

magnetic field can be calculated by using the Drude-conductivity σ0 and the

temperature dependent terms for WL σWL and Coulomb (electron-electron)

interactions σe−e [78]. These terms are additive in first order:

σ(0, T ) = σ0 + σ(0, T )WL + σ(0, T )e−e, (1.4)

with the WL term

σWL =
e2

2~π2
T 0.35 (1.5)

and the Coulomb term

σe−e =
e2

4π2~
1.3√

2
(
4

3
− 3

2
F̃σ)

√
T

D
, (1.6)

where F̃σ is a constant depending on the dimensions of the examined sample

and D is the diffusion coefficient.

Kawabata derived a formula to calculate the conductivity σ in presence

of a magnetic field B in 1980 [8], given in the following equation:

∆σ =
e2

2π2~

√
eB

c~
F (δ), (1.7)

with δ = l2

4τεD
including the energy relaxation time of electrons τε, l = c~

eB

and the Kawabata function [8]

F (δ) =
∞∑
N=0

2(
√
N + 1 + δ −

√
N + δ)− 1√

N + 1
2

+ δ
. (1.8)
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By using this formula, we can calculate the change of conductivity with an

external magnetic field perpendicular to the thin film and thus derive the

scattering parameters and time scales of the sample.

Possible superconducting transition According to Mares et al. [79] a

superconducting transition would be possible through a pairing of similar

WL orbits as this could lead to a coherent collective ground state percolat-

ing through the whole sample. Scattering of a carrier to this state would

require the scattering of another carrier out of this state [79]. Since the col-

lective state of WL orbits is dissipationless, the scattering process would be

equivalent to the electric transport through a superconductor [79].

Figure 1.6: Charge carriers

tunneling through localized bar-

riers.

Thermal activated tunneling Con-

duction in the N-UNCD films is achieved

via thermal activation of the charge car-

riers above a certain temperature. In this

thermally activated regime the charge car-

riers located in the diffusive sp2 carbon

bonds are able to tunnel through the loc-

alized sp3 barriers (see image 1.6). This is

not Mott’s variable range hopping (VRH)

which takes place in disordered systems,

but with localized charge carrier states

[67]. VRH is an incoherent, phonon-assisted process with the hopping prob-

ability depending on the barrier height. Its temperature dependent conduct-

ivity is as follows in three dimensions [80]:

σ = σ0e
−T0
T

1/4

. (1.9)

The observed thermal activated tunnelling on the other hand is a coherent

process which does not include phonons. The tunnelling probability depends
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on the area underneath the barrier. The temperature dependency of conduc-

tion is here given by

σ = σoe
−2
√

c
T . (1.10)

1.1.3 Motivation for studying N-UNCD

With the discovery in 2004 of superconductivity in boron-doped nano-crystal-

line diamond [4], the material has sparked new interest. Boron-doped dia-

mond shows an insulator-to-metal transition from a carrier density above

3x1020 cm−2 [16]. The higher the boron concentration, the more dominant

the metallic component in the sample becomes and the higher the supercon-

ducting transition temperature rises (see Fig. 1.7).

Figure 1.7: Resistivity versus temperat-

ure for varying boron concentration [16].

The fundamental interest in

understanding the phenomenon of

superconductivity in diamond lay

within the assumption that sim-

ilar conclusions could be drawn

for the major semiconductors sil-

icon and germanium, due to them

having the same diamond lattice

structure [4]. Not surprisingly, su-

perconductivity was found shortly

after, in 2006, in boron doped sil-

icon [81].

In boron doped diamond,

a TC of about 55 K was pre-

dicted [82] for boron concentra-

tions between 20% and 30%, but such high concentrations are hard to achieve.

Boron is an acceptor in diamond, as opposed to nitrogen which acts like a

donor. With nitrogen and boron straddling carbon in the periodic table, ana-

logous behaviour of nitrogen and boron in UNCD may be assumed. This led

15



to the decision to study nitrogen doped diamond. With N-UNCD recently

being utilized in bionic applications [6], it is important to learn about the

conduction mechanism of the material. We aimed to create highly nitrogen

doped UNCD and then examine these samples at low temperatures, hoping

to get past the metal-to-insulator line of Fig. 1.7. With the installation of

a new dry dilution refrigerator we were able to achieve temperatures as low

as 15 mK, while applying a magnetic field of up to 7 T, an environment

at which nitrogen doped diamond has so far not been studied and which

we hoped would reveal the origin of the conduction mechanism of the ma-

terial at those temperatures. While examining the samples, we discovered

that they were in fact not nitrogen doped, their changed characteristics were

rather due to a nitrogen-enhanced CVD growth, as will be discussed in the

following chapters.

1.2 Erbium in Silicon

Erbium is a rare earth element with the preferred bonding state of Er3+. It is

well known for its optical fluorescent properties, with its emission wavelength

peak at 1.54 µm [10].

Er3+ has an incomplete 4f electronic shell, surrounded by the full 5s and

5p shells [83, 10]. This leads to it having sharp optical intra-4f transitions

[17]. A schematic of the energy level diagram for Er3+ is shown in Fig. 1.8.

This diagram includes the Stark splitting due to an electric field. With the

transition from the first excited state to the ground state having an energy

of 0.8 eV, or a wavelength of 1.54 µm, erbium is an ideal candidate for use

as an optical amplifier in optical fibres [9]. After Er was successfully used

for optical amplification in fibres, it was used as a planar optical amplifier

[17], and has been used in silicon based optically pumped waveguides [84]

as well as splitters [17]. With the detection of single Er3+ ions [12] the pos-

sibility arises for using Er in optical quantum computing. Optical emission
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from excitons bound to phosphorus donors in silicon can be used to measure

the state of both the electron spin and the nuclear spin [85]; however, the

measurement efficiency is low, prohibiting even single-spin measurements let

alone qubit state transfer. Other defects in silicon, such as erbium, result

in luminescence from an inner-shell transition and may be better suited to

such applications. If such a state transfer is successful, single optical photons

could be routed on-chip using silica-on-silicon waveguides, which have been

used to perform quantum logic operations, albeit non-deterministically [86].

Development of such a protocol will require a detailed exploration of erbium-

donor interactions and Er/P co-doped EDMR devices provide one important

avenue for studying this.

Figure 1.8: Schematic diagram of the

energy levels of a Er3+ ion [17].

Er doping During this work,

silicon was used as a substrate

in which we introduced erbium

dopants (Si:Er). Typically erbium

doping is achieved via implanta-

tion. Since erbium has a high

stopping cross section, its penetra-

tion depth in the target material

is relatively small. Consequently

high implantation energies of sev-

eral MeV are required to reach ion

ranges in the micro metre range

(typical of optical waveguide ma-

terials) [17]. Parameters such as

range and straggle of Er implant-

ation can be simulated with the Monte Carlo program SRIM before the

implantation process is commenced [87], as will be described in further de-

tail in chapter 4.2.3. Different techniques for introducing erbium into silicon
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include molecular beam epitaxy (MBE), sputtering, thermal diffusion, and

chemical vapour deposition [84]. The advantage of ion implantation is the

high amount of control possible over the density, depth and location of the

implanted ions. There is also the possibility of implanting pre-fabricated

devices (as used in an example in [88]) which allows various configurations

of devices to be explored relatively quickly. On the other hand, this tech-

nique creates a significant amount of damage to the silicon lattice. To avoid

implantation damage, MBE is a useful method to grow erbium doped silicon

thin films. It produces films of very high quality [84], making it possible to

produce optically active erbium ions on a single well-defined site [17], which

is needed for the fabrication of qubits. Overall, it is advantageous to first

fabricate samples using ion implantation for faster examination of varying

devices, and to then move on to MBE fabrication.

Co-doping with oxygen Co-doping Si:Er substrates with oxygen is very

common as it has many advantages [89]. These advantages include an in-

creased luminescence intensity by adding oxygen to Si:Er [90, 10], as well as

a reduction in temperature quenching of the luminescence [91]. The higher

PL intensity is partially due to an increased density of O-coordinated erbium

in the oxygen implanted substrate. Thus oxygen is a popular impurity to

co-implant Si:Er substrates with, especially if the luminescence properties of

Er3+ are intended to be used. Within the silicon crystal the erbium inter-

acts with the oxygen. The common configuration of Er in Si forms clusters

with four to six O atoms in the first neighbour shell [17]. As such, Er bonds

with any O within a relatively large distance [17]. Consequently an increase

of oxygen content in the wafer will increase the solubility of erbium in the

silicon crystal [92, 18].

Electron paramagnetic resonance In order to characterize the erbium

complexes in the doped material, electron paramagnetic resonance (EPR)
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measurements are useful. Depending on the type and concentration of co-

dopants as well as anneal treatments, different complexes with different

g-values are found [18]. Carey et al. [18] reported sharp lines in the low

temperature EPR spectra of erbium samples with an oxygen concentration

of 1020/cm3 at low temperatures in nearly parallel magnetic fields (see Fig.

1.9), attributed to two Er3+ centres with monoclinic C1h and trigonal sym-

metry.

Figure 1.9: EPR spectrum of a sample

with 1019 Er/cm3 + 10×1020 O/cm3 with

the magnetic field nearly parallel to [001]

at low temperatures [18].

Electrically detected mag-

netic resonance (EDMR) uses mi-

crowave frequencies to excite a

sample while reading it out elec-

trically, generally by monitoring a

source-drain current through the

channel of the sample. Using this

technique, the electron spin reson-

ance (ESR) can be detected. This

method is capable of detecting a

small number of donors [93], mak-

ing even single spin detection pos-

sible in Si:P devices [93, 94]. The

hyperfine-split electron spin resonances of phosphorus donors in silicon MOS-

FETs have been observed with this method [95]. This all makes EDMR a

promising technique to observe the ESR on Er doped silicon MOSFETs.

Optical properties The photoluminescence (PL) of erbium is most com-

monly used to describe its optical properties. Figure 1.10 shows a PL spec-

trum of an Er implanted layer in a Si layer taken at liquid nitrogen temper-

ature (77 K) with an argon laser excitation source [10]. This graph shows

not only the PL spectrum of erbium at 1.54 µm, but also the possibility

of increasing the PL intensity by co-implanting with oxygen. Fig. 1.10 (a)
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is the PL spectrum of the sample without co-implants, showing a very low

intensity. As (b) shows, the PL intensity was considerably increased after

the sample was implanted with oxygen. It is possible to excite the PL of

erbium at energies down to the wavelength of λ = 1540 nm, energies that

are substantially lower than the silicon band gap width (λ = 1060 nm) [96].

A comparison of Er3+ incorporated into porous silicon via implantation and

immersion has shown that the erbium sites responsible for the strong 1.5 µm

luminescence are on the surface of the silicon nano-crystals [97], as opposed

to inside the silicon crystals.

Figure 1.10: PL spectrum for an

Er implanted layer in Si (a) without

co-implantation, (b) after oxygen im-

plantation [10].

Optical activation The introduc-

tion of impurities is essential in order

to create optically active Er3+ centres

in crystalline silicon [90, 10, 18, 98, 92].

These impurities can be for example

oxygen, carbon or phosphorus, and

are the main reason why room tem-

perature luminescence has been ob-

served from Er related centres [90].

The impurities can be intentionally in-

troduced (by co-implanting the sub-

strate) or they can already be inside

the Si:Er material through contam-

ination. Subsequent exposure of er-

bium doped silicon to high temper-

atures after the implantation process

will also increase the PL intensity [17].

It has been shown that annealing at 1000 ◦C results in the optimum PL in-

tensity [17].
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Electroluminescence Electroluminescence (EL) measurements of erbium

doped p-n silicon diodes can be performed by biasing the devices with a

pulsed signal and varying the current through the diode. This can be done

in either forward or reverse bias. The optical signal is then collected via

lenses. It is even possible to observe the EL signal at 1.54 µm at room

temperature in both forward and reverse bias operation [89]. In reverse bias

direction, a 2-10 times higher EL yield is observed [89]. Under reverse bias

the erbium is excited through impact excitation of hot carriers accelerated

across the junction [89, 17], whereas in forward bias the EL signal is caused

by an excitation of the Er3+ due to electron-hole recombination [89, 17].

Electrical characteristics Co-implanting Er with O or C can enhance the

electrical activation of Er by at least two orders of magnitude [98]. Erbium

is found to have donor character in n-type as well as p-type silicon, with

higher activity present in n-type silicon [19]. The mobile carrier concentration

depends not only on the erbium concentration, but also on the annealing

treatment following the implantation [99].

Erbium related defects A study by Sobolev et al. [100] using transmis-

sion electron microscopy (TEM) on erbium implanted silicon to find struc-

tural defects has shown that annealing the samples in an oxidising ambient

(i.e. chlorine) at 1100 ◦C leads to the formation of interstitial dislocation

loops due to a supersaturation with self-interstitials. These defects become

larger with a longer annealing time. On the other hand, if the samples are

annealed in an inert ambient (i.e. argon), the formation of dislocation de-

fects is prevented, resulting in the dominance of Er-related lines in the PL

spectrum [100].

Deep level transient spectroscopy (DLTS) is most commonly used to

study electrically active defects due to its high sensitivity (see more about

the DLTS technique in chapter 2.1). There have been many studies on n-

type silicon, and a short summary is given here. Not all electrically active
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defects have yet been labelled confidently. The main defects are VO, where

in the silicon lattice there is a vacancy situated next to a substitutional

oxygen atom (see Fig. 1.11 a)), VOH, a vacancy-oxygen that has captured a

hydrogen atom (Fig. 1.11 b)), VP, a vacancy neighboured by a phosphorus

atom (Fig. 1.11 b)), and finally V−2 , a single negatively charged divacancy,

and V2−
2 , a double negatively charged divacancy (Fig. 1.11 d)).

Figure 1.11: a) Sketch of a defect-free flattened

silicon lattice. b) Vacancy with neighbouring

substitutional atom (green). c) Vacancy-oxygen-

hydrogen defect (H in orange, O in blue). d)

Double negative charged divacancy.

Figure 1.12 shows er-

bium related defects that

are characteristic for ion-

implanted Er in n-type sil-

icon at ∼ 0.5 MeV fol-

lowed by an anneal at 900
◦C for 30 minutes (data is

taken from a sample with

an erbium concentration of

4 x 1015 cm−3) [19]. The

numbers in the graph are

the activation energies for

carrier emissions from each

discrete defect level to the

conduction band observed

between 50 and 275 K. The

erbium related defects found are of donor character [19]. Benton et al. [19]

believe that in PL spectra the optical excitation creates electron-pair holes

and that the same electronic mechanism is also responsible for the production

of light in EL. They believe that a deep centre is acting as a recombination

site for energy transfer and that the DLTS observed donor states are neces-

sary for the erbium to be optically active.

On the other hand, in 1995 Libertino et al. [101] found five erbium

in silicon related defects in n-type silicon. They discovered the defect at
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0.20 eV (at ca. 130 K) was characteristic in pure crystalline silicon and the

defect at 0.15 eV (at ca. 90 K) was characteristic in oxygen rich crystalline

silicon. An implantation angle dependent study by Lay et al. [102], on n-

type silicon implanted with P, revealed three dominant peaks in the DLTS

spectrum. The peaks are independent of the implantation angle and due to

VO (at 0.17 eV), V2−
2 (at 0.22 eV) and the superposition of VP and V−2 (at

0.42 eV). Studies on hydrogen interactions on silicon samples doped with

silicon by Evans-Freeman et al. [103] reveal that the hydrogenation led to

the passivation of many deep levels and thus removed their electrical activity.

Also, VOH (vacancy-oxygen-hydrogen) and VO (vacancy-oxygen) levels were

found not to be created with the hydrogenation of the samples.

Figure 1.12: DLTS spectrum of Er im-

planted n-type Si [19].

Johnson et al. [104] studied

FETs, n-type (P doped) Si sub-

strates with a SiO2 layer on top

and P diffused leads for source and

drain contacts as well as arsenic

implanted channels. The samples

were annealed to recover the dam-

age (RTA at 1000 ◦C for 5 s in

nitrogen ambient, or furnace an-

neal at 950 ◦C for 30 minutes in

forming gas, or a combination of

both anneal types). The DLTS

signal showed a continuous back-

ground level with one large peak near RT due to minority carrier generation-

recombination processes. No peaks were associated with bulk traps due to

the implantation with either anneal technique.

P-type silicon substrates were examined by Binetti et al. [105]. They

created epitaxial layers of indium melts containing silicon and erbium on

a substrate of B doped silicon and examined these with DLTS. The study
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Figure 1.13: Sketch of the band

structure visualizing the principles of

impact ionization [20]. A charge car-

rier gains energy in the electric field

(a) and creates an electron-hole pair

by colliding with a lattice atom (b).

During shallow impact ionization an

energetic electron (c) frees another

electron from a donor atom upon col-

lision (d).

showed several Er related traps. These were the majority carrier trap at an

energy of Ev + 0.45 eV, as well as minority carrier traps at Ec - 0.20 eV and

Ec - 0.40 eV.

The project within this thesis studies n-type erbium doped silicon and

the development of electrically active defects with annealing temperature.

The observed defects confirm the defect types already seen in previously

mentioned literature. These are VO, V2−
2 , VOH, VP, and V−2 . The DLTS

results are discussed in chapter 2.1.

1.2.1 Silicon at low temperatures

During the course of this project, most electric measurements on Si:Er were

done at liquid helium (4.2 K) temperatures. At these temperatures electrical

characteristics change due to suppression of the lattice vibrations, and other

effects start to dominate. This section describes some of these effects, which

have been observed and made use of during this work.

Impact ionization Impact ionization is a form of charge carrier multiplic-

ation induced by a high electrical field (see [20] for more information). Once

the electric field is above a critical value, the charge carriers have enough en-

ergy (so-called hot charge carriers) to create an electron-hole pair (see Fig.
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1.13 (a) and (b)), thus multiplying the available charge carriers. In small

dimension devices, this charge multiplication can create a significant current

at relatively low drain voltages. In an n-type silicon device the multiplied

electrons are drawn toward the drain region (a fraction can be swept through

the gate oxide), and the remaining holes become the substrate current. We

differentiated between band-to-band ionization and shallow-level impact ion-

ization [20]. Band-to-band ionization occurs when the charge carrier has

enough energy to transfer some of its energy to ionize a silicon atom and

thus create a free electron in the conduction band and leave a free hole in the

valence band. Shallow-level ionization (more typical for cryogenic temperat-

ures, below the freeze-out temperature of the dopant atoms) occurs when an

inelastic collision of a high energetic charge carrier with an occupied dopant

atom takes place. The excess energy is used to liberate the electron into the

conduction band, leaving a fixed charge (the ionized dopant) behind (see Fig.

1.13 (c) and (d)).

Optical addressing of an individual erbium ion in silicon [12] In

1997 it was suggested that the combination of the electrical and optical func-

tions of Er3+ can be realized on a single silicon chip, provided that efficient

light emission from the PL centre can be achieved [17]. A major breakthrough

for quantum computing was made in May 2013 when Yin et al. were able to

optically address a single erbium ion in silicon [12], proving the possibility

of electrically reading out the spin of a single optically excited erbium ion.

The nuclear spin states (hyperfine coupled) of this PL centre can hopefully

be used as long-lived quantum states for a quantum bit (qubit) used in the

proposed quantum computer. The 4I15/2 - 4I13/2 transition, referring to the

transition between states within the inner 4f electron shell of Er3+, has a

narrow spectral line width and a specific resonant photon energy for each

individual erbium ion [12]. This transition was studied by Yin et al. on

Er3+ implanted single electron transistors (SET) of polycrystalline silicon on
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silicon dioxide by exciting the 4I15/2 - 4I13/2 transition optically and detecting

the resulting tunnelling current through the SET electrically.

1.2.2 Motivation for this study on Si:Er semiconductor

devices

Figure 1.14: Moore’s Law shown by the

example of microprocessor transistor counts

from 1970 to 2005 [21]

According to Moore’s Law

[106] the past trend shows

that the overall processing

power for computers doubles

every two years, specific-

ally the number of transist-

ors on an affordable CPU.

IBM expects to start commer-

cially manufacturing at the 7

nm node in 2017-2018 [107].

With a typical atom size of

0.5 nm, this gives us a chan-

nel width of only 14 atoms.

Consequently, we’re starting

to run out of scope to make ever smaller functional transistor structures.

Hence something disruptive is likely to happen for Moore’s law in the near

future. Figure 1.14 shows the past development of processors since 1970,

visualizing Moore’s law. A roadmap for the semiconductor industry [108]

implies the number of electrons needed to switch a transistor should fall to

one single electron before 2020 [109]. The question arises as to how one can

realize devices that would keep up with this fast development.

The answer might lie within quantum computers. Unlike classical

computers they don’t encode data with binary digits (bits), but rather use

quantum bits (qubits) for data processing. Qubits are a superposition of both

states of a two state system, unlike the bit which has to be either one or the
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Figure 1.15: Left: A bit is always either 1 or 0. Right: A qubit can be any

possible superposition of 1 and 0.

other state (see illustration in Fig. 1.15). By making use of quantum mechan-

ical properties such as entanglement and superposition, quantum computers

will be able to achieve a faster process speed than classical computers for

solving complex problems [110]. This should enable quantum computers to

have an advantage over classical computers regarding processing speed when

doing calculations such as factoring [111], as well as in their ability to simu-

late quantum systems [112].

However, being still in its early stages, quantum computing faces many

difficulties. One of these is decoherence of the qubits. Decoherence has to

be slow enough so that quantum states can be manipulated and read out.

Unfortunately fast processing needs strong interactions, which will lead to

decoherence [113]. Another big issue is scalability. A large enough number of

qubits need to be entangled to make a powerful enough quantum computer.

In 2011 Austrian scientists broke the worlds record by achieving controlled

entanglement of 14 qubits [114]. Early in 2012, D-Wave claimed to have built

a 512-qubit processor based on superconducting logic which needs to be run

at cryogenic temperatures [115].

Electron spins and their detection can also play an important role

in the exchange of quantum information. Important milestones have been

reached, such as using nitrogen-vacancy (NV−) centres in diamond to trans-

fer quantum information through a spin system [116, 117, 118]. Recently
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Erbium has become very interesting for quantum information [12]. It has

been considered important for applications in opto-electronics due to Er3+

showing luminescence at 1.54 µm, a wavelength that falls in the minimum of

the absorption of light in silica based optical fibres [84]. This transition can

be optically and electrically excited [18]. With Yin et al. having been able

to electrically read out the spin of a single optically excited erbium ion [12],

the combination of electrical detection and optical addressing became a real

possibility. Until then the detection of electron spins in centres in crystalline

solids had only been possible for phosphorus in silicon (electrical readout)

[94] and the nitrogen-vacancy centre in diamond (optical readout) [119].

In this study, we hope to build on the foundation of the work of Yin

et al. by deterministically studying erbium doped silicon semiconductors at

low temperatures and high magnetic fields. If we are able to observe how the

erbium reacts to electrical as well as optical stimulation and its electronic

energy levels, Si:Er will become a more useful a tool for future projects.
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Chapter 2

Experimental Techniques

Several different techniques were used for the fabrication and characteriza-

tion of the samples, many of which are standard nowadays and are there-

fore not explained in detail here. These include fabrication techniques such

as optical lithography, as well as characterization techniques such as photo

luminescence and Raman spectroscopy. Instead, the following paragraphs

concentrate on describing less well known characterization techniques, such

as deep-level-transient-spectroscopy and Rutherford backscattering, as well

as the methods used for electrical characterization of the examined samples.

2.1 Deep-Level Transient Spectroscopy

Deep-level transient spectroscopy (DLTS) is used for the identification and

quantification of the energy levels associated with defects in semiconductors.

It is a very sensitive technique, capable of measuring trap concentrations as

low as 10−5 times the doping concentration of the material [22]. In addition

to the concentration, the DLTS technique can also be used to determine the

energy levels in the band gap that are associated with these impurities as

well as gaining a measure of the carrier capture cross section [22]. In 1974 D.

V. Lang developed this method which uses the capacitance across a depletion
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region (of a Schottky barrier or p-n junction) to observe changes in the charge

state of the impurity centres [120]. A pulsed bias is applied to the sample to

modulate the depletion width, which causes the charge traps to fill and drain.

When applying the bias Vpulse to the diode, the traps begin to fill (carrier

trapping). Applying a lower offset bias Voffset, causes the trapped charge

carriers in the increased depletion region ω to be released (carrier emission),

resulting in a capacitance transient. The measurement is performed over a

temperature range to modulate the Fermi level and address different defect

levels within the band gap.

Schottky barrier diode In this work, DLTS is performed on Schottky

barrier devices defined by a metal-semiconductor interface. The Schottky

barrier can be seen as a parallel plate capacitor; the separation of the two

plates d is analogue to the depletion width ω. The depletion width is the area

close to the metal-semiconductor junction that is depleted of mobile carriers

(see Fig. 2.1). The capacitance, C, is then given by

C = ε
A

d
= εrε0

A

ω
, (2.1)

with the permittivity ε = εrε0 (εr is the dielectric constant of silicon, ε0 is

the permittivity of free space), and the area of the diode, A.

The bending of the band structure at the metal-semiconductor (Au-Si)

interface is shown in Fig. 2.1, representing the region of the junction where

the bands of the metal (yellow, left side) and semiconductor (grey, right side)

join together. In thermal equilibrium (at zero bias voltage), there is a con-

stant Fermi energy EF throughout the junction (left part of diagram 2.1, for

Vpulse=0 V), which causes the traps to fill. Thus even with no external voltage

applied, the depletion region still exists. It can be increased/decreased by

applying a voltage in reverse/forward bias. In the right half of Fig. 2.1 an

offset voltage Voffset is applied so that the Schottky is in reverse bias. This

raises the Fermi level of the metal with respect to the Fermi level of the
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Figure 2.1: Sketch of the bending of the band structure at a semicon-

ductor/metal interface with the applied voltage pulse (left) and the applied

voltage offset (right) showing the traps (purple) in the depletion region ω.

semiconductor and causes the traps to empty. The barrier height Φb is given

by the difference of the valence band and the Fermi energy of the metal.

The built-in voltage Vbi is the difference between the conduction band of the

metal and that of the semiconductor at equilibrium. The metal work func-

tion Φm and the semiconductor work function Φs are given by the difference

of the vacuum level and the Fermi level of the metal or semiconductor. The

depletion region ω is defined by Vpulse and Voffset which define the measure-

ment window. Therefore it is important to select appropriate bias values in

order to include all the deep level traps in the depth region of interest in the

Schottky barrier during the measurement.

The depletion width in the depletion approximation neglects minority

carriers and assumes total depletion of majority carriers throughout the de-

pletion width as well as perfect charge neutrality beyond the depletion width.

It is given by [121]

ω =

√
2ε

qn
(Vbi −

kBT

q
− V ), (2.2)
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Figure 2.2: a) Sketch of the DLTS sample layout. The metal contact (yellow)

is the top contact of the semiconductor (grey) and the indium-gallium eutectic

(red) is the back contact. b) 3D image of the actual sample taken via optical

interferometry profiler.

where q is the carrier charge, n is the active dopant concentration in the

semiconductor, and V the applied bias voltage. The sample configuration

that was used for our DLTS system is shown in Fig. 2.2 a). The sample

itself is shown in grey and consists of an erbium implanted n-type silicon

wafer (phosphorus doped with a bulk resistivity of (0.8 - 0.9) Ω cm) in which

we intended to look for traps. The implantation was done at ANU with an

energy of 2 MeV and a fluence of 1x109 cm−2. Following the implantation,

some samples were annealed in nitrogen atmosphere for 15 minutes at tem-

peratures varying between 200 ◦C and 700 ◦C. Next, the native oxide layer

was removed via wet etch in HF, immediately followed by an evaporation

of 150 nm gold through a shadow mask (via electron beam enhanced metal

deposition), and a 240 ◦C 15 minute anneal to improve Au-Si adhesion. The

circular gold contact is shown in yellow in Fig. 2.2. The Au-Si interface

forms the Schottky barrier. We use indium-gallium (InGa) eutectic (which

forms an ohmic contact with silicon) for the back contact (red) so that we

are able to measure through the sample. Fig. 2.2 b) is a false colour image

of an optical interferometry profiler trace of an actual sample. The silicon is

in blue and the deposited gold is the circular area of approximately 800 µm
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Figure 2.3: Measurements of an as-implanted Si:Er sample at 295 K show-

ing (a) capacitance versus voltage and (b) inverse capacitance squared versus

voltage including linear fits close to zero volts.

in diameter and about 100 nm thickness.

2.1.1 Capacitance versus voltage measurement

Capacitance versus voltage (CV) measurements provide important inform-

ation about the characteristics of a Schottky-barrier junction including the

built-in voltage and the active carrier concentration as a function of depth

and will quickly reveal any potential problems with excessive leakage. It is

customary to perform CV measurements at room temperature and at LN2

temperature prior to performing more time consuming DLTS measurements.

The CV measurement quickly reveals any problems and allows suitable bi-

asing ranges for the DLTS studies to be identified. By substituting equation

2.2 into equation 2.1 we obtain the relationship between capacitance C and

applied voltage V . After solving for 1/C2 we have

1

C2
= − 2

qnεA2
· V +

2

εA2qn
(Vbi −

kBT

q
). (2.3)
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To extract the active dopant concentration n and the built-in voltage Vbi,

a CV measurement at a constant temperature is undertaken. Figure 2.3 a)

shows such a measurement of capacitance versus applied voltage of an as-

implanted sample at 295 K. The applied voltage was swept from -6 V to 0 V

while the capacitance through the sample was recorded. From the graph of

1/C2 versus V (Fig. 2.3 c)) we can then use the slope, − 2
qnεA2 , to obtain n,

and the x-intercept, 2
εA2qn

(Vbi − kBT
q

), to obtain Vbi with the calculated n. A

slight temperature dependence of these values was observed. The calculated

active dopant concentration n is 7.39 x 1017 cm−2 and the built-in voltage

Vbi is 2.10 V at room temperature.

2.1.2 The DLTS measurement

The pulsed bias voltage versus time is shown in Fig. 2.5 a) which initially

biases the device (with Voffset) into depletion as discussed with Fig. 2.1.

The filling pulse Vpulse is applied to sweep carriers into the depletion region

and fill the charge traps. The concentration of the majority carrier trapped

charges nT in an n-type semiconductor decreases exponentially

nT (t) = nT (t = 0)e−ent (2.4)

and depends on the emission rate en of each individual trap given by [122]:

en(T ) =
g0

g1

· exp(
∆S

kB
) ·NC · vth · σc · exp(

−∆H

kBT
), (2.5)

where g0
g1

is the degeneracy factor [123], ∆S the change in entropy, NC the

effective density of states in the conduction band, vth the average thermal

velocity of electrons, σc the capture cross section of the defect, and ∆H the

activation enthalpy needed to promote an electron to the conduction band.

If σc doesn’t depend on the temperature, the activation energy Ea is equal

to ∆H and equation 2.5 can be rewritten as

en = γnσcT
2e
−(

Ec−ET
kBT

)
, (2.6)
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Figure 2.4: Capacitance versus time (left) at various temperatures and the

resultant DLTS signal (right) [22].
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with the constant γn

γn = 2
√

3Mc(2π)3/2k2
Bm

∗h−3, (2.7)

where Mc is the number of minima in the conduction band (6 for silicon)

and m∗ is the effective electron mass in the conduction band. The charge

carriers are emitted from traps in the measurement window, affecting the

depletion width and consequently also the capacitance. Figure 2.5 b) shows

the corresponding capacitance signal through the sample. At the applied

offset voltage we measure a constant capacitance of C0. When the bias

voltage is applied, the capacitance changes to Cpulse. After the voltage offset

is reapplied, the capacitance drops until it levels out at its original value of

C0 again. The capacitance transient is given by

C = C0

√
1− nT (t)

n
(2.8)

for majority carriers, as shown in Fig. 2.5. For minority carriers the transient

will decay in the opposite direction following
√

nT (t)
n

. To extract the time

constant associated with the capacitance transient, the boxcar method (see

[124]) is employed and so the difference in capacitance ∆C between t1 and

t2, as shown in the Fig. 2.5, is determined.

For each temperature the capacitance is taken at two successive delay

times after the applied voltage pulse. The difference between the two values

versus the temperature constitutes the DLTS spectrum. Each peak in the

spectrum indicates the presence of at least one trap. The sign of the peak

defines whether we observe majority or minority carriers. The peak height

corresponds to the defect concentration n and the peak position corresponds

to the trap energy ET and the cross section of the defects σc [22], as can be

shown from equations 2.6 and 2.8.

The graph of capacitance versus time changes for different temperat-

ures, as the emission from defects is temperature dependent. The emission

rate en of a trap depends exponentially on the inverse temperature T , but
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also on the trap energy level ET . Consequently the emission rate is different

for each specific defect. The temperature dependence of the transient signal

associated with traps is illustrated in Fig. 2.4. This graph shows on the

left hand side the signal of capacitance versus time for different temperature

values. From the two consecutive capacitance values at t1 and t2 we calculate

the difference C(t1)− C(t2) = ∆C. The signal on the right hand side of the

Fig. is obtained by plotting ∆C values versus each temperature value T . In

addition to this spectrum, a capacitance versus temperature measurement is

acquired, without pulsing the voltage, C0.

Figure 2.5: Capacitance versus time

(bottom) shown while the bias voltage is

pulsed (top).

The change of capacitance

∆C is calculated by substituting

equation 2.4 in equation 2.8. After

differentiating with respect to T

we obtain the emission rate for

the temperature values where the

DLTS signal shows a peak Tpeak:

en(Tpeak) =
ln( t2

t1
)

t2 − t1
(2.9)

for measuring at the time intervals

t1 and t2.

To analyse the DLTS spec-

trum (∆C −∆Coffset)/C0 versus T

is graphed. The values for ∆Coffset

are obtained by applying zero volts

to the sample and only measuring

the offset of the equipment. An

example DLTS spectrum is shown

in Fig. 2.6. This spectrum was taken at four different delay times of 50, 20,

10, and 5 ms during one scan. The peaks in this plot are of Gaussian nature
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Figure 2.6: DLTS signal of an as-implanted sample (erbium in silicon at 2

MeV, 1 x 109 cm−2) taken at 4 successive time intervals in one measurement

run (50, 20, 10, and 5 ms).
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and can be fitted to gain the peak height and corresponding temperatures

T . Rearranging equation 2.6 gives us

ln
en
T 2

= ln(γnσc)−
Ec − ET
kBT

. (2.10)

Following that, the Arrhenius plot of ln(en/T
2) versus 1/kBT is linear and

enables us to extract the cross section of the defects σc from the x-intercept,

as well as the trap energy Ec−ET from the slope. The Arrhenius plot of the

largest peak around 200 K in Fig. 2.6 is shown in Fig. 2.7. The calculated

capture cross section is 3.98 x 10 −23 cm−2 and trap energy is 0.44 eV. With

this information it is possible to identify the defects we discovered in the Er

doped samples.

Equipment The DLTS setup is by Sula Technologies and consists of a

voltage source that applies a pulsed voltage with a defined offset voltage

(maximum voltage output of 10 V), and four correlators that measure at the

delay times t1, t2, t3, and t4 (variable between 100 ms and 0.001 ms) during

one temperature scan. The temperature is controlled via a Lakeshore 331

Temperature Controller by heating the copper stage on which the sample is

situated. The sample chamber is cooled throughout the measurement with

liquid nitrogen. The heater enables the temperature control between liquid

nitrogen temperature and over room temperature. During the DLTS we

generally sweep from 80 K to 295 K. The sample chamber is evacuated to

ensure moisture will not interfere with the capacitance measurements. The

hardware is connected to the BNC-2090 interface of National Instruments

which in turn is connected to the computer that is used to collect the data.

2.2 Rutherford backscattering

Rutherford backscattering (RBS) is a process during which a high energy

particle beam (typically 0.4 - 4 MeV) is directed at a target, resulting in
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Figure 2.7: Arrhenius plot of ln(en/T
2) versus 1/kBT of the largest peak

observed in 2.6, including the linear fit used to extract the capture cross section

and trap energy.
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elastic collisions between the ion beam and the target atoms. It is used

to determine the composition and structure of the target by measuring the

energy of the backscattered particles with an energy sensitive detector. RBS

is very sensitive for heavy elements, especially when using light ions in the

ion beam. The energy of the scattered particle E1 is reduced from the initial

energy E0 by the kinematic factor k:

E1 = k · E0, (2.11)

where the kinematic factor is given by [125]

k = (

√
1− (m1/m2)2 sin2 Θ + (m1/m2) cos Θ

1 +m1/m2

)2, (2.12)

m1 and m2 are the masses of the incident ion and target atom, and Θ is the

scattering angle. Equations 2.11 and 2.12 show that the energy loss for any

scattering angle depends on the masses only, resulting in a higher resolution

for higher mass ratios. Energy is lost by scattering with the sample nuclei

and by scattering with the sample electrons. The first process depends on the

scattering cross-section of the nucleus and therefore the mass of the target

atoms, creating distinct peaks for each element. The latter process results in

a gradual energy loss depending on the distance travelled within the sample,

shifting peak positions towards lower energies of elements appearing within

some depth inside the sample. The analysed depth depends on the energy of

the incident particles as well as the target composition, but is typically about

20 µm for protons. Without reference samples, RBS is qualitative only. Ref-

erence samples are needed to calibrate the detector and achieve quantitative

results. More about nuclear micro-probe techniques can be found in [125],

[126].

The RBS target chamber at the University of Melbourne houses two

silicon surface barrier detectors (see [127] for more information on silicon

surface barrier detectors). One detector is fixed at 10◦ from the incident ion

beam path. This back-angle detector gives good elemental resolution. A

41



Figure 2.8: Sketch of the RBS chamber

used at Melbourne University.

glancing detector is fitted to a

stage which can be rotated about

the sample axis and can be made

to have greater depth resolution

(see Fig. 2.8). In order to

reduce contamination a copper

shield cooled with liquid nitrogen

surrounds the target. The scatter-

ing geometry is IBM geometry: in-

cident beam, exit beam, and sur-

face normal to the sample are in

the same plane. On the Melbourne

Pelletron, H+ and He2+ particles

with energies between 0.4 and 4

MeV can be used. The charge read

by the detector is proportional to the ion energy. A multi channel analyser

(MCA) converts this analogue signal into a digital signal by sorting the data

into channels. The output of the MCA consists of a yield versus channel

number with the channel number proportional to the particle energy. Since

the ion source changes over time, this relationship changes over time, so the

system needs to be calibrated every day. The used ion source emits alpha

particles, the incident energy of which can be varied, but is typically between

1 to 2 MeV. We used an incident energy of 1 MeV with a glancing angle set

at 70◦ and back scattering angle of 10◦. The energy calibration was per-

formed by examining 4 reference samples: gold (Au) on silicon (sample 1),

germanium (Ge) (sample 2), carbon (C) and oxygen (O) (sample 3), and

blank silicon (Si) (sample 4). By creating a plot of the channel number at

which the front edges of these five elements occur and the expected energy,

we were able to determine the relationship between channel number and en-

ergy. Fig. 2.9 shows the RBS spectrum of sample (1), gold on silicon. The
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Figure 2.9: a) RBS spectrum in counts versus channel number of a gold on

silicon sample with an incident alpha particle energy of 1 MeV. b) Same RBS

spectrum in normalized yield versus energy, including the simulation in red.
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Figure 2.10: Calibration plot of energy versus channel number for the backs-

catter angle detector with an incident alpha particle energy of 1 MeV including

the linear fit in red.

heavier element, gold, is visible as a peak at a higher channel number than

the lighter element, silicon. From this plot we could read off the channel

number of the Au front edge. This was repeated for the remaining 4 ele-

ments in the other samples, but their RBS spectra are not shown here. The

theoretical energy value of each element can be found in dependency of the

incident alpha particle energy. The experimental determined channel num-

ber and the calculated value for the energy is given in Fig. 2.10 for each

of the five examined elements. Figure 2.10 shows the calibration plot of the

energy versus channel number of the five reference elements. The fit has an

44



R2 value of 0.994 and the following relationship between yield and energy is

found:

Energy = 2.64(
keV

channelnumber
) ∗ channel number− 12.59(keV ).

Following the 4 reference samples, the actual target of interest is ex-

amined. The obtained data can be fitted with a simulation program called

“RUMP” (based on the plotting package “GENPLOT”) and provides ana-

lysis and simulation of RBS spectra [128]. It loads data of the atomic stopping

power and isotope information, which can be used in “SIM” (a sub-processor

included in RUMP) to simulate the RBS spectrum. The best fit with the ex-

perimental spectrum gives the parameters of the run. This makes it possible

to extract layer composition and thickness of examined samples with RBS.

If a qualitative analysis is sufficient, the simulation is not necessary. Such

a simulation is shown in Fig. 2.9 b) in red, overlapping the experimental

data in black. Both the Au and Si edges were in agreement with the simula-

tion. Note that the particle beam loses energy through the gold layer before

reaching the silicon, introducing an energy shift. This is accounted for in the

simulated data.

2.3 Electrical measurement techniques

In this project we used a variety of methods for measuring effects such as

the Hall effect and Quantum Hall effect. These techniques were used at

room temperature, as well as at low temperatures. Through our electrical

measurements, information was gained regarding the electrical properties of

the studied materials.

2.3.1 Classical Hall Effect

In 1879 Edwin Hall discovered the effect named after him [129]. The Hall

effect is used to obtain the carrier type and concentration of a conducting
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Figure 2.11: Hall bar in a magnetic field illustrating the Hall effect.

sample. If a magnetic field ~B is applied in the z-direction of a sample and

a current ~I is passed through the sample in the x-direction, there will be a

resulting Lorentz force ~F [130]

~F = e ( ~E + ~v × ~B), (2.13)

causing the charge carriers to move in the y-direction (as in Fig. 2.11) with

the velocity ~v. This accumulation of charges induces an electric field, the

Hall field ~EH . At equilibrium it is

e (~v × ~B) = −e ~EH . (2.14)

According to the illustration in Fig. 2.11 equation 2.14 can be simplified to

EH = Bvx. (2.15)

The Hall coefficient is defined as the ratio of the Hall field EH to the current

density along x, jx, times the magnetic field, B [131]:

RH =
EH
jxB

. (2.16)

Using j = nve [130] and equations 2.15 and 2.16, the Hall coefficient can be

written as

RH =
1

ne
. (2.17)
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From this equation the charge carrier concentration n can be determined.

The sign of the Hall coefficient reveals the type of dominant charge carriers

(positive for holes and negative for electrons). Generally speaking the charge

carriers contributing to conduction will be mixed [132]:

RH =
1

|e|
np − b2ne

(np + bne)2
(2.18)

with b = |µn/µp| as the ratio of the mobilities of electrons and holes, np the

concentration of holes, and ne the electron concentration. The mobility is

determined via the Hall effect using

jx = neµEx. (2.19)

2.3.2 Van der Pauw method

In 1958 Leo J. van der Pauw proposed that if a sample is approximately two

dimensional, a sample of any shape can be examined and its resistivity, charge

carrier density and mobility can be calculated [133, 134]. The conditions for

using this technique are that (i) the sample is free from pinholes, (ii) the

contacts are sufficiently small compared to the entire sample surface and

are located on the perimeter of the sample, and (iii) the sample thickness is

homogeneous.

Such a sample is shown schematically in Fig. 2.12 a). The contacts

(blue) are exaggerated in size for visibility, but should ideally be much smaller

in size. The “clover” shaped sample in b) is preferred to minimize the effects

of the contacts. In order to calculate the resistivity ρ of the sample we

need to measure the resistance RAB,CD, derived from the potential difference

between contacts C (VC) and D (VD) per current through the contacts A and

B IAB, as well as the resistance RBC,DA, derived from the potential difference

between contacts D (VD) and A (VA) per current flowing through the contacts

B and C. The resistivity is then given by the following relationship derived
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Figure 2.12: Arbitrary shaped sample with four contacts A, B, C, and D

along the circumference to illustrate van der Pauw geometry.

by van der Pauw [133]:

ρ =
πd

ln 2

RAB,CD +RBC,DA

2
f
RAB,CD

RBC,DA

, (2.20)

with the sample thickness d and f being a function of the ratioRAB,CD/RBC,DA,

RAB,CD −RBC,DA

RAB,CD +RBC,DA

= f arcCosh
exp[ln2/f ]

2
.

When adding a magnetic field B perpendicular to the sample, the change of

resistance ∆RBD,AC will give the mobility µ:

µ =
d

B

∆RBD,AC

ρ
. (2.21)

The method for measuring at low temperatures including the electronics

is described in chapter 3.4. Not only the hardware setup, but also further

useful equations are explained in detail there.
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Chapter 3

Cryogen-free Dilution

Refrigerator

This chapter explains the operation of a dilution refrigerator and the theory

that lies behind the cooling process, and details the particular features of

the dilution refrigerator installed during this research. The coldfinger, which

holds the samples, as well as the 3D vector-magnet and the optical access,

are highlighted, and the measurement setup is outlined.

3.1 The operation of a Dilution Refrigerator

The dilution refrigerator used for this project is a cryogen-free model made

by Leiden Cryogenics. Cryogen-free, or dry, means that it does not consume

any cryogenic liquids (i.e. helium) during operation. Key components are

shown in Fig. 3.3. Liquid nitrogen may be used to accelerate the cooling

processes starting at room temperature, but this is not a requirement. One

can also reach low temperatures using the pulse tube alone, though this will

extend the cool-down process by a few days. A conventional dilution refriger-

ator has a bath of liquid helium to pre-cool a mixture of the isotopes helium 3

and helium 4 that runs through the cycle. A cryogen-free refrigerator on the
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other hand uses a pulse tube for this purpose. The pulse tube pre-cools the

dilution refrigerator by rhythmically compressing and adiabatically expand-

ing a helium gas (99.999% purity) contained in itself with heat exchangers

transferring the heat outside the system. The pulse tube unit itself is water

cooled. It is able to reach a temperature of about 4 Kelvin.

Figure 3.1: He3/He4 Phase-diagram [23, 24].

Dilution refrigerators

use a mixture of two iso-

topes of helium, the rare
3He and the more common
4He. By using a mixture of

these isotopes it is possible

to cool the sample far be-

low liquid helium temper-

ature, into the milli-Kelvin

regime. This works due

to a phase separation that

the mixture undergoes be-

low the triple point at 0.86

Kelvin (see Fig. 3.1). The

heavier 3He diluted phase

consists mainly of 4He and has superfluid properties, meaning it is devoid of

viscosity [135, 136, 137]. The 3He atoms in this phase move freely, as they are

effectively a gas [138]. The lighter 3He concentrated phase consists almost

exclusively of 3He and is a normal liquid. This phase separation occurs in the

mixing chamber. The transfer of a 3He atom from the 3He rich phase into

the diluted phase equates to a transition from a liquid to a gaseous phase

(see 1 in Fig. 3.2). This quasi-evaporation requires energy, analogous to

evaporation cooling. This energy is taken from the surroundings in form of

thermal energy, resulting in a temperature drop. Hence the mixing chamber

is the coldest part in the whole dilution refrigerator.
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Figure 3.2: Schematic of the 3He flow in a dilu-

tion refrigerator (detail of Fig. 3.3).

Extracting 3He atoms

from the diluted phase by

pumping requires a suffi-

ciently high vapour pres-

sure. The lower the tem-

perature is, the lower the

vapour pressure becomes

[139]. To provide a high

enough vapour pressure,

the diluted phase is con-

nected to the still (see Fig.

3.3). Here the diluted

phase is heated up to just

under 1 Kelvin in order

to extract 3He. Due to

the slightly different va-

pour pressures of the two isotopes, pumping on the still will evaporate mainly
3He (see 2 in Fig. 3.2). According to Fig. 3.1 there can never be less than 6%

of 3He in the diluted phase at equilibrium, even at zero Kelvin [140]. This is

the reason why it is possible to reach a few milli Kelvin with this technique

[24]. Consequently, the diluted phase needs to constantly restock itself with
3He from the concentrated phase as it is continuously pumped away through

the still.

Once the 3He gas leaves the still (see 3 in Fig. 3.2), it is heated up to

room temperature outside of the fridge. The 3He is then purified in liquid

nitrogen cooled cold traps before it is cooled down to about 3 Kelvin by the

pulse tube, followed by further cooling via the next heat exchanger coupled

to the still, cooling the incoming 3He atoms down to about 600 mK. The last

cooling stage before reaching the mixing chamber is the 50 mK plate located

between the still and the mixing chamber. Finally the 3He extracted from
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Figure 3.3: Sketch of the cryogen-free dilution refrigerator illustrating the

He3/He4 cycle, pulse tube, and heat exchangers (according to[25]).
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the still reaches the 3He rich phase in the mixing chamber (see 4 in Fig. 3.2).

From here, the 3He replenishes the previously extracted 3He in the diluted

phase. This then completes the cycle of 3He within the system. The sketch in

3.3 shows the full cycle that the mixture undergoes. The cooling power can be

regulated by a heater that sits on the still plate. Higher temperatures favour

helium evaporation [139], which increases the cooling power and makes it

possible to reach very low temperatures of less than 20 mK [24]. Nevertheless,

the still heater needs to be used with caution, as too much heating will work

against the cooling process.

A photograph of the dilution refrigerator that was installed during this

project is shown in Fig. 3.5 and 3.4. All vacuum cans and heat shields are

removed in Fig. 3.4, which reveals the interior of the fridge. This picture can

be directly compared to the sketch in Fig. 3.3. All plates (in gold) can be

identified. The outside of the fridge is painted blue, including the outer plate

at the very top. The two manual valves attached to the top right hand side

of the fridge can be used to pre-cool the system with liquid nitrogen when

cooling from room temperature down to base temperature. Figure 3.5 is a

photograph of the assembled dilution refrigerator. Located in the background

in red/silver is the gas handling system (GHS). The GHS is responsible for

controlling the valves and pumps for the inner circuit (He3/He4 cycle) as well

as the outer circuit (evacuating the OVC, IVC and still).

The Probe A probe is used to swap samples while the system remains

at its base temperature of 4 - 5 K. The probe reaches from the top of the

fridge down to the lowest part where the sample is positioned in the centre of

the magnetic field lines. Mechanical arms that press against the cold plates

are responsible for the thermal connection of the probe to the fridge. These

arms pull themselves within the probe when they are released in order to ex-

tract/insert the probe. The magnetic field is produced by a superconducting

magnet which is centred with respect to quartz windows providing optical
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Figure 3.4: Photograph of the cryogen-free dilution refrigerator. All vacuum

cans and heat shields are taken off to show the interior.
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Figure 3.5: Photograph of the assembled cryogen-free dilution refrigerator

with the gas handling system (GHS) visible in the background (red).
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access via the bottom. However, during this project the quartz windows were

not in use. The magnet is located on the 3 Kelvin plate and consists of 3

pairs of split coils that can produce fields of up to 9 Tesla in the main field,

the z-direction, and up to 1 Tesla in x- and y-direction. There are 36 DC lines

connected to two separate sample holders, and 10 flexible coax lines with a

bandwidth of 0.5 GHz on the probe which are used to connect the samples

under examination. In addition to inserting samples via the probe, devices

can also be attached directly to the mixing chamber plate itself. Placed here,

they can only be exchanged by completely opening up the system, which in-

cludes heating up to room temperature. There are 48 DC wires here that

may be used for those samples. Each DC line has a (13-30) Ω resistance and

10 µF inductance. The sample temperature can be regulated via a heater

located on the mixing chamber plate which directly heats up the samples

(see Fig. 3.3). This heater is to be used with caution, as when this part

of the fridge is too hot, the helium mixture will not be able to exist in a

condensed state in the mixing chamber. This leads to a rapid expansion of

the circulation mixture into its gaseous state and prevents the continuation

of the cooling cycle.

3.2 The Coldfinger

In order to place the samples in thermal contact with the mixing chamber and

in the area of homogeneous magnetic field lines that the 3D vector magnet

produces, a so-called coldfinger was constructed. This is attached to the

probe and holds the samples in place. Being attached to the probe, it can

be inserted and extracted without the need for the dilution refrigerator to be

disassembled. This is an important feature, as warming up the refrigerator to

room temperature is time consuming and the procedure includes unnecessary

risks, such as introducing leaks.
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Figure 3.6: Photograph of the finished coldfinger.

A photograph of the completed current coldfinger is seen in Fig. 3.6.

The coldfinger is capable of holding two samples at the same time. One

sample holder is located in the centre of the magnetic field lines and faces

the optical windows. The other is turned by 90 degrees and has no window

access when inserted into the refrigerator. The pins of the sample holder are

wired up and connected to the top part of the probe with a Fischer socket,

which is accessible from the outside for measurements while the probe is

inserted. Having good thermal conductivity between the sample and the

mixing chamber ensures that they are the same temperature. The material

used for the coldfinger is oxygen free solid copper, Alloy 101. Copper was

chosen due to its high heat conductivity and its non-magnetic properties.

The solid copper rod of the coldfinger has slits cut in it to avoid eddy cur-

rents (also called Foucault currents [141]). Eddy currents are created when

a conductor (the copper rod) is subject to a changing magnetic field i.e.

whenever the field in the 3D vector magnet is changed. This leads to the

formation of circular current loops perpendicular to the penetrating, time

varying magnetic flux, called eddy currents [141]. Eddy currents will induce

Joule heating, causing the temperature to rise. Since the cooling power of

the dilution refrigerator is minimal at base temperature such heating results

in higher base temperatures. We wish to eliminate this effect as much as
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possible. Reducing the area of the conductor will reduce the size of the cur-

rent loops, therefore decreasing the additional I2R heat load on the system.

This is achieved by creating slits in the copper rod. The wires coming from

the sample lead to the top part of the probe and are connected to a so called

breakout box. This box allocates each individual pin of the sample to its own

switch, making it possible to toggle between ground and BNC connectors.

The BNC connectors are connected to the electrical equipment which is used

for applying or measuring voltages/currents. Finally RC filters can be used

in order to filter out noise.

3.3 3D Vector magnet and optical access

frigerator is equipped with a three dimensional (3D) superconducting vector

magnet. This electro magnet consists of three coils, arranged in such a way

that it is possible to create a magnetic field in either x, y, or z direction (see

Fig. 3.7 for the directions), or any superposition of these. The sample to be

measured is inserted via the coldfinger into the magnet’s bore where the field

lines are homogeneous. In the z-direction it is possible to create a magnetic

field of up to 9 Tesla. In x- and y-direction the maximum field is 1 Tesla.

It is possible to ramp from negative fields through to positive fields and vice

versa. The dilution re

Optical access Direct optical access to the sample sitting on the lower

carrier of the coldfinger is facilitated by quartz windows throughout the ra-

diation shields and vacuum chambers of the fridge. If direct optical access is

not required, these can be blanked off to ensure that the lowest possible base

temperature can be reached. The quartz windows need to be able to with-

stand the pressure difference that is given by the vacuum on the inside of the

vacuum can and the atmospheric pressure on the outside of the vacuum can.

As direct optical access to our samples was not required, we have not had
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Figure 3.7: Sketch of the samples situated in the bore of the 3D vector

magnet.

the quartz windows in place. The use of the windows leads to a reduction

of the minimum temperature achieved by the fridge, as the cooling power is

not sufficient to operate at temperatures as low as 50 mK with the quartz

windows in use. Therefore their use is best avoided, unless optical access is

needed.

3.4 Low Temperature Measurements

Depending on the sample setup, the techniques previously described in chapter

2.3 were used to derive characteristic parameters of the samples. Primarily

Hall bar shaped samples of known dimensions - width, length, and thickness

- were examined.

Resistivity In the interest of determining a sample’s resistivity, a current

ISD needs to be sent through the length of the sample while recording the

voltage along the length of the sample Vxx. The resistivity ρ of a sample can
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only be calculated if the dimensions are known. With the sample thickness

t, width w and length l, as well as Rxx = Vxx/ISD, the resistivity is calculated

as follows:

ρ =
Rxx

ISD

· t · w
l
. (3.1)

Conductivity The conductivity σ of the sample is given by the reciprocal

of the resistivity

σ =
1

ρ
=
ISD

Rxx

· l

t · w
. (3.2)

Charge Carrier Mobility The mobility of the charge carriers µ can only

be calculated by varying the magnetic field while recording the Hall voltage

Vxy as well as resistivity ρ. Using the following equation the mobility is

obtained [132]:

µ =
1

B
· Vxy(B)

ISD(B)
· 1

ρ
, (3.3)

or

µ =
1

Bρ
·Rxy. (3.4)

Charge Carrier Density The charge carrier density n is now easily ex-

tracted with [130]:

n =
B

Rxyq
, (3.5)

with q being the charge of the charge carriers, e for electrons as the charge

carriers.

3.4.1 Measurement Setup

In order to be able to perform these measurements, various pieces of equip-

ment were used.

For the DC measurements reported herein we employed voltage sources

by Stanford Research System in the SIM900 Mainframe. The advantage of

the mainframe is that the voltage sources are separate from each other, as
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Figure 3.8: Schematics of the electrical setup during measurements.

each is independently floating. Each source is powered by two batteries,

one powering the output circuitry while the second battery is being charged

or in stand-by. This allows the voltage sources to be free of power-supply

ripples. It is important not to introduce ground loops in the measurement

setup, as they will introduce noise. Thus it is optimal to introduce only one

ground point in the hardware, which is made easy by the individual floating

voltage sources. For some measurements, a Keithley 6487 model was used

as a voltage source; this can also be used as a picoammeter. A Keithley 238

source measure unit (SMU) was used as either a current source, measuring

the voltage at the same time, or as a voltage source, measuring the current.

It has a resolution of 100 fA, or 100 µV.

Generally there are several voltages that are in need of being read out

simultaneously (see Fig. 3.8). Three 6.5 digit multimeters Agilent 34410A

make this possible. They can be combined with two low-noise pre-amplifiers

(Stanford research systems model SR560) and one low-noise current amplifier

(Stanford research systems model SR570).
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3.5 Calibration

Firstly the functionality of the dilution refrigerator, electrical equipment and

software needs to verified. It is therefore vital to measure well-known samples

before examining new unknown samples, to ensure that previously obtained

results with a different system can be reproduced with the newly installed

dilution refrigerator. It is important to consider temperature as well as mag-

netic field dependency in these electrical measurements.

3.5.1 Silicon MOSFET

Figure 3.9: Scanning electron

micrograph (SEM) of the Sil-

icon MOSFET device, Hall bar

defined by photolithography [26].

The first examined device was a Silicon

Hall bar MOSFET inserted in the lower

sample carrier. The device structure is

as shown in Fig. 3.9. It consists of

a standard Hall bar design defined by

photolithography and a single gate above

with a 5 nm thick gate oxide in between.

The length to width ratio of the device

is L/W = 19.9µm/4.9µm. These meas-

urements were undertaken without addi-

tional filters in the probe. The electrical

setup was as shown in Fig. 3.8. The

gate was controlled via the voltage source

VGate using a separate voltage source of the

Stanford Research Systems SIM900 Main-

frame. The source drain voltage was con-

trolled via the voltage source VSD provided

by another separate voltage source of

Stanford Research Systems in the same

SIM900 Mainframe. Vxx and Vxy were the
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measured voltages along the source drain current as well as across the channel

(with 6 1/2 Digit Multimeters by Agilent 34410A). Both required a low-noise

voltage pre-amplifier (Model SR560 by Stanford Research Systems) for bet-

ter signal to noise ratio. The source drain current ISD was measured with

a precision femto-current amplifier. The amplifier gains were all set before

each measurement such that the voltmeters showed best resolution without

reaching overload. The data was taken and recorded with Matlab which was

programmed to control and read out the data from the instruments.

Measurements were taken by stepping a magnetic field B perpendic-

ular to the plane of the sample in the range of ± 6 T in 0.2 T steps. At

each field value the Gate voltage was stepped from 0 V to 1.0 V in 50 mV

steps and the source drain voltage swept from -20 mV to +20 mV in 1 mV

steps at each Gate voltage step. The dilution refrigerator was kept at base

temperature, resulting in a measurement temperature of 169 mK to 155 mK

for the duration of this experiment. The results are shown in Fig. 3.10 and

3.11.

This MOSFET structure was chosen for the first measurement because

we already had data that was taken at the University of New South Wales

(UNSW) of the exact same device. The experiments at UNSW were under-

taken in a dilution refrigerator at a reported temperature of 40 mK. (Please

note that the temperatures quoted here are those measured by the ther-

mometers at the base of each of the fridges and do not represent the true

sample temperature. Nevertheless, the electrical measurements compare well

between the two systems.) LockIns were used with an excitation voltage

between 100 and 200 µV. The results of the measurements at UNSW are

given in Fig. 3.13 and 3.13 and are compared with the data acquired at

MU for validation purposes. Comparing the resistivity ρxx = Rxx/(L/W )

in the top graph of Fig. 3.10 with Fig. 3.12 one notices that the measure-

ments at the University of Melbourne (UM) show slightly higher resistivities.

At VGate = 1.0 V we measured 1860 Ω at UM, while 440 Ω was recorded at
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Figure 3.10: Experimental results of the silicon MOSFET DRD1 taken at

the University of Melbourne (UM) at ca. 160 mK. Top: Resistivity ρxx versus

gate voltage VGate. Bottom: Charge carrier density n versus gate voltage VGate

including the linear fit in red.
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Figure 3.11: Experimental results of the silicon MOSFET DRD1 taken at

the University of Melbourne (UM) at ca. 160 mK. Top: Mobility µ versus

gate voltage VGate. Bottom: Mobility µ versus Charge carrier density n.
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Figure 3.12: Si MOSFET measured at UNSW at ca. 40 mK. Top: Resistivity

ρxx versus gate voltage VGate. Bottom: Charge carrier density n versus gate

voltage VGate including the linear fit in red.
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Figure 3.13: Si MOSFET measured at UNSW at ca. 40 mK. Top: Mobility

µ versus gate voltage VGate. Bottom: Mobility µ versus Charge carrier density

n.
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UNSW. The gate voltage characteristics for the two data sets follow the same

trend. The dependen The lower graphs of Fig. 3.10 and Fig. 3.12 display

the charge carrier density n versus the gate voltage VGate. The fitted slopes

of 3.14 · 1012cm−2 at UM versus 2.85 · 1012cm−2 match very well. From these

values the oxide thickness can be derived. The mobility µ versus VGate is

displayed in the top of Fig. 3.11 and Fig. 3.13. The graphs are very similar

to each other regarding values and trends. The bottom graphs show the mo-

bility versus the charge carrier density in a half logarithmic plot. Again, the

data is very similar with only minor discrepancies in the values, confirming

the reliability of the setup at UM.

In addition, we performed magnetic field dependent measurements.

The voltage along the source drain channel is expected to show Shubnikov

de Haas oscillations at higher magnetic fields. At the same time the voltage

obtained across the source drain channel is expected to show Hall plateaus

when plotted versus the magnetic field (see [132, 142] for the quantum Hall

effect (QHE)). The data in Fig. 3.14 was taken from the same device DRD1.

The black data refers to the left axis and shows the resistivity of the sample

across the source drain channel, whereas the red curve refers to the right axis

and shows the resistivity of the sample along the source drain channel. As

expected oscillations are observed from ±3 Tesla onwards in the red curve.

The plateaus in the Rxy curve are not very prominent though. In order to

prevent eddy current heating, this measurement was not performed as one

continuous sweep. Instead, it consisted of first measuring from -6 T to 0 T,

then from + 6 T to 0 T.

In summary the data taken from the Silicon MOSFET devices at the

system at UM is comparable to the data taken at UNSW. Both systems

produced very similar data. The values are not exactly the same due to

some conditions being slightly different and differing equipment being used

(as in DC measurements at UM versus AC measurements at UNSW), but
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Figure 3.14: Resistivity versus magnetic field of Silicon MOSFET device

DRD1 measured at 160 mK with a gate voltage of 0.7 V. The left axis, black,

is the resistivity across the device channel. The right axis, red, is the resistivity

along the channel.
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Figure 3.15: Four terminal voltage versus source drain current of a 120 nm

thick Al Hall bar at varying magnetic fields perpendicular to the plane of the

sample at 0.26 K.

they are definitely close enough to say that the system in UM shows reliable

results.

3.5.2 Aluminium films

The dilution refrigerator was tested with a current source for superconducting

experiments. Aluminium, a type I superconductor, was the material used for

this purpose. It is a well known material with the critical superconducting

temperature of bulk Al at 1.2 K [143]. The used substrate for these samples

was an non-conducting silicon oxide on silicon wafer. Hall bars of varying
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sizes were fabricated using photolithography. A 120 nm thick layer of Al was

deposited on the substrate.

Thin films have different properties from bulk metals. This reduces the

critical temperature and raises the critical magnetic field for observing super-

conductivity [144]. Fig. 3.15 shows the four terminal voltage versus source

drain current of one Al Hall bar at varying magnetic fields perpendicular to

the sample at temperatures from 170 mT to 210 mT. The flat area around

zero source drain current corresponds to a zero Ohm resistivity for a fixed

magnetic field; the sample is superconducting. Once the critical current is

reached, the sample starts to behave metallic again. The critical current of

a superconductor is the current that will produce the critical magnetic field

at the surface of the same [145]. So the higher the surrounding magnetic

field, the lower the critical current. From this graph one can extract the crit-

ical current dependency on the magnetic field. In summary, the aluminium

sample behaves just as expected.

3.5.3 Niobium SQUID

In order to continue the verification and to build more confidence in the

functionality of the electrical setup, a niobium superconducting quantum

interference device (SQUID) was examined. With this device we can search

for possible offsets of the 3D vector magnet in either of the 3 dimensions and

thus calibrate the magnet for offsets. The Nb SQUID should show supercon-

ductivity at low temperatures which is broken by either a small current IC

or a small magnetic field B. As already mentioned, Nb has a relatively high

critical temperature making it unnecessary to go to the base temperature of

the dilution refrigerator. The measurements were therefore taken without

the 3He/4He mixture in circulation, using only the He compressor to cool

down the system, achieving a sample temperature of around 5 Kelvin. The

temperature depends slightly on the amplitude of the applied current and
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Figure 3.16: Results of Nb SQUID in the upper sample carrier with a per-

pendicular magnetic field at ∼5 K. Top: Voltage versus magnetic field with

constant source-drain current of 2 mA. Bottom: Critical current versus parallel

magnetic field.
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magnetic field, as the system’s temperature is affected by Joule heating by

I2R.

The results are presented in Fig. 3.16. In the top graph, the voltage is

plotted versus the perpendicular magnetic field while a constant source-drain

current of 2 mA is applied at a temperature of about 5 K. There is an obvious

jump at 1.67 T from ∼0.3 mV to ∼1.2 mV. This is due to the magnetic

field being high enough at the given source-drain current to break up the

superconducting state of the sample. This is the so-called critical magnetic

field. It depends on the temperature as well as the source-drain current

of the sample. This clear jump in a definite indicator for the observation

of superconductivity. By taking measurements of voltage versus current at

varying magnetic fields, we can extract the critical current IC for each field

value at which the superconductivity is broken up. This was also undertaken

for the magnetic field parallel to the plane of the sample. The lower graph of

Fig. 3.16 shows this critical current versus the parallel magnetic field. Here

it is clear that the critical current is at its maximum at a field value of +5

mT, dropping down rapidly for higher as well as lower magnetic fields. From

this we conclude that an offset of +5 mT within the z-coil of the magnet was

observed during this measurement. This offset is most likely caused by flux

trapping [146, 147] and thus is not a fixed value. The amplitude of the offset

within the superconducting coil depends on the history of previous applied

currents.

In order to test the vector magnet by superimposing all three coils, we

rotated the field in the x- and y-coils while applying a constant field of 1.6 T

in the z-direction and measuring the sample in the upper carrier (z-direction

is in plane with the sample). During this test the temperature is ∼5 K and a

constant source-drain current of 1 mA is applied. The overall magnetic field

value in the x-y plane has a constant amplitude of 0.1 T, calculated by adding

the vectors of Bx and By. At zero degree rotation Bx is 0.1 T while By is 0

T. The resulting source-drain voltage is shown versus the field angle in Fig.
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Figure 3.17: The Nb SQUID measured in the upper sample carrier in a

rotating magnetic field of the x and y coils. The graph shows source-drain

voltage versus field angle with a constant source-drain current of 1 mA at ∼5

K. At all times is the vector sum of Bx and By 0.1 T, while a constant Bz of

1.6 T is applied.
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3.17. We can see how the voltage is at its minimum at 0◦ as well as 180◦,

which corresponds to the magnetic field being parallel to the sample plane.

The maxima are at 90◦ and 270◦, respectively. These are the rotation angles

where the magnetic field is perpendicular to the sample. We note that the

two maxima have very different amplitudes. The cause is uncertain but may

be due to flux trapping in the Nb SQUID itself as we did not use magnetic

shielding during the measurement. This measurement makes it clear that we

are capable of applying a magnetic field in any wanted direction using the

inbuilt 3D vector magnet. We are able to program the magnetic field to do

rotations in any wanted direction.

3.5.4 Summary

The dilution refrigerator unit was successfully installed. Currently direct

optical access is not available, as not all vacuum cans have a quartz window

in place, but are instead blanked off with metal. However, we can conclude

from the experiments described above that the equipment as well as the

attached electronics are functioning properly. The various examined samples

had differing properties, and the results of their characterizations agree with

the expected values and tendencies. A slight offset in the z-direction of the

magnet by 5 mT was observed. Since the cause of this field offset is most

likely flux trapping, the value will vary for every experiment run.

75



76



Chapter 4

Fabrication

In this chapter the fabrication of nitrogen enhanced CVD grown diamond as

well as erbium doped silicon devices is described. Details include the various

methods and techniques used, such as chemical vapour deposition, photo

lithography, etching techniques, and various high temperature treatments.

First the creation of diamond devices is outlined, some methods overlap with

the silicon device fabrication explained later.

4.1 Diamond Hall bar device fabrication

The process sheet for the creation of nitrogen enhanced grown UNCD Hall

bars is given in Table 4.1 and Fig. 4.1 illustrates some of the steps in-

volved. The first step was to grow the N-UNCD layer (Table 4.3) on the

substrate (step 0). Then this layer was shaped into a Hall bar (step 1) via

optical lithography (Table 4.4), followed by dry etching (Table 4.5). After

the photolithography and development, a chromium (Cr) layer that acts as

a hardmask for the etching process by protecting the grown N-UNCD film in

the Hall bar area only, was deposited. Following this the now disposable Cr

was removed with a wet etch (Table 4.6). The next step was to define the

ohmic contacts of the Hall bar (step 2) via another optical lithography step.
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Figure 4.1: Steps involved with optical lithography. In this case positive

photoresist (green) is used as well as a Cr hard mask (blue) to protect the

sample surface (red).
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Step Details

0 N-UNCD growth Grow N-UNCD using CVD (Table 4.3).

1 Define Hall bar With photo lithography (Table 4.4):

- Deposit 250 nm thick Cr.

- Lift-off in acetone to remove PR

and create Cr hard mask.

- Etch structure into UNCD (Table 4.5).

- Remove remaining Cr (Table 4.6).

2 Define ohmic contacts Photo lithography (contacts mask):

- Deposit Ti/Au 20/100 nm thick.

- Lift off with acetone to remove PR

and metal in unwanted areas.

3 Prepare for measurements - Cut chip into (5x5) mm squares.

- Glue device into sample carrier.

- Wire bond contacts.

Table 4.1: Process flow for N-UNCD Hall bar fabrication.

The ohmic contacts consist of a titanium/gold (Ti/Au) layer of 20 nm/100

nm thickness. Lastly, the Hall bars were made to fit into the chip carriers

in which they will be examined (step 3) by cutting them into a maximum

size of 5 mm × 5 mm squares and glueing them into the chip carriers. All

contacts were connected to the carrier via aluminium wire bonding.

For the purpose of structuring these devices, a mask was designed to

be used with the mask aligner for optical lithography. The mask makes it

possible to create 5 different designs. The sizes of the four largest are shown

in Fig. 4.2. Red represents UNCD, yellow the gold contacts, and green is the

overlapping area of UNCD and gold. The dimensions of these four designs

are given in Table 4.2. All designs had roughly the same sized contact

pad of 110 µm × 110 µm to which the wire would be bonded. This size

was chosen to be big enough to ensure bonding onto it was possible. The
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Design Width (µm) Length (µm) Width/Length

a) 754 772 0.98

b) 400 400 1

c) 80 400 0.2

d) 40 400 0.1

Table 4.2: Dimensions of the four designs given in fig 4.2.

Figure 4.2: Sketch of the four Hall bar designs on the available mask.
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designs have 6 contacts each. Two form the source and drain and were used

to send a current through the length of the sample (the top and bottom as

shown in Fig. 4.2). The other four contacts allowed us to measure across the

width of the sample, as well as parallel to the source and drain contacts along

the length of the sample. This four-terminal sensing method allowed us to

measure with almost no voltage drop occurring in the voltage leads, as the

current leads - where according to Ohm’s law a voltage drop is experienced

- were kept separate. This results in a more accurate voltage measurement

than when a two-terminal technique is used (combining voltage and current

leads) as the contact resistance is there included in the output, but this was

eliminated by performing four-terminal measurements.

4.1.1 CVD growth

Figure 4.3: Structure of the substrate

wafer used for N-UNCD processing.

The N-UNCD layer was grown

in the microwave assisted plasma

chemical vapour deposition (CVD)

reactor at Melbourne University.

Since we intended to electrically

characterize these samples, we chose

to deposit the N-UNCD layer to be

examined on an electrically insulat-

ing layer of undoped UNCD with

a thickness of 1 µm. This insulator was situated on a 1 µm thick silica

layer on top of a boron doped silicon wafer of 0.01 - 0.02 Ωcm resistivity

(see Fig. 4.3). The substrate wafer (aqua-25 series) was purchased from

www.thindiamond.com (UA25-100-1-1). It had a smoothness of < 10 nm

rms and a small grain size of (3-5) nm. This substrate did not require any

seeding prior to the growth of N-UNCD and ensured a smooth and even

growth of N-UNCD.
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Growth conditions for

20% N-UNCD 10% N-UNCD 5% N-UNCD

Argon flow 79 sccm 99 sccm 38.9 sccm

Methane flow 1 sccm 1.1 sccm 0.4 sccm

Nitrogen flow 20 sccm 11 sccm 2.1 sccm

Net gas flow rate 100 sccm 111.1 sccm 41.4 sccm

Microwave power 1250 Watt 1250 Watt 1250 Watt

Chamber pressure 80 Torr 80 Torr 80 Torr

Temperature 800 ◦C 800 ◦C 850 ◦C

Growth time 3 hours 3 hours 5 hours

Table 4.3: Recipe for microwave assisted CVD grown UNCD with 20%, 10%,

and 5% nitrogen doping.

Figure 4.4: Simplified C-N-O diamond

deposition diagram according to [28].

The light grey area shows the region of

non-diamond growth, the dark grey area

marks the region of no growth and the

white area represents the region of suc-

cessful diamond growth.

With the growth method

we chose to use, the energy re-

quired to initiate CVD reactions

is provided by a plasma discharge.

It is necessary for CVD to have

a gaseous precursor that will de-

compose on the heated substrate

surface. The gas pressure and

microwave power determine the

rate, purity, crystallinity, uniform-

ity and other properties of the

grown films [149]. The composi-

tion of the gas determines the res-

ulting film. The C-H-O phase dia-

gram by Bachmann et al. [28]

defines the region of successful dia-

mond growth [149] with the ratios
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of the elements C, H, and O. A schematic of the phase diagram is shown in

Fig. 4.4.

For step a) in Fig. 4.1 we used the recipe outlined in Table 4.3. The

gas composition was 79% argon, 1% methane, and 20% nitrogen for the 20%

nitrogen enhanced grown N-UNCD films. For 10% and 5% nitrogen enhanced

grown N-UNCD films we changed the argon, nitrogen and methane flow rates

to achieve an overall nitrogen content of 10% and 5% in the gas feed stock.

During the growth the sample stage was heated to a minimum of 800 ◦C, the

microwave power was 1250 Watt and the pressure was kept at a constant 80

Torr for all three growths. The growth time of three hours resulted in an

approximately (1 - 1.5) µm thick N-UNCD layer with an overall gas flow rate

of about 100 sccm. The 5% N-UNCD was grown for a longer period due to

a lower overall gas flow rate - the gas flow was restricted by the set-up of the

valves via which the gases were connected to the system.

4.1.2 Optical Lithography

The as N-UNCD obtained detailed above was shaped into Hall bars using

optical lithography. The steps involved were similar to the steps shown in

Fig. 4.1. In this process a layer of photoresist is deposited on a sample,

using the spin-on technique. Depending on the photoresist used and the

recipe used for spinning it on (spin speed and time), the thickness will be

around 4 µm thick. Following this, the sample is exposed through a mask

to ultra violet light from a mercury lamp, to which the photoresist reacts.

The next step is to develop the sample. Positive photoresist was chosen, so

the exposed parts of the photoresist could be removed later. Now it could

be used as a mask to etch into the exposed material, or to deposit material

onto the exposed parts of the sample, as illustrated in Fig. 4.1 d). Finally

the photoresist was removed with an acetone lift-off. The exact parameters

of the photo lithography are given in Table 4.4. Prior to the procedure the

sample was cleaned in an acetone bath and with an oxygen plasma cleaner
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Photoresist AZ1514H 5000 RPM 60 s

Prebake 95 ◦C 60 s

Exposure through mask 15 s

Development 826 MIF 15 s

Table 4.4: Optical lithography recipe with photoresist AZ1514H and de-

veloper 826MIF.

at 35 sccm, 25 Watt for 2 minutes. A clean sample surface ensures an even

layer of photoresist which enables a clean transfer of the mask pattern. After

the sample was cleaned, the photoresist AZ1514H was spun on with a spin

coater (step b) in Fig. 4.1). The top speed of 5000 RPM was held for 60

seconds. Following this the photoresist was pre-baked at 95 ◦C for 60 seconds

on a hot plate. Then the mask aligner was used to align the mask onto the

sample and expose the photoresist to UV light for 15 seconds. After this the

resist was developed for 15 seconds using the developer 826MIF (step c) in

Fig. 4.1). A thorough rinsing with deionised water (DI) is vital to ensure

that the developer is completely removed from the sample. After rinsing,

the sample was dried and exposed to an oxygen plasma for 2 minutes with a

power of 30 W and gas flow rate of 30 sccm, to remove any photo resist left

over prior to the next step.

4.1.3 Metal deposition

The deposition of metals onto a substrate was done via a thermionics electron

beam (E-beam) evaporator as shown in Fig. 4.5. In this process, the material

in which the sample is to be coated is placed in a crucible of appropriate

material (mostly graphite or inter-metallic (boron nitride)). A current is then

applied to a hot filament which produces an electron beam that is directed

at the evaporation material through a permanent magnet. The chamber has

to be at pressures of less than 5 × 10−5 mbar to increase the mean free
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Figure 4.5: Electron

beam evaporation cham-

ber showing the hot fila-

ment (bottom), the path

of the emitted electron

beam as directed by a

magnetic field, the cru-

cible, and the direction

of the evaporation. The

shutter is shown in the

closed position. The

sample holder (top) is

able to rotate horizont-

ally.

path and thereby ensure that the electrons don’t scatter but are allowed to

reach the target. When the electrons strike the evaporation material they

lose their energy. Most of their kinetic energy is transformed into thermal

energy, causing the evaporation material to heat up. This electron beam

intensity needs to be high enough to bring the temperature of the evaporation

material up to deposition temperature, resulting in a vapour. Now the metal

is deposited on the sample until the desired thickness is reached. To ensure

an even coating the sample is slowly rotated on the sample holder during the

process. Between the crucible and the sample is a manual shutter. Before

opening it, the evaporation material is held at the deposition temperature

for a couple of minutes to ensure any oxide compositions evaporate first and

do not deposit on the sample. Only after this can the shutter be opened and

the sample exposed to the vapour.

The deposition rate is monitored in situ with a quartz crystal. It oscil-

lates at a resonance frequency which is dependent on its thickness as well as

its mass, which will change with material being evaporated on it. If certain
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frequencies of voltages are applied, a very sharp electro-mechanical resonance

is observed. This technique enables us to measure a deposited thickness of

less than an atomic layer.

The electron acceleration is controlled by the voltage between filament

and target, on which the deposition rate depends. The current through the

filament controls its temperature, which also controls the emission current.

The faster the deposition rate, the rougher the deposited layer will be due to

the tendency for particles to be ejected at higher temperatures. As soon as

the desired thickness is reached, the shutter is closed and the electron beam

turned off.

A 300 nm thick chromium layer was deposited on top of the sample

using this technique (step d) in 4.1). This layer was to be used as a hard

mask for the following diamond etch. A good choice of material for the hard

mask needs to have a low etch rate compared to UNCD, be easily deposited

on the sample and adhere well enough to ensure a clean lift off, plus be easily

removable after it is no longer needed. If the chromium layer is too thin, it

will be etched through in the UNCD etch step. If it is too thick, it will be

hard to lift it off cleanly. We found that 300 nm provided a good balance

between these extremes.

4.1.4 Lift off

The chromium deposited onto the photoresist is ‘lifted off’ by placing the

sample in an acetone bath, step e) in Fig. 4.1. The acetone dissolves the

photoresist and subsequently removes the metal layer on top of the photores-

ist. If needed, an ultrasonic bath can aid in the lift off process. The photores-

ist is harder to remove if the sample has previously been post baked after de-

veloping the photoresist. This is the reason why we refrained from post bak-

ing, even though generally that step is practised as it hardens the photoresist

and makes it unresponsive to UV light and consequently easier to handle the

sample.
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Figure 4.6: Isotropic (left) versus anisotropic etching (right).

4.1.5 N-UNCD Etch

There are various etching techniques that can be applied. When etching

with a mask, isotropic etching can occur. This means that the side walls are

O2 50 sccm

SF6 5 sccm

RIE power 200 W

ICP power 2500 W

Pressure 9 mTorr

Temperature 16 ◦C

Table 4.5: Parameters for N-UNCD

etch recipe.

curved and undercut the masking

layer. Anisotropic etching on the other

hand results in sharp, vertical side

walls (see Fig. 4.6) [150]. Dry etch-

ing uses a plasma phase as etchant.

The etch is controlled by changing the

parameters such as the gas composi-

tion, pressure, power, and temperat-

ure. This is an isotropic etch since it

is done by free radicals of the plasma

attacking the surface where they react.

Deep reactive ion etching (DRIE) has a smaller lateral than downward etch

rate because the gas is accelerated downwards onto the sample. Some RIE

systems use a combination of parallel plate and inductively coupled plasma

(ICP). Here, the ICP creates a high density plasma with a magnetic field

powered by radio frequency, which is utilized as the ion source. A higher

ICP power will result in a higher etch rate. The parallel plate on the other

hand creates electrical fields near the substrate, leading to more anisotropic

etch profiles. Such a system was used in this project to etch diamond: the

Plasmalab System 100 ICP 380 by Oxford Instruments.
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Quantity Chemical Formula

8.29 g Ceric ammonium nitrate (NH4)2[Ce(NO3)6]

2.2 mL Perchloric Acid HClO4

50 mL DI Water H2O

Table 4.6: Chromium etchant recipe.

As diamond is such a hard material, it is not easy to etch. Advanced

Diamond Technologies has published a recipe on their website www.thindia-

mond.com designed for etching UNCD. Using this as a guide and the DRIE

etch at MCN the recipe in Table 4.5 was established. A flow of oxygen and SF6

was used to create carbon oxides with the UNCD substrate, thus destroying

the diamond structure. The flow rates, RIE power, the ICP (inductively

coupled plasma) power, and chamber pressure are listed in Table 4.5. Etch

tests showed this recipe to etch through the 1 µm of UNCD plus 1 µm of

N-UNCD in about 3 minutes and 40 seconds if the machine had been warmed

up by previous etch processes. If the DRIE etch machine had not previously

been used, the etch rate was slightly slower. In the 3 minutes and 40 seconds

the 300 nm thick chromium layer was not yet fully etched through: a small

layer was still protecting the N-UNCD in the masked off regions (step f) in

Fig. 4.1).

4.1.6 Chromium removal

The remaining chromium was removed with a chemical wet etch (step f) in

Fig. 4.1) which does not affect the UNCD. The recipe for the chromium

etchant is given in Table 4.6 and can be found at www.microchemicals.eu.

The etch rate is approximately 60 nm per minute at room temperature.

More information regarding chromium etching can be found in [151]. After

the chromium removal the samples were thoroughly rinsed in deionized water
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Figure 4.7: Optical pictures of the four different Hall bar patterns before

the electrical contacts were created. a) Shows the largest Hall bar structure

with alignment markers on the left (only partially shown due to the limited

size of the field of view of the optical profiler); b), c), and d) are the other

three devices according to Fig. 4.2.
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Figure 4.8: Two optical pictures of the same sample of the second Hall bar

design. a) is taken with the optical profiler. b) is taken with a conventional

microscope using an objective with 5x magnification. The gold contacts are

visible on top of the N-UNCD material on the Si substrate.

before proceeding. The current N-UNCD Hall bars looked as shown in Fig.

4.7 for the structures a) to d) from the mask in 4.2.

4.1.7 Deposition of ohmic leads

Now that a Hall bar structure had been successfully created out of the N-

UNCD material, the contacts of the Hall bar needed to be made accessible

(step 2 in Table 4.1). This was done with another step of optical lithography

similar to the first. Because some of the structures were so small that it was

not possible to directly bond to the ‘arms’ of the Hall bar, the second mask

fanned out to contact pads which were big enough to allow wire bonding.

The mask is shown as the combination of yellow and green areas in Fig. 4.2.

Using the same recipe as previously described in section 4.1.2, the photores-

ist was spun on the samples, exposed, and developed. Following this the

samples were directly transferred into the electron beam evaporator in order

to cover them in a 20 nm thick layer of titanium, immediately followed by

100 nm of gold. It is vital that the metal used for the contacts forms an
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ohmic connection (linear I-V characteristic) to the N-UNCD film, so a metal

with appropriate work function must be used. The chosen metals titanium

and gold had been used by Jeedigunta et al. [152] and found to create ohmic

contacts. Titanium is electrically conducting and it has good adhesion prop-

erties to UNCD as well as silicon. Unfortunately titanium oxidises at air,

so it was sealed with a layer of gold. Gold is also electrically conducting,

adheres well to titanium, does not react to air and therefore keeps its con-

ducting properties. It can easily be wire bonded provided it has a minimum

thickness of approximately 40 nm. Figure 4.8 shows optical pictures of a

completely fabricated sample. Fig. 4.8 a) was taken with the optical profiler

and shows the depth profile as well as the lateral dimensions. Fig. 4.8 b)

was taken with a conventional microscope and a 5x magnification objective.

The sample pictured in these images has the second Hall bar design.

Figure 4.9: Photograph of a finished diamond

device wire bonded to the sample carrier it is

glued into.

After the two metal

layers are deposited the

sample is transferred to

an acetone bath to lift

off the metal in the un-

wanted areas. Once this

is completed, the samples

are finished and only need

to be made compatible for

measurements in the dilu-

tion refrigerator by placing

them in the appropriate

sample carriers and creat-

ing the electric connections

between the sample and

the sample carrier.
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4.1.8 Wire Bonding

The sample needs to be less than 5 × 5 mm2 in order to fit into the sample

carrier. It is held in place by Japanese Cemedine brand epoxy. A photograph

of a fabricated diamond device sitting in its sample carrier is shown in Fig.

4.9. The electric connections between the Hall bar contacts and the sample

carrier are made via wire bonding. An aluminium wire of 25 µm diameter is

used with a semi-automatic wire bonder. As the wire must be lightly pushed

down for it to stick to the contacts, the wire is slightly flattened and widened.

This determines the size of the ohmic contacts, which need to be a minimum

of 50 µm2 or larger. Once all 6 ohmic connections are made the sample is

ready to be measured in the dilution refrigerator.

4.2 Silicon device fabrication

Figure 4.10: Optical image taken with

a microscope of a bonded up device.

Similar to the N-UNCD devices,

the silicon devices needed to be

created and shaped into samples

that could be electrically charac-

terized in the dilution refrigerator.

The process flow first developed

used equipment at Melbourne Uni-

versity (MU) only, plus ANU

for implantations (MU devices).

Later, due to issues with contam-

ination by foreign matter in the

gate oxide introduced during fab-

rication using equipment at MU,

the process flow was further de-

veloped and adapted for equip-

ment available at the University of
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New South Wales (UNSW). The following paragraphs detail the MU and

UNSW devices separately. They briefly list the process flow of both MU

and UNSW devices, describe the purpose of the chosen device designs, and

explain in detail the steps involved in sample fabrication. More emphasis is

placed on the UNSW devices, as their fabrication was more successful.

4.2.1 Device designs

MU devices Analogous to the N-UNCD devices, we chose Hall bar designs

for ease of electrical and magnetic field characterization. The Hall bars had

a width to length ratio between the contacts of width/length = 20 µm/48

µm. For these devices we implanted erbium ions with an energy of 110 keV

and a fluence of 6.6 × 1010 cm−2 in the channel area, resulting in a peak

concentration of 2 × 1016 ions per cm3 at a depth of 20 nm beneath the

surface. Arsenic was implanted to form metallic n+ type leads between the

channel and the contact pads with an energy of 195 keV and a fluence of

6.6 × 1014 cm−2, leading to a peak concentration of 4.7 × 1019 cm−3 at a

depth of 100 nm. An optical image of a fully fabricated and bonded up

device is shown in Fig. 4.10.

Figure 4.11: Sketch of a cut through the UNSW

device design showing the depth profile.

UNSW devices Figure

4.11 shows a sketch of a cut

through a device fabric-

ated at UNSW. Indicated

are the silicon substrate

(yellow) and the silicon di-

oxide (orange). The thin-

ner gate oxide is directly

underneath the metal gate;

the field oxide is thicker

and surrounds the whole
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Figure 4.12: Optical image taken with a microscope of 10× magnification of

the 4 finished designs, showing aluminium (yellow) and phosphorus diffused

areas (brown), surrounded by the field oxide (grey).
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Figure 4.13: Optical image taken with a microscope of 20× magnification

of the 4 finished designs in the channel area (central parts of Fig. 4.12). The

squares in the centre are the thinner gate oxides, the aluminium gates are in

yellow, the phosphorus diffused leads in brown, and the thick field oxide in

grey.
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Design Number of Channel length Channel width

ohmic contacts (µm) (µm)

α 2 26 5

β 4 78 5

γ 6 36 22

δ 6 36 22

Table 4.7: Er:Si new sample design dimensions.

device. Also shown are the aluminium metal (green) which forms the top

gate as well as ohmic contacts to the substrate. The n-type leads consist of

diffused phosphorus (blue), and the implanted erbium is shown in the chan-

nel area (pink). The device is separated from the outside via diffused boron

(red). The silicon substrate of the samples fabricated at UNSW was n-type

doped with phosphorus of a concentration of 1-2 × 1016 cm−3 and a resulting

resistivity of 0.3-0.5 Ωcm.

For the UNSW devices we developed four different designs. An optical

image of the finished devices is shown in Fig. 4.12, with a more magnified

image of the channel area shown in Fig. 4.13. The dimensions of these

devices are given in Table 4.7. All designs have in the centre a channel which

is to be examined via contacts that form ohmic connections to it. Over this

channel all designs have a top gate, which can be accessed via two points.

The simplest design α has only two ohmic contacts. Its purpose is to perform

EDMR (electrically detected magnetic resonance) measurements on the im-

planted erbium. The configuration of β is essentially the same as α, but with

two more added contacts. This elongates the channel to twice its previous

length. Having 4 contacts allows experiments in 4-terminal configurations,

similar to the van der Pauw method which allows the extraction of sample

resistivity, charge carrier density and mobility (see chapter 2.3.2). Designs

γ and δ are both Hall bar designs. Both have 6 ohmic contacts in addition

to the double-connected overlying gate. The channel area of width/length is
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Batch Implant ions Implant energy and fluence

1 Sb 70 keV, 2× 1011 cm−2

2 Er 85 keV, 2× 1011 cm−2

3 none –

4 Er 85 keV, 2× 1011 cm−2

O 15.5 keV, 1.2× 1012 cm−2

Table 4.8: Er:Si batches and their additional implant ions.

22 µm/36 µm in both, γ and δ. The difference between these two devices is

the layout of the n-type leads that access the channel as well as the size of

the top gate. While δ consists of the standard Hall bar design with a big top

gate, γ has a much narrower gate imitating the layout found in the first two

structures. Thus, γ is thought to be a hybrid between the standard Hall bar

δ and the four-contact EDMR device β.

In order to characterize the influence of erbium on the devices, four

batches with varying implanted ions as outlined in Table 4.8 were fabricated.

Ultimately, the motivation was to characterize erbium in these samples (batch

number 2). As we know, erbium’s activity is enhanced by oxygen, thus we

also wanted to have a batch (number 4) that contained both of these elements.

For comparison, it is important to also have one set of devices without any

implanted ions (batch number 3). In addition, we also had one batch (number

1) in which we implanted antimony - it is a known dopant, relatively heavy,

and thus is comparable to erbium. Details regarding the choice of the implant

parameters are given in chapter 4.2.3.

4.2.2 Process flows

The process flow for the fabrication of the MU devices is given in Table

4.9 and for the UNSW devices in Table 4.10. A graphical visualization of

both is sketched in Fig. 4.14. Both process flows were very similar, with

97



Figure 4.14: Graphical visualization of the process flows of both MU (blue)

and UNSW (orange) devices.
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the main differences being the choice of ion for the leads, the addition of

a boron guard-ring in the UNSW devices, and the already described design

differences. The most important difference was that the oxidation was post

implantation with the MU devices, whereas the order of the UNSW process

flow led to the devices first being oxidised and then the ions subsequently

being implanted through the silicon dioxide. This section concentrates on

the fabrication of the UNSW devices. The steps taken to produce the MU

devices were similar and are therefore not described in as much detail to

avoid repetition.

Step Details
0 Clean Follow table 4.12 for cleaning process.

1 Define Grow ∼160 nm thick SiO2 layer

alignment markers Optical Lithography (Mask 0)

including postbake: 125 ◦C, 30 min

Etch markers into SiO2 with BHF

Etch markers into Si

(BOSCH process, see Fig. 4.21)

Clean Sample (remove SiO2 with HF)

2 Create As implant mask Grow ∼160 nm thick SiO2 layer

Optical lithography (Mask 1)

including postbake: 125 ◦C, 30 min

Etch pattern into SiO2 with BHF

3 Implant As Energy: 195 keV; fluence: 5.5×1014 cm−2

Clean Sample (remove SiO2 with HF)

4 Create Er implant mask Grow ∼160 nm thick SiO2 layer

Optical lithography (Mask 2)

Including postbake: 125 ◦C, 30 min

Etch pattern into SiO2 with BHF
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5 Implant Er Energy: 110 keV; fluence: 6.6×1010 cm−2

Clean Sample (remove SiO2 with HF)

6 Anneal samples RTA in Ar, 900 ◦C, 30 sec

7 Create field oxide Grow SiO2 layer

Furnace: 1000 ◦C, 10 min O2 (∼30 nm)

PECVD: 4 min deposition, 250 ◦C.

8 Remove Oxide in gate Optical Lithography (Mask 3)

area including postbake: 125 ◦C, 30 min

Etch gate into SiO2 with BHF

9 Create gate oxide Grow SiO2 layer

Furnace: 1000 ◦C, 10 min O2 (∼30 nm)

10 Create oxide windows Optical lithography (Mask 4)

including postbake: 125 ◦C, 30 min

Etch windows into SiO2 with BHF

11 Create ohmic contacts Optical lithography (Mask 5)

Evaporate 100 nm Al

Lift off photoresist with Acetone

12 Anneal samples Forming gas (FG), 425 ◦C, 45 min.

13 Prepare for Split chip into individual devices.

measurements Glue devices into sample carriers.

Wire bond contacts to sample carrier.

Table 4.9: Process sheet for Er:Si Hall bar fabrication as undertaken at MU.

BHF stands for buffered HF.

Step Details

0 Initial clean Follow Table 4.12 for cleaning process.
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1 Define alignment markers Grow ∼100 nm thick SiO2 layer

Optical Lithography (Mask 0)

Etch markers into SiO2 with BHF

Etch markers into Si

Clean sample

2 Create Boron guard ring Optical lithography (mask 1)

Etch pattern into SiO2 with BHF

Boron diffusion + drive in

3 n-type leads Clean sample

Optical lithography (mask 2)

Etch pattern into SiO2 with BHF

Phosphorus diffusion + drive in

4 Field oxide Grow SiO2 (min. 120 nm)

Clean sample

5 Gate oxide Optical lithography (mask 3)

Etch pattern into SiO2 with BHF

Grow SiO2 layer (40 nm)

6 Ion implantation Optical lithography (mask 4)

Etch pattern into PR with BHF

Implant Er Energy: 85 keV; fluence: 2.1×1011 cm−2

7 Anneal Er Clean sample

RTA: 900 ◦C, 30 s (Ar)

8 Create ohmic contacts Optical lithography (mask 5)

Etch pattern into SiO2 with BHF

Evaporate aluminium (ca. 200 nm)

Lift off

9 Non-ohmic contacts Optical lithography (mask 6)

Evaporate aluminium (ca. 200 nm)
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Lift off

10 Anneal Hot furnace

400 ◦C, 15 min, FG

11 Final preparations Split chip into individual devices.

Glue devices into sample carriers.

Wire bond electrical contacts.

Table 4.10: Process sheet for Er:Si Hall bar fabrication as undertaken at

UNSW.

Before we began the fabrication, some prior calibrations and simulations had

to be run to confirm certain parameters. The equipment used for the oxide

growths had to be calibrated, the exact values for ion implantation had to

be determined, the technique for defining alignment markers needed to be

tested, the parameters for optical lithography needed to be finalized, and

finally the optimum temperature and time for the sample anneal had to be

determined.

4.2.3 Prior simulations

Before any fabrication was commenced, simulations were run regarding im-

plantation parameters, ion diffusion, and anneal conditions. The results of

these simulations were then used as a guideline for parameters used during

the fabrication process.

Stopping and Range of Ions in Matter(SRIM) Around 1983 James

Ziegler and Jochen Biersack developed the software package SRIM (Stopping

and Range of Ions in Matter) and since this time it has been continuously

upgraded [153]. The core of SRIM is a program called Transport of Ions in

Matter (TRIM). Using the input parameters of the target material, the ion
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Figure 4.15: SRIM simulations of (left) As 195 keV and (right) Er 110 keV,

showing implanted ion concentration versus substrate depth, used for the MU

devices.

type as well as energy, TRIM gives information about the three-dimensional

distribution of the ions in the target material. The penetration depth as well

as the straggle of the ions is calculated along with several other parameters,

amongst them vacancy concentration and ionization. The Monte Carlo sim-

ulation method is used for these calculations. Several approximations during

the calculation process in SRIM limit its applicability. In particular, the

program does not take into account the recombination of interstitials with

vacancies, and it neglects the influence of neighbouring atoms, and thus over-

estimates the degree of ion induced damage. Despite these deficiencies, SRIM

is very accurate in mapping the penetration depth of ions. More details re-

garding the stopping of ions in SIMS can be found in [154]. Our purpose was

to estimate how deeply the implanted ions would penetrate the target mater-

ial as well as to estimate the ion concentration versus depth profile, and the

SRIM simulations helped to determine implantation parameters such as ion

energy as well as fluence. We used SRIM specifically to simulate erbium and

arsenic implantations for the MU devices, and to simulate erbium, oxygen

and antimony concentrations for the UNSW devices.
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The aim for the MU devices was to implant erbium ions so that the

finished device had erbium with a concentration of 2× 1016 cm−3 at a depth

of 20 nm beneath the surface and arsenic of a concentration of 4.7 × 1019

cm−3 at a depth of 100 nm. This concentration was at that point believed

to be deleterious to oxide performance, so we planned to create the gate

oxide after the implantation (unlike in the later developed UNSW devices).

We had to take into consideration that we would be growing silicon dioxide

in a hot furnace (which uses up existing silicon) after the implantations;

chapter 4.2.3 discusses dopant diffusion that occurs during the oxide growth.

The oxide growths in the furnace post implantation were planned to be a

combined 60 nm thick - 30 nm for the first part of the field oxide and 30 nm

for the gate oxide. We expected that for each nm of SiO2, roughly half a

nm of Si would be consumed during planar oxidation. We needed to allow

for these 30 nm that the silicon substrate would be reduced by, and aim for

implanting the Er and As ions 30 nm deeper into the material. For a desired

erbium concentration of 2 × 1016 cm−3 at a depth of about (20 + 30) nm

beneath the Si surface we simulated an ideal ion energy of 110 keV with a

fluence of 6.6 × 1010 cm−2 (see right graph in Fig. 4.15). For arsenic, the

desired concentration of 4.7× 1019 cm−3 at a depth of (100 + 30) nm would

be achieved according to the simulation (left graph in Fig. 4.15) with an

energy of 195 keV and fluence of 6.6 × 1014 cm−2. The penetration during

implantation of both implant ions, arsenic and erbium, was comparable in

either target material, silicon or silicon dioxide.

At the time of planning the UNSW devices, we realized that the Er con-

centration of the MU devices was indeed not high enough to render the gate

oxide useless. As a result, our new plan was to implant the Er ions through

the silicon dioxide, which would be recovered with an anneal. Also, since not

all of the erbium ions were active, the required fluences to prevent freeze-out

at lower temperatures was larger than that used for the MU devices. So we

chose to use P-doped silicon substrates and implant Er in order to be able to
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study both P and Er EDMR as well as interactions of Er and P. The desired

erbium concentration of the UNSW devices was around 8 × 1016 cm−3 at

about 10-20 nm depth underneath the surface. In order to electrically access

these erbium implanted areas, we introduced free charge carriers for leads

by diffusing phosphorus into the material. We made the change from the

previous arsenic implantation to phosphorus diffusion in order to avoid one

implantation step by substituting diffusion for it, as unlike UM, UNSW has a

phosphorus diffusion capability. For ohmic conductivity we needed a concen-

tration above the metal-insulator transition, which has a critical concentra-

tion of 3.5×1018 cm−3 [155, 156]. We chose a slightly higher concentration

of around 4.7 × 1019 cm−3 at a depth of 100 nm underneath the surface.

Figure 4.16: SRIM simulations of Er at 85

keV into the gate oxide and silicon substrate,

as used for the UNSW devices. Plotted is the

implanted ion concentration versus substrate

depth.

For the simulations, we had

to take into account that the

erbium was to be implanted

through the gate oxide into the

silicon substrate, unlike the

process used during the fabric-

ation of the MU devices, where

the gate oxide was created post

implantation. For a desired er-

bium concentration of 8× 1016

cm−3 at a depth of about 10

nm beneath the SiO2/Si inter-

face, we simulated an ideal ion

energy of 85 keV with a fluence

of 2×1011 cm−2 (see Fig. 4.16).

In the simulation we created

two layers, a 30 nm thick SiO2

layer that represented our gate
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Figure 4.17: SRIM simulations of a) O 15.5 keV and b) Ab 70 keV for the

UNSW devices, showing implanted ion concentration versus substrate depth.

oxide (which was measured to be 30 nm thick) and a Si substrate. The result

showed a very similar penetration of Er in silicon as well as silicon dioxide.

In batch one, implanted with antimony as comparison, we wished to

achieve the same concentration at the same depth as we had for the erbium,

in order to keep as many variables as possible the same. Figure 4.17 b)

shows that a Sb concentration of 7x1016 cm−3 at a depth of about 40 nm

beneath the surface was achieved with an implantation energy of 70 keV

and a fluence of 2 × 1011 cm−2. In batch four, which had erbium as well as

oxygen incorporated in it, we used the simulation in Fig. 4.17 a) to calculate

an oxygen ion concentration of 2.4× 1017 cm−3 (higher by a factor of almost

10 than the Er concentration) at around 40 nm depth, with an implantation

energy of 15.5 keV and a fluence of 1.2× 1012 cm−2.

Florida Object Oriented Process Simulator (FLOOPS) Technology

computer aided design (TCAD) models semiconductor fabrication and device

operation, thus creating a simplified picture of devices. Semiconductor pro-
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cess simulation - the modelling of the fabrication of semiconductor devices

- is part of TCAD, aiming for an accurate prediction of dopant distribution

throughout the device. The first version of FLOOPS was completed in 1994

[157]. It is designed for semiconductor process modelling and semiconductor

device modelling. Its scripting language is C++ with command-line control

language [158]. The main limiting factor with any TCAD is the computing

limitations. Only a few devices can be simulated at the same time on a con-

ventional computer using FLOOPS, so the number of points of the mesh size

to use for simulations is limited. Since this mesh represents a continuous sys-

tem, it gives the limitations of the accuracy of the approximations provided

by the simulation. Poisson’s equation is used for simulating the electrostatic

potential, and the electron and hole continuity equations for the electron and

hole concentration throughout the simulated device.

In this project FLOOPS was used to simulate ion diffusion in material

during thermal oxide growth and high temperature annealing. It is import-

ant to learn about the diffusion of implanted ions during high temperature

anneals, as too long/high temperature anneals may cause the implanted ions

to diffuse so much that the resulting concentration at a certain depth is

too low for the purpose of the experiment. On the other hand, the anneal

time/temperature still needs to be long/hot enough in order to repair any

damage in the sample. Unfortunately FLOOPS cannot be used for simula-

tions of erbium implants, as erbium is not one of the species with available

parametrisations in the program. Instead, we ran all FLOOPS simulations

for arsenic (which was initially supposed to be implanted for the ohmic leads

before we later chose to diffuse phosphorus for this purpose). We know that

erbium is more than twice the mass of arsenic and consequently diffuses less.

From this we drew educated guesses regarding the erbium distribution after

high temperature treatment. Tests regarding activating the erbium by an-

nealing (described in section 6.2) showed that the best results are obtained by

a rapid thermal anneal (RTA) at 900 ◦C for 30 seconds. Such an RTA takes

107



Figure 4.18: Diffusion simulations after As implantation of an energy of 240

keV and fluence of 6.7 × 1014 cm−2 under varying annealing and oxidation

conditions.

place in a rapid thermal processing furnace in an argon atmosphere. The

ambient temperature is raised rapidly (within seconds) up to temperatures

in excess of 1000 ◦C by several halogen lamps and monitored with a thermo-

couple. The sample is kept for less than a minute at this temperature. Once

the desired time is reached, the halogen lamp is turned off and the substrate

cooled down with a constant argon gas flow. These high temperatures not

only activate the erbium, but also repair formed defects and dissociations

that can lead to undesired diffusion during this and later processes. Figure

4.18 shows a simulation of the arsenic concentration versus sample depth

without subsequent anneals in black, compared to a subsequent RTA at 900
◦C for 30 s (red), an oxidation for 20 minutes at 1000 ◦C (green), and an RTA

with following oxidation at 1000 ◦C for 20 minutes (blue). The as-implanted

arsenic concentration has a much sharper as well as slightly higher peak com-

pared to the other curves (see Fig. 4.18). This is due to the ions diffusing
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during the exposure at high temperatures. Comparing the plots of the oxid-

ised arsenic with and without the preceding RTA, we could see that the RTA

was necessary to prevent arsenic diffusion during the subsequent oxidation.

Simulations have also shown that the arsenic will diffuse less when the silicon

dioxide is grown at higher temperatures for a shorter time, rather than at

slightly lower temperatures for a longer time - the time needs to be adjusted

to result in the same oxide thickness. The furnace to be used has a maximum

temperature of 1000 ◦C, consequently 1000 ◦C was the temperature chosen

during oxide growths.

4.2.4 Oxide growth

As the process sheets in Tables 4.9 and 4.10 show, silicon dioxide needs to be

created on the silicon samples in several steps. Two methods for growing this

oxide were used during this project: first thermal growth and secondly de-

position (PECVD). Both methods need to be calibrated before commencing

the device fabrication. It is especially important to have accurate control

over the thickness of the oxide growth. The devices need two different oxide

thicknesses: the thinner gate oxide which separates the metal gate from the

silicon substrate, serving as a dielectric, and the thicker field oxide which

separates the individual devices from each other. Both of these oxides are

created via the thermal oxidation technique. Consequently this technique

needs oxide thickness as a function of oxidation time for the used temper-

ature to be calibrated as accurately as possible. The calibration and oxide

quality tests are shown in chapter 6.3.

Thermal oxidation On a blank silicon wafer a ‘native oxide’ will naturally

form in air within a very short time frame. This layer will only be few

nano metres thick and protects the underlying clean silicon from further

oxidation. If this wafer is heated, the oxidation process will continue. An

oxygen atmosphere will speed this up. Growing an oxide this way, by placing
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the wafer in a hot furnace without water vapour with molecular oxygen as

the oxidant, is called ‘dry thermal oxidation’. The reaction that takes place

is the following:

Si + O2 → SiO2

The growth rate will depend on the temperature and the exposure time as

well as the flow rate of the oxygen. It will also depend on the composition

of the sample. An implanted silicon wafer will have a damaged structure as

a result of the ion implantation which will lead to a faster oxidation process

due to the oxygen being able to penetrate a damaged substrate faster than

a perfect crystalline structure. The substrate doping will also influence the

oxidation rate, as well as any other impurities. Thus the oxidation rate

will be higher for a substrate with dopants diffused in it than for a pristine

substrate. The more damaged the sample is, the higher the difference in

growth rate is compared to an unimplanted silicon sample. It is important

that the furnace temperature can be monitored accurately, as a change in

temperature will have a significant influence on the growth rate. The oxygen

flow rate also has a high influence on the growth rate. The higher the fluence

and temperature, the faster the oxidation. As silicon is being consumed from

the substrate and oxygen supplied by the ambient, the growth of silicon oxide

grows both into the substrate as well as on top of it. For each grown nm of

SiO2 0.44 nm of Si is consumed [159].

A calibration curve (Fig. 4.19) for the oxidation process in the MU

furnace was created using two sets of silicon samples. The first set contained

unimplanted silicon. The second set contains Er implanted Si (400 keV

energy, 1 × 1012 cm−2 fluence). These were oxidised in the furnace with

varying times with a constant O2 flow rate at fixed temperature of 1000
◦C. The oxide thickness was measured using the Rutherford backscattering

technique as described in section 2.2, and the simulation with the best fit was

used to determine the thickness. The growth rate was described using the

Deal-Grove model [160], which assumes that the oxidant diffuses through
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Figure 4.19: Silicon oxide thicknesses versus oxidation times of blank silicon

(black) and erbium doped silicon (red) and their fitted curves.

an existing oxide layer to the substrate surface where it reacts. It can be

simplified with the following equation:

y =
a

2
(

√
(1 +

4b

a2
x)− 1), (4.1)

where y is the thickness of the silicon oxide, x is the anneal time, and a and

b are the parameters to be fitted, assuming there is no oxide present at the

beginning of the process. The parameters for the fitting of the growth rate

of the used furnace at 1000 ◦C (Fig. 4.19) are as follows:

blank Silicon Erbium doped Silicon

a (m) 889 1020

b (m
2

s
) 26679 29326

The two curves are surprisingly close to each other. They are hardly distin-

guishable within the error bars. This indicates that the damage introduced
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Pressure 1000 mTorr

RF/RIE Power 20/0 Watt

N2O 710 sccm

5% SiH4/95% N2 170 sccm

Temperature 250 ◦C

Time 4 min

Table 4.11: Parameters for SiO2 deposition with the PECVD method.

by the erbium ions at those energy and fluence settings has little effect on

the growth rate.

The quality of a silicon oxide grown via thermal oxidation can gener-

ally be very good and is optimally dense. They can be strongly insulating

[161]. The quality of the grown silicon dixode was tested by performing a

capacitance versus voltage (C-V) measurement through a cross section of the

sample. This is further explained in section 6.3.

Plasma-enhanced chemical vapour deposition (PECVD) The other

method used to create a silicon dioxide layer on top of a silicon layer is

plasma-enhanced chemical vapour deposition (PECVD). This method de-

posits a layer of silicon dioxide on top of the existing silicon substrate. It

works very similarly to the previously explained CVD method of deposition.

The substrate is placed in a chamber in which a gas is directed. A plasma

is created by radio frequency (RF) on the top electrode. For this project

the PECVD system of the Melbourne Centre for Nanofabrication (MCN) is

used. The parameters used for the silicon dioxide growth are given in Table

4.11. The advantages of this method over the dry thermal oxidation method

are the much lower deposition temperatures. This however leads to a much

lower quality oxide due to silanol and water impurities as well as the struc-

ture being less dense/more porous [161]. The impurities are regulated by
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changing the growth parameters. This so-called ‘dirty’ oxide means that a

current will leak earlier through the interface compared to a thermally grown

oxide. Thus we chose to use only thermally grown oxides as a gate oxide.

However, the PECVD method was chosen for field oxides that are used as

masks. These masks are not used as an electrical insulator and will be re-

moved after they serve their purpose as a mask. The PECVD method was

chosen here because it would not use up the substrate and is done at low

temperatures which avoid the dopant diffusion that occurs at higher temper-

atures. Using up the substrate Si during furnace oxide growth would result

in implanted dopants being closer to the surface after stripping off the silicon

dioxide, which would be difficult to account for.

4.2.5 Silicon clean

Prior to any processing, the silicon wafers were chemically cleaned in order to

remove all contaminations. The details of the cleaning process are outlined

in Table 4.12. It included a piranha etch, RCA I, HF, RCA II, and another

HF etch. Caution had to be exercised as the chemicals are highly corrosive.

Name Composition Etch details Removal details

Piranha H2SO4+H2O2 5 min, 80 ◦C Removes organic matter

30% + 30%

DI Water H2O rinse Removes Piranha

RCA I NH4OH+H2O2 5 min, 80 ◦C Removes particles +

28% + 30% organic residues;

creates SiO2 layer +

metallic contamination

DI Water H2O rinse Removes RCA I

HF H2O+HF RT, 30 sec Removes SiO2

6:1
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DI Water H2O rinse, dry Removes HF

RCA II HCl+H2O2 + H2O 5 min, 80 ◦C Removes metals +

creates passivating layer

DI Water H2O rinse Removes RCA II

HF H2O+HF 30 sec, RT Removes SiO2

6:1

DI Water H2O rinse, dry Removes HF

Table 4.12: Details of the cleaning process of silicon wafers.

The piranha etch removes all organic matter from the surface. The follow-

ing RCA I etch extracts particles and organic matter, while creating a thin

silicon dioxide layer, which would be dissolved with an HF etch. Metal con-

taminations are removed with an RCA II etch and lastly HF is used to etch

native silicon dioxide before starting to process the wafers.

4.2.6 Definition of the alignment markers

After a wafer is cleaned, the alignment markers need to be defined. A silicon

dioxide grown onto the silicon substrate was used as the mask for the first

process steps. This can either be done via PECVD or dry oxidation in the

hot furnace (see section 4.2.4 for details). As the oxide is only used as a mask

and will be removed later on, its quality isn’t as important. But as it will

be used as a mask for the first implantation it therefore requires a minimum

thickness, which is defined by the implanted ions and their energy. We grew

at least 200 nm of silicon dioxide for this purpose. The photo lithography to

define the alignment markers followed the recipe outlined in Table 4.4 and

the mask is shown in Fig. 4.20 a), including a post bake. The desirability

of using a post bake - or hard bake - on a hot plate depends on the next
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Figure 4.20: a) Optical lithography mask for the alignment markers for the

MU devices. b) 3D optical profilometry image of an alignment marker in a

silicon wafer.
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processing step. A post bake hardens the photo resist (PR) and makes it

insensitive to UV light. It also makes it harder to chemically remove the

photo resist. If the sample is immediately coated with a metal, no post

bake is necessary as the sample will not be exposed to light and therefore

the resist does not need to be hardened. Here, the photo resist is the mask

used for etching the markers into the silicon dioxide via buffered hydrofluoric

acid (BHF) and therefore needs to be hardened to be able to endure the wet

etch. Buffered HF consists of a buffering agent (ammonium fluoride) mixed

with HF and is commonly used as an etchant if photo resist is used as the

mask as it has a slower etch-rate compared to pure HF, making the etching

process more controllable. An increased temperature will raise the etch-

rate. This is an isotropic etching process and includes soaking the sample for

several minutes in BHF before thoroughly rinsing and subsequent soaking

in deionised water (DI). With a 200 nm thickness of the silicon dioxide, an

etch-time of 2 minutes was sufficient to etch through the SiO2.

BOSCH process Now the alignment markers had to be etched into the

silicon so that they would be visible for all subsequent process steps. Sharp

and deep etch-walls ensure accurate alignment. We achieved this with the

BOSCH process [162]. This is a dry etch and as such uses a plasma phase

as etchant. The etch is controlled by changing the parameters such as the

gas composition, pressure, power, and temperature. This is an isotropic

etch since it is done by free radicals of the plasma attacking the surface

where they react. Deep reactive ion etching (DRIE) has a smaller lateral

than downward etch rate because the gas is accelerated downwards onto the

sample. The BOSCH process is divided into cycles, each of which contains

one step of etching and one step of passivation of the side walls (see Fig.

4.21). SF6 is the gas commonly used for etching the silicon during the etch

step. During the passivation step a gas like CHF3 is sent into the chamber.

It bonds to the silicon surface and thus creates a protective layer. Due to the
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Figure 4.21: BOSCH process used for etching silicon.

downward acceleration of the etchant gas, the lateral etch rate is much lower

than the downward etch rate, and the side walls do not lose their protective

film as fast. Thus the isotropy is reduced and deep side walls are possible.

They will not be straight vertical, but have a wave like shape, as can be

seen in Fig. 4.21. The number of cycles determines the depth of the etch.

The shorter the cycle time, the smoother (and straighter) are the side walls.

A 3D optical profilometer image of an alignment marker of a MU device is

shown in Fig. 4.20 b). The large cross has the dimensions of 100 µm × 100

µm, the smaller cross of 25 µm × 25 µm, and the smallest cross of 12.5 µm

× 12.5 µm.The side walls are very sharp with a depth of about 11 µm. This

ensured that the marker would be seen throughout the whole fabrication

process even though multiple thermal oxide growths were planned. Smaller

alignment markers are not ideal as they show rounded corners, but they still

aid with fine adjustment during mask alignment.
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4.2.7 Boron guard ring and phosphorus leads

In order to avoid electrical connections between separate devices, as well as

between the contacts of one single device via a possible fixed oxide charge

beneath the field oxide or even via diffusion of the dopants that would be

later introduced to the substrate, we created a so-called guard-ring around

the single devices and also between the n-type phosphorus leads. This guard-

ring consisted of diffused boron, a p-type dopant in silicon, as opposed to

phosphorus which constitutes n-type doping and as such ‘neutralizes’ any

diffusing n-type charges. This avoided the possibility of n-type charge carriers

causing electrical connections and thus shorting the ohmic contacts. As this

process was available in UNSW, we used it in the fabrication of the UNSW

devices.

Figure 4.22 shows in red the mask for the boron guard-rings. The image

shows all four different device designs, fabricated at the same time on the

same chip. Each device is surrounded by a 10 µm wide closed ring consisting

of diffused B. In addition, there are ‘arms’ with a minimum width of 4 µm

leading towards the centre of each device, in between the P diffused leads,

shown in blue in the same picture. The n-type doping is designed to create

a metallic connection between the small centre of each device - where the

implanted channel and its gate will lie - and the larger scaled outer area.

This is necessary so that connecting the electrical contacts with a wire bond

is possible (a minimum area of 50 µm × 50 µm is needed).

The diffusion of B/P consists of two stages: firstly the deposition phase,

during which a layer of high B/P concentration is deposited on the surface

(boron-/phosphorus glass), and secondly the drive-in phase which requires

slightly higher temperatures (ca. 1000 ◦C) to drive the B/P dopants into the

substrate. In between these two steps the sample needs to be ‘deglassed’.

This means that the boron-/phosphorus-glass is removed with HF and thor-

oughly rinsed before the boron/phosphorus drive-in is commenced.
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Figure 4.22: Optical lithography mask for the boron guard ring (red) and

the P-diffused regions (blue).
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4.2.8 Field oxide

A silicon dioxide layer about 120 nm thick is grown on top of the whole

substrate in a dry furnace. This constitutes the field oxide. The purpose

of this is to separate the individual devices from each other as there are 30

devices of each design on every chip and electrical insulation needs to be

guaranteed. This field oxide needs to be a rather thick oxide of high quality

as the aim is to create a perfectly insulating layer. We tested fabricated chips

by applying electrical charges of up to 10.0 V between two devices. They

remained successfully isolated from each other with no electrical connection

apparent.

4.2.9 Gate oxide

In some areas, a thinner (or even no) oxide is required. Unlike the field oxide,

the gate oxide serves as a dielectric layer separating the top gate from the

conductive implanted area underneath. The conductivity of this channel can

be modulated by applying a bias voltage to the top gate. Over-stressing the

gate oxide or a poor quality gate oxide will lead to induced leakage current

between the top gate and the channel. Consequently a high quality oxide

is needed. The thicker the SiO2 layer beneath the gate is, the higher is

the required applied voltage in order to be able to influence the underlying

charge carriers, and the higher the applied voltage needs to be before the

silicon dioxide ‘breaks down’ and becomes conducting. The 120 nm of SiO2

that covered the whole substrate after the field oxide has been grown was

too thick and would require unacceptably high voltages applied to the top

gate. In addition, the field oxide is generally of not as high quality as the

gate oxide needs to be and hence can have, for example, larger than observed

threshold voltage shift. Therefore we reduced the oxide thickness in the gate

area by using the mask as shown in Fig. 4.23 in red. As it is very hard to

etch SiO2 down to a certain thickness, even when using a buffered HF (BHF)
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Figure 4.23: Optical lithography mask for the gate oxide (red) and the

erbium implanted region (blue).
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solution (due to a very fast etch rate), we removed all the silicon dioxide in

the gate area by using the red mask given in Fig. 4.23 with BHF. Then a

thinner, ca. 30 nm thick gate oxide was grown in a hot furnace dedicated for

ultra-dry oxidation using dichloro-ethylene. This new SiO2 layer covered the

whole substrate, so it slightly thickened the field oxide as well.

4.2.10 Ion implantation

Following the oxidation steps, the ion implantation was commenced. As

already described and summarized in Table 4.8, there were four different

batches of devices that differed in the details of the implantation conditions.

The area of the implantation is shown in Fig. 4.23 in blue. The ions are

wanted only in a small channel area centred in the devices. They slightly

overlap with the phosphorus leads (Fig. 4.22) to ensure electrical contact

to the implanted channel. The implantation parameters were as per the

simulations in chapter 4.2.3. All implantations were conducted at ANU.

4.2.11 Anneal

The samples underwent a rapid thermal anneal (RTA) after the ion implanta-

tion. This high temperature treatment is necessary to reduce further diffusion

during subsequent hot temperature treatments by allowing the dopants to

diffuse to vacant lattice sites and allowing vacancies and interstitials to re-

combine to reduce residual implantation damage. In addition, this treatment

helps to activate the erbium optically (see chapter 6.2). During the RTA the

sample was held at 900 ◦C for 30 seconds in an argon ambient.

4.2.12 Ohmic contacts

The ohmic contacts of the devices needed to be created via metal evaporation.

In order to achieve an electrical contact, the silicon dioxide needed to be

removed in the contact regions. This was done by photo lithography and a
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Figure 4.24: Optical lithography mask for the oxide windows (blue) and gate

metallization (red).
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subsequently HF etch that removed the unwanted silicon dioxide:Fig. 4.24

shows the mask used in blue. Immediately following this step we evaporated

100 nm aluminium (as explained in 4.1.3) onto the sample surface. After the

lift off in an acetone bath, the unwanted Al was removed and the samples

now all had their ohmic contacts. These contacts had a size that made it

possible to wire bond directly onto them. They were all a minimum of 200

µm × 200 µm.

4.2.13 Gate metallization

Figure 4.25: TEM image taken of a

cross section through the gate of a fully

fabricated Er and O implanted device.

The gate oxide (orange) is shown to be

40 nm. The Al gate at ca. 120 nm thick

has clearly been deposited in two steps.

The top gates were metallized in

the same way as the ohmic con-

tacts. Photo lithography defined

the desired areas, as per Fig. 4.24

in red, followed by the evapora-

tion of about 100 nm aluminium.

The subsequent lift off in an acet-

one bath removed all unwanted Al.

Each device had one gate, each of

which had two big areas for wire

bonding. This enabled every gate

to be contacted from two sides.

The advantage of this so-called

double-bonding is that continuity

through the gate could be tested

by using the two contacts. This

test was designed to show whether

there were issues with the contact-

ing of the gate, or whether one

contact might be causing problems. If continuity was not confirmed, fur-

ther testing could reveal which contact to the gate was causing the issue and
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it would therefore not be used for the measurements. Fig. 4.25 is a TEM

image of the channel area of a UNSW device, showing the aluminium gate

(blue), the gate oxide (orange), and the silicon substrate (yellow). The grown

SiO2 layer looks very smooth and has a thickness of 40 nm. The top alu-

minium gate has a clear line going through it, indicating that the metal was

not grown continuously, but rather in two steps. This does not influence its

function as a gate, as TEM shows that there are no other elements present

in the metal layers.

4.2.14 Final steps

Now the devices were finalized. In order to make them accessible for meas-

urements, the chips were split into the single devices. These were then glued

to chip carriers with Cemedine brand epoxy, which has been shown to be

able to work at temperatures down to a few milli-Kelvin. Finally the devices

were wire bonded to the sample carriers with aluminium wire. This step is

shown in the optical image of one of the MU devices (Fig. 4.10), where the

broadening of the aluminium wire where it touches down to the sample is

clearly visible. It is obvious that if the contact pads had been smaller in size,

bonding would have proved rather difficult.

4.2.15 Fabrication issues in the MU devices

Most steps of silicon fabrication are well-known and should not cause issues,

such as the recipe for photo lithography. Other not-well-known steps were

first tested, such as the calibration of the oxide thickness versus oxidation

time of the furnace at MU. However, a small proportion of steps in the process

flow proved to be the source of later problems with the finished devices. Some

of these issues were noticed (and addressed) during fabrication, but others

unfortunately showed only when the finished devices were examined during

electrical measurements.
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One major problem encountered with the fabrication of the silicon

devices was the misalignment of the masks during photo lithography. Mis-

alignment occurred due to the accuracy of the mask aligner used not being

high enough and to the designed masks not having sufficient tolerances to

overcome slight misalignments. Since there were so many masks involved,

even a small misalignment could lead to the structures not overlapping when

they should, or structures overlapping when they should not be touching. For

Figure 4.26: Optical image taken with

a microscope of a device prior to metal

evaporation.

example, Fig. 4.26 shows the out-

lines of the arsenic implantation

area, the gate oxide area, and the

area of the oxide windows, of a

faulty device. In regards to the

gate oxide, the arsenic is too far

left as well as up in the image (in-

dicated in orange in Fig. 4.26).

The oxide windows are also too far

left (indicated in green). This res-

ulted in the oxide window at the

far right touching the gate oxide,

as shown in red in Fig. 4.26. The

misalignment is such that the two

lower oxide windows only barely

overlap with the arsenic implanted

area. The designed masks allow

for a misalignment of only 2 - 5 µm. The accuracy of the mask aligner

(Quintel Mask Aligner Q4000-6) is given as 1-2 µm, adding up to a max-

imum error of 4 µm. Even with great care at each photo lithography step,

the error of misalignment can be as large as the tolerance of the design.

Another issue turned out to be the etching of the silicon dioxide using

HF. This is a wet etch. The etch rate depends on the sample remaining
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undisturbed after its transferral into the HF solution until it is taken out

after the etch time is up. If the solution is stirred during the etch, the

movement of the HF will cause the etch rate to be higher due to ‘fresh’

HF coming in contact with the etched areas, and will also result in a more

isotropic etch (see Fig. 4.6).

The oxide quality was an issue with the available MU furnace. Con-

tamination can cause the oxide to lose its electrical insulating properties.

Contaminants can also migrate during subsequent processing steps and cause

further problems. Testing the oxide quality of the particular furnace used is

important to achieve functioning, non-leaking devices.

Due to the known issues with the fabrication flow available at UM, the

UNSW devices were developed. The equipment at UNSW was cleaner be-

cause of stricter protocols, and thus more reliable in producing good results.

However, during the gate oxide growth of the UNSW samples there was an

unfortunate error in the process flow used during the high quality gate oxide

growth. The di-chloro ethylene used to clean the furnace prior to oxidation

was left flowing throughout the growth process, which caused the gate ox-

ide to be slightly thicker than originally planned (30 nm instead of 20 nm).

This could be accommodated by an adjustment of the Er3+ implantation

energy. However, measurements on the fabricated devices also suggest that

this processing error had other deleterious affects on device performance, was

detailed later.
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Chapter 5

Diamond devices:

Experimental Results and

Analysis

This chapter presents N-UNCD films of three different nitrogen concentra-

tions and includes results of atomic force and scanning electron microscopy,

in addition to conventional microscope and 3D optical profilometry, as well

as Raman and x-ray photoelectron spectroscopy. Rutherford backscattering

spectroscopy (RBS) is demonstrated and electrical measurements using the

previously described dilution refrigerator, including temperature and mag-

netic field dependency, are detailed. The results presented here give a detailed

characterization of the examined materials, and can confidently be used to

determine the origin of electrical conductivity at low temperatures.

5.1 AFM and SEM imaging

The samples appear smooth and featureless under a conventional optical mi-

croscope (Fig. 4.8). The optical profilometer shows an even surface with

sharp side walls (Fig. 4.7). In order to visualize the structure of the grown
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diamond, we used atomic force microscopy (AFM) as well as scanning elec-

tron microscopy (SEM). Figure 5.1 shows an AFM image taken of a 20%

nitrogen enhanced grown N-UNCD film. The scale is rather large, with 1

µm x 1 µm being the dimensions of the figure. Unfortunately it was not pos-

sible to get images of higher resolution due to the smoothness of the sample

and the limits of the sharpness of the AFM tip. The picture shows a wool-

like structure. It was not possible to zoom in far enough to see the grains

themselves; consequently we do not know the grain size.

Figure 5.1: AFM image taken of the 20% N-

UNCD sample.

SEM on the other

hand enabled us to zoom

in further onto the N-

UNCD films. The FEI

Nova dual beam - focussed

ion beam (FIB) system

situated at the Bio21 in-

stitute was used for all re-

corded SEM images. Fig-

ures 5.2, 5.3, and 5.4 show

SEM scans taken of the

5%, 10%, and 20% ni-

trogen enhanced grown N-

UNCD samples. Figures c)

and d) in 5.2 and 5.4 show

the films at an angle of 45◦

tilt. The 5% N-UNCD film looks as if there are flakes sticking out of the

surface. Unfortunately it was not possible to identify individual grains. The

10% and 20% films have much sharper surface details compared to the 5%.

They look as if they consist of individual spikes. Images c) and d) of Fig.

5.3 show a cross section milled with the FIB (Focused Ion Beam). The sur-

face was first protected with platinum (smooth white layer on top) and then
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Figure 5.2: SEM images of the surface of a 5% N-UNCD film. a), b), c)

normal to the surface, and d) with a 45◦ tilt in regards to the surface plane.
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Figure 5.3: SEM images of a 10% N-UNCD film. a), b) top view of the

surface, c) top view of the cross section milled via FIB, and d) view at a 52◦

of the cross section created by via FIB milling.
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Figure 5.4: SEM images of a 20% N-UNCD film. a), b) normal to the

surface, and c), d) with a 45◦ tilt in regards to the surface plane.
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etched with a gallium ion beam. The dark part is the N-UNCD film. One

can see the rough line which forms the interface between the sample surface

and the protective platinum. The bulk of the N-UNCD is very homogeneous;

there is no structure visible. This means either that the little structure that

we see is only on the surface while the bulk is very smooth, or this impression

of homogeneity created by the smoothness in the taken images could be due

to the etching with the FIB influencing the structure. Transmission electron

microscopy (TEM) would possibly have helped answer the question as to the

structure of the bulk, but we chose to cut with a diamond scribe through the

length of the sample and then mount it into the SEM and view it from the

side. This was a much faster method of getting an image of the N-UNCD

bulk.

The SEM images of the cut are shown in Fig. 5.5 a) through f). On the

images we can see the individual layers, as indicated. In all three films we can

see that the previously seen structure of the N-UNCD surface goes through-

out the whole layer (blue, Fig. 5.5 e)), ∼940 nm. It has larger features than

the undoped UNCD layer beneath it which is much smoother (green) with a

thickness of ∼780 nm. It seems to have a flake-like appearance. The silica

(amorphous; orange, ∼700 nm thick) as well as the silicon substrate (single

crystal; yellow, Fig. 5.5 e)) are smoother and less textured, as expected.

They are distinguished by a fine line that makes up the Si/SiO2 interface.

The thickness of the individual layers varies slightly over the whole area of

the sample. These variations are very small. They do not play an important

role for data analysis, as they hardly affect the Hall resistivity and as such

are acceptable.

Conclusion We can conclude from the AFM and SEM imaging that the

graininess observed on the surface of the N-UNCD films of all nitrogen con-

centrations is also characteristic of the bulk material. The observations show
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Figure 5.5: SEM images of cuts through the 5%, 10%, and 20% N-UNCD

films.
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Figure 5.6: RBS spectrum of the 20% N-UNCD film (red) and the C-O

reference sample (black) with an incident alpha particle energy of 1 MeV and

backscatter angle of 10◦.

that the grown films are homogeneous in all three dimensions, and the ma-

terial is a granular thin film. Thus, measurements on the material will be

characteristic of the bulk properties, not just the surface layer. Hence the

planned Hall measurements are an ideal tool to identify the origin of electrical

conductivity in these thin films.

5.2 RBS

RBS measurements were undertaken in an attempt to determine the total

amount of nitrogen incorporated into the films, as explained in chapter

2.2. Fig. 5.7 shows a cross section of the examined N-UNCD sample. It

proved difficult to extract information regarding the nitrogen content due

to carbon and nitrogen having so similar (and relatively light) masses (of
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Figure 5.7: Cross section of the

RBS sample.

12 u and 14 u, respectively) and therefore

also similar scattering properties. With

an incident alpha particle energy of 1

MeV, and a backscatter angle of 10◦, we

calibrated the detector with 4 reference

samples as described in chapter 2.2. Then

we acquired the RBS spectrum of the 20

% N-UNCD film as shown in Fig. 5.6. We

observed a silicon peak (at ∼581 keV), ori-

ginating in the silicon substrate, as well as

a small carbon peak (at ∼ 245 keV) from

the top UNCD layer. We did not observe nitrogen. This is due to the en-

ergy of nitrogen (311.5 keV) and carbon (252.9 keV) (source of energy values:

XRUMP) being so close to each other. We also expected only a small amount

of nitrogen to be incorporated into the N-UNCD film, so the intensity of the

nitrogen peak would be very low, rendering it hard to observe.

Figure 5.8: Normalized yield versus incid-

ent proton energy in the laboratory system

Ep [163]. The red circle indicates the energy

used for RRBS.

Resonant RBS (RRBS)

As a new approach, we changed

the incident particles to pro-

tons with an energy at which

nitrogen shows a resonance

(RRBS = resonant RBS). In

resonance, the yield of this

particular element is multi-

plied. Thus we tried to ’boost’

the nitrogen peak, while not

changing the peak heights of

other elements. We chose an

incident particle energy of 2.338 MeV according to [163] Fig. 5.8. At this
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Figure 5.9: RRBS spectrum of the 20% N-UNCD film (black), Si reference

sample (red), Kapton reference sample (green), and UNCD reference sample

(blue) with an incident proton energy of 2.338 MeV and 10◦ backscatter angle.

energy, carbon and silicon also show some broad range resonance [164]. As

we were looking at relatively low energies of the backscattered particles,

we used a higher gain in the experimental setup, rendering the calibration

samples with heavier elements useless. Consequently, we could only use or-

ganic samples for calibration purpose. We used a pure Si sample and a

Kapton sample (C22H10N2O5). As N was now in resonance, we expect to

be able to detect the nitrogen making up 5.13% of the composition in the

Kapton sample. In addition, a sample consisting of a bulk of undoped UNCD

was used as further reference for carbon.

In Fig. 5.9 the calibrated RBS spectrum of the N-UNCD sample (black)

is shown together with the silicon reference sample (red), the Kapton refer-

ence sample (green) and the undoped UNCD (blue). It is obvious that the

carbon front edge of the UNCD matches the carbon front edge of the Kapton

sample very well. This also overlaps with an edge in the N-UNCD spectrum,
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so we conclude that this is the carbon front edge. We ran a simulation

to match up all the features of the spectrum. Fig. 5.10 a) contains this

simulation (red) as well as interpretations of the N-UNCD spectrum of the

information we gathered from the simulation.

Fig. 5.10 a) shows the RBS data for the N-UNCD (20%) sample (black

line) and a simulation of the layered structure in Fig. 5.7 (1.5 µm N-UNCD

(0% N) + 1 µm UNCD + 1 µm SiO2 + Si substrate) using XRUMP (red

line). The XRUMP simulation does not take into account the enhanced (non-

Rutherford) scattering cross-sections for 2.338 MeV protons backscattering

from N and from C. The scattering cross-section from C is enhanced by about

a factor of 3 in the RBS data. The fact that the edges (Si, Si in SiO2, O in

SiO2, C) agree between the RBS data and the simulation indicates that the

sample does have the layered structure and thicknesses as per the schematic

in Fig. 5.7. Figure 5.10 b) shows details of the RBS data and the region

where N should appear in the spectrum compared to simulations with 0%

(red), 10% (blue), and 20% (green) N in the N-UNCD layer. As noted, the

XRUMP simulations do not take into account the non-Rutherford scattering

cross-section for N which is enhanced in this energy regime. Nevertheless,

the XRUMP simulation for 20% N in the N-UNCD layer clearly shows a

plateau in the simulation despite the enhanced cross-section not being taken

into account. The lack of evidence of such a plateau in the measured data

indicates that the retained N in the film must be much less than 20%. In fact,

the data in Fig. 5.8 shows that at the measurement energy the cross-section

for scattering from N is enhanced by a factor of 12 over the Rutherford cross-

section (which is used in XRUMP). Hence the N related plateau in the 20%

simulation (green) corresponds to (20/12)=1.6% N actual. The measured

data is at most equivalent to the 10% N simulation which corresponds to

0.8% N actual. Hence the RBS data and simulations show that the retained

N in the films is less than 1%.
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Figure 5.10: a) RRBS spectrum of the 20% N-UNCD film (black) including a

simulation (red) and interpretation of the spectrum. b) Same RRBS spectrum

of N-UNCD (black) with the simulation of UNCD containing 20% N (green),

10% N (blue), and 0% N (red) with an incident proton energy of 2.338 MeV

and 10◦ backscatter angle.
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We were not able to detect a nitrogen induced edge in this sample,

even though this material had the highest percentage of nitrogen addition

during CVD growth. We concluded that RRBS was not a technique sensitive

enough to detect nitrogen in the N-UNCD films. Further investigations using

other methods were required to measure how much nitrogen is incorporated

during CVD growth.

5.3 Raman Spectroscopy

The inconclusive results of the RBS data made us believe that there was

much less nitrogen incorporated into the N-UNCD films than first suspec-

ted. Raman spectra were taken of the samples as a well known method

of characterizing the carbon bond types in the films. The Raman spectra

were all collected with a Renishaw inVia Raman system at a laser excitation

wavelength of 532 nm, a laser power of about 60 W, and a 20X magnification.

All measurements were performed at room temperature.

The Raman spectra of the as-grown N-UNCD films with N2 concen-

trations of 5% (black), 10% (red), and 20% (green) are shown in Fig. 5.11.

There is no silicon peak (at 520 cm−1) associated with the substrate visible

due to the laser light not penetrating through the diamond layer into the

silicon. The optical absorption of UNCD films is expected to increase with

increasing nitrogen content due to the higher absorption of nitrogen [58].

According to our RRBS results on the other hand, only a small amount of

nitrogen could possibly have been incorporated into the films. Thus we would

not expect to see a correlation between Raman intensity and percentage of

nitrogen in the gas feed stock because the Raman intensity is not reliable

enough and we were not able to calibrate it sufficiently accurately to show

such a small dependence. In Fig. 5.11 we can see that while the 5% nitrogen

enhanced grown film shows the highest Raman intensity, the 10% N2 film

shows a lower Raman signal than the 20% N2 film. As such, we can see that
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Figure 5.11: Raman spectra of the 20% (green), 10% (red), and 5% (black)

nitrogen enhanced grown N-UNCD.

a Raman intensity is not dependent on the amount of nitrogen added to the

gas feed stock during CVD growth.

Two broad features at about 1347 cm−1 and 1567 cm−1 are obvious.

These are characteristic for these films and have been observed in [57] [58].

The first is the peak of the diamond-band (D-band) originating in the sp3

bonds in the carbon, and the latter of the graphite-band (G-band) originat-

ing in the sp2 bonds. The higher energy in the sp2 bonds results in the higher

frequency in the Raman shift [62]. The ratio of their intensities I(D)/I(G)

relates to the level of disorder in the grain boundaries. As the ratio is related

to the size of the crystalline graphite grains, a higher value indicates a higher

level of disorder (see Concado et al. [62]). With higher nitrogen concen-

tration, the grain size increases. The increased grain size leads to a more

ordered graphite and is visible in a sharper and more intense D peak. Ac-

cording to Vlasov et al. [58] the ratio of I(D)/I(G) increases with increasing
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nitrogen content. On the other hand, Chimowa et al. [63] have previously

observed that the ratio rises with increasing nitrogen doping, followed by a

rapid decrease in the high nitrogen percentage regime. In our data we can

see an increase of I(D)/I(G) from 1.13 at 5% to 1.25 at 10% doping, then

dropping back down to 1.13 with the 20% nitrogen enhanced grown film.

So there is no obvious trend to be seen. The position of the G-band has

been observed to shift to higher numbers with more incorporated nitrogen

[58]. Our data shows a shift of the peak position from 1559.3 cm−1 at 5% to

1583.5 cm−1 at 10% and back to back to 1566.7 cm−1 with the 20% material.

The broad 2D-band at around 2700 cm−2 indicates we have parts of stacked

layers of graphene-like carbon in the N-UNCD films [61]. The Raman band

at about 1140 cm−1 originates from trans-poly-acetylene (TPA-band) and

can be reduced by annealing [60] or plasma etching [61]. These samples were

not heat-treated; therefore they all show the TPA-band.

5.4 XPS

The RBS as well as Raman data show hardly any traces of nitrogen in the

N-UNCD films. Next, we used XPS to determine the amount of nitrogen

incorporated into the N-UNCD samples analogue to the work published by

Garrett et al. [56]. Since XPS is very sensitive and shows even tiny con-

taminations on the sample surface, we hoped that XPS would enable us to

compare the amount of nitrogen incorporated into the 5%, 10%, and 20% ni-

trogen enhanced grown samples. Garrett et al. reported no visible nitrogen

in XPS spectra even for 20% N in the gas feed stock, but instead a change in

the type of carbon bonds [56]. For the XPS measurements we used a Thermo

k-alpha x-ray photo-electron spectrometer, located at RMIT university. The

samples were under a vacuum of p = 5 · 10 −9 mbar during measurements.

Fig. 5.12 top shows the survey scan in counts per 1000 seconds versus

the electron binding energy of the 20% N-UNCD sample. We used a dwell
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Figure 5.12: XPS spectrum of 20% N-UNCD, showing the counts per 1000 s

versus the binding energy. Highlighted are the characteristic peaks for carbon,

nitrogen, oxygen, as well as fluorine and the Auger peaks of oxygen and carbon.

Top: Before Ar sputtering. Bottom: after the top layer was removed via Ar

sputtering.
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time of 10 seconds and did 20 scans per spectrum. The characteristic peaks

of carbon (∼285.5 eV), and oxygen (∼532.4 eV) are clearly visible in the

spectrum as expected (binding energies from [165]). The oxygen peak is

hardly surprising, as XPS is a very sensitive technique and picks up on any

element on the examined surface. With the sample having been to atmo-

sphere, where oxygen is available in abundance, some of the oxygen will have

formed bonds to the carbon on the surface. We expect to see nitrogen at

around 398 eV (according to [166]), but this peak is not visible in the spec-

trum. On the other hand, we see fluorine at 686 eV, which may be due to

possible contamination by the tweezers used to handle the sample during HF

and BHF etching. We also observe the Auger peak of oxygen at ∼979.7 eV

and of carbon at ∼1221.4 eV. The XPS spectra of the 10% and 5% sample

looked very similar, with the same peaks visible in the same locations, so

they are not shown here. We expected to see a nitrogen peak in the energy

range 398 eV. Despite doing 50 scans in this energy area to obtain higher

resolution data, no peaks corresponding to nitrogen were observed in any of

the spectra. Figure 5.13 d) shows the XPS spectrum of the 20% nitrogen

enhanced grown N-UNCD in counts per second versus binding energy in the

area of around 400 eV. An FFT filter (red) is used to smooth the raw data

(black). Even when using the FFT filter, no nitrogen peak can be seen.

Since XPS analyses only the first few nm of the surface, the results

are not representative for the bulk material. In order to acquire information

about the material further in, we used Ar to sputter away ca. 20 nm of the

top material. A survey scan of the 20% thin film after Ar sputtering is shown

in Fig. 5.12 bottom. In addition to the previous visible peaks of carbon and

fluorine, we can now also see an argon peak at around 244 eV. This is due to

residual argon from the sputtering process. The oxygen peak disappeared,

proving our suspicion of oxygen having formed surface bonds with the top

carbon layer, and proving that oxygen has indeed not penetrated the bulk

material. However a nitrogen peak is still not to be seen.
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According to Al-Riyami et al. [167] the presence of nitrogen in the gas

feed stock changes the chemical bonds in the carbon. The ratio of sp2 to

sp3 bonds of carbon atoms changes from mainly sp3 bonds in the undoped

diamond structure to more and more sp2 bonds with increased nitrogen, res-

ulting in a more graphitic structure [167]. There are reports in the literature

stating that nitrogen is incorporated into the grain boundaries of UNCD

when it is added to the gas feedstock [167, 56]. However our results show

no evidence, within the sensitivity of the XPS measurements, of nitrogen

incorporation. It is clear that the addition of nitrogen changes the properties

of the films, particularly the electrical properties. But these changes must

be due to subtle differences in the structure of the films induced by the pres-

ence of nitrogen in the plasma, rather than incorporation of nitrogen into the

films.

sp2 sp3 sp2/sp3

20% (57.5±0.8)% (67.8±0.8)% 84.8%

10% (55.6±0.8)% (70.3±0.8)% 79.1%

5% (55.0±0.8)% (71.9±0.8)% 76.5%

Table 5.1: Ratio of sp2 and sp3 bonds of carbon

found from XPS. Errors estimated from the accuracy

of the peak fitting.

Figure 5.13 shows

the carbon peak of

the XPS spectra of

the 20%, 10%, and

5% nitrogen enhanced

grown N-UNCD. The

carbon peak is at a

binding energy of 285.58

eV and split up into

the sp2 (green) and sp3 (blue) bonds, with their peak positions at 285.28

eV and 285.78 eV, respectively. The fits were made according to [167] with

a Voigt curve. Their superposition is presented by the red curve. The ratio

of sp2 to sp3 bonds is given in Table 5.1. The errors of the percentages were

estimated by the accuracy of fitting the peaks. There is hardly any difference

visible in sp2/sp3 within the errors.

At this point secondary ion mass spectrometry (SIMS) would have been

a plausible technique to utilize in order to determine confidently the absolute
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Figure 5.13: a)-c): XPS spectra of 20%, 10%, and 5% N-UNCD, showing

the counts per s versus the binding energy. Black is the raw data, blue is

the fit for the sp2 carbon, green is the fit for the sp3 carbon, and red the

superposition of the two fitted curves. d) XPS spectrum of 20% N-UNCD in

the area of around 400 eV, designed to search for evidence of the presence of

nitrogen. An FFT filter (red) is used to smooth the raw data (black). The

image consists of 50 scans, but no evidence of a nitrogen peak is visible.
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amount of nitrogen in the films. SIMS is a very sensitive method to analyse

the elementary composition of the surface of a solid. Unfortunately a SIMS

facility was not available. Elastic recoil detection analysis (ERDA) was used

by Achatz et al. [65] to determine the amount of incorporated nitrogen in

relation to the amount of nitrogen in the gas phase. They reported that an

increase of nitrogen in the gas phase above a certain value between 5% and

10% does not lead to an increase of nitrogen incorporation in the films. The

with ERDA measured maximum nitrogen concentration normalized to the

bulk volume was 5× 1020 cm−3, which was almost ten times higher than the

Hall carrier concentration [65]. ERDA was not a technique available to us,

so we could not use this technique to compare the materials examined.

5.4.1 Analysis of Raman and XPS

The images of the Raman spectra (see [168] for information on Raman spec-

troscopy) do not show a fixed tendency with increased nitrogen content. This

together with the results of the XPS spectra show that there is essentially no

change in nitrogen concentration between the films of varying nitrogen con-

centration during CVD growth. We draw the conclusion that the enhanced

conductivity (presented in chapter 5.5) originates within the increased sp2

carbon bonds. While the localized sp3 carbon atoms present a fixed barrier,

the sp2 carbon bonds allow diffusive charge carrier transport. The Raman

spectra leave the possibility that the nitrogen is in the grain boundaries of the

UNCD crystals. However, the XPS measurements do not show measurable

nitrogen content in any of the films of either of the doping concentrations

(see section 5.4). We might as a result not speak of doping, but rather ni-

trogen enhanced UNCD growth as it is not incorporated into the diamond

film. What the XPS scans show is a slight change in the ratio of sp2 to

sp3 bonds in the carbon. With higher nitrogen concentration in the CVD

gas there is a subtle increase in the number of sp2 bonds. Also with higher

148



Figure 5.14: The electrical setup of the hardware for Hall bar measurements.

nitrogen concentration in the CVD gas the electrical conductivity of the film

increases.

5.5 Electrical measurements

The electrical measurements were carried out in the dry dilution refrigerator

described in chapter 3. Using the electrical setup of Fig. 5.14 the Hall bar

configuration of the samples was used to determine resistivity, conductivity,

and other parameters of the samples using the equations of section 3.4. The

source-drain current ISD across the length of the Hall bar was applied by a

source-measure unit (SMU) by Keithley which simultaneously measured the

resulting source-drain voltage VSD. The voltage along the sample length Vxx

as well as across the source drain current Vxy were measured with low-noise

pre-amplifiers of Stanford Research Systems Model SR570 connected with 6

1/2 digit multimeters by Agilent 34410A.

The current versus voltage (IV) graph, as shown in Fig. 5.15, is used to

calculate the resistivity of the films. At room temperature all N-UNCD films
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Figure 5.15: 4-terminal IV curves. Top: at RT of the 5%, 10%, and 20%

N-UNCD films. Bottom: at varying low temperatures of the 20%N-UNCD

film showing the non-linear feature.

150



are expected to show a linear response and indeed we observe it (Fig. 5.15

top). From these we calculated the conductivities of 12.44 S/cm, 1.63 S/cm,

and 0.036 S/cm for the 20%, 10%, and 5% N-UNCD films respectively. Below

a critical temperature, however, the IV curve shows a non-linear feature.

This non-linearity becomes more prominent with decreasing temperature,

as pictured in Fig. 5.15 bottom. The critical temperature depends on the

amount of nitrogen in the gas feed stock. The 20% N-UNCD film starts to

show the non-linearity below ∼1 K, and the 10% N-UNCD films below ∼1.5

K. We do not observe this phenomenon for the 5% N-UNCD samples, as it

becomes too resistive to measure at around 14 K, at which temperature there

is no non-linear feature in the IV visible yet. The non-linear behaviour is

observed in both the two point voltage VSD and the four-point voltage Vxx,

as well as the Vxy voltage. This indicates that the origin of this feature is not

found in the interface of the metal to the N-UNCD film (ohmic connection),

but rather within the N-UNCD itself. Instead, a barrier is present within

the bulk material itself, which can be overcome as long as the temperature

(or kT ) is high enough. This is in agreement with the SEM results (section

5.1) that led to the conclusion that the material is a granular thin film.

Evidently a tunnelling barrier exists at some point in the interconnected

network of conducting grain boundaries and at sufficiently low temperature

we see Coulomb blockaded transport through the barrier. Thus it is possible

that we may be observing the Coulomb blockade effect in the non-linear IVs

[169, 186]. The charging energy controls the transport property of the films

and is influenced by the temperature and grain size [169]. The result is an

IV characteristic showing the Coulomb blockade from which we can read the

threshold voltage required for linear transport [186].

Temperature dependence The temperature dependence of the conduct-

ivity was measured with a constant source-drain current of around ISD = 100

nA. This value was chosen to ensure the IV curve was in the linear regime
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throughout the whole temperature range, keeping in mind that the non-linear

feature extends to higher voltage/current values at low temperatures. The

voltages Vxx and Vxy were constantly monitored while the sample temperat-

ure was varied. The result of conductivity versus temperature of all three

nitrogen concentrations are shown in Fig. 5.16 with the 20% N-UNCD in

black, 10% N-UNCD in red and 5% N-UNCD in green. Throughout the

whole temperature range the conductivity increases with increasing nitrogen

content. All three films show decreasing conductivity with decreasing tem-

perature values, and the 5% sample even experiences charge carrier freeze

out at a temperature of about 14 Kelvin. Consequently no electrical meas-

urements can be undertaken below this observed freeze-out temperature on

this sample. Note that the method of using a constant source drain voltage

as opposed to taking an IV measurement at each temperature point will alter

the calculated sample resistivity. Accordingly, in Fig. 5.15 we can see that

when the IV is in the non-linear temperature range, the calculated resistivity

will always be higher than the actual value gathered from fitting the linear

part in the IV curve. Unfortunately the fridge provides us with no means

of holding the temperature constant for long enough to acquire a whole IV

scan at every point between 4 K and room temperature. If we consider the

graph of ln(σ) versus 1/T in the bottom of Fig. 5.16, we notice that the

conductivity almost levels out below a temperature of about 200 mK for the

20% as well as 10% N-UNCD films. Since the 5% nitrogen enhanced grown

sample froze out well before that, we cannot observe a flattening of the curve.

Magnetic field dependence Magneto resistance data was taken with the

superconducting three dimensional vector magnet incorporated in the dilu-

tion refrigerator, as described in chapter 3. At a constant temperature, we

swept the magnetic field perpendicular to the sample plane, while applying a

constant source-drain current and recording the source-drain voltage, as well

as Vxx and Vxy. The magnetic field dependence was only measured for the
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Figure 5.16: Top: Conductivity versus temperature of the 20% (black), 10%

(red), and 5% (green) N-UNCD films on a half logarithmic scale. Bottom:

Logarithm of conductivity versus 1/temperature on logarithmic scale of the

20% (black), 10% (red), and 5% (green) N-UNCD films.
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Figure 5.17: Normalized resistance as a function of magnetic field of the

20% and 10% N-UNCD films at 36 mK (green and black) and 4.2/4.9 K (red

and blue - overlapped by the red).

20% and 10% N-UNCD films. It was not possible to measure the 5% films

as they did not conduct below 5 K, which is the maximum temperature at

which the superconducting magnet operates. The source-drain current ISD

was chosen to be 50 nA for all measurements on the the 10% N-UNCD, and

20 nA/1 nA was chosen for the 20% N-UNCD films at 36 mK/4.2 K. These

current values are within the linear regime of the IV graph, while still being

as low as possible to prevent resistive heating.

The normalized magnetoresistance (Rxx(B)−Rxx(B = 0T ))/Rxx(B =

0T ) (with the resistance at zero magnetic field Rxx(B = 0T )) is graphed

as a function of magnetic field B in Fig. 5.17. Both films show a negat-

ive magneto-resistance. This is typical for weak localization (WL) in dis-

ordered materials at low temperatures [57]. The WL peak around 0 T is

much stronger for lower temperatures, in agreement with [57]. Furthermore,
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Figure 5.18: Normalized conductivity as a function of magnetic field of the

a) 10% and b) 20% N-UNCD films at varying temperatures.

the WL peak is more prominent for samples with higher nitrogen doping, as

has been previously observed [63].

Unlike previous published experiments, in which the minimum temper-

ature used in tests was 4 K, we were able to do experiments at as low as

36 mK. Fig. 5.18 shows the normalized conductivity (σ-σ0/σ0), with σ0 the

conductivity at zero Tesla, of the 10% N-UNCD a) and 20% UNCD b) at

various temperatures of 36 mK (black), 320 mK (red), 920 mK (green), 1.4 K

(blue), and 4.0 K (cyan). We can observe again how the change towards lower

temperatures causes the MR peak at zero Tesla to be more prominent. At

zero magnetic field the reduced conductivity observed at lower temperatures

as compared to higher temperatures, could possibly be caused by a larger

amount of weakly localized charge carriers (see chapter 1.1.2). However, the

WL is broken with the application of an external magnetic field. Thus the

magnetic field has a higher impact on the conductivity at lower temperat-

ures, than at higher temperatures. We do not know why in Fig. 5.18 a)

the curve at 36 mK for the 10% nitrogen enhanced grown sample almost

matches the data taken at 920 mK instead of showing a higher normalized

conductivity as would be expected. We attribute this to the fact that the 36

mK data was taken in a separate cool down to the other low temperature
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data. We were not able to remeasure the device at 36 mK due to the base

temperature of the dilution refrigerator not allowing us to reach 36 mK again

during our following attempts. Thus we cannot say how reliable the data set

taken at 36 mK is. The increased noise in the data sets in a) with increasing

temperature from 36 mK to 1.4 K is due to the current flow used to heat the

sample to the set temperature values. We used a 100 Ω resistive heater and

applied up to 30 mA to reach temperature values of 320 mK, 920 mK, and

1.4 K. This caused the noise level to increase at those temperatures. On the

other hand, at 36 mK as well as 4.9 K no heating was required as the dilution

refrigerator was operating at its base temperature/at the base temperature

of the pulse tube with the mixture not circulating and thus the noise level

was at a minimum.

We were not able to extract charge carrier mobility and density from

these measurements. The films are of polycrystalline nature with insulating

diamond crystals surrounded by conducting grain boundaries, causing the

material to have a low mobility. Thus it is very sensitive to temperature

induced voltage drifts, which are caused during magnetic field sweeps. As a

result we used a different setup to approximate the charge carrier mobility

and density of the 20% N-UNCD film. In this setup, the sample sat in an

evacuated chamber, situated between the two coils of an electromagnet at

room temperature. The electromagnet reached up to ±0.7 T. We sent a

constant current of ISD = 100 µA and measured the voltages Vxx and Vxy for

varying B values. From this we extracted values for mobility and density as

follows:

µ = (8.2± 0.2) cm2/Vs

n = (9.3± 0.3)× 1018 cm−3.

These values on 20% N-UNCD films are slightly lower than those measured

by Bhattacharyya et al. [55] of µ = 10 cm2/Vs and n = 1.5× 1020 cm−3.
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LED dependency Next, we aimed to investigate the behaviour of the

thin films with illumination. We know that diamond has a band gap of 5.5

eV, and that UNCD has a reduced band gap due to disorder [171]. Also,

N-UNCD has additional states within the band gap due to the sp2 bonds

[171]. A blue LED was available for this experiment, allowing us to excite

with an energy of ∼2.64 eV. Even though UV is the preferred wavelength,

470 nm may be sufficient to excite carriers from trap states in the gap to the

conduction band. We expected the added photons to be able to influence

the free charge carriers by increasing the electron energy, thus helping them

bridge the barrier and add to the electrical transport. Consequently, the

electrical resistivity should decrease at a constant temperature if the sample

was bombarded with photons. The non-linear IV behaviour observed in Fig.

5.15 was expected to appear at lower temperatures if the sample was illu-

minated. The observed freeze-out of the 5% N-UNCD sample was expected

to happen at lower temperatures if the material was subjected to photons.

We illuminated the sample surface at low temperatures while applying a

constant source-drain current and recording the voltage through the sample.

The LED was connected to a voltage source via two independent lines that

didn’t share the same path through the probe with the electrical wires for

the sample. This was as a precaution to reduce a coupling effect between the

sample and the LED, since the LED required a high voltage of 10 V when

turned on. In Fig. 5.19 the voltage (black) through a 10% N-UNCD sample

was measured at 300 mK (temperature in blue) and plotted versus time.

The LED was turned on repeatedly (LED voltage in red) and immediately

switched off again. Each time the LED was turned on, a jump in the voltage

through the sample towards lower values, and back up to the original value,

was observed. This jump equates to a resistivity decrease of less than 0.5%.

The sample temperature was monitored at the same time. Note that the

temperature starts to rise slowly once the LED is turned on the first time,

resulting in a slow decrease of Vxx over the graphed time frame due to this
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heating. After a certain time the temperature settles back to its original

value, and so does the voltage.

We assumed that the introduced photons would result in an increased

conductivity, however, the rise in temperature also results in an increased

conductivity as previously described. Since both the light and the heating

have the same effect on the sample, it is difficult to separate these components

as they are invariably coupled to one another. This could be prevented by

repeating the measurement and substituting a light source outside the fridge

for the LED, and using the optical windows in the dilution refrigerator for

the photons to reach the sample. Unfortunately the dilution refrigerator is

currently not fully equipped with optical windows. Another alternative to

the LED would be to introduce optical fibres via the top of the fridge. These,

too, would not cause the temperature to heat up and thus would allow the

illumination experiment to be temperature independent.

5.5.1 Analysis of electrical measurements

In order to analyse the data of electrical measurements on the N-UNCD

films, we need to understand where the electrical conductivity in these films

originates. As discussed in a previous chapter 1.1.2, the Drude Model gives a

classical explanation of electron transport. While this model works well for

metals near room temperature, it does not fit our low-temperature experi-

mental data. Percolation theory [172] does not fit all our low temperature

data either [173], as in our case we have insulating grains with conducting

grain boundaries, not vice versa. Below about 4 K these films have been

found to show weak localization [2, 7, 174]. So first we attempted to use the

model for 3D WL, as described in section 1.1.2, to explain the electrical data.

Temperature dependent conductivity We were able to fit the tem-

perature dependent conductivity of the samples without the presence of a

magnetic field in the range of about 3 K to 15 K with the 3D WL model in
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Figure 5.19: Top: Voltage (black) versus time of a 10% N-UNCD film. The

sample temperature is shown in blue. Bottom: An LED directed at the sample

surface is on when the LED voltage (red) is at 10 V, and off at 0 V.
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Figure 5.20: Conductivity versus temperature of the 20% N-UNCD sample

between 17 mK and 15 K at zero magnetic field. The experimental data is in

red and the 3D WL model fit in black.
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Temperature (K) 4.9 1.4 0.920 0.320

alpha 0.016 0.15 0.52 0.5

Table 5.2: Fitting parameter alpha for the 10% N-UNCD sample.

equation 1.4. Figure 5.20 shows the experimental data of the 20% nitrogen

enhanced grown N-UNCD film in red and the corresponding fit in black. Be-

low about 3 K there is a discrepancy between the theory and the fit. The

model cannot be made to fit the whole data range - while it has the same

curvature at higher temperature, it has a very different trend at low temper-

ature. Obviously the experimental data has to change its tendency at some

point, as negative conductivities are not physical - which is what the model

suggests. As such we conclude that the 3D WL model for zero field needs to

be altered in order to be able to fit the whole temperature range of our data

with this model.

Magnetic field dependent conductivity In order to verify that the

N-UNCD films do indeed show 3D WL, we considered the magnetic field

dependent data. Figure 5.21 shows the change in normalized conductivity

(σ − σ0)/σ0, with the conductivity at zero field σ0, versus the magnetic field

at a temperature of 4.2 K of the 20% N-UNCD film. The experimental data

is shown in red, and the theoretical fit based on equation 1.7 is in black.

Both curves match really well, confirming the previous observation that at

4.2 K 3D WL is present in these samples.

Magnetic field dependence of the normalized conductivity of the 10% N-

UNCD at a range of temperature values is shown in Fig. 5.22. The displayed

temperatures are 4.9 K (cyan), 1.4 K (blue), 920 mK (green), and 320 mK

(red). We have excluded the data set at 36 mK, shown in Fig. 5.18, as it is an

anomaly and we were not able to reproduce this data due to problems with

reaching 36 mK again. The experimental data (scatter) is shown together

with the corresponding fit (continuous line) at each temperature value. For
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Figure 5.21: Relative conductivity versus magnetic field of a 20% N-UNCD

sample at 4.2 Kelvin. The experimental data in red, the 3D WL model fit in

black.
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Figure 5.22: Normalized conductivity versus magnetic field of the 10% N-

UNCD sample at various temperatures. The experimental data sets are the

scatter, while the continuous lines are the fit at each temperature value.
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the model in equation 1.7 we introduced the factor α as the correction factor,

or fitting parameter, leaving the formula

∆σ = α
e2

2π2~

√
eB

c~
F (δ). (5.1)

The parameter α is given in Table 5.2 for the four temperatures. The graph

shows that the model fits the data perfectly at 4.9 K. At lower temperatures

there is a discrepancy between experimental data and model, especially to-

wards high magnetic field values. Here, we need to consider the limitations

of the Kawabata derived model for 3D WL at low temperature and high

magnetic fields [8]. As it is a perturbation model, the most reliable fit is

expected in the low magnetic field area. Thus, we made the fit to match

the area of lower field values. The graph also shows that with lower temper-

ature, the normalized conductivity reaches higher values in strong magnetic

fields. This is explained by the effect of WL being more pronounced at lower

temperatures, so the magnetic field has more weak localized charge carriers

to break up, resulting in a higher effect on the conductivity. This is shown

in a higher increase of conductivity at high field values with lower sample

temperatures. The fitting parameter α shows the tendency to increase with

lower temperatures.

We are currently working together with the theorists Somnath Bhat-

tacharyya and Dmitry Churochkin of the School of Physics at the University

of the Witwatersrand in Johannesburg, South Africa to apply the Bruenskin-

Kleinert (B-K) model - which is derived from the Kawabata model - to fit

the data. So far we have not been able to apply either of the two models

for the whole temperature range of data. However, work has commenced on

applying the B-K theory to the low temperature data.

LED illumination The data showing the LED illumination of the N-UNCD

films at low temperatures remains inconclusive. With the voltage applied to
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the LED, the temperature of the probe immediately heats up. This tem-

perature increase leads to a reduction of the resistivity in the sample. We

expect the photons to be able to create more charge carriers by exciting elec-

trons. Thus we believe the increase in photons has the same observable effect

as a rise in temperature, a reduced sample resistivity. This makes it hard

to distinguish the originating cause behind the change of resistivity in the

measurements. Both increased photons and rising temperature are invariably

coupled together and cannot be separated. A higher applied LED voltage

leads to a faster increase in temperature with also a higher end temperature

at equilibrium. Even though the LED already begins to emit light at 3-4 V

at room temperature, we do not observe a reduction in the voltage through

the Hall bar. Higher LED voltages are required in order to see a change

in sample resistivity. Even with a high LED voltage of 10 V, the sample

resistivity is only reduced by less than 0.5%.

The seemingly instantaneous reaction of the sample resistivity to the

turning on and switching off of the LED, if we assume that the temperat-

ure does not heat up instantaneously with turning the LED on, but rather

rises gradually with a slight delay, leads towards the assumption that we are

observing an effect due to the photons. If these assumptions are correct, we

may conclude that there is in fact a visible reduction of resistivity due to

introduced photons. However, since the effect of the photons on the sample

is very small and only visible with high LED voltages, we may indeed be

observing just a temperature effect.
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Chapter 6

Silicon devices: Experimental

Results and Analysis

The following chapter shows the experimental results as well as their inter-

pretation for the erbium doped silicon semiconductor devices. We examined

various devices to characterize the behaviour of erbium dopants contained

within them. The following sections describe the examination of the quality

of the fabricated devices, using DLTS and PL techniques, as well as their

electrical characterization at low temperatures and high magnetic fields in

the dilution refrigerator.

6.1 DLTS

As previously mentioned in chapter 1.2, the implantation of erbium into

silicon introduces defects in the substrate. These depend on the doping of the

silicon substrate, the ion implant properties, as well as post-implant anneals.

The discussed defects include VO, V2−
2 , VOH, VP, and V−2 [102, 101, 104].

DLTS measurements were undertaken on erbium doped silicon samples

to determine defects that were introduced during implantation. This DLTS

study was performed on several implanted samples processed at various an-
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Sample number Anneal temperature (◦C) Anneal time (min)

1 No Anneal -

2 200 15

3 300 15

4 400 15

5 700 10

Table 6.1: Anneal temperatures and times of the DLTS samples.

nealing temperatures, in order to study the influence of thermal anneals on

the evolution of the defects in order to find the optimum annealing para-

meters. The DLTS measurements were undertaken as explained in chapter

1.2. All examined samples were silicon substrates (n-type, P doped with a

resistivity of 0.8 - 0.9 Ωcm), implanted with erbium ions of an energy of 2

MeV and a fluence of 1x109 cm−2. The implant energy was considerably

greater than that required for the MOS devices but is here needed to put

the projected range of the Er beyond the zero-bias depletion depth in the

Schottky-diode structures used in this study. Despite the energy used, the

bulk defect types produced were expected to be similar to those for lower

implant energies. These samples were annealed in a quartz tube furnace in a

nitrogen ambient. The annealing temperatures and times are given in Table

6.1.

Measurement setup Prior to the DLTS measurements, we performed CV

measurements as described in 2.1.1 in the range of -6 V to 0 V in steps of 0.1 V

at 295 K and 80 K. From these we extracted the active dopant concentration n

and the built-in voltage Vbi. Two sets of DLTS measurements were performed

on each sample in the temperature range of 80 K to 295 K with a voltage

offset of -3 V, and a voltage pulse height of 0 V (3 V amplitude). The

bias voltage pulse settings were chosen such that we were able to probe deep

enough into the sample to reach all defects. The pulse width was long enough
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Pulse period: 1000 ms Pulse period: 100 ms

Pulse width: 40 ms Pulse width: 10 µs

Delay time (ms) Time constant Delay time (ms) Time constant

50 10 2 10

20 10 0.5 3

10 3 0.1 10

5 1 0.05 10

Table 6.2: Correlator initial delays and time constants for the shorter time

settings.

to ensure complete filling, saturation, of the traps. Using a correlator, we

then measured the difference of capacitance between two time points delayed

after the pulse. The setup allowed us to use 4 correlators during one scan, so

instead of only one two-point correlation, we were able to gain data from four

different correlator delay times in just one measurement scan. This allowed

us to obtain information of the filling of the traps on a slow as well as a fast

time scale. For one DLTS scan longer delay time settings were used. Here

a pulse period of 1000 ms and pulse width of 40 ms was used. The second

scan used shorter correlator delay times with a shorter pulse period of 100

ms and pulse width of 10 µs. The correlator settings are given in Table 6.2.

The CV curve of the as-implanted sample (sample 1) at 295 K is shown in

Fig. 2.3. The CV curve at 80 K was very similar and thus is not shown here.

Defect types There are two main types of defects observed in the DLTS

spectra: vacancies and substitutional defects [22]. Comparing our data with

previous studies on n-type silicon reveals the most common defects [102,

175]. The vacancy oxygen, VO, consists of a vacancy in the silicon lattice

accompanied by a substitutional oxygen atom. It has an energy level of 0.17

eV [175, 176] and is visible in the DLTS spectrum as a peak at around 90

K [102]. The V2−
2 defect is the double negatively charged di-vacancy, has an
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Peak Defect type Ec − ET (eV) Ec − ET (eV)

literature measured

E1 V2 0.52 ±0.02 [175] 0.60

E2 V−2 /VP 0.42 ±0.06 [175] 0.44-0.49

E3 VOH 0.31 [103] 0.37

E4 ? 0.31

E5 V2−
2 0.23 [177] 0.22

E6 VO 0.17 ±0.02 [175] 0.16

Table 6.3: Observed DLTS peaks and their defect type as well as energy -

calculated and literature values.

energy of 0.22 eV [177, 175] and shows on the DLTS spectrum at around 120

K [102]. The peaks of VP (vacancy phosphorus) and V−2 (single negatively

charged di-vacancy) are very close together at around 190 K and 210 K

respectively. The last two may be combined as together they constitute the

DLTS peak at around 200 K corresponding to a defect energy of 0.42 eV

[177, 178]. Vacancy oxygen hydrogen, VOH, with an activation energy of

0.31 eV shows at around 175 K [103].

The defects observed in the DLTS spectra are marked as E1-E6 in

purple in Fig. 6.1 top. This graph shows the DLTS spectra of all anneal

temperatures together. The identification of the peaks is given in table 6.3.

The From the DLTS graphs we can extract the defect concentration of each

defect type as a function of the anneal temperature, as shown in Fig. 6.1

bottom. Unfortunately we were unable to find information in the literature

on the defect observed by us in trap E4.

Results The DLTS spectra of the first sample with all measured correl-

ator delay times is given in in Fig. 6.2. All 8 correlator settings follow the

same trend. The longer delay times result in a slight shift towards higher

temperatures of the peaks, causing the curves of the various delay times to
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Figure 6.1: Top: DLTS spectrum of all samples together. Bottom: Defect

concentration versus anneal temperature.
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Figure 6.2: DLTS spectra of the as-implanted sample at all correlator delay

times.

be ‘following’ each other. This is the case for all measured samples. Thus

it doesn’t particularly matter which particular delay time we display here to

illustrate the influence of anneal temperature and time on the traps. Since

showing the plots of all correlators of every sample would render comparisons

between different samples difficult, an arbitrary decision was made to show in

the following graphs only the 50 ms delay time of all samples, which drastic-

ally improves the transparency of the data. To determine the extraction of

the energy levels of the defect, data from all correlator settings were used.

Details regarding the DLTS analysis are given in chapter 2.1. The top graph

in Fig. 6.3 displays the DLTS spectrum of the as-implanted sample (black) as

well as the sample annealed at 200 ◦C (red). The defect energy level is given

as the conduction band energy Ec minus the trap energy ET and is marked in

the graph in eV. The most prominent peak of the as-implanted sample is at

∼200 K at a defect energy level of ∼0.49 eV. This defect, marked as E2 in the
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Figure 6.3: Top: DLTS spectrum of the as-implanted sample (black) and

the sample annealed at 200 ◦C (red). Bottom: DLTS spectrum of the samples

annealed at 300 ◦C (green) and 400 ◦C (blue).
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Figure 6.4: DLTS spectrum of the as-implanted sample (black) and sample

annealed at 700 ◦C (magenta).

top graph in Fig. 6.1, is due to the superposition of the defects V−2 /VP. It is

the most prominent defect we observed in erbium doped silicon. Annealing

at 200 ◦C causes this defect to drop slightly in concentration. On the other

hand, a high peak (E4) shows up at ∼150 K with a defect energy level of

∼0.31 eV, which was visible as only a very small peak in the as-implanted

sample. This shows that annealing can reduce some defect concentrations,

while others can increase. The as-implanted sample also shows a small defect

peak at ∼120 K, ∼0.24 eV, marked as E5 in the top graph of Fig. 6.1. This

is the V2−
2 defect [177, 102].

The spectra of the samples annealed at 300 ◦C and 400 ◦C are given

in Fig. 6.3 bottom in green and blue, respectively. There is a peak at ∼300

K for the sample annealed at 300 ◦C denoted E1 in Fig. 6.1 top. It has a

defect energy level of ∼0.60 eV. This peak disappears again for higher anneal

temperatures and is thus only visible in this one spectrum. We believe it
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to be related to V2 [175]. The as E2 marked peak shifts in the 400 ◦C

annealed sample to a slightly higher temperature of ∼220 K from ∼200 K

at all other anneal temperatures. The E4 peak decreases from the 200 ◦C

annealed sample to the 300 ◦C annealed sample and is hardly distinguishable

in the sample annealed at 400 ◦C. E5, a small peak at around 125 K, shows

up in the sample annealed at 400 ◦C again, even though it is not visible in

the 300 ◦C or 400 ◦C spectra, but only in the as-annealed spectrum. A new

peak (E6) shows up at around 95 K in both the 300 ◦C and 400 ◦C samples

with an energy level of ∼ 0.16 eV. This defect could be due to a VO center

[175].

The sample annealed at 700 ◦C shows only one defect (see Fig. 6.4 in

magenta), at a similar trap energy to that of the V−2 /VP defect. The peak

has a significantly reduced height as opposed to the previous spectra. Due to

a low signal height (as a result of a very low amount of traps), the spectrum

of the 700 ◦C annealed sample is noisy as compared to the spectra of the

other samples. Out of this set of anneal temperatures, the 700 ◦C sample

proved to have the fewest defects. However, it would be highly unusual for

the V−2 /VP defect to still be visible at this annealing temperature [101, 179].

Hence, it is likely that we are observing a different defect that as yet has not

been positively identified [103]. All observed peaks are noted in Table 6.3

with their calculated energies as well as the defect type and energy level as

given in literature.

Conclusion It is clear from the DLTS characterization that erbium in-

troduces various defects, such as vacancies and substitutional defects in the

silicon lattice, during the implantation process. The observed defects are

V2, V−2 /VP, VOH, V2−
2 , VO, and an additional defect that we are not able

to identify with current literature. These defects can be reduced to a min-

imum by high temperature annealing of the samples. We discovered that the
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concentration of some defects does increase with increasing anneal temperat-

ure, whereas most defects show the tendency to decrease, or even disappear.

The highest anneal temperature that was used for this experiment, 700 ◦C,

showed by far the fewest remaining defects (see Fig. 6.1), with only a small

concentration of V−2 /VP remaining. Thus we can conclude that the samples

should be treated with a high temperature anneal of more than 700 ◦C for

optimum recovery of defects introduced during erbium implantation.

6.2 Photoluminescence

Sample number Treatment

1 RTA

2 RTA + 10 min O2

3 10 min O2

4 55 min O2

Table 6.4: Hot temperature treatment

of the samples characterized with photo-

luminescence.

Erbium has a photoluminescence

(PL) peak at around 1537 nm

[10]. The as-implanted silicon

samples need to be thermally an-

nealed in order to activate the er-

bium, so that one can observe the

luminescence [84]. The ‘activa-

tion’ of the erbium is important,

as the Er ions in the as-implanted

samples are generally inert, as in

either optically or electrically in-

active. Annealing at too high a temperature or for too long (i.e. above 1000
◦C and for longer than 15 seconds [180]) also leads to reduction in the lu-

minescence intensity. According to the process flow for the Hall bar devices,

the samples will be subjected twice to silicon dioxide growths in the furnace

after erbium implantation during fabrication. In the following paragraphs

we look at the effect that the oxide growth process has on the luminescence

of the erbium.

The PL spectra were collected with a Renishaw inVia Reflex micro-

Raman spectroscopy system, the same system as was used for the Raman
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spectroscopy on N-UNCD in chapter 5.3. The detector used was an InGaAs

CCD, the excitation wavelength was 532 nm with a Nd:YAG laser. The

samples were placed on a temperature controlled Linkam Stage [181] and

examined at -195 ◦C. For this study, we implanted a silicon substrate with

erbium at an energy of 400 keV and a fluence of 4 × 1012 cm−2. We used a

higher implant energy as well as fluence (110 keV and 6.6 × 1010 cm−2 for

the MU devices, see chapter 4.2.1) to make the effects of high temperature

treatment more prominent on this test. For comparison, we examined four

different samples as outlined in Table 6.4. An anneal temperature of 900 ◦C

was chosen for the PL measurements, based on literature [17] as well as the

previous DLTS studies. The first sample was subject to an RTA at 900 ◦C

for 30 seconds in a pure argon atmosphere. The second sample was exposed

to an RTA of the same conditions, followed by an oxidation of 10 minutes

at 1000 ◦C in O2 atmosphere. The third sample was only exposed to the O2

for 10 minutes, and the fourth sample was given 55 minutes in the furnace

at 1000 ◦C in O2. The samples going through the process of creating Hall

bars would be subjected twice to the 10 minutes oxygen growth time, which

falls in between the chosen oxidation times of 10 and 55 minutes in this

experiment.

Fig. 6.5 shows the PL intensity versus wavelength of these four samples

taken at - 195 ◦C. Sample 1 (in black) displays the highest intensity PL

peak at 1537 nm, indicating that the used RTA parameters were a good

choice for activating the erbium in the samples [17] (in addition to redu-

cing defect concentrations as previously learned). In red is sample 2, with

the second highest intensity PL peak. The peak in sample 3 (green) is

not very prominent, whereas sample 4 (blue) shows a sharper and higher

intensity PL peak than sample 3. A list of the observed peaks of the

sample annealed at 900 ◦C for 30 seconds is shown in Table 6.5. These

PL lines were compared with the PL lines observed by [30] on Er:Si with

an implant energy of 320 keV and an anneal of 30 minutes at 900 ◦C.
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Figure 6.5: Photoluminescence of silicon doped with erbium (4x1012 cm−2)

at - 195 ◦C for varying anneals.
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Only the dominant emitting colours of the Table of [30] are used for the

comparison. The wave numbers that match up within ±2 cm−1 are high-

lighted in grey. Our data reaches higher wave numbers than Przybylinska’s

does [30]. Table 6.5 shows that we are able to match 6 of 10 observed

Wave numbers in cm−1 of the

PL lines observed in Er:Si.

Implant energy:

400 keV 320 keV

Anneal temperature and time:

900 ◦C, 30 sec 900 ◦C, 30 min

Exp. value Lit. value [30]

6382.5 6384.3

6438.0

6436.7 6437.3

6438.2

6464.1

6470.4 6471

6472.8

6485.1

6498.6 6498.5

6506.2 6507.5

6508.3 6508.6

6531.7

6576.8

Table 6.5: Comparison of exper-

imentally found photoluminescence

peaks and peaks found in the liter-

ature [30].

peaks. In the sample annealed for 30

seconds at 900 ◦C, only the develop-

ment of the main peak at 6506.2 cm−1

is comparable to the other three test

samples. The RTA shows positive res-

ults for the PL line, whereas the oxida-

tion is deleterious for the optical prop-

erties of erbium. Nevertheless, some

residual PL is still visible. The RTA

clearly activates the erbium optically

and thus helps to create a sharp and

intense PL peak. It also seems to sta-

bilize the erbium, and results in the

exposure to the hot furnace during the

following oxide growth having less ef-

fect on the PL peak. With oxidation,

the peak broadens and loses its intens-

ity, possibly due to a change in the

chemical state of the Er during the ox-

idation process.

Conclusion The PL results show us

that an RTA treatment of the samples

prior to any other exposure to high

temperatures ensures a high intensity

PL peak due to the implanted erbium.
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An anneal at 1000 ◦C has been found to be ideal for optically activating the

erbium [17]. We chose to undertake the RTA at 900 ◦C for the MU devices

instead, as these devices were subsequently annealed at high temperatures

during oxidation. The UNSW devices on the other hand were annealed at

1000 ◦C, as they would not need oxidation processes after ion implantation.

The RTA treatment seems to not only activate the erbium optically, but

also to cause the Er to diffuse into a stable lattice location in the silicon

[182, 183]. The latter could be the reason why subsequent exposures to high

temperatures have less influence on the PL intensity, as the Er is less likely

to diffuse further after it already occupies a lattice site.

6.3 Oxide quality and thickness

The oxide thickness and quality of MU grown SiO2 was determined via CV

measurements (see section 2.1.1). For this experiment the samples were

prepared according to Chapter 2.1 as pictured in Fig. 2.2: An approximately

150 nm thick gold top contact of known area A (forming a MOS contact) was

deposited directly onto the silicon dioxide layer that was formed on top of the

p-type boron doped silicon substrate with a resistivity of 1 - 10 Ωcm. The

back contact, consisting of InGa eutectic, formed an ohmic connection with

the silicon substrate. As a result we produced the configuration of a metal-

oxide-semiconductor (MOS) capacitor as sketched in Fig. 6.6 a). The green

metal represents the deposited gold, blue the silicon dioxide we intended to

examine, yellow the doped silicon, and the purple back contact represents

the InGa. Applying a voltage to the top gate will change the capacitance

through the sample (see Fig. 6.6 b)). The graph is divided into three regimes

of operation [29]. In the Accumulation regime the charge carriers of the same

type as the semiconductor majority carriers accumulate at the surface. In

the Depletion regime the surface is void of majority carriers, leaving behind

a depletion layer. In the Inversion regime minority carriers accumulate at

180



Figure 6.6: a) Sketch of a metal-oxide-semiconductor (MOS). b) Capacitance

versus voltage through a MOS capacitor [29].

the surface. This inverts the conductivity type. The flatband voltage VFB

separates the accumulation regime from the depletion regime. Using the

analogy of a parallel plate capacitor, there is no charge on the capacitor

plates when the flatband voltage is applied. Consequently there is no electric

field across the oxide at this point. The threshold voltage VT separates the

depletion regime and the inversion regime. In the accumulation regime the

maximum capacitance Cmax is equal to the capacitance of the oxide Cox and

is given by [29]

Cox =
A · εox

tox

, (6.1)

with the oxide thickness tox, the permittivity of the silicon dioxide εox = εrε0

including the relative permittivity for silicon dioxide εr = 3.9, and the area

of the diode A. The gold contacts of the samples used were circular with a

diameter of ∼800 µm.

In order to test the quality of the silicon dioxide grown with the furnace

used in this project, we grew an oxide on a silicon wafer under the same

conditions that are used for the gate oxide growth: i.e. 1000 ◦C, in O2

ambient, for 10 minutes. On top of the oxide layer 100 nm Au contacts were

evaporated. The CV measurement of this sample at room temperature is

shown in Fig. 6.7 during which the voltage was swept from +3 V to -5 V.

The three regimes can be clearly seen, with a measured oxide capacitance of
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Figure 6.7: CV measurement of a silicon dioxide on a p-type silicon sample

at room temperature.

Cox = 375 pF. With equation 6.1, εr = 3.9 for silicon dioxide, and A = (400

µm)2π, we calculate the oxide thickness to tox = 46 nm. The threshold voltage

(the voltage at which the MOS capacitor in the inversion region enters the

depletion region [130]) exhibits a shift from the ideal MOS capacitor value of

∼0.1 V to a value of ∼-1.7 V, indicating the presence of a fixed charge in the

oxide. This level of fixed oxide charge is not unusual for oxide growth under

the conditions used. The shift of the depletion and accumulation region

towards a negative gate voltage is due to the oxide layer, which causes the

threshold voltage to shift. In the measured voltage regime we did not observe

a current leaking through the oxide layer. Nor did we observe a break-down of

the oxide, which would be visible as a rapid drop of the capacitance. The CV

graph shows a regular capacitance behaviour with a stable maximum voltage,

indicating a good quality of oxide suitable for use as a gate oxide in the hall

bars. It is important that gate leakage current is negligible, because leakage
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would cause the current to be no longer proportional to the capacitance,

resulting in an erroneous oxide capacitance [121].

6.4 Electrical measurements

The electrical measurements of the Er:Si devices were undertaken in the

dilution refrigerator with the electronic equipment as sketched in Fig. 5.14.

To start, two-point measurements were done to test the samples, using the

SMU by applying a current/voltage while reading out the voltage/current

between two contacts. We also tested gate continuity this way by connecting

both gate contacts together. We began by examining the first fabricated

samples, the MU devices. See Fig. 6.8 top for the mask design.

MU devices: Two-point measurement tests The bottom graph in Fig.

6.8 was taken at a temperature of 5.0 K of one of the first set of fabricated

devices. The other tested devices showed similar behaviour. The graph shows

the two point measurement between two ohmic contacts of the Hall bar (black

scatter) including its linear fit (red) as well as the two point measurement

between the top gate and an ohmic contact (green scatter) including its

linear fit (blue). The fit is created to determine the resistivity between the

two points. We calculated a resistivity between two ohmic contacts of 5.85

kΩ and between the gate and an ohmic contact of 5.24 kΩ. The similarity

between the two measurements is obvious. There was clearly a problem with

the oxide integrity in the fully fabricated devices that may not show up in the

oxide test capacitors. Without a usable gate, the devices were not suitable

for further measurement. This was unexpected and was an indicator that

something had gone wrong during the oxide growth. Unfortunately it posed

a problem for the following experiments. It demonstrated that charge carriers

would leak through the oxide layer, instead of following the channel in the
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Figure 6.8: Top: MU device layout with all mask levels superimposed. The

metal is shown in green, oxide windows in blue, gate oxide in orange, Er

implanted area in red, and the As implanted area in purple. Bottom: Voltage

versus current 2-point measurement of an Er doped Si Hall bar, between two

ohmic contacts (black) and the gate and an ohmic contact (green) including

their linear fits (red and blue).
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Figure 6.9: Image taken using the optical profilometer of a finished Er doped

Si Hall bar device.

silicon substrate. Consequently, the gate was rendered useless, as applying a

voltage to it would substantially change the current flow within the device.

A second set of devices were fabricated. Unlike the first batch, we did

not experience gate leakage this time, but discovered another problem: this

time all ohmic contacts exhibited very high resistance. Optical pictures taken

with the profilometer showed that the problem lay within the fabrication

process. Fig. 6.9 is a false colour image of one device. Depth measurements

reveal that the overlapping area of the aluminium and arsenic leads still

has some SiO2 remaining. We concluded that the etch with BHF was not

sufficient to remove all the oxide in that area, which is necessary for the ohmic

connection to the device channel. The etch process consisted of soaking the

chip in BHF for several minutes without disturbing the solution, to prevent

anisotropic etching. As described in chapter 4.2.15, this method must have
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prevented a complete SiO2 etch within the etch time. For etching on the

next batch of samples, we decided to risk a slight anisotropy in the etch and

to stir the HF solution every 30 seconds until the completion of the etch, as

well as increase the etch time. Because of the lack of connection from the

device channel to the metal contacts, we were not able to test whether the

gate oxide still posed a problem in these devices.

Given these processing issues, and the misalignment that occurred dur-

ing fabrication (see Fig. 4.26), we redesigned the photo-lithography masks

for the devices, with more tolerance to allow for misalignment of the mul-

tiple layers. We also shifted the fabrication of the samples to UNSW where a

triple-wall oxide furnace was available and where structures similar to those

on the redesigned masks had been successfully fabricated and measured in

the past.

Batch Implant ions Implant energy and fluence

1 Sb 70 keV, 2x1011 cm−2

2 Er 85 keV, 2x1011 cm−2

3 none –

4 Er 85 keV, 2x1011 cm−2

O 15.5 keV, 1.2x1012 cm−2

Table 6.6: Er:Si batches and their additional implant ions (also see table 4.8

from chapter 4.2).

UNSW device: Gate dependency We next set out to examine the gate

dependency of a Hall bar device of the design δ (see Fig. 6.10, channel

length/width = 36 µm/33 µm) with Er and O dopants, batch 4 (see Table

6.6 for implant energy and fluence). Fig. 6.11 shows on the left the IV curve

between the gate and the drain contact and on the right the source and the

drain contact of the device. These measurements were undertaken with the

SMU by applying the voltage and reading out the current with a compliance
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Figure 6.10: Fig. 4.13 from chapter 4.2. Optical image taken with a mi-

croscope of 20× magnification of the 4 finished designs in the channel area.

The squares in the centre are the thinner gate oxides, the aluminium gates are

in yellow, the phosphorus diffused leads in brown, and the surrounding thick

field oxide in grey.
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Figure 6.11: IV curves of UNSW fabricated device from batch 4, design δ.

(a) gate and drain contact. (b) source and drain contact.

of 1 µA, hence the plateaus at +/- 1 µA. We limited the voltage by setting the

compliance level at 1 µA in order to avoid destroying the device by allowing

too high a current to flow through it. The sample temperature was at 4.1

K, no external magnetic field was applied, nor an additional gate voltage.

The right graph shows a very rapid jump from 0 A to the compliance value

at ca. +2.2 V and - 1.8 V. The left graph shows an exponential increase in

current flow above ∼2.0 V. We concluded that there is a small area in which

the device allowed current transport (above 2.2 V), but gate leakage was not

too high (below at least 4.0 V) in which we can drive the device. As a result,

we limited the gate voltage to a maximum of 3.0 V to avoid falsifying our

results by including current flowing through the gate oxide.

Fig. 6.12 (a) is a 3D graph of the two-point measurement of applied

source-drain voltage (z-axis) between -1 V and +1 V, and the source-drain

current (y-axis), while stepping the gate voltage (x-axis) from 0 to 3 V. The

data was taken at ∼4.5 K without an external magnetic field. We observed

a very rapid turn on of the device with increasing gate voltage. The IV

curves are not symmetric around zero. Instead, they show only a dip at

negative source-drain voltage of a negative current, similar to a p-n junction.
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Figure 6.12: 3D graphs showing the gate dependency of a device of batch 4

at ∼4.5 K, design δ. The x-axis shows the gate voltage, y-axis the source-drain

current, and z-axis the source-drain voltage. (a) and (b) have the source and

drain contacts swapped in respect to each other.
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Figure 6.13: 3D graphs showing the gate dependency of a device of batch 4

at ∼4.5 K, design δ. The x-axis shows the gate voltage and the z-axis is the

source-drain voltage. In (a) the y-axis is the source-drain current, while in (b)

the gate-drain leakage current through the gate oxide is shown on the y-axis.
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At positive source-drain voltages, they show no change in current. At 3.0 V

gate voltage, we still measured only -0.16 µA at a source-drain voltage of -1.0

V. The previous gate leakage tests had shown that 2.0 V was approximately

the voltage at which the current started to leak through the oxide, which is

why we did not apply more than 3.0 V. Having said that, the effective gate

voltage is actually greater. We were also applying negative 1 V at the source,

leading to a potential difference between gate and source of 4 V. According

to our findings in Fig. 6.11, we expected to see a current leaking through the

gate oxide at that potential difference. This led to our assumption that the

device was indeed not being turned on by the gate voltage, but that we were

simply observing a current leaking through the gate oxide. We could not tell

from this measurement whether the leak was globally across the whole gate

oxide or confined to a local area. If the leak was confined, it might prove to

be possible to measure the device avoiding this area.

In order to test this, the device was measured a second time with the

source and drain contacts swapped (see Fig. 6.12 (b)). In this plot the

gate voltage is on the x-axis, the source-drain current on the y-axis, and

the source-drain voltage on the z-axis. Just as in Fig. 6.12 (a), we only

see a source-drain current for high gate voltages and negative source-drain

voltages. The absolute value of the source-drain currents is slightly higher,

with ISD = -0.25 µA at VGate = 3 V and VSD = -1 V. This result proved that

the leak was not locally confined, but occurred over a broader area across the

gate oxide. With the larger source-drain current in the second configuration,

it seemed that the leakage current must be higher nearer the source contact

of the measurement configuration in Fig. 6.12 (b).

For absolute confirmation of the detected source-drain current origin-

ating mainly from a current leakage through the gate oxide, the experiment

was repeated while simultaneously measuring the current between the source

and drain contacts (see Fig. 6.13 (a) and (b)). While the y-axis on the top

plot displays the source-drain current as in the previous graphs, the bottom
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Figure 6.14: Capacitance versus voltage graph of the gate oxide of a fully

fabricated device at room temperature (black) and at liquid nitrogen temper-

ature (red).

plot displays the gate-drain current on the y-axis. We only detected a current

flow through the gate oxide for high gate voltages. It was at its highest of

0.24 µA at VSD = -1 V. With this measurement we clearly showed that the

detected source-drain current was in fact due to a leak in the gate oxide. Un-

fortunately this meant that we were not able through the use of the gate to

influence the charge carriers in the channel enough without also introducing

new charge carriers through the applied gate voltage through the gate oxide.

CV measurements for gate oxide testing For the purpose of testing

the gate oxide directly, we used the same setup as described in chapter 6.3

to apply a voltage on the gate of the device, while measuring the capacit-

ance through the gate oxide via an ohmic contact. All remaining contacts

were kept floating. As opposed to previous CV experiments, we were now

doing this test on a fully fabricated device, as during the fabrication process
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impurities may have been introduced. The leakage current was monitored

manually, but not recorded by the software. Fig. 6.14 shows the capacitance

versus voltage measurement of the same device (batch 4, design δ), at 295

K (black) as well as 80 K (red). Both data sets show the same trends, with

the higher temperature curve having slightly larger capacitance values. The

graph shows a shift of ca. +1.4 V in the depletion region, before the capacit-

ance breaks down completely to 0 V as the threshold voltage is reached. This

drop in capacitance occurs at the same gate voltage at which the observed

leakage current begins to climb. The voltage at which the capacitance breaks

down does not change with the temperature. Cooling down the sample while

applying a bias of -2.0 V does not influence the CV curve. We concluded

that the gate oxide must be the cause for our problems in measuring the

gate dependency, as Fig. 6.14 shows that the oxide breaks down and starts

to leak current at about 0.8 V. This means that we could not use a higher

gate voltage than ∼1 V, as above this value the leakage current overwhelmed

the channel current.

Conclusion We encountered fabrication problems with the produc-

tion of a working gate oxide. As a consequence, there was a shift in the

depletion region of the silicon dioxide by about 1.4 V. Also, we experienced

gate leakage above 1.5 V - 2.0 V which rendered gate dependent measure-

ments above that value useless. Below 1.5 V however, the applied gate voltage

was too small to show an influence on the charge carriers in the underlying

channel. Note that this applies only for positive gate voltages. Since the

leads were phosphorus doped and thus n+ type, we assumed that a negative

gate voltage caused the holes to recombine with the electrons in n+ regions.

Consequently much higher negative gate voltages were necessary to observe

gate leakage in the negative direction. As a consequence, we had to avoid

using the top gate for further experiments and were thus not able to perform
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standard MOS measurements. Instead, we next tried to activate the charge

carriers by illuminating the devices.

Illumination dependency Another method of tuning the device, other

than using the gate potential, is to use optical stimulation. We focused a

low-temperature compatible red LED, directed at the examined device’s sur-

face, into the fridge. The LED was controlled by applying a voltage to it.

Its IV at low temperature showed that it started to emit light from ca. 4.5

V onwards. In order to avoid the heating effect connected to the LED that

we experienced in chapter 5.5, we did not use the coldfinger this time, but

rather attached the sample and LED directly onto the MC plate of the fridge.

This position gave us more cooling power due to its direct attachment to the

fridge, and should consequently have led to less heating with the usage of the

LED. Fig. 6.15 a) shows a measurement taken over 5 minutes during which

the LED (red) was slowly turned on in 1 V steps from 0 V to 10 V, kept at 10

V for 1 minute’s time, and then rapidly turned off to 0 V again. During this

time the temperature (blue) was monitored. A constant source-drain voltage

of 1.0 V was applied throughout the experiment. We were able to take a new

temperature measurement only every ca. 3 seconds. Unfortunately this time

couldn’t be shortened, as otherwise the read out value became nonsensical.

The AVS resistance bridge we used for the temperature readings required a

stabilization time of several seconds. The exact value of the required sta-

bilization time depended on the applied excitation voltage, as well as the

resistance value of the readings. We decreased the stabilization time as well

as the number of times the systems averaged the readings, and reduced the

number of channels read out to the sensor at the sample only in order to

achieve a maximum speed in temperature read out time. At the beginning

of the measurement the sample temperature was 5.39 K. With a slow delay

after turning on the LED, we could see that the temperature rose to about

5.44 K. At the same time we also recorded the resistivity through the device

194



Figure 6.15: a) and b): Illumination dependency of a batch 4, design δ

sample. Sample resistivity (black), LED voltage (red), and temperature (blue)

versus time while applying a constant source-drain voltage of 1.0 V.
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channel Rxx. The sample resistivity dropped from 43 MΩ to 8 MΩ within

2 seconds of the LED being turned fully on. Seemingly simultaneously with

the switching off of the LED, the resistivity quickly rose again until it levelled

out at 40 MΩ.

The graph below, Fig. 6.15 b), shows the behaviour of the same sample

over time, with the LED this time being turned on rapidly from 0 V to 10

V (red). The source-drain voltage was still held at a constant value of 1.0

V. The temperature (blue) was constant during the experiment at 4.585 K

± 0.02 K. The sample resistivity (red) however dropped from 48 MΩ to

15 MΩ after a delay of ca. 2 seconds after the LED was turned on. Almost

immediately after switching the LED off again, the resistivity began to slowly

climb back up to its original value.

Conclusion The LED dependent measurements show a drastic change

in the device resistivity of 18.6% (Fig. 6.15 a)) and 31.3% (Fig. 6.15 b)) with

the switching on of an LED directed at the sample’s surface. This did not

happen immediately, but after a slight delay. Even though in graph 6.15

b) no temperature increase is recorded, the sample resistivity did not jump

straight back to its original value with the turning off of the LED. Instead, it

increased gradually. This, and the ca. 2 second delay time in reaction when

the LED is switched on, made us suspect that we were not observing an effect

due to photons, but rather a temperature related effect. This could be due

to the fact that erbium doped silicon has an indirect band gap that is not

bridged by the photons. The temperature sensor providing us the reading

was not located directly next to the sample. The LED could possibly have

been heating up a small, localized area around its tip. This would lead to the

temperature sensor not recording a change, but the sample still experiencing

an increase in temperature. Both the delay in reaction time when the LED

was turned on, as well as the slow increase in resistivity once the LED was

turned off again, would be explained by this theory. Overall, we could not
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exclude an effect of the photons on the charge carriers. It may just be that we

could not see the effect in this experimental setup. Thus, we now attempted

to use the effect of impact ionization (recall section 1.2.1) to multiply the

charge carriers in the channel area and perform electrical measurements.

Impact Ionization and magnetic field dependency As we had decided

not to apply a voltage to the gate from now on, we left it fixed at 0 V for

the following measurements. We intended to make use of the effect of impact

ionization to create free charge carriers in the channel area (see chapter 1.2.1).

This means that the source-drain current was used to tune the device.

We now inspected an Er and O implanted device (batch 4) of the design

δ at ∼5.0 K in dependency of an external magnetic field perpendicular to

the sample plane. Fig. 6.16 shows the Hall voltage Vxy in dependency of

an applied source-drain current ISD for various magnetic fields up to 6.0 T.

For positive source-drain current values we observed a hysteresis within all

applied fields; the Hall voltage seems chaotic and not conclusive in that area.

For negative source-drain currents on the other hand, we observed a smooth

Hall voltage that turns into a curve inclined steeply towards 0 A source-drain

current. For lower ISD we observed a fanning out of Vxy for varying magnetic

fields. Thus in Fig. 6.16 we show Vxy only for current values between -100

nA and -30 nA. The plot shows that higher field values result in higher Hall

voltages, whereas smaller field values lead to lower Hall voltages.

We do not observe a change in sign of the Hall voltage with the change

in sign of the external magnetic field. With a traditional Hall bar device,

we expect the charge carriers to be diverted into opposite directions when

the magnetic field changes its direction. This is measurable in the change of

sign of the Hall voltage. In our device on the other hand, we only had a flow

of charge carriers due to impact ionization. This leads to an inhomogeneous

distribution of the charge carriers (see Fig. 6.17), which is not expected in

traditional Hall bar devices. Unfortunately, reports about the Hall voltage in
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Figure 6.16: Magnetic field dependency of a batch 4, design γ device at ∼5.0

K. Hall voltage Vxy versus source-drain current ISD from -100 nA to -30 nA

for varying magnetic fields B.

198



Figure 6.17: Schematic of freed electron-hole pairs according to impact ion-

ization under the accelerating field of an applied source-drain voltage.

devices in the impact ionization regime are hard to find. It has been found

that the polarity of an external magnetic field changes the recombination

rate [184], which will consequently influence the Hall voltage. A stronger

magnetic field reduces the charge carrier generation rate and increases the

needed threshold voltage [184]. We do not have a model that completely

explains the observed behaviour.

The graph a) in Fig. 6.18 displays the magnetic field dependency of the

Hall resistivity Rxy (black) and longitudinal resistivity Rxx (red) at ∼5.0 K

with a constant source-drain current of -50 nA. The bottom graph b) shows

the FFT smooth of the sample temperature T in blue versus the magnetic

field. The ISD value was arbitrarily chosen in the area where Fig. 6.16

displays the fanning out of Vxy with varying B. Both, Rxx and Rxy are

not only influenced by B, but also by the sample temperature. The Hall

resistivity shows a decreasing trend with increasing magnetic field. It is

almost linear, apart from jumps at -6 T and 0 T. These are due to stark
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Figure 6.18: a) Hall resistivity (black) and source-drain resistivity (red)

versus magnetic field at ∼5.0 K with a constant source-drain current of -50

nA. b) Sample temperature versus magnetic field.
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temperature de-/increases. The longitudinal resistivity shows a decreasing

trend for negative magnetic fields towards 0 T, which changes to a positive

slope for positive field values. Here, also, an anomaly is observed at 0 T, due

to the rapid temperature increase.

According to chapter 2.3.1, we expect the Hall voltage to change its

sign with the change of polarity of B. We also expect Rxy to show linear

behaviour. Even though our observations do show a linear behaviour of

Rxy, this is only within the region where the temperature does not change

rapidly. We believe the lack of sign change in Rxy is due to the device

being in the regime of impact ionization, which causes it to act differently

from a traditional Hall bar, as explained previously. We expected Rxx to

be symmetric around zero Tesla, according to chapter 2.3.1. Within the

experienced temperature fluctuations, this seems to be the case.

Conclusion Using the effect of impact ionization, the Hall resistivity

as well as longitudinal resistivity were recorded. Unlike the case in a normal

Hall probe, here the charge carrier distribution was not homogeneous in

the device channel due to impact ionization. Thus we should not expect

to achieve the same Hall resistivity that a normal Hall sample would show.

Interestingly, we do see the expected trend in the resistivity across, as well

as along the channel length. We expect that future experiments, in which

the devices have functioning top gates and we are not within the regime of

impact ionization, show a different magnetic field dependency. As this is

not possible with the current devices, we are not able to present a satisfying

model that explains the observed behaviour.
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Chapter 7

Summary and outlook

Two different projects were undertaken within this thesis, after the success-

ful installation and calibration of a dry dilution refrigerator. They are the

characterization of nitrogen enhanced CVD grown ultra-nano-crystalline dia-

mond and the examination of its conduction mechanism at ultra-low tem-

peratures, as well as the fabrication and characterization of erbium doped

silicon semiconductor devices. The conclusions and summaries to each of the

two projects are given below.

7.1 Installation of a dry dilution refrigerator

We were able to successfully install a dry dilution refrigerator at Melbourne

University.The mixing chamber plate recorded stable temperatures of ∼15

mK while the probe recorded a minimum of ∼36 mK. A coldfinger was de-

signed and fabricated. It is able to hold two samples, one perpendicular to

the main field direction and directly in the homogeneous area of the magnetic

field lines of the integrated vector magnet, and a second sample parallel to

the main field direction but slightly offset to the middle of the magnet. The

3D vector magnet was calibrated with well known samples. An offset of ∼5

mT of the main field direction was found. We suspect this offset to be due
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to flux trapping, thus the value is not fixed, but will change with every cool

down. Optical access through the vacuum cans was not granted for the work

in this thesis, as a low temperature was higher regarded than direct optical

access. Instead, the quartz windows were replaced with metal blanks. Unlike

the quartz, the metal has far better radiation shielding properties and thus

allows the refrigerator to reach lower temperatures due to a lower heat load,

which was a main concern for the use of the dilution refrigerator during this

work.

7.2 Nitrogen enhanced grown diamond

Several CVD grown UNCD Hall bars of three different nitrogen concentra-

tions added to the gas feed stock (5%, 10%, 20%) were successfully fabricated.

AFM and SEM imaging show a homogeneous structure that goes through-

out the whole N-UNCD layer. There are flake-like structures of a size of an

estimated 200 nm, that seem to be more edgy and spiky - as opposed to

rounded - with higher nitrogen addition. Raman, RBS and XPS character-

izations of the material have shown that the nitrogen enhanced growth did

not cause measurable amounts of nitrogen to be incorporated into the thin

films, in agreement with [56]. Instead, the nitrogen addition to the stock

gas feed caused the chemical bonding structure of the carbon to change to

some extent. With more nitrogen addition, there are slightly more sp2 bond-

ings as opposed to sp3 bondings present. There is a clear change in room

temperature conductivity within the varying nitrogen concentrations visible.

We report conductivities of 12.44 S/cm, 1.63 S/cm, and 0.036 S/cm at room

temperature for the 20%, 10%, and 5% N-UNCD films, respectively. The

samples were examined between room temperature and as low as 40 mK -

lower than ever reported previously. In the range of 3 K to 15 K we are able

to fit the graph of conductivity versus temperature with the 3D WL model

in accordance to [78]. Below 3 K however, the model shows a significant
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discrepancy from the experimental data. It is possible to fit the magnetic

field dependent data with the 3D WL model derived by Kawabata [8]. At 4

K the theory fits the data very well, but at lower temperatures and higher

fields, the experimental data does not follow the theoretical fit any more. We

assume that this is due to assumptions in Kawabata’s model leading to inac-

curacy at high fields. The data set at the lowest temperature, 36 mK, does

not fit well into the overall picture of the magnetic field dependent measure-

ments. While all other data sets show an increase in normalized conductivity

at high magnetic fields, the 36 mK measurement shows too low a conductiv-

ity value to fit into this picture. Currently, we are working in collaboration

with G. Chimowa and S. Bhattacharrya of the University of the Witwater-

srand, Johannesburg, South Africa, to fit the experimental data with either

the Bruenskin-Kleinert theory (B-K model) or the Kawabata model.

The influence of photons on the conductivity of the devices was meas-

ured at 300 mK using an LED directed at the sample surface. An immediate

response of the device was noted when switching the LED on/off. This could

be due to either a temperature effect induced by the 10 V applied to the

LED, or due to the sudden presence of photons. Since the sample’s response

was immediate and jumped between two set values when the LED is on/off,

we assume that what we observed is indeed an influence due to photons.

Overall we confirm that at low temperatures 3D WL plays an important role

in the conductivity of the N-UNCD films.

7.3 Erbium doped silicon

The fabrication of erbium doped silicon Hall bars faced problems in regards

to the creation of the gate oxides. In an attempt to fix the issues, the

fabrication process was overhauled and new work was undertaken at the

University of NSW, following closely process flows that had previously proven

to be successful. Unfortunately it was not possible to solve all fabrication
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issues that occurred with this project. As a result the gate oxide leaked

current from the gate into the underlying channel and is as such was not

usable for device tuning purposes. The last batch of devices were subject to

an unlucky mishap, the future prevention of which will certainly lead to the

production of better, cleaner, and more usable gate oxides.

Despite the problems encountered, the fabrication process was optim-

ized in regards to implantation parameters and device designs. The annealing

process was optimized by commencing DLTS and photo-luminescence char-

acterizations, leading to the result that a rapid thermal anneal at 900 ◦C for

30 seconds in argon ambient was best for our purposes of recovering the dam-

aged substrate and also activating the implanted erbium. Electrical meas-

urements revealed the effect of impact ionization which was visible without

using the top gate. The magneto resistance was recorded while using the cur-

rent through the device created via impact ionization. Unfortunately, unlike

conventional Hall probes, our devices were not homogeneous in the impact

ionization regime. As such we were not able to interpret the Hall resistivity

of these devices. However, we did clearly observe an increased Hall resistiv-

ity with increasing applied source-drain current, as expected due to impact

ionization. Tuning the device with photons, by placing an LED such that

its light was directed at the sample’s surface, again left us with the issue

that the voltage applied to the LED (10.0 V when LED is turned on) led to

the heating up of the sample. Even though we observed a drastic drop in

resistivity by 18%-31%, we believe this change might be due to an increase

in temperature. The delayed time that it took for the sample to react to the

LED being switched on/off supports this opinion.

7.4 Further work

N-UNCD devices In future, it would be good to be able to measure

the whole set of magnetic field dependent measurements at different tem-
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peratures in one session, without warming up the sample in between. Dur-

ing this project’s experiment, the sample was subject to various cool-downs

between measurements, which may have slightly changed the device’s beha-

viour at very low temperatures and thus altered some results (i.e. the 36

mK magneto-resistance measurement). In addition, having more than three

different nitrogen concentrations in the gas feed stock would be ideal for a

detailed study on the impact of nitrogen on the UNCD films. Characterizing

the illumination dependency of the device with either optical fibres or via

the optical windows in the dilution refrigerator would allow us to distinguish

whether the device’s resistivity is reacting to a change in temperature or

to the presence of photons. With the completion of such further measure-

ments, a theoretical model for the conduction mechanism in N-UNCD could

be satisfactorily achieved.

Er:Si devices In order to fabricate fully functioning devices, more time

needs to be spent on further refinement of the already developed fabrication

process. With no unexpected issues such as we experienced while the silicon

dioxide is being grown in the furnace, there should be no problems with

creating a clean and robust gate oxide. This will enable the possibility of

tuning the device by applying a voltage to the gate. By comparing devices of

different implantation ions, it will then be possible to characterize the erbium

electrically at varying temperatures, and the magneto resistance can then

be measured at 4 K and below. With the help of optical fibres or optical

stimulation through the windows in the dilution refrigerator, it would be

possible to eliminate the heating effect we experienced with the LED, despite

the fact that we placed the sample and LED directly onto the MC to give

us more cooling power than the placement of the sample and LED on the

probe would have. Since much foundation work has now been completed in

this thesis, it should soon be possible to achieve a complete characterization
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of erbium doped Hall bars. This will enable us to understand the electrical

behaviour of erbium at low temperatures.
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