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Numerical method for evolving the dipolar projected Gross-Pitaevskii equation
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We describe a method for evolving the projected Gross-Pitaevskii equation (PGPE) for an interacting Bose
gas in a harmonic-oscillator potential, with the inclusion of a long-range dipolar interaction. The central
difficulty in solving this equation is the requirement that the field is restricted to a small set of prescribed
modes that constitute the low-energy c-field region of the system. We present a scheme, using a Hermite-
polynomial-based spectral representation, which precisely implements this mode restriction and allows an
efficient and accurate solution of the dipolar PGPE. We introduce a set of auxiliary oscillator states to perform
a Fourier transform necessary to evaluate the dipolar interaction in reciprocal space. We extensively charac-
terize the accuracy of our approach and derive Ehrenfest equations for the evolution of the angular momentum.
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I. INTRODUCTION

The phenomenal recent progress in experimental efforts to
produce quantum degenerate dipolar gases [ 1-5] has brought
these systems to the forefront of atomic and condensed-
matter physics driven by a broad range of exciting applica-
tions [6-13]. Although extensive theoretical calculations
have been done for dipolar systems at 7=0 (e.g., see
[10,14-22]), a general finite temperature theory has yet to be
established. The long-range character of the dipole-dipole
interaction has made the development of finite temperature
methods more challenging. For example, mean-field treat-
ments (which have served as the workhorse theory for Bose
gases with short-range interctions) have only been applied to
the dipolar gas with additional approximations made to the
treatment of exchange interactions [23], and quantum Monte
Carlo calculations are limited to small numbers of particles
[24].

Recently, a variety of classical field methods has become
popular in the description of ultracold Bose gases interacting
with short-range interactions [25-31]. The appeal of these
methods is that the dynamics of the modes is treated nonper-
turbatively so that nonequilibrium situations or strongly fluc-
tuating equilibrium systems (e.g., see [32]) can be accurately
simulated. In Ref. [33], we have developed a quantitative
classical field formalism referred to as c-field theory [34], for
which the projected Gross-Pitaevskii equation (PGPE) is the
underlying equation of motion. This approach has found
good agreement with experiment in the critical region of the
condensation transition [32] and has seen numerous applica-
tions to regimes where traditional mean-field methods are
inapplicable (e.g., see [35,36]). A key component of c-field
theory (and the primary distinction from other finite tempera-
ture classical field theories [27]) that enables it to be applied
to the quantitative description of experiments is the use of a
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projector, i.e., the explicit restriction of our description to the
low-energy modes of the system.

In the literature, various numerical techniques have been
developed for solving the (7=0) dipolar Gross-Pitaevskii
equation, such as Crank-Nicholson [21], Fourier pseudospec-
tral [37], split-operator Fourier transform [14], and split-step
Fourier transform [22,38] methods. Underlying all of these
approaches is the use of a uniform spatial grid which enables
the efficient evaluation of the dipolar term with fast Fourier
transforms. For accurate simulation of three-dimensional
(3D) dipolar gases, these approaches require ~10° spatial
grid points. In finite temperature applications, the number of
grid points corresponds to the number of modes that are
thermally accessible, and the aforementioned approaches
tend to have orders of magnitude too many modes. Indeed,
for typical experimental situations on the order of a few
thousand modes are appropriate to be described by the PGPE
[39]. In a previous work [40], we have found that a practical
way to enforce this restriction is by using a numerical ap-
proach based on a spectral representation [41,42].

In this paper, we develop the numerical underpinnings of
a c-field theory for the dipolar Bose gas by introducing a
suitable spectral technique for solving the dipolar PGPE. The
outline of this paper is as follows. In Sec. II we discuss the
dipolar PGPE and the spectral representation necessary to
implement the explicit projection. In Sec. III we briefly re-
view the PGPE algorithm for the trapped Bose gas with
contact interactions before presenting our extension to the
dipolar case in Sec. IV. In Sec. V we present results charac-
terizing the accuracy of our scheme, making comparison to
some exactly known matrix elements and other results in the
literature. We also examine the convergence of our calcula-
tions of equilibrium properties to provide evidence that the
scheme we have developed is suitable to making reliable
physical predictions.

©2009 The American Physical Society
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II. FORMALISM: DIPOLAR PGPE

Our interest is in a system of bosonic particles confined in
a harmonic potential described by the single-particle Hamil-
tonian,

1
Ho=—5V2+vo(x), (1)
1 3
Volx) =5 2 N, (2)
J=1

where \j=w;/ w is the relative trap frequency in each direc-
tion j={x,y,z}. To obtain this dimensionless form, we have
used harmonic-oscillator units of length xy=v%/mo, energy
Ey=fo, and time 7y=1/ w, with m as the particle mass and w
as a convenient reference frequency.

Near thermodynamic equilibrium, the low-energy modes
of the system are highly occupied and their dynamics are
dominated by classical fluctuations. This observation is at the
heart of the c-field technique and phenomenologically moti-
vates the replacement of the quantum field operator for these

modes by a classical field, i.e., lAﬂCH Yc. This replacement
can be rigorously justified via a Wigner representation of the
many-body density matrix, e.g., see Ref. [34]. However, an
immediate consequence of this development is that the
c-field formalism must be restricted to the low-energy modes
of the system where this field replacement is valid [i.e., the
c-field region C shown schematically in Fig. 1(a)]. To for-
malize this restriction, we introduce a projector Pc,

PAF(0} = X 6,(x) J x' ¢, (x")F(x), (3)

neC

C={ne, = €.}, (4)
where ¢,(x) and €, are eigenstates of H, i.e.,

€, d’n(x) = Ho(}S”(X) 3 (5)

and the (single particle) energy cutoff €, is the single pa-
rameter we use to define the c-field region [43]. The action
of Pc in Eq. (3) is thus to project the arbitrary function F(x)
into the c-field region.

The equation of motion for the c-field treatment of a Bose
gas is the PGPE. For the case of a gas of particles interacting
via short-range and long-range dipole interactions, the PGPE
takes the dimensionless form

J
i% =Hyic + 7’0{ Clpe(x)|*he(x)

+ f d3x,VD(X_X,)|¢C(X,)|2¢C(X)}’ (6)

where

1-3cos’ 6
Vp(x) = DT (7)
is the dipole interaction potential with r=vx?+y*+z% and 6
is the angle between x and the z axis (the axis along which
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FIG. 1. (Color online) (a) Schematic diagram showing the
c-field (C) and incoherent (I) regions of the single-particle spec-
trum for a harmonically trapped Bose gas. The energy €, is usually
chosen so that the average number of particles in the modes at the
cutoff is ng,~ 1. (b) A typical example of an instantaneous c-field
density slice for a dipolar matter wave with €.,=23.

the dipoles are polarized). Here, we have introduced the di-
mensionless s-wave (contact) interaction parameter C
=4maN¢c/x,, with a as the s-wave scattering length, and the
dimensionless dipole interaction parameter D=N¢d’m/#%x,
with d as the dipole moment. For convenience, we take the
field - to be normalized to unity so that the number of
c-field atoms N appears explicitly in the interaction param-
eters.

The usual strategy for dealing with the dipolar interaction
is to make use of the Fourier-transformed density and dipolar
interaction potential,

(k) = J d*xe™ (), ()
Vp(k) = J dPxe ®¥V(x), (9)
- 4%1)[1—3 cos® 6], (10)

where ¢, is the angle between k and the k, axis. Thus, mak-
ing use of the convolution theorem, we have
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d(x) = J &Ex'Vp(x = x")|pe(x")?, (11)

_ f Pk ()(K). (12)

The main concern of this paper is to develop a suitable
method for evaluating ®(x) in a manner appropriate for the
use in the PGPE formalism. We emphasize that the modes of
the system are of central importance in the PGPE and care
must be taken in numerical implementations to ensure the
modes are faithfully represented. This point is made clear
with reference to Fig. 1(b), which shows a snapshot of the
c-field density and reveals the appreciable occupation of ev-
ery mode in the c-field region.

We also note that the energy functional for the dipolar
PGPE is

. 1
E[¢c]= f d3xwzHo¢fc+5 f d*xClpe(x)|*

%, (13)

o3| @l

which forms an important constant of motion for the system.
In a similar manner to how we dealt with the dipolar part of
the PGPE, it is convenient to evaluate the dipolar energy
term in Fourier space as

% f d3x¢(x)|¢c(x)|2=% f FrVpK)ak)a(-k). (14)

A. Spectral representation

It is most convenient to expand the ¢ field in a spectral
basis of the single-particle states, i.e.,

Pe(x,0)= 2 c,(0),(x), (15)

neC
where the {c,} are complex amplitudes. The projection is
explicitly implemented by limiting the summation indices in

Eq. (15) to the set of values specified in Eq. (4) defining the
c-field region.

B. Mode evolution

Having used the modes of Hj, as the spectral basis and to
realize the projector, we follow the Galerkin approach [i.e.,
projecting Eq. (6) on to our spectral basis] to obtain the
evolution equation for the mode amplitudes

dc,
ot

=—ile,c,+G,l, (16)
where

G,= f d*x ¢, (X)[Clpe|* + Plipe(x. 1) (17)

is the nonlinear matrix element. Once these nonlinear matrix
elements are evaluated, the evolution of the system can be
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calculated using numerical algorithms for systems of ordi-
nary differential equations, e.g., the Runge-Kutta algorithm.
Since this is a well-understood area of numerical mathemat-
ics, we do not concern ourselves with the details of the
propagation algorithm but instead focus on evaluating Eq.
(17).

In principle, the nonlinear matrix elements between spec-
tral basis functions can be computed exactly. Defining

Lypgr = J d3X¢Z(X){C &,(%) (%) $,(x)

o[ v —xga | a9

which can be calculated analytically (cf. Appendix C), and
expanding the ¢ field in terms of its spectral representation,
we see that

G,= > LpgrCCyCre (19)
{p.g.rieC

While being exact, evaluating this expression is prohibitively
slow, requiring O(M*) operations, where M is the number of
modes in the c-field region. In contrast, the approach we
develop here is O(M*?) and thus suitable for simulating real
systems in a reasonable amount of time (e.g., simulations on
the order of hours to days on a commodity personal com-
puter).

C. Separability

In what follows, we take the trap to be isotropic and set
all \;=1 for simplicity of notation [44]. An important feature
of the basis states (i.e., eigenstates of H,) is that they are
separable into one-dimensional (1D) eigenstates, i.e.,

Du(x) = () @p(y)¢,(2), (20)
€, e, tegte,, (21)
Cp Caﬁy’ (22)

where {¢,(x)} are eigenstates of the 1D harmonic-oscillator
Hamiltonian, i.e.,

1d> 1
|:— 5@ + 5x2:| QDa(x) = 8(1@11()()’ (23)

with eigenvalue sa=(a+%), for a a non-negative integer.

For clarity, we use greek subscripts to label the 1D eigen-
states, so that the specification of the c-field region in Eq. (4)
becomes

C={a.B.v:e,+ep+8,= €. (24)

Within the c-field region, there exists M, (=€) distinct 1D
eigenstates (i.e., ¢,) in each direction, and thus

1
M=~ gMi, (25)

3D basis states (¢,) in the c-field region.
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III. REVIEW OF STANDARD PGPE ALGORITHM

We first begin by reviewing the PGPE algorithm we have
developed for the case of local interactions. This algorithm
uses Gauss-Hermite quadrature to evaluate the (local) non-
linear term exactly in an efficient manner. For a complete
account, we refer the reader to Ref. [40].

A. Evaluating the matrix elements

To begin, we note the harmonic-oscillator states are of the
form

©ul) = hoH (x)e ™72, (26)

where h,=[2% !\ is a normalization constant, and
H,(x) is a Hermite polynomial of degree « defined by the
recurrence relation

H,.(x)=2xH,(x) -2aH, ;(x), a=12,..., (27)

with Hy(x)=1 and H,(x)=2x.
Thus, the field (at any instant of time) can be written as

Ye(x,1) = O(x,y,7)e )2 (28)

where

0x,y,2)= 2

{apyteC

CaBy(t)haHa(x)hﬁHﬁ(y)hyHy(Z)

(29)

is a polynomial that, as a result of the cutoff, is of maximum
degree M,—1 in the independent variables.

Similarly, it follows that because the interaction term (17)
is on the fourth order in the field, it can be written in the
form

Gaﬁyz f d3xe—2(x2+y2+zz)Paﬁy(x’y’z), (30)

where
Paﬁy(x’y’z) = ChaHa(x)hﬁHB(y)hyHy(z)|Q(x,y,z)|2Q(x,y,z)
(31

is a polynomial of maximum degree 4(M,—1) in the inde-
pendent variables. To evaluate these integrals, we note the
general form of the N, point Gauss-Hermite quadrature

No

f dxw(0)f(x) = 2 wif(x), (32)

J=1

where w(x) is a Gaussian weight function, and the Ny values
of w; and x; are the quadrature weights and roots, respec-
tively. This quadrature is exact if f(x) is a polynomial of
maximum degree 2N,—1.

Identifying the exponential term in Eq. (30) as the weight
function for quadrature, the integral can be exactly evaluated
using a three-dimensional spatial grid of 8(M,—1)* points
(i.e., 2(M,—1) points in each direction [45]), i.e.,
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Gapy= > Wi WiP o (X3 X5 X) (33)
ijk

where x; and w; are the 2(M,— 1) roots and weights of the 1D
Gauss-Hermite quadrature with weight function w(x)=exp(
—2x%). Note that the isotropy of the trapping potential (for the
numerical examples considered in this paper) results in iden-
tical quadrature grids in all spatial directions in our example.

B. Overview of the numerical algorithm

Here we briefly overview how the quadrature described
above can be efficiently implemented numerically. We re-
quire the transformation matrices given by 1D basis states
evaluated on the quadrature grid, i.e.,

Uioz = (Pa(xi)s (34)

to be precalculated. Because the transformations are block
diagonal, i.e., applied across the directions independently at
computational cost O(M})=0(M*?) [see Eq. (25)], we will
make use of the simplifying notation

( 2} UianBUkyCuzﬁ'y(t) - 2 Usaca" (35)
aByteC o

where o={aBy} and s={ijk}, and it is understood that c,,
=Cqapy and Ugo=U; U;gUy,.

Starting from the basis set representation of the field (i.e.,
{cap,t) at an instant of time ¢, the steps for calculating the
matrix elements are as follows:

Step 1: transform from spectral to spatial representation,

Pe(x) = 2 UggCon (36)

where X,=(x;, x;,X).

Step 2: the quadrature integrand of the nonlinear matrix
element (17) is constructed by appropriately dividing by the
weight function and premultiplying by the weights [46], i.e.,

g(xs) = Wse2lxx‘zc| lr//C(Xs’t)|2lsz(Xs’t)s (37)

where we=w;w;w;.
Step 3: the inverse transform of g(x,) yields the desired
matrix elements,

Gy=2 Us,8(x,). (38)

The slowest step in this procedure is carrying out the basis
transformation (steps 1 and 3), which requires O(M*?) float-
ing point operations when carried out as a series of matrix
multiplications. Thus, the overall algorithm is O(M*?).

IV. EXTENSION TO CALCULATE THE DIPOLAR TERM

To treat the dipolar term, we need to augment step 2 in the
standard harmonic PGPE algorithm (see Sec. III B). To do
this, we want to Fourier transform the density associated
with c(x,,7) to form Eq. (12). It is not convenient to use a
fast Fourier transform because #(xX,,?) is evaluated on a
nonuniform grid (i.e., quadrature grid). Interpolation to a
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uniform grid would be computationally expensive and would
introduce a source of considerable error, especially since the
quadrature grids tend to be quite sparse (see the discussion in
Sec. IV B).

Here we show how an auxiliary harmonic-oscillator basis
can be used to perform the Fourier transform exactly. Fol-
lowing similar arguments to those made in Sec. III A, the
c-field density n(x)=|c(x)|? is of the form

n(x) = R(x,y,z)e_("zﬂ'zﬂz), (39)

where R is a polynomial of maximum degree 2(M,— 1) in the
independent variables.
Introducing a set of auxiliary harmonic-oscillator states,

Xal¥) = BH (x)e™ (40)

which differ from the spectral basis oscillator states by a
factor of 2 in the argument of the exponential [chosen to
match the exponential part of Eq. (39)]. Indeed, these states
are eigenstates of the operator

_ 1 d&*
Hx=|:—5ﬁ+2x2], (41)

i.e., harmonic oscillator with twice-as-tight trapping poten-

tial, and expressions for /i, and H,(x) can be obtained by
noting that these modes relate to the usual dimensionless
oscillators by a simple scaling y,(x)=2"*¢(12x).

The auxiliary oscillator states form an orthonormal basis
and, because of their appropriate exponential factor, we can
exactly represent the density (39) as

n(x) = 2 doxo(x), (42)

where d,,<—>da5y is a set of 8M_‘: real coefficients, with
Xo(X) = Xo(X) x5(y) X,(2). Indeed, because the {x,} are an or-
thonormal basis, we have that

d,= J dExxs(x)n(x), (43)

- f Bre s (%), (44)

where in the second line we have collected exponential and
polynomial terms separately, with

So(x) = M (xn(x), (45)

a polynomial of degree 4(M,—1) in the independent vari-
ables. Thus, integration (44), like that in Eq. (30), has same
weight function and maximum degree of polynomial order.
Thus, Eq. (44) can be calculated exactly with the same
quadrature (i.e., roots {x;} and weights {w,}) as used in Eq.
(33), i.e.,

dy= 2 wiSylx,). (46)

The harmonic-oscillator states are eigenstates of the Fou-
rier transform operator with eigenvalue (—i)%, i.e.,
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1 .
Xalky) = (= i)‘“W f dxe™ 5 x (). (47)

Thus, the knowledge of the basis amplitudes d,z, allows us
to efficiently and precisely construct the Fourier transform of
the classical field density, i.e.,

(k) = > dy(— i) 1oy, (), (48)

where ||of|,;=a+B+7y is the one norm of ¢, noting that
{a, B, 7y} are non-negative. We can now construct the inte-
grand of the dipolar interaction term in Fourier space, i.e.,

Vp(k)ii(k) appearing in Eq. (12), which needs to be inverse
Fourier transformed to obtain ®(x). This can be done using
the inverse of the procedure we used to obtain 72(k), i.e., via
the expansion of ®(x) in the auxiliary oscillator states

D(x) = 2 foXol(X), (49)
where
fo= J Pr() 7l (k) Vp(K)i(k). (50)

Expression (49) is approximate because Vj(k) is not of the

form of a finite-degree polynomial, and thus V(K)ii(k) can-
not be represented exactly in the oscillator basis—an ap-
proximation we investigate in Sec. V.

To numerically evaluate the f,z,, we again make use of a
Hermite-Gauss quadrature with roots {k;} and weights {w},
ie.,

fo= 2 WT,(ky), (51)
where

To(k) = 25 x5 (1) Vp (K)(K). (52)

Note the number of k-grid quadrature points is in principle
arbitrary but should be at least 2M in each direction. We can
use the number of points to control the accuracy of the ma-
trix element.

A. Spectral dipolar algorithm summary

Step 1: transform from spectral to spatial representation,
Ye(x;) = 2 Uggy (53)
o

Step 2a: the weighted position density is constructed

£(x,) = we™ | pe(x,) 2. (54)

Step 2b: we compute the Fourier-transformed density as

(k) = 2 Wef(x,), (55)

where t={uvw} are the indices which label the Fourier space
grid points. Here we have introduced the precomputed trans-
formation matrix,
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W= 2 (= )% alk) Xalx,).- (56)

which combines both steps of the Fourier transform into one
[i.e., n(x) —d,p, and d,g,— i(k)].

Step 2c: the product with the dipole interaction potential
is then formed in Fourier space

Fk) = eV (k) a(k,) (57)

[or with the replacement V,(k,) — V& (k,), a corrected dipolar
interaction, as discussed in Sec. V B].
Step 2d: inverse transforming yields

D(x,) = > Wef(k,). (58)

Step 2e: short-range and dipolar interaction terms are then
combined into a single integrand

2(x,) = we I Clye(x,)]? + Bx) he(xy).  (59)

Step 3: inverse transforming this integrand yields the de-
sired matrix elements,

Go= 2, Usyg(xy). (60)

Steps 1, 2b, 2d, and 3 are O(M*?). Since the algorithm in-
volves twice as many transformations as the nondipolar
PGPE case, each evaluation of the G,, (and hence each time
step) takes approximately twice as long.

B. Possibility of using fast Fourier transformations

Having presented our spectral algorithm, we are now able
to comment on the alternative procedure of computing @
using fast Fourier transformations (FFTs). To do this requires
several modifications to the algorithm, which we briefly
summarize. In step 1, in addition to computing #(x,) on the
quadrature grid for the short-range interaction, we will need
a new transformation to obtain #c(X,) on the uniformly
spaced grid {X,}. Following standard procedures (e.g., see
[14]), we can then obtain ®(X,) using two FFTs. This step is
more efficient than our procedure using Wy, in the spectral
algorithm, but we will likely require more X, grid points for
the Fourier representation to provide an adequate representa-
tion of trapped field. Additionally, the efficiency of the FFTs
is offset by the need to interpolate X, back into a quadrature
grid for step 3 (if performed on a uniform grid this last step
is highly inaccurate without a prohibitively large number of
points). Due to the added complexity of the FFT algorithm
and that approximations occur in the algorithm at several
places, we have decided not to investigate this any further in
this work.

V. ACCURACY OF APPROACH

Step 2d of our numerical algorithm for the dipolar PGPE
is approximate and requires investigation to justify that it is
sufficiently accurate to be useful. The PGPE formalism
places strong constraints on the underlying numerical algo-
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rithm which restrict how we might improve the accuracy. In
particular, the c-field region is defined by €., and, hence, M,
is dictated by the physical system under consideration (i.e.,
temperature and number of atoms) and is not a parameter
that can be arbitrarily varied. Instead, for fixed M,, we would
like to understand (i) the accuracy of the matrix elements
G,, (ii) what ways we have for controlling this accuracy?,
and (iii) what level of accuracy is needed for making reliable
physical predictions?

Here we investigate two methods of improving the accu-
racy of the matrix elements. The first method, which we
discuss in Sec. V A, is by increasing the order of the k-space
quadrature. The second method is to use a modified (finite
range) interaction potential, which we present in Sec. V B.
We then characterize the effect of these adjustments using
various tests. We finally turn to addressing what level of
accuracy is required to make useful predictions with the
PGPE theory.

A. Fourier quadrature grid

The two quadrature grids {x,} and {k.} are central to the
computation of the nonlinear matrix elements in our algo-
rithm. Since the weight functions are known for each quadra-
ture, they are completely specified by the number of points,
i.e., the parameters N,: the number of quadrature points
along each direction in the position space x grid; N;: the
number of quadrature points along each direction in the Fou-
rier space k grid.

First, we note that for given €, (i.e., M,) the transform to

k space is exactly invertible [i.e., n(x)z ﬁ(k)&n(x)] if we
choose NXENQ, NkENg, where we have defined the refer-
ence values

N'=2M, -1, (61)

N =2M,. (62)

Note that the invertible requirement is met with N} =2M,
—1, but we choose 2M, to avoid having an odd number of
points which ensures that there is no quadrature point at k

=0 where ‘70 is singular.

With the inclusion of the dipolar potential, it is beneficial
to increase the number of momentum grid points beyond Ng
to obtain better accuracy for step 2d. In the results we present
below, we will indicate the increase in momentum grid
points over the reference value as AN, i.e.,

Nk=N2+ANk. (63)

We do not alter N, from the reference value Ng, as this has no
effect on the accuracy of the algorithm.

B. Corrected dipolar interaction

Ronen et al. [38] demonstrated a useful procedure for
improving the convergence of the numerical evaluation of
the dipolar term for low-energy states in Bogoliubov calcu-
lations. They noted that the poor convergence of this term

arises because the Fourier-transformed interaction Vp(K) is
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singular at the origin [where (k) is typically large] due to
the long-range character of the interaction. Ronen et al. sug-
gested the use of the Fourier transform of the dipolar inter-
action restricted to a spherical domain of size R, i.e., the
Fourier transform of

VA(x) D(1 -3 cos® 6)/F r<R 64)
X)=

b 0 otherwise.

This has the analytic transform

sin(Rk)
R

cos(Rk)
R

_ 4mD
PR (k) = 737 <1+3 )(3c032 0,-1),

(65)

which we shall refer to as the corrected dipolar interaction,
having the feature that it is less rapidly varying near k=0.
This approach seems reasonable as we are studying a trapped
system of finite spatial extent and, thus, the sharp behavior of

the uncorrected potential (\7D) at k=0, arising from interac-
tions over long length scales, cannot be physically relevant.
Ronen et al. justified using V,’g as it prevents the “long-range
interactions between copies of condensates” arising from the
periodicity of their Fourier-based calculations.

More generally, the use of Vg can be justified by noting
that sharp features in the interaction potential are not accu-
rately calculated on a finite quadrature grid (or Fourier grid).
In practice, if these sharp features are left in the numerical
calculations they are misrepresented by the finite quadrature
and interfere with lower-order matrix elements (often re-
ferred to as aliasing in the Fourier case), leading to their slow
convergence as the number of quadrature points is increased.

1. Choice for R

An immediate issue to investigate is the optimal choice of
the length scale R. For the our trapped system, the ch%ter-
istic size is given by the classical turning point /,,~ y2M, (in
computational units) since €., ~M,.

To investigate the accuracy of our algorithm as we vary R
used in the corrected dipolar interaction, we consider the
pure dipolar matrix element (for D=1)

zZ,= f Exd’x’ g (x)Vp(x = x")|dy(x )P p,(x)  (66)

to be distinguished from the general matrix element which
requires four distinct oscillator state labels. In practice, we
evaluate this as follows. We take ¢,=4,,, and then compute
the nonlinear matrix elements G, using our algorithm (see
Sec. IV A) and identify Z7=G,. These pure dipole matrix
elements are useful for characterizing the accuracy of the
algorithm and we will make use of these in several applica-
tions. It is convenient to indicate the matrix elements under
consideration using the notation foﬁgy, as established earlier
[e.g., see Eq. (20)].

For the purposes of studying the dependence on R, we
will consider four nontrivial matrix elements shown in Table
I for which we calculate the values exactly using an analytic
approach discussed in Appendix C. The results of our algo-
rithm are shown in Fig. 2 and confirm that the corrected
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TABLE I. Values of pure dipole matrix elements considered (see
text).

Zooo —==0037612...
Zo00 —L_—0.009498...
Zgo0 ~0.003 908. .

Ze 0.000 462 291...

interaction potential \715 has considerable advantage over the
bare potential \7D, for certain values of R. However, it is clear

that there is quite complex structure in the variation of 172
with R and there is no single value of R for which all matrix
elements obtain the smallest relative error. To interpret these
results it is useful to qualitatively classify the matrix ele-
ments into two categories.

Low-order matrix elements. These are matrix elements
that involve low-order oscillator states, i.e., those with quan-
tum numbers much less than M, [i.e., the cases in Figs. 2(a)

0

10° | o 5200 _ '
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S
® 107}
©
10°%}
' 202 _ '
107 Ty, (B) Zgg5=0.0095
f. o
£ 4 o""’t\. w
® 107} SR
© ‘q“atau o“a/
10_7 F 0 1
[« ]
& (0) Z5r: =0.000462
)
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E _Dw
® 10" °
o
107
10 =-0.00391
2 %
o 10 ¢ °
?,_’. -2 o
10 o
107° '
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1 1,5
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FIG. 2. Relative error in the pure dipole matrix elements (a)
Z(z,gg, (b) Z(z)g(z)’ (c) Zf{ﬁ, and (d) Zggg, as R is varied. Results: (solid
line) calculated using VD(k) ; (circles) calculated using Vg(k).
Other parameters are at the reference values with M, =16.
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TABLE II. Relative error of the dipole interaction energy. We compare to the results of Ronen e al. [38]
using a 3D FFT method on a cubic grid of extent [-R,R] with N points in each direction.

Relative error

Results of Ref. [38] R=8,N=32 R=8 ,N=64 R=16,N=64 R=16,N=128

Using V;(Kk) 2.7%1073 2.7%1073 8.6X 1075 8.6X 1073

Using VR (k) -1.1x107° ~-1.1x 1075 1.8%x1078 —4.4x 10714

Relative error

Our results M,=16 M, =32 M, =64

Using Vp(k) -1.7%x1072 -3.1%x1073 -5.5%x 1074

Using VR (k) —2.9%1073 -1.9%x107° 83X 1070
and 2(b)]. For these cases, the typical density variations are 1 Py
well resolved on the quadrature grids and for both cases we n(x) = 4 11_3/26 R (68)
see that R~+2M, is the optimal value for obtaining such
matrix elements with small relative error. This value appears ~ for which the exact result is
to be universally good for low-order matrix elements

Y& I,,=0.038 670 861 ... . (69)

High-order matrix elements. These are matrix elements
that involve oscillator states with quantum numbers compa-
rable to M, [i.e., the case in Figs. 2(c) and 2(d)]. For these
cases, the typical density variations are rapid in the quadra-
ture grids and R~ y2M, is clearly not the optimal value for
obtaining such matrix elements with small relative error. The
location of the minimum relative error [e.g., Rz0.4\r’TMX in
Fig. 2(c), R=0.65\2M, in Fig. 2(d)] appears to vary appre-
ciably with the particular high-order matrix element, so that
there is no universally good value.

In what follows, we will take R=V"2Mx. We make this
choice because this appears to universally improve the accu-
racy of the low-order matrix elements by at least several
orders of magnitude over the uncorrected values, while only
having a minor detrimental effect on the accuracy of the
higher-order matrix elements. The cases presented in this
section have been for the reference value (N°=2M) of Fou-
rier grid points. If additional Fourier points are added, the
best R value for the low-order matrix elements is R = \2N,.
This can be understood as follows. The use of the corrected
interaction introduces an infrared cutoff in Fourier space at
the wave-vector scale k.~ 1/R, which for the reference
case N, k=N2 is approximately equal to the spacing between k
grid points near k=0. As we increase N, the k grid resolution
improves, i.e., smaller wave vectors are resolved and a
longer R value is needed to represent the correspond longer
wavelengths.

C. Energy convergence for a Gaussian density

Ronen et al. [38] checked the accuracy of their numerics
by evaluating the dipolar energy functional [47]

b=fj?%ﬁf%u—wmwmux 67)

for the case of D=1, and the Gaussian density

The results of Ronen ef al. are shown in Table II and clearly
reveal the large improvement they obtained by using the cor-
rected dipolar interaction.

It is not possible to directly compare our harmonic-
oscillator approach since we do not have independent control
of the spatial extent and number of grid points. However, we
can vary M, and check convergence [48]. For this case, we
use an isotropic harmonic-oscillator potential, so that the
density (68) cannot be simply related to any finite superpo-
sition of eigenmodes of H,. Thus, we explicitly construct
n(x) on the quadrature grid before performing the normal
transformations to make ®(x,). To calculate the energy func-
tional, we then evaluate

Ip= 2 we™ D(xgn(xy). (70)

The results shown in Table II reveal qualitatively similar
behavior to those observed in by Ronen et al., i.e., we see
that the accuracy of the calculation improves gradually as the
number of points increases, and a rather dramatic improve-
ment in the accuracy if the corrected dipolar interaction is
used.

D. Pure dipole matrix element convergence

In this section, we investigate the effect of increasing the
number of k grid points on the accuracy of pure dipolar
matrix elements. Typical results for the relative error are
shown in Fig. 3, with the corresponding exact matrix element
values given in Table I. Figures 3(a) and 3(b) show the char-
acteristic behavior for the low-order matrix elements, indi-
cating the general trend that these matrix elements improve
considerably with AN,. For the higher-order matrix elements
[see Figs. 3(c) and 3(d)], the improvement in the relative
error is much more gradual but quite significant, considering
the rather low relative accuracy of these matrix elements in
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FIG. 3. Relative error in the pure dipole matrix elements (a)
7200 (b) 7292 () Z443, and (d) Z500, as AN, is varied. Results: (gray
squares) calculated using VD(k) ; (black circles) calculated using
Vg(k). Other parameters: M,=16 and R= \Z—Nk (see text).

the reference configuration. The case seen in Fig. 3(d) shows
that by increasing AN,, we can make the error in the cor-
rected interaction matrix element smaller than the uncor-
rected value.

E. Random state convergence

The pure dipole matrix elements considered so far are

useful for understanding the general effects of using \7’;;(1()
and changing AN,. However, for the purposes of understand-
ing the PGPE in operation, a more appropriate test is to
determine the nonlinear matrix elements G, for a random-
ized state c,. We can then determine the combined effect of

altering Vg(k) and AN, by examining

|Gy - GolP

oG =
IG4IP

: (71)
where G, refers to the approximate matrix elements, Gf,
refers to the more accurately calculated matrix elements (see
below), and ||A,|?=2,|A,|*>. The matrix elements G,, deter-
mine the transitions between the bare spectral states in the
PGPE (since H, is diagonal in that basis) and thus G mea-
sures the extent to which our approximate evaluation of G,
matches the more accurate value GA. We note that this dif-
fers from the earlier consideration of pure matrix elements
because a large relative error in a small matrix element (typi-
cally, the case for high-order modes) has little effect on &G.

In Fig. 4 we show results for 6G for cases where G, is
evaluated using the bare and corrected dipole interaction and
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FIG. 4. Relative error in the random state matrix elements. Re-
sults: (gray square) calculated using VD(k); (black circles) calcu-

lated using Vg(k). Results for a randomized state with (a) M, =10
and (b) M,=30.

for various values of AN;. Our pseudorandom state is repro-
ducible, with procedure outlined in Appendix A. The accu-
rate values Gf, are calculated using our algorithm with N,

=128 quadrature points and \7';).

The results in Figs. 4(a) and 4(b) are for M,=10 and
M =30, respectively. In both cases, the corrected dipole ma-
trix element is more accurate and converges more rapidly
with AN,. For larger M., the convergence rate is less rapid
due to the increase in higher-order matrix elements which
our previous results show to converge more slowly.

F. Propagation convergence

Here we present some evolution convergence results for
our algorithm. We have used an adaptive step Runge-Kutta-
Fehlberg algorithm to evolve the dipolar PGPE with a speci-
fied relative error tolerance. For all the results presented in
the remainder of this paper, we use the corrected dipole in-
teraction so as to benefit from its generally more accurate
evaluation of the matrix elements. Since computing the ma-
trix elements for our harmonically trapped algorithm is of
computational cost O(M*?), the development of higher order
or more efficient propagation algorithms would be desirable
(e.g., see Refs. [49-52]), although we do not address this
issue further here.

We test our algorithm by propagating an initial state for-
ward in time by an amount 7=1. The system we consider has
interaction parameters C=500 and D=500 and is in an iso-
tropic trap potential with energy cut off €,,=23, for which
M =2024 modes lie in the c-field region. To provide a useful
analysis of the regime that the PGPE approach is normally
used, we take an initial state of energy E=10.0 [as given by
Eq. (13)] after it has been propagated to thermalize for 25
trap periods. This state has the desirable feature that all the
modes of the field are appreciably occupied and thus pro-
vides a more stringent test of the evolution.
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TABLE III. Convergence properties of evolution algorithm. The relative error tolerance of the adaptive step Runge-Kutta algorithm,
number of steps needed to obtain that error tolerance, and the quantitative measures 6N, 6E, JL,, and 8X are shown (see text). Other
parameters: 7=1, C=500, D=500, €.,=23, and the initial state is a thermalized state with energy E=10.0 (see text). All results computed

using the corrected dipole interaction.

Relative Number
tolerance AN, of steps 6N OE oL, X &X'
10 0 362 -2.8%10™ 24%1073 48x%1072 1.4%1073 8.3X 1072
10 346 —29%10™ 2.5%1073 3.2% 1072 1.6X1073 22%1072
20 342 -3.0x10™ 2.6X1073 1.9% 1072 1.7%1073 7.0%x1073
30 345 -29%10™ 25%1073 1.0x 1072 1.6X1073 2.8%1073
40 348 -29%10™ 25%1073 52%1073 1.6X1073 1.8%x1073
107° 0 570 -2.8X107? 25%x 1074 4.8%1072 1.5% 107 8.0 1072
10 551 -29X%107? 25%x 1074 3.2X 1072 1.5% 1073 2.1Xx1072
20 554 -29X%107? 2.5%x 1074 1.8% 1072 1.5% 107 52x1073
30 554 -29X%107? 2.5x107* 1.0x1072 1.5%107° 1.1x1073
40 557 -29X%107? 2.5x107* 5.0x1073 1.5x107° 1.6x 1074
107° 0 857 —29X107° 2.5%107° 4.8%1072 1.5%x 1077 8.0%x 1072
10 868 -2.9%x10°° 2.5% 1075 3.2x1072 1.5% 1077 2.0%1072
20 866 -2.9%x10°° 2.5% 107 1.8% 1072 1.5%x 1077 51%x1073
30 868 -2.9%x10°° 2.5% 107 1.0Xx 1072 1.5% 1077 1.1X1073
40 872 29X 107 2.5% 1075 5.0x1073 1.5% 1077 1.4% 1074
1077 0 1336 -2.9%x1077 2.5%107° 48%1072 1.5%107° 8.0x 1072
10 1328 -2.9%x1077 2.6%x107° 3.2x1072 1.6x107° 2.0%x1072
20 1344 -2.9%x1077 2.6X107° 1.8% 1072 1.6x107° 5.1x1073
30 1332 -2.9%x1077 2.6X107° 1.0Xx 1072 1.6x107° 1.1x1073
40 1341 -2.9%1077 2.5%107° 5.0%1073 1.6x107° 1.4x 107
1078 0 2079 -29%1078 2.5% 1077 48x%1072 1.5x 1071 8.0 1072
10 2089 -29%1078 2.6X 1077 3.2% 1072 1.5x 10711 2.0% 1072
20 2085 -29x1078 2.6%x 1077 1.8X 1072 1.5x 1071 51%x1073
30 2088 -29x1078 2.6%X 1077 1.0x 1072 1.5x 107! 1.1x1073
40 2092 -29x1078 2.6X 1077 5.0%x1073 1.5%x 1071 1.4%x 1074

In Table III, we examine the evolution convergence as we
vary both the integration tolerance and AN, using the fol-
lowing measures:

M
SN=1-2|c/(T)

j=1

% (72)

_ Elgex.D)] - E[¢hc(x,0)]

o Ecx.0)]

) (73)

— <LZ(T)> - <Lz(0)>

="y

(74)

2
k)

(75)

M
0X =2 [e/(T) = (1)
J=1

i.e., the change in normalization (SN), the relative change in
energy (SE), the relative change in the z component of an-
gular momentum (SL.), and a difference measure of the final
states (5X), where c?(T) are the mode amplitudes at time T
of a more accurate simulation (discussed below). The quan-
tity 6X provides a direct test of the field convergence at the
final time. However, the other quantities considered relate to
constants of motion, which are useful in practice as they
provide a characterization of the accuracy without the need
for running additional simulations.

(a) Normalization. The dipolar PGPE formally preserves
the normalization of the field. Our results in Table III show
that this quantity, as defined in Eq. (72), is dependent on the
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tolerance of evolution algorithm and is insensitive to the ma-
trix element accuracy (i.e., ANy).

(b) Energy. The field energy is evaluated according to
energy functional (13). Unlike normalization, which can be
calculated to numerical precision, the energy is limited to the
precision with which we can evaluate the dipole energy. For
the results in Table III, the energy functional is evaluated for
the same value of AN, as was used for the evolution under
consideration. These results reveal a similar convergence be-
havior to that observed for oN.

(c) Angular momentum. For the dipolar system, the aniso-
tropic nature of the long-range interaction leads to interesting
dynamics of the angular momentum, which we discuss fur-
ther in Sec. V G 2. However, for the case of a spherical trap
the z component of angular momentum is conserved. To
characterize this, we evaluate

(L (1) = J Exipe(x,0L (1), (76)

where L, is the z component of L=-i#ix X V. Like normal-
ization (and in contrast to the energy), the angular momen-
tum can be evaluated efficiently and to the numerical preci-
sion using the step operator formalism, as discussed in Ref.
[40]. The results in Table III show that 8L, appears to con-
verge quite slowly in AN, and is conserved at the 10~ level
for our AN, =40 simulations. This may indicate an important
consideration for the dipolar PGPE, and we discuss this fur-
ther below.

(d) Field convergence. The quantity 6X indicates the ex-
tent to which the field evolution has converged. The results
for 6X in Table III have been computed by comparing each
case to a more accurate calculation with a relative tolerance
of 107 and the same AN, value. These results are insensitive
to AN, and show rapid convergence as the evolution toler-
ance is decreased. However, an important dependence on
AN, is revealed by computing §X’ defined as in Eq. (75) but
by comparing the against a ¢*(T) for a different (i.e., larger)
AN, value. These results presented in Table III for the case
where the accurate solution uses a relative tolerance of 107°
and AN, =50 reveal a much slower convergence in the pa-
rameter AN,, with a very weak dependence on the evolution
tolerance. This appears to be due to the rather slow conver-
gence of the high-energy matrix elements with AN, as noted
earlier (e.g., see Sec. V D). These results serve to illustrate
an important point. Our algorithm in a fixed AN, subspace is
well defined and displays good convergence primarily de-
pendent on the evolution tolerance.

We note that the individual simulations reported in Table
III took between 3 min (~350 steps with AN,=0) and 2 h
(~2000 steps with AN, =40) using unoptimized single CPU
code running on a shared cluster of 2.66 GHz Clovertown
Xeons.

G. Convergence of thermodynamic predictions

The important question we have yet to address is what
accuracy is required to perform a useful PGPE simulation?
In general, the answer to this question will depend on the
particular application of interest and, in this final part of the

PHYSICAL REVIEW E 80, 016703 (2009)

paper, we will present some illustrative examples.

For deterministic applications, such as solving a T=0
Gross-Pitaevskii equation from a well-defined initial state,
the small errors in the matrix elements will cause errors to
accumulate leading to a practical time limit for the duration
over which a calculation can be considered to be reliable. In
contrast, the PGPE theory is typically operated in an ergodic
regime of evolution, in which we only aim to specify or
measure macroscopic features of the field. An approximate
treatment of the dipole interaction (e.g., all matrix elements
at the 1073 level of accuracy or better) would seem to be
more than adequate for such applications, as long as our
approach does not break important symmetries of the system,
e.g., allowing constants of motion to change appreciably
with time so that the system relaxes to the wrong equilibrium
state.

To investigate these issues, we simulate the evolution of
the dipolar PGPE in a finite temperature regime and explore
how changing AN, affects its predictions. To do this, we
prepare a random state of energy E=10.0, for an isotropic
harmonic trap with C=500, D=500, and €.,=23. We use
this state as the initial condition for eight simulations which
differ in AN, from 0 to 28. In each case, we propagate the
dipolar PGPE, using the adaptive step Runge-Kutta algo-
rithm with a tolerance of 1077, for T=80m (i.e., 40 trap pe-
riods), saving the field at 1600 equally spaced times during
the evolution.

1. System width

The randomly generated initial state used in the PGPE is
an atypical (far from equilibrium state) and will evolve for
some initial period until the system explores more typical
microstates (i.e., rethermalizes). After this initial period, we
can compute ensemble averages of equilibrium parameters
by making use of the system’s ergodicity.

A simple macroscopic parameter to compute is the mean
system width, as characterized by the position variance, e.g.,
W, (t)={x*(t))={(x(1))? in the x direction, where

*"(1) = f dxx"| e (x,1)[* (77)

is the instantaneous moment. To make equilibrium predic-
tions, it is useful to calculate the averaged width, which we
calculate using time averaging, i.e., the time-averaged mo-
ment is given by

N

s

> W), (78)

J=1

_
We=—
SN

where N, is the number of samples used. We avoid writing

the similar expressions for V_Vy and W,.

In what follows, we let the system thermalize for the first
ten trap periods (in practice, most large scale motion damps
in the first few trap periods) and then perform time averaging
using N,~ 1300 states over the subsequent 32 trap period
evolution.

The results for the position width are shown in Fig. 5.
Interestingly, the width of the system in the z direction is
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FIG. 5. (a) Evolution of z width for simulation with AN;=0
(gray line) and AN,=28 (black line). (b) Dependence of the time
averaged predictions for the variances of a dipolar Bose gas on
AN,. Results for W, (circles), W, (triangles), and W, (squares) in
units of the harmonic-oscillator lehgth squared (x(z)zﬁ/ mw). Shaded
region in (a) indicates the states used for time averaging. The
shaded regions in (b) characterize the spread in results. All results
computed using the corrected dipole interaction.

greater than x and y directions even though the system is in
an isotropic harmonic trap. This asymmetry arises from the
polarization of the dipoles in the z direction which causes the
system to slightly elongate to reduce the dipolar interaction
energy. We note that there is no clear change in the results
with AN, [53] and the improved accuracy associated with
increasing AN, is clearly unimportant in this case. The states
over which time averaging is performed are indicated by the
shaded region in Fig. 5(a). Interestingly, the breadth of this
region (chosen to match the range of the equilibrium width
dynamics) is 20 times larger than the shaded region shown in
Fig. 5(b) to indicate the spread in the averaged z width re-
sults. This suggests that while the width dynamics are quite
appreciable, the averages are very well defined. Longer-time
averages could be used to further refine these predictions. We
also note that the larger variation in the x and y variances
seem to result from strong collective dynamics associated
with the nonconservation of angular momentum, which we
discuss below.

2. Angular-momentum evolution

The anisotropic (noncentral) nature of the dipole interac-
tion means that angular momentum is not conserved even for
the case of a spherical external potential. Indeed, as can be
shown (see Appendix B), the evolution of the angular mo-
mentum is given by

d(Ly)
dt

I

=—4xD J &ki(k)i(- k) (79)
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FIG. 6. Angular-momentum evolution. (a) x and y components
of angular momentum in units of 7 over a small time segment of the
simulation for AN;=0. (b) The z component of angular momentum
of the whole evolution for simulations of various AN, values. Pa-
rameters are the same as for the results presented in Fig. 5 and time
is measured in units of inverse trap frequency (1/w). All results
computed using the corrected dipole interaction.

d(L,) 3y 1y KK
—dtL_4TrD J &Pki(k)i(- k) ik (80)
(L)
" =0, (81)

(for the isotropic trap case), revealing that the invariance of
rotations about the polarization direction leads to the conser-
vation of the z component of L. This motivated the definition
of OL, as a numerical check in Sec. V F.

In Fig. 6(a) we show the evolution of the x and y compo-
nents of angular momentum for our dipolar simulations. As
suggested by Egs. (79)—(81), the x and y components of an-
gular momentum show strong dynamics. These dynamics are
a contributing factor to the slightly larger spread in results
for the position variance in the x and y directions relative to
the z direction, as seen in Fig. 5(b).

In Fig. 6(b) we examine the evolution of L.. According to
Eq. (81), L, should be conserved, and so the dynamics of this
quantity indicates inaccuracy in our algorithm. The various
curves in Fig. 6(b) indicate that as AN, increases, the drift in
L, decreases. In some applications of the dipolar PGPE
theory, e.g., in studies of vortices, careful attention to L,
conservation will be prudent and will demand the use of a
large AN,. However, for many applications the quasistation-
ary behavior of L, observed in the AN,=0 case will be ad-
equate to make reliable predictions (e.g., our position vari-
ance results appear insensitive to AN,).

VI. CONCLUSIONS

In this paper, we have presented a numerical method that
allows us to extend the PGPE theory to include long-range

016703-12



NUMERICAL METHOD FOR EVOLVING THE DIPOLAR ...

dipolar interactions. We have used a range of tests to char-
acterize the numerical accuracy of our scheme and the con-
vergence with increasing order of k-space quadrature grid.
These results show that the use of the corrected dipole po-
tential is a significant improvement and that our approach is
sufficiently accurate to make reliable physical predictions in
the context of finite temperature c-field calculations. Many
aspects of the formalism we have developed are quite gen-
eral and would easily allow us to apply the method to a
wider class of long-range interactions.
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APPENDIX A: RANDOMIZED STATE

We generate a pseudorandom state based on a linear con-
gruential generator, with recurrence relation

X,.1 =mod,,(aX, +c),

with a=16807, ¢=0, and m=23"-1.

We prepare a set of complex random numbers defining the
classical field c,g,. To do this, we map the quantum number
tuples {a, 8, v} to a unique integer value n, according to

(A1)

n=a+M/B+M (A2)
We then specify our classical field state as
1
ep=—x"+ix1?), (A3)
m

where X( is the sequence generated by Eq. (Al) with seed
X(l)—lo8 and X% is the sequence generated by Eq. (Al)

Wlth X(2 10°. Thus we have
Co = Copp = 0.046 6 + 0.465 7l, (A4)
€1 = C190=0.636 9 + 0.369 3i, (A5)
€y = Crp0=0.814 3 +0.143 21, (A6)
(A7)

APPENDIX B: ANGULAR-MOMENTUM EHRENFEST
RELATION

Given angular-momentum operator L=-iix XV, the
standard Ehrenfest result for the GPE angular momentum is
given by

LY
dt

=(L[V, + @]). (B1)

The effect of the harmonic trap potential V,, on the angular-
momentum evolution is well understood. Here we will focus
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on the case of an isotropic trap (i.e., [L, V,]=0) so that the
evolution arises from the effective dipole potential @, i.e.,
ihd{L)/dt=(L®).
Taking the Fourier-transformed form of ® [see Eq. (12)]
<um=fd%%@4ﬁ%%mmwxuﬂﬂ%uy

(B2)

We can use the self-duality of angular-momentum operators
under Fourier transform, that is,

f PPkLe™* = — f d*kLe™, (B3)

where L is the representation of angular momentum in k

space, i.e., Zk”=—ih(kx(9kv—ky<9kr). We then find

(L®) = f &Ekit(- K)L[Vp(K)i(k)], (B4)

= f &kit(- K)ia(K)LV (k) + f d%%%(k)ﬂ[ﬁ(— K)i(k)],

(B5)
=% J &kit(- K)i(k)LVy(k), (B6)
so that
am J "&ﬁ(vam) B7)
D

We now make use of the Cartesian components of L in
spherical coordinates,

- Jd Jd
T Pk S (B8)
* tan Hk (9(]5]( (99](
~ sin ¢ J
—iL, /h= B9
o, anﬂkﬂqbk S¢k (B9)
L if J (B10)
=—ih—
& by

where ¢ is the azimuthal angle from k, in the k,—k, plane.
For the dipolar potential, we find

~ ~ kyk,
L Vp(k) = SmﬁDF, (B11)

T X7 . kzkx
kaVD(k) =8mihD K (B12)
L Vp(k) =0, (B13)

and the angular-momentum equations

016703-13



BLAKIE et al.

d<l;x =— 477Dj dkia(k)ia(- k) |k >, (B14)

%ﬁ f &Pki(k)i(- k)k ok (B15)
ALy _

o =0 (B16)

which should provide useful consistency conditions for nu-
merical simulations. &L.)/dr=0 is expected from the cylin-
drical symmetry of Vj(x) about the polarization axis. We can
also see from Eq. (B14) that if 7(k)=7n(k,,|k ., 1s
reflection symmetric in the k, and k, directions, then
d(L,y/dlt=0. Similarly, if (k)= n(|k ky,|k,|), then
d(L,)/dt=0. We note that 77(~k)=7(k) holds when n(-x)
=n(x) so that eigenstates of parity will conserve L. Conse-
quently, the evolution of a spherically symmetric state into a
cylindrically symmetric state should conserve angular mo-
mentum. We have not included boundary terms in this deri-
vation which arise from the projector and future work will be
to assess at what level they may contribute (e.g., see [54]).

APPENDIX C: ANALYTIC EVALUATION OF THE PURE
DIPOLE MATRIX ELEMENTS

In this appendix, we derive an analytical expression for
the pure dipolar matrix elements, as given by Eq. (66),

S8 Se 3vd3x e 2) 175
25,5, | aw g o

XVD(X—X')e_(xlz"y'z”,z)Hggz(X'), (C1)

where
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5 373;,3
Cosy=hohehiohgh, (C2)

and

H2% (x) = Hi)H () H2) H () Hg(»)Ho(2).  (C3)

Using the convolution theorem with

4mD 3K )
HVp(x—x' ——-1], C4
Vo )= 3 (k§+k§+k§ (©4)
and
12, 12, 12 a ’
Fe o )
_ K K K
= Cpye g ( x)L (—X)L (—Z ., (C5
aﬁ)’e 2 B 2 Y 2 ( )
where
60483/: alBly! (_ 1)3(a+3+7)(l')2(0‘+B+7)(2)—3/2+01+/3+7_

(C6)

The dipolar matrix elements can be evaluated from

4arD 3k
Zﬁeg Bﬁe§ f d’;k k +k +k )/2( z _ 1)
aBy ™ 3 aBy k2 + k2 + k2

2 2
N (k >L3<k ) ( )ka—ﬂkw—dk? {
2 2
K K i
|2l |5~€l ly-4
XLMin[a,rS]( 2 )LMm[,B,e]< 2 )Ll\al/m['yﬂ( 5 > (C7)

where

Bo% — o< éaﬁy(_ 1)Max[a,5]+Max[B,e]+Max[y,g“]l-a+B+y+5+e+§2—3/2+Min[a,§]+Min[B,e]+Min[7,{]Min[a,, 8] ! Min[B,€] ! Min[y,Z] ! .

aBy ™ ZaBy

(CY)
Expressing the associated Laguerre polynomials in terms of a finite sum,
. (n+k)!

Lk — -1 m, C9

) ,,%)( ) (n—m)!(k+m)!m!x (©9)

we find that if @—&6 or B—€ or y—{ is odd then Zigy 0. When a—6 and B—€ and y-{ are even, Eq. (C7) reduces to
8772D ~ ¥y Min[e,8] Min[B,e] Min[y,{] | 2j,5+|5—€]-2 -1
Zz;;(,F f&;ﬁE 2 > > 2 2 Q2312+ Jas) + =8+ (B~ € - j7)
7170 jp=0j3=0 j4=0  js=0  j&=0 j7=0,2,4...
G 1)le’z“-zw‘ﬁ-f‘*‘ﬂl (2= 6jss+ =8+ 5=l =2ly= D 1+ 2ua+|a= )1 ! (- 1+2j5+|B-€) !
Gitia Vi tis Vet (a=j) L (B=j2) ! (y=j3) ! Ga+la=8) L s +[B—€) ! (o +]y— 2!
L1+ = jse+ = 8/2+|B— e/ 2]T[jze + (1 +]y= /2] (C10)

><(1'14+|a—61/2) '(3+2j+]|a—d +

|B- €l +|y-¢))Min[a, 8] - j,) ! (Min[B,€] - js) ! Min[y,{] - jig)!
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where

B =B% ! B1y! (Min[e, 8] + e~ 6) ! (Min[B. €]

+[B—¢) ! Min[y,J]+|y-2D !,

PHYSICAL REVIEW E 80, 016703 (2009)

J=htiatiztiatistie Jjw=jatjy- (C11)
Equation (C10) can be readily evaluated and serves a direct
comparison for the numerical integration.
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