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Abstract

Resource Allocation in OFDM Cellular Networks

Thayaparan Thanabalasingham

The efficient use of radio resources is crucial in order for future wireless systems

to be able to meet the demand for high speed data communication services. Or-

thogonal Frequency Division Multiplexing (OFDM) is an important technology for

future wireless systems as it offers numerous advantages over other existing tech-

nologies, such as robust performance over multipath fading channels and the

ability to achieve high spectral efficiency. Dynamic resource allocation can fully

exploit the advantages of OFDM, especially in multiple user systems. In this the-

sis, we investigate a resource allocation problem in a multiple user, multiple cell

OFDM cellular network focusing on downlink communications.

The majority of the resource allocation problems considered in the literature

assume the availability of perfect channel state information at the base station

for it to perform the resource allocation, which may not be realistic. Addition-

ally, these problems are combinatorial in nature because of the discrete nature of

the subcarrier allocation. On the other hand, we consider the case in which the

base stations have only partial channel knowledge such as statistics of the chan-

nel variations. In this setting, it is not possible to find a resource allocation that

will always meet the given user data rate requirements. Outage probability is an

appropriate metric to measure the performance of the users.

Our resource allocation problem is to determine power and subcarrier allo-

cations to ensure that the variations in the outage probabilities experienced by

different users are minimal. We take a two-layer approach to solve this problem.

The higher layer problem determines the power allocation for the base stations,

and takes account of the coupling that exists between cells via the interference
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that each base station provides to the others. Using the powers obtained by the

higher layer allocation and exploiting the knowledge about the statistical varia-

tion in fading across subcarriers, the lower layer problem allocates the discrete

subcarriers to the users in each cell to minimize the maximum outage probability

in each cell. We make judicious use of interference averaging, continuous relax-

ation, and layering, and avoid a combinatorial explosion as the number of users

and subcarriers grows large.
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Chapter 1

Introduction

1.1 Looking Forward

The history of wireless communications dates back more than a century [12]. The

introduction of cellular telephone networks in the 1970s enabled the provision of

wireless communications for a large number of mobile users within a geograph-

ical area while using a limited frequency spectrum [80]. The basic concept of

cellular telephony is to divide the service area of the network into a number of

small areas known as cells and reusing portions of available frequency spectrum

in different parts of the network. Each cell is served by a base station transceiver.

The main focus of the first and second generation cellular systems was on

voice traffic. The first generation (1G) cellular systems such as AMPS (Advanced

Mobile Phone System) and TACS (Total Access Cellular System), deployed in the

late 1970s and early 1980s, were analog in nature and supported voice services.

The digital, second generation (2G) systems were introduced in the early 1990s

and succeeded the first generation systems. These include GSM (Global System

for Mobile Communications) and IS-95 (Interim Standard 95), and provide voice

and low speed data services.

The widespread success of second generation cellular systems led to the devel-

opment of newer wireless systems to support high speed data services. The third

generation (3G) cellular systems, such as UMTS (Universal Mobile Telecommu-

nications System) and CDMA2000 (Code Division Multiple Access 2000), started

to be deployed at the beginning of the 21st century. They provide high speed

data communications and offer content-based services such as wireless Internet

and mobile TV [37, 80, 16, 45]. The turn of the century also saw the emergence

1



2 Chapter 1: Introduction

of other wireless technologies such as wireless local area networks (WLANs) [1]

that provide fixed wireless access and complement the third generation cellular

systems.

The future generation wireless systems are envisioned to provide ubiquitous

communications to mobile users through cooperation between various radio ac-

cess systems [6]. The future generation systems will achieve data rates of up to

1 Gbps, which are well above the maximum of 2 Mbps achieved by the third gen-

eration systems, and support data rate intensive multimedia applications such as

high definition video [45, 65]. In order to be able to support the higher data rates

demanded by future generation systems, the efficient use of radio resources is

paramount.

Two of the most promising candidate technologies that are envisaged for fu-

ture generation wireless communication systems are Code Division Multiple Ac-

cess (CDMA) and Orthogonal Frequency Division Multiplexing (OFDM) [32].

In CDMA, all users share the available bandwidth and unique spreading codes

are used to differentiate between users. The transmitted information is distrib-

uted across the available frequency spectrum by using these codes. Each user

can be allocated one or more codes for data transmission. The resources that are

allocated in a CDMA system are the spreading codes and transmit powers. Exist-

ing systems that use CDMA as the access technology include IS-95, CDMA2000

and UMTS.

OFDM is a multi-carrier transmission technology in which the available band-

width is divided into a number of non-interfering (orthogonal) narrow band sub-

carriers. Each user can be allocated one or more subcarriers for data transmission.

The resources allocated in an OFDM system are the subcarriers and the transmit

powers. OFDM has been widely deployed in commercial systems, including in

digital audio/video broadcasting [4, 3] and wireless LANs [1]. It has also been

proposed as the access technology for future systems such as WiMAX [5].

In this thesis, we study the resource allocation for an OFDM cellular system

in the presence of multipath fading.
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1.2 Focus of the Thesis

This thesis studies dynamic resource allocation in a multiple user, multiple cell

OFDM cellular system, and we focus on the downlink in which a base station is

transmitting to mobiles. We consider the case that each user has a given data rate

requirement.

Resource allocation in an OFDM context refers to allocating subcarriers to

users and selecting the power levels and the modulation schemes on the allocated

subcarriers, with the objective of meeting individual user quality of service (QoS)

requirements, e.g., data rate requirements.

The majority of the resource allocation techniques in the literature work with

the assumption that the transmitters (base stations, in the case of downlink com-

munications) have knowledge of the instantaneous channel conditions, i.e., per-

fect channel state information (CSI), of all users in the system. The assumption of

perfect CSI is not realistic, especially when the channel conditions change quickly

with time, as in a mobile radio network. Thus, resource allocation can only be per-

formed based on statistical knowledge of the channel conditions. In this setting, it

is not possible to perform resource allocation in order to guarantee that the users

receive the target data rates at all times; if a user is not able to receive reliably

due to sufficient of its subcarriers fading simultaneously, then the user will be

in outage. The outage probability is then the appropriate metric to measure the

performance of the users.

We investigate the problem of determining the power and subcarrier alloca-

tions for users to ensure that users’ outage probabilities are low.

Due to the difficulty associated with characterizing the outage probability as

a function of all design parameters (number of subcarriers allocated to each user,

transmit powers on each subcarrier, interference on each subcarrier, etc.), we use

a two timescale, layered approach to solve this outage based resource allocation

problem. We also employ fast frequency hopping based interference averaging to

simplify the design. With interference averaging, the average interference to a

user comes from all users in the neighbouring cells instead of coming from a
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particular set of users. This removes the need to associate each subcarrier with a

particular interferer, allowing us to model individual powers to each link instead

of modeling individual powers to each subcarrier.

The higher layer problem addresses the issue of allocation of powers to users

on a slow timescale and takes account of the coupling that exists between the cells

created by the inter-cell interference. The fast fluctuations due to frequency selec-

tive fading and frequency hopping are averaged out in this closed-loop control

formulation.

The lower layer resource allocation handles the allocation of the subcarriers

on a faster timescale. By using the power allocation determined by the higher

layer allocation, optimization of subcarriers for the users is performed in each cell

without the need to keep track of the interference from other cells. This subcarrier

allocation is performed based on the statistics of the channel conditions of the

links, with the objective of equalizing the outages among the users.

1.3 Organization of the Thesis

The chapters in this thesis are organized as follows.

Chapter 2 is an overview chapter, which introduces the basics of OFDM. The

chapter begins with a brief description of the signal propagation in wireless chan-

nels, introducing the concepts such as flat fading and frequency selective fading.

This is followed by an overview of the OFDM technology. The basic operation of

OFDM is described and the key features of OFDM that make it a robust modula-

tion scheme are discussed. In addition, detrimental effects such as synchroniza-

tion errors are also outlined.

Chapter 3 contextualizes our research problem by surveying the existing re-

source allocation techniques for OFDM systems in the literature. The chapter be-

gins with surveying various adaptive resource allocation techniques for OFDM

systems. An open area of research, namely, the problem of resource allocation

in a multi-cell OFDM cellular network where the base stations only have statisti-

cal channel knowledge, is identified. Our resource allocation problem is defined
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in Section 3.6 and a two-layer approach to solve it is outlined. Fast frequency

hopping based interference averaging, which we employ in order to simplify the

design, is also introduced.

Chapters 4 and 5 are dedicated to solving the higher layer resource alloca-

tion problem which is equivalent to a resource allocation problem in a flat fading

environment. The system model is developed and the higher layer resource al-

location problem is formulated as a power minimization problem. A distributed

algorithm is devised to solve this problem. A corresponding discrete version of

the problem is also solved.

Chapter 5 is about reducing the complexity of the higher layer resource alloca-

tion. This is achieved by imposing additional constraints on the resource alloca-

tion problem formulated in Chapter 4. Two such reduced complexity schemes are

considered. The first scheme is the static subcarrier allocation scheme in which

the allocation of subcarriers are done a priori and appropriate power allocation

for the users is then selected. The second scheme is the uniform power spectral

density (PSD) allocation scheme which constrains the transmitter (base station)

to use equal power on each subcarrier. Distributed algorithms are developed to

solve these problems. These reduced complexity schemes are numerically com-

pared with the exact solution (Chapter 4) to quantify the loss in performance due

to the reduction in the degrees of freedom. The corresponding discrete versions

of these reduced complexity problems are also solved.

Chapter 6 deals with the resource allocation in a multipath frequency selective

environment. Focusing on the uniform PSD allocation scheme as the method

of choice at the higher layer, the lower layer allocation problem is formulated

to determine the precise allocation of subcarriers to users by taking account of

the statistical knowledge about the subcarriers. An algorithm, which operates

locally in each cell, is developed to allocate subcarriers to users within the cell in

order to “balance” the outage probabilities. The balancing of outage probabilities

refers to minimizing the maximum outage probability of the users. Monte Carlo

simulations are conducted to evaluate the performance of the algorithm.
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1.4 Contributions of the Thesis

The ultimate objective of this thesis is to solve a downlink resource allocation

problem in an OFDM cellular network under the influence of frequency selective

fading, with imperfect channel state information. A two layer approach is used

to solve this problem (as outlined in Section 3.6). The main contributions of this

thesis are as follows.

1.4.1 Chapter 4

The higher layer resource allocation problem which is equivalent to a problem

in a flat fading environment is considered in this chapter. Allowing a contin-

uous allocation of subcarriers (i.e., bandwidth) to users, the resource allocation

problem is formulated as a power minimization problem which explicitly mod-

els the coupling between cells that exists due to the inter-cell interference. It is

shown that although this problem is not convex, it can be transformed into one

by appropriate transformations. Furthermore, it is demonstrated that solving this

transformed problem does not lead to a distributed solution.

A distributed algorithm based on Yates framework [106] is proposed to solve

the problem. Using a similar approach, the discrete version of the higher layer

problem (where the allocation of subcarriers to users is discrete) is also solved

using a distributed algorithm.

Part of the work in this chapter was presented in [94].

1.4.2 Chapter 5

Continuing the analysis of the higher layer problem which was formulated in

Chapter 4, two variants to this problem, namely, a static bandwidth allocation

and a uniform power spectral density (PSD) allocation, are considered in this

chapter by imposing additional constraints. A distributed algorithm based on

Yates framework [106] is devised to solve the static bandwidth allocation prob-

lem.
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The uniform PSD allocation scheme is extensively studied. By using the Yates

framework [106], the properties of the optimal solution of the uniform PSD al-

location scheme are characterized and a distributed algorithm is developed. As

the algorithm based on Yates framework consists of iterations within iterations

to reach the optimal solution, a new algorithm which only requires a single itera-

tion is constructed. As this new algorithm does not fall under Yates framework,

its convergence is proved using a novel technique based on monotonicity.

Using a simulation study, it is shown that the loss in performance in either of

the reduced complexity schemes is small compared to the scheme that solves the

higher layer resource allocation problem exactly, even though the number of pa-

rameters available for the reduced complexity problems are about a half of that of

the original problem. Of the two reduced complexity schemes, the uniform PSD

allocation scheme slightly outperforms the static bandwidth allocation scheme.

The discrete version of the uniform PSD allocation scheme is also studied and

a distributed algorithm is devised to solve it.

Part of the work in this chapter was presented in [93] and [94].

1.4.3 Chapter 6

This chapter provides a two layer approach to solve the outage probability based

resource allocation problem in a multipath frequency selective fading environ-

ment. Using the uniform PSD allocation as the scheme of choice at the higher

layer and fixing the powers to the values obtained by the higher layer, the lower

layer resource allocation problem is formulated as a single cell problem with the

objective of minimizing the maximum outage probability which takes account

of statistical knowledge about the subcarriers to allocate discrete subcarriers to

users. As solving the resulting combinatorial problem is numerically complex,

this problem is approximated by another, simpler combinatorial problem using

the central limit theorem.

A lower layer subcarrier allocation (LLSA) algorithm is developed to solve

this approximate problem exactly in two stages: the first is a continuous relax-
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ation, and the second refines the relaxed solution to the optimal discrete solution

in at most as many steps as the number of users in the cell. It is shown by simu-

lations that the LLSA algorithm works well in balancing the outages among the

users.

Part of the work in this chapter forms the basis of [92].



Chapter 2

Background

2.1 Introduction

Orthogonal Frequency Division Multiplexing (OFDM) can be thought of as a mod-

ulation technique as well as a multiple access scheme. As a modulation scheme,

it is well suited to handle adverse environmental conditions, while as a multiple

access scheme, it offers high spectral efficiency and diversity.

OFDM is a special form of multi-carrier transmission scheme. It offers better

spectral efficiency over the traditional multi-carrier systems. The basic idea of

OFDM is to split a high rate data stream into a large number of of lower rate

data substreams and modulate them onto a number of specially designed carrier

frequencies called subcarriers. The data is transmitted simultaneously over these

parallel subcarriers.

The history of OFDM dates back to the mid 1960s [22, 84, 23]. Early imple-

mentations of OFDM were however limited to military applications due to the

difficulties involved with its implementation. Only the recent advances in inte-

grated circuit technology enabled its cost effective implementation, paving the

way for the development of commercial applications, in both wired and wireless

environments. When it is used in the wired environment, it is typically referred

to as discrete multiple tone (DMT) [88].

The focus of this thesis is on the wireless environment. The wireless channel

is much more unpredictable than the wireline channel because of the factors such

as shadowing, the multipath effect and the Doppler effect. These factors impact

how the signal level changes as it propagates through wireless medium. OFDM

offers greater immunity to the impairments and the uncertainties of the wireless

9
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channel.

This chapter presents essential background information on OFDM that will

provide the foundation for the work carried out in later chapters. Section 2.2

briefly reviews the signal propagation in the wireless environment. Various key

principles of OFDM are described in Section 2.3.

2.2 Wireless Propagation

The radio signals are electromagnetic waves and the propagation of electromag-

netic waves through a transmission medium is generally governed by three nat-

ural phenomena: reflection, diffraction and scattering [80]. They cause variations

in the strength of the waves as the waves propagate. Depending on the time scale

these variations occur, they can be grouped into two categories: large scale fading

(slowly varying in time and space) and small scale fading.

2.2.1 Large Scale Fading

The large scale fading refers to the degradation of the signal strength due to the

path loss as a function of the distance between the transmitter and the receiver

and shadowing effects caused by the surrounding environmental clutter. The

path loss is the gradual loss of received signal power with the distance from the

transmitter. Shadowing describes the random effects which occur at different

locations which have the same transmitter receiver separation, but different sur-

roundings on the propagation path.

Path Loss

When the transmitter and the receiver have a clear unobstructed line-of-sight

path between them, the free space propagation model (Friis model [80]) can be

used to predict the received signal strength: the received signal strength Pr has

a inverse-square relationship with the transmitter-receiver separation d, i.e., Pr ∝

d−2. However, the Friis model is only valid for distances d which are in the far-
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field of the transmit antenna. The far-field of the transmit antenna is defined as

a distance beyond a far-distance d f which is a function of the largest linear di-

mension of the transmit antenna aperture and the carrier wavelength. For this

reason, a known reference distance d0 ≥ d f is defined and the received power at

any distance d ≥ d0 can be computed as:

Pr(d) = Pr(d0)

(

d0

d

)2

, d ≥ d0,

where Pr(d0) is the received power at the reference distance d0.

When there is no unobstructed line-of-sight path between the transmitter and

the receiver, the prediction of the Friis model is far too optimistic. Both analytical

and empirical models indicate that the average received signal power decreases

according to:

Pr(d) = Pr(d0)

(

d0

d

)γ

, (2.1)

where γ is the path loss exponent which indicates the rate at which path loss in-

creases with distance d. The value of γ depends on the specific propagation envi-

ronment and typically ranges from 2 (i.e., free space attenuation) to 6 [80].

Shadowing

Equation (2.1) only gives an ensemble average value, which does not take into ac-

count the variability in the propagation path between the transmitter and the re-

ceiver. Empirical data measurements have shown that the received signal power

at a particular distance d is distributed log-normally (normally in dB) about the

distance-dependent average received signal power. When the log-normal shad-

owing is included, the large scale fading at a distance d, can be expressed as:

Pr(d) = Pr(d0)

(

d0

d

)γ

10X (2.2)

where X represents a normally distributed random variable with zero mean and

variance σ2. The variance of the log-normal shadowing is calculated based on
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measurements that are taken over a wide range of locations that have the same

transmitter receiver separation but with different environmental clutter.

Apart from this simple model of (2.2), there exist various empirical models

that take into account the terrain profile of a particular area in the propagation

predictions (such as Okumura model [66] and Hata model [40]).

2.2.2 Small Scale Fading

The small scale fading refers to the rapid fluctuations in the envelope of the re-

ceived signal over very small distances or time periods. These are caused by

multipath delay effects and mobility in the wireless environment.

Multipath Effect

The transmitted signal in a wireless environment may follow multiple paths to

reach the receiver. As different replicas of the signal travel in different paths, they

may arrive at the receiver at different times with widely varying amplitude and

phase. This causes rapid fluctuations in the received signal strength due to the

way these replicas of the signal add up. There are two related parameters that are

used to describe the multipath delay effects. The multipath delay spread represents

the difference in time between the earliest and the latest replica of the signal to

arrive at the receiver. The coherence bandwidth which is inversely proportional

to the delay spread, provides a measure of the range of frequencies over which

the channel can be considered “flat”.

When the bandwidth of the transmitted signal is smaller than the coherence

bandwidth of the wireless channel, then the signal will experience flat fading. Flat

fading channels are also known as narrow band channels, since the signal band-

width is narrow compared to the coherence bandwidth of the channel. In the time

domain, this corresponds to the symbol period of the signal being larger than the

delay spread of the signal.

On the other hand, frequency selective fading occurs when the bandwidth of the

transmitted signal is larger than the coherence bandwidth of the wireless channel.
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In this case, the signal will have frequency components that are spaced apart

by more than the coherence bandwidth and these components will experience

different attenuations. Frequency selective fading channels are also known as

wide band channels. In the time domain, this corresponds to the symbol period

of the signal being smaller than the delay spread of the signal. As a result, the

signal components of different symbols overlap introducing what is known as

inter-symbol interference (ISI).

Doppler Effect

The Doppler effect captures the frequency dispersion caused by the relative mo-

tion between the transmitter and the receiver or by the movements of the objects

surrounding them. This frequency dispersion is an apparent shift in frequency

of the received signal, and is referred to as Doppler Shift. The Doppler Shift is

directly proportional to the velocity and the direction of the relative motion of

the receiver with respect to the transmitter [80]. There are two related parameters

that are used to describe the Doppler effect: Doppler spread and the coherence

time. The Doppler spread characterizes the spectral broadening of the signal,

and is defined as the range of frequencies over which the received spectrum of

the carrier signal is non-zero. The coherence time is inversely proportional to the

maximum Doppler shift, and is a measure of the time invariance of the channel.

The coherence time represents the period over which two received signals have a

strong amplitude correlation.

When the Doppler spread is high relative to the signal bandwidth, the signal

experiences fast fading. Fast fading causes the channel to fluctuate faster than

the variations in the signal. In the time domain, this corresponds to the symbol

period of the signal being larger than the coherence time of the channel, which

causes significant distortion of the symbol. The spectrum broadening due to the

Doppler shift cannot be ignored at the receiver.

Conversely, if the signal bandwidth is much greater than the Doppler spread,

then the effects of the Doppler shift is negligible at the receiver. This corresponds

to a slow fading channel. The channel variation is much slower than the symbol
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period of the signal, and the signal is not distorted to a significant degree. In the

time domain, this corresponds to the coherence time of the channel being much

larger the symbol period of the signal.

2.3 OFDM Technology

We will discuss key features of OFDM technology in this section.

2.3.1 Parallel Transmission

In wideband wireless systems, the bandwidth of the channel is much larger than

its coherence bandwidth and thus the channel is frequency selective. With a sin-

gle carrier transmission system, the symbols are transmitted sequentially, and the

signals occupy the entire available bandwidth. Therefore, adaptive equalization

techniques [79] are essential at the receiver for successful decoding of informa-

tion. The equalizer estimates the channel impulse response to compensate for the

distortion due to the multipath fading. As the symbol period becomes shorter

with increasing data rates, the adaptive equalization becomes more difficult. The

shorter the symbol duration, the more the number of adjacent symbols affected

by a single fade will be.

On the other hand, in a multi-carrier system, the entire available bandwidth

is divided into many narrow band subcarriers and each subcarrier experiences

flat fading. Equalization is performed on a subcarrier basis and thus is much

simpler than the single carrier transmission systems [15]. Fading across differ-

ent subcarriers provides frequency diversity. A single fade only affects a limited

number of the subcarriers. By coding across the symbols in different subcarriers,

the information conveyed by those affected subcarriers can be recovered at the

receiver [33].

The approach of parallel transmission also reduces the sensitivity of the sys-

tem to the multipath delay spread. Since each subcarrier carries only a small

fraction of the overall data rate, the symbol period of the signal is increased. The



2.3. OFDM Technology 15
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Figure 2.1: Example of an OFDM signal spectra: the spectrum of each subcarrier
has a null at the center frequency of each of the others.

increased symbol period improves the robustness of OFDM to delay spread. This

in effect reduces the effect of ISI. By introducing a guard interval called cyclic pre-

fix [72], which we describe in Section 2.3.6, the ISI can further be reduced or even

eliminated completely.

2.3.2 Orthogonality of Subcarriers

Another advantage of OFDM is the efficient use of the available frequency spec-

trum. In a conventional multi-carrier system, the frequency band is divided into

non-overlapping subcarriers in order to eliminate the cross-talk between subcar-

riers known as inter-carrier interference (ICI). This non-overlapping design of the

subcarriers leads to inefficient use of the available spectrum.

On the other hand, the OFDM offers high spectral efficiency by allowing the

overlapping of the spectrum of the subcarriers. In order for this to work, the ICI

between subcarriers must be mitigated. This is achieved by making the subcar-

riers mutually orthogonal. The orthogonality between subcarriers is maintained

by carefully selecting the spacing between the subcarriers. The orthogonality of

the subcarriers means that each subcarrier has an integral number of cycles over
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(a) conventional multi-carrier system

(b) OFDM system

Figure 2.2: Spectral efficiency of OFDM [98]: Both systems have the same sub-
carrier bandwidth Ws. The conventional system uses a guard band Wg between
adjacent subcarriers. On the other hand, the spectra of the OFDM subcarriers
overlap, leading to higher spectral efficiency.

a symbol period. Consequently, there is a difference of an integral number of

cycles between any two subcarriers over a symbol period. This ensures that the

spectrum of each subcarrier has a null at the center frequency of each of the other

subcarriers in the system [103]. Figure 2.1 shows an example of an OFDM sig-

nal spectra. With perfect synchronization at the receiver, the information on each

subcarrier could be decoded successfully without the interference from other sub-

carriers.

Figure 2.2 shows the savings of bandwidth with OFDM compared to a con-

ventional system with the same subcarrier bandwidth. A saving of almost 50% of

bandwidth can be achieved with OFDM due to the overlapping of subcarriers.

The orthogonality between subcarriers corresponds to a precise mathematical

relationship between the subcarrier signals over a symbol period Ts. Suppose that

the set {Ψk(t)} represent the subcarriers signals, with k = 0, . . . , Nc− 1. Then, or-

thogonality between subcarriers corresponds to the condition that over a symbol
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period Ts, the signal contribution to a subcarrier k from all other subcarriers is

zero:

∫ Ts

0
Ψ∗k (t) Ψl(t)dt = A× δ[k− l] =







A, if k = l

0, otherwise,
(2.3)

where “∗” is the complex conjugate operator, A is a constant, and δ[·] is the Kro-

necker delta function.

Orthogonal sets of subcarrier signals can be obtained by using the sinusoidal

wave family and also letting the spacing between subcarriers, ∆ f , equal to the

reciprocal of the symbol period: ∆ f = 1/Ts. The orthogonal signals {Ψk(t)} are

of the form:

Ψk(t) =







ej2π fkt, if t ∈ [0, Ts]

0, otherwise,
(2.4)

with fk being the center frequency of subcarrier k = 0, . . . , Nc − 1. It can easily

be verified that the subcarrier signals of (2.4) satisfy the orthogonality condition

of (2.3).

OFDM systems are more susceptible than single carrier systems to the effects

of frequency offset errors due to the mismatch in the carrier frequencies in the

transmitter and the receiver, and the Doppler effect due to mobility. Frequency

offset errors cause the orthogonality between the subcarriers to be destroyed.

Frequency synchronization addresses these imperfections as discussed in Sec-

tion 2.3.8.

2.3.3 OFDM Transmission

A schematic diagram of an OFDM transmitter is depicted in Figure 2.3. The high

rate data stream is divided into blocks of bit streams and each block contributes to

an OFDM symbol. The block of bit stream is further split into Nc bins. The num-

ber of bits in each bin depends on the modulation scheme chosen for the corre-

sponding subcarrier. The choice of the modulation scheme is in turn determined
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Figure 2.3: OFDM transmitter

by the quality of the subcarriers. The modulation scheme can vary between sub-

carriers.

The data symbol for each subcarrier is selected based on the modulation sche-

me chosen. Let xk be the data symbol selected for subcarrier k. The symbols {xk}
are modulated onto the subcarriers using inverse discrete Fourier transform (IDFT).

The IDFT operation essentially is a transformation of the OFDM symbol from the

frequency domain to time domain. The output of this operation is a vector of time

samples {Sm} where:

Sm =
1√
Nc

Nc−1

∑
k=0

xkej2πk m
Nc , m = 0, . . . , Nc − 1.

After the IDFT operation, a cyclic prefix is added to the OFDM symbol prior

to digital to analog conversion (DAC). The DAC output is a base band analog

signal which is then up-converted and transmitted.

2.3.4 OFDM Reception

Figure 2.4 shows a typical OFDM receiver. At the receiver, the received signal

is down-converted to base band, and analog to digital conversion (ADC) is per-

formed. After the removal of the cyclic prefix, the time samples {Rm} are fed into
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Figure 2.4: OFDM receiver

the DFT module and the output is a vector {yk} with:

yk =
1

Nc

Nc−1

∑
m=0

Rme−j2πk k
Nc , k = 0, . . . , Nc − 1.

Note that yk’s are the scaled versions of the transmitted data symbols xk’s. The

channel response estimates are used to compensate for the amplitude attenua-

tions and phase shifts in the yk’s. Since the frequency responses of the subcarriers

are relatively flat, a simple one tap equalization is sufficient for detecting the data

constellations. The estimate of the transmitted symbol is:

x̂k =
yk

Ĥk

, k = 0, . . . , Nc − 1,

where Ĥk is the channel response estimate of the frequency band of subcarrier k.

2.3.5 IDFT/DFT

When OFDM was first proposed, the idea was to use arrays of sinusoidal gen-

erators and filters for performing multi-carrier modulation and demodulation.

For a system with a large number of subcarriers, this became unreasonably com-

plex. Because of this, earlier OFDM systems such as KATHRYN [111] used a

small number of low rate channels. It was soon realized that the multi-carrier

modulation and demodulation can be realized by a series of Fourier transform
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Figure 2.5: Cyclic prefix

operations [100].

The multi-carrier modulation is essentially equivalent to applying the inverse

discrete Fourier transform (IDFT) on the original high rate data stream. Similarly,

the multi-carrier demodulation at the OFDM receiver can be achieved by a discrete

Fourier transform (DFT). The DFT functionality can be implemented via computa-

tionally efficient fast Fourier transform (FFT) algorithms [14]. Recent advances in

the semiconductor industry enabled cost effective implementations of large size

FFT chips, paving way for the deployment of commercial OFDM systems.

2.3.6 Cyclic Prefix

In a flat fading environment, the orthogonality between the subcarriers is main-

tained and the transmitted signals can be reconstructed perfectly at the receiver.

However, when the OFDM signal is transmitted over a multipath fading channel,

the time dispersion of the channel leads to the loss of orthogonality between the

subcarriers, and ICI and ISI will be introduced [83].

For the purpose of eliminating the ISI, an empty guard interval could be intro-

duced. As long as this guard interval is longer than the maximum delay spread

of the channel, the orthogonality between adjacent symbols on the same subcar-

rier will be preserved. However, the introduction of an empty guard interval will

not help eliminate the loss of orthogonality between subcarriers caused by the

multipath channel.

This problem can be overcome by using a cyclic prefix [72]. The cyclic prefix

is constructed by copying the last part of the OFDM symbol and prefixing it as
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guard interval at the beginning of the OFDM symbol. Recall that an OFDM sym-

bol consists of Nc samples (i.e., the output of the IFFT). The cyclic prefix is made

up of last few, say Ncp, samples of the original OFDM symbol (see Figure 2.5).

Due to the cyclic prefix, the OFDM symbol is cyclically extended into the

guard interval. The transmitted signal appears periodic and the effect of the time

dispersion becomes equivalent to a cyclic convolution. The FFT interval can be

selected to ensure that each subcarrier has an integral number of cycles during

the FFT interval, if the cyclic prefix is longer than the maximum multipath delay

spread. The orthogonality of the subcarriers is maintained, eliminating the ICI

and ISI caused by the time dispersion of the channel.

Since the cyclic prefix is an extension of the OFDM symbol, it does not carry

any new information. This reduces the efficiency of the system by a factor of

Ncp / (Nc + Ncp) [39]. For an OFDM system employing a high number of subcar-

riers, this loss will not be significant. Furthermore, the redundancy information

contained in the cyclic prefix can be exploited in channel estimation and synchro-

nization.

2.3.7 Channel Estimation

The estimates of the channel state information are used at the receiver for com-

pensating the amplitude and phase variations on the received symbols. When

high-order modulation schemes such as M-ary QAM [78] are used, the accuracy

of the channel state information is crucial in detecting the symbol constellation

points accurately.

The channel state information for each subcarrier can be estimated with the

use of pilot/training symbols [31, 25, 86]. Known symbols are inserted into the

transmitted signal and the receiver exploits the knowledge of these known sym-

bols. Pilot based estimation methods incur loss in utilization due to the overhead

involved [95]. Blind channel estimation methods estimate the channel state infor-

mation without the help of the pilot symbols. They either use the existing redun-

dancies in the system such as the cyclic prefix [41, 91, 61] or impose certain struc-
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tures on the transmitted blocks which can be exploited by the receiver [82, 73].

2.3.8 Time and Frequency Synchronization

OFDM systems are more susceptible to time and frequency offset errors than sin-

gle carrier systems [75, 63]. The time offset error is caused by the incorrect iden-

tification of the OFDM symbol boundary at the receiver introducing ISI and ICI.

The frequency offset is caused by the mismatch of the carrier frequencies in the

transmitter and the receiver and exacerbated by the Doppler effect. The frequency

offset error can destroy the orthogonality of the subcarriers introducing ICI.

The inclusion of the cyclic prefix makes OFDM relatively more robust to time

offset errors. The time offset may vary over an interval equal to the length of the

cyclic prefix without causing ICI or ISI. On the other hand, OFDM is relatively

more sensitive to frequency offset errors [76].

The objective of time synchronization is to estimate where the symbol bound-

ary lies, so that an uncorrupted portion of the received OFDM symbol can be

sampled for FFT. Frequency synchronization refers to the process of estimating

the frequency offset of each subcarrier and compensating for it to regain subcar-

rier orthogonality.

Various approaches have been proposed in the literature for time and fre-

quency synchronization in OFDM systems. These techniques can be broadly

classified as either pilot based or blind. The pilot based synchronization meth-

ods [110, 54, 26] require pilot symbols to be included in the OFDM symbol while

the blind synchronization methods [97, 18, 62] essentially exploit the redundancy

information contained within the cyclic prefix. The pilot symbols and cyclic pre-

fixes, like the data symbols, are impaired by the time dispersion and the fre-

quency distortion of the channel. The synchronization information are extracted

by performing cross-correlation calculations on cyclic-prefixes or auto-correlation

calculations on the pilot symbols.
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2.3.9 Peak to Average Power Ratio Reduction

High peak to average power ratio (PAPR) has been recognized as one of the ma-

jor problems involving OFDM modulation. Because the OFDM signal is formed

by adding a large number of independent subcarrier tones, the peak values of

some transmitted signals could be much larger than the typical values. To be

able to handle these occasional large peaks, a high-power amplifier with linear

characteristics over a large dynamic range is required. As the power consump-

tion of a high-power amplifier largely depends on its peak power output rather

than the average power output, this leads to a low power efficiency [48]. On the

other hand, if the high power amplifier does not handle high peaks (i.e., behaves

nonlinearly), the resulting signal clipping will cause out-of-band radiation and

degradation of the performance [71].

Various techniques have been proposed for reduction of PAPR. The simplest

method to reduce the PAPR is to perform explicit amplitude clipping (setting

peak amplitudes to a predetermined level) and filtering to suppress the out-of-

band radiation [67, 57]. However, this technique suffers from various problems

such as peak regrowth, and requires additional processing [64, 9]. Another class

of PAPR reduction methods uses coding techniques [30, 70]. The idea is to avoid

the code words (bit combinations) that give rise to OFDM signals with high PAPR.

Other PAPR reduction techniques include tone reservation [49, 7] and selective

mapping [11, 20].





Chapter 3

Resource Allocation in OFDM Networks

3.1 Introduction

Resource allocation schemes for multiuser OFDM systems can benefit by taking

account of various forms of diversity such as frequency diversity and multiuser

diversity. Frequency diversity refers to different subcarriers within a wireless

link having different channel gains due to the frequency selective nature of the

channel, while multiuser diversity refers to different users experiencing different

channel conditions due to their different locations in the network. These diversi-

ties imply that a subcarrier that is in a deep fade for one user may not be in deep

fade for the other users. By allocating the subcarriers to users based on the chan-

nel conditions the users see on the subcarriers, these diversities can be exploited.

Wahlqvist et al. [99] showed that dynamic (adaptive) resource allocation can

improve the performance of OFDM systems. Adaptive resource allocation strate-

gies allow available resources to be used efficiently, by taking account of the chan-

nel conditions, and allocate, to each user, a subset of subcarriers which experience

good channel conditions for that user. The users can transmit simultaneously, in

parallel. In this context, Orthogonal Frequency Division Multiple Access (OFDMA)

simplifies the allocation problem. OFDMA is defined as one in which users are

assigned different subsets of the subcarriers so that the users are mutually orthog-

onal.

In this chapter, we contextualize our dynamic research allocation problem by

surveying various adaptive resource allocation schemes in the literature. The

outline of the chapter is as follows. Sections 3.2 - 3.4 review the adaptive resource

allocation schemes that adapt the resource allocation to instantaneous channel

25
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conditions. Section 3.2 describes the classical water-pouring technique for the

single user systems. OFDMA based multiple user resource allocation techniques

in the context of single cell systems (i.e., no inter-cell interference) are presented

in Section 3.3. Section 3.4 reviews the existing work on multiple cell resource al-

location in the literature. The use of knowledge of the statistics of the channel in

the resource allocation as opposed to using perfect knowledge of instantaneous

channel conditions is justified in Section 3.5. Section 3.6 defines our partial chan-

nel state information based resource allocation problem and describes our two

layer approach to solve it. Fast frequency hopping based interference averaging

which we make use of in our design, is presented in Section 3.7.

3.2 Single User Resource Allocation

In a single user OFDM system, the user has full access to all subcarriers. In this

context, the resource allocation problem is to determine an appropriate transmit

power allocation across the subcarriers. When the perfect channel state informa-

tion (CSI) is available at the transmitter, the power allocation for the user across

orthogonal subcarriers with additive white Gaussian noise can be obtained with

the water pouring [27] method. Water pouring finds the optimal power alloca-

tion across the subcarriers that maximizes the capacity for a given total power

constraint.

When the power allocation is determined by the water pouring technique,

power Pi allocated to subcarrier i satisfies Pi + σ2
i = B where σ2

i is the “effec-

tive” noise spectral density on subcarrier i (i.e., noise spectral density divided by

the fading coefficient of subcarrier i) and the “water level” B is a constant that

is the same for all subcarriers. The more the effective noise spectral density on

a subcarrier is, the less the power allocated to that subcarrier will be. Since Pi

is a non-negative quantity, if σ2
i ≥ B, then Pi = 0, i.e., subcarrier i will not be

used for transmission at all. The value of B is determined by solving the equa-

tion ∑
Nc
i=1 (B− σ2

i )+ = Ptotal, where Nc is the number of subcarriers in the system,

x+ = max(x, 0) and Ptotal is the power budget.
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3.3 Single Cell, Multi-user Resource Allocation

In the context of multiple user OFDMA networks, the resource allocation involves

assignment of subcarriers to users and selecting the transmit powers to be used

on the allocated subcarriers. It is possible to perform the multiuser resource al-

location by using water pouring based techniques. Yu et al. [107] proposed an

iterative water pouring algorithm to solve a problem of maximizing the sum ca-

pacity for a Gaussian multiple access channel. Jang and Lee [43] solved a data

rate maximization problem for a multiuser OFDM network, by assigning each

subcarrier to its best user (i.e., the user with the highest channel gain), and then

running water pouring among the subcarriers assigned to each user individually.

However, these water pouring based approaches do not, in general, guarantee

fairness among users. The users that are further away from the base station or

with a bad channel quality will be disadvantaged.

In order to support the individual rate or quality of service (QoS) require-

ments, these requirements need to be included into the resource allocation op-

timization problem. Such resource allocation problems in the literature can be

broadly classified into two categories, based on the optimization objectives. The

objective in the first category of work is to minimize overall transmit power

given individual user quality of service (QoS) requirements (e.g., data rate re-

quirements). The body of work in the second category aims to maximize the

throughput under a power constraint with some fairness criteria (e.g., propor-

tional fairness among the users). Both categories of problems are combinatorial

in nature due to the discrete nature of the subcarrier allocation.

3.3.1 Power Minimization Problem

Consider an OFDMA system with M users and Nc subcarriers. User m has a data

rate requirement of Rtar
m . Let Γm(i) be the channel gain, pm(i) be the transmission

power, σ2
m(i) be noise spectral density for user m on subcarrier i. Then, the signal-

to-noise ratio (SNR) on subcarrier i at receiver m is γm(i) = Γm(i)pm(i) / σ2
m(i).

The transmission rate rm(i) of subcarrier i for user m is a function of the SNR, that
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is rm(i) = fm(γm(i)). Function fm(.) is monotonically increasing and fm(0) = 0.

Note that if subcarrier i is not allocated to user m then pm(i) = 0 and rm(i) = 0.

The power minimization problem is to determine a subcarrier allocation to

users and a power allocation for the subcarriers that minimize the total transmit

power while satisfying the user rate requirements:

min
M

∑
m=1

Nc

∑
i=0

pm(i) (3.1)

subject to

Nc

∑
i=1

rm(i) ≥ Rtar
m , m = 1, 2, . . . , M

M

∑
m=1

δ [rm(i)] ≤ 1, i = 1, 2, . . . , Nc,

where δ[.] is the Kronecker delta function.

The optimization within (3.1) is a non-convex problem and combinatorial in

nature, making it computationally intractable. Hence, various suboptimal ap-

proaches have been proposed to solve it in the literature. Wong et al. [101] apply

a Lagrangian Relaxation (LR) to this problem. They relax the problem to allow

time sharing of subcarriers between users. With this relaxation, the problem can

be turned into a convex problem. This relaxed problem is solved with an itera-

tive search algorithm based on Lagrangian techniques. Once the solution to the

relaxed problem is found, discrete subcarrier allocation is obtained by assign-

ing each subcarrier to the user who has the largest time share on that subcarrier.

Then, using the assigned subcarriers, single user bit loading (power allocation) is

applied to each user. Firstly, the iterative search algorithm takes a large number

of iterations to converge, and the accuracy and the rate of convergence are highly

dependent on the choice of the step size. Secondly, some users may be disadvan-

taged with the quantization method used. A simplified version of the algorithm

was also proposed by Wong et al. [102], in which the modulation scheme for each

user is fixed across all subcarriers.
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An alternate way to reduce the complexity of Problem (3.1) is to decompose it

using a layered approach. A two step algorithm was proposed by Kivanc et al. [47,

46] to solve Problem (3.1). The first step of the algorithm is the bandwidth allo-

cation, which determines the number of subchannels to be allocated to each user

based on the average SNR of the users. The second step then allocates the re-

quired number of subcarriers (determined by the first step) to users, by applying

a greedy approach considering the channel quality of the individual subcarriers.

In this step, the algorithm examines the subcarriers, assigning one subcarrier at

a time to the user who has the highest SNR on it and has not yet received the

required number of subcarriers. The subcarrier allocation produced by this al-

gorithm is not unique, and depends on the order in which the subcarriers are

considered. Reference [58] refines the second step of this algorithm to alleviate

the above mentioned problem at the expense of increased complexity.

Kim et al. [44] also use a layered approach to solve the resource allocation

problem. Firstly, the subcarrier allocation is determined by assuming the same

modulation scheme for each user across all subcarriers. This involves solving a

linear programming problem. Once the subcarrier allocation is determined, the

bit loading on the subcarriers is done using a greedy algorithm.

References [52, 89] consider variations of Problem (3.1), in which a sum-rate

requirement is imposed instead of individual rate requirements.

3.3.2 Rate Maximization Problem

The problem of rate maximization with fairness was also widely studied in the

literature. Rhee and Cioffi [81] considered a rate maximization problem with the

objective of maximizing the minimum rate among the users, for a given power

budget. By allowing continuous allocation of subcarriers, it was shown that the

problem is convex and the optimal assignment can be found using numerical

methods. The proposed low-complexity adaptive subchannel allocation uses a

flat power spectral density (PSD) across all subcarriers. Subcarriers are allocated

to users, one at a time, with the worst user (i.e., with the lowest achieved rate)
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getting the subcarrier with the highest gain. Armada [8] studied a problem of

maximizing the number of users with equal rate requirements, for a given total

power. Manoharan and Bhashyam [60] and Shen et al. [85] extend the rate maxi-

mization problem to include proportional fairness.

3.4 Multi-Cell, Multi-User Resource Allocation

In a single cell OFDM network, the subcarrier allocation can be performed in

an OFDMA fashion (i.e., each user can be assigned an exclusive subset of sub-

carriers) as the number of users is small compared to the number of subcarriers

available in the system. It may not be possible to extend this idea to a multiple

cell OFDM system in order to allocate an exclusive subset of subcarriers to every

user in the network. This would require a great deal of coordination amongst the

cells, which is not realistic. Even if it were possible, it may not be desirable, as it

does not take advantage of the principle of frequency reuse.

Some form of frequency reuse is required to handle the multicell resource allo-

cation problem. It can either be a full-reuse or a partial-reuse. With full frequency

reuse, all subcarriers are available in each cell. In this case, the users in each cell

will experience the interference from every other cell in the network. On the other

hand, with partial reuse, adjacent cells in the network are grouped together and

each group will have full access to the subcarriers. Within each group, the subcar-

riers are partitioned between cells exclusively so that all users within each group

are mutually orthogonal. Partial frequency reuse is similar to the frequency plan-

ning concept [53] in the traditional cellular networks. The major difference is that,

unlike in the traditional cellular networks, cells in a group can be allocated non-

contiguous subcarriers in OFDM networks. Regardless of whether full or partial

reuse is employed, the resource allocation needs to take account of the inter-cell

interference.

Various multicell resource allocation schemes for OFDM systems have been

proposed in the literature, which adapt the allocations based on instantaneous

channel conditions. Zhang et al. [109] consider a resource allocation problem for
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a cellular OFDM system. The problem is solved in two stages: adaptive cell selec-

tion and intra-cell resource allocation. The adaptive cell selection involves choos-

ing a serving cell (base station) for each user based on the average received power

strengths at the receiver and the traffic load at the candidate cells. At the cell level,

the resource allocation problem is formulated as rate maximization while achiev-

ing the user rate requirements for a given power budget. Equal distribution of

powers to the subcarriers reduces the problem to a linear integer problem (the

original problem is a nonlinear integer problem). The proposed suboptimal al-

gorithm finds the subcarrier and bit allocation in a finite number of operations.

However, the inter-cell interference is not explicitly modeled.

Pietrzyk et al. [74] solve a problem similar to that of [109] in three steps: cell se-

lection, subcarrier allocation, and bit allocation. The criterion for cell selection

incorporates both channel gains and interference levels of the subcarriers. The

subcarrier allocation phase determines the allocation of individual subcariers to

users. The number of subcarriers for each user is proportional to its rate require-

ment; the individual subcarriers are then allocated to users based on a greedy

approach. Finally, the bit allocation is performed by taking the co-channel inter-

ference into account.

Kulkarni et al. [50] consider a resource allocation problem for a infrastructure-

less wireless network. The network consists of point-to-point wireless links (set

of transmitter-receiver pairs). The allocation problem is to identify sets of links

that share each subcarrier and find the bit loading on it, with the objective of

minimizing the total transmit power subject to meeting the rate requirements of

the links. As this problem is computationally intractable, heuristic algorithms are

proposed. They propose a distributed algorithm which performs the allocation

of subcarriers for each link by considering the carrier-to-interference ratio of the

subcarriers. A subcarrier i∗ is chosen for a link l if the rate requirement of link l

has not already been met and subcarrier i∗ has the highest carrier-to-interference

ratio, i.e.,

i∗ ← max
i

Gl(i)

Il(i)
,
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where Gl(i) and Il(i) are the channel gain and the interference respectively, for

link l on subcarrier i. Once a subcarrier is selected for a given link, an iterative

power control is initiated in order to find an appropriate power for the newly se-

lected subcarrier on the link of interest as well as to adjust the powers for other

links that are already using this subcarrier. While the interference is explicitly

modeled, the bit loading on the subcarriers are done independently and thus

coding across subcarriers is not taken into account. Han et al. [38] take a game

theoretic approach to solve a similar problem. Kwon and Lee [51] also adopt a

game theoretic approach, but to solve a downlink resource allocation problem in

a multi-cell OFDMA system.

Damji et al. [28, 29] adopt a bandwidth-constrained power minimization (BCMP)

strategy to mitigate inter-cell interference in cellular networks. The idea is to first

place an upper bound on the number of subcarriers to each user based on the rate

requirements and then adjust the transmit powers accordingly.

Heo et al. [42] propose a reuse partitioning based resource allocation for an

OFDM cellular network. Each cell consists of three sectors that are also divided

into inner and outer cell. The frequency reuse factor (FRF) for the cell is one.

The available subcarriers are grouped into two pools: subcarriers with FRF 1

and FRF 3. The subcarriers with FRF 1 will be used in the inner cell. One-third of

the FRF 3 subcarriers will be exclusively used in each sector of the outer cell.

Li and Liu [56] consider a resource allocation problem in which the base sta-

tions cooperate through the radio network controller (RNC). A hierarchical re-

source allocation scheme is proposed. The initial allocation is performed by the

RNC with limited feedback from all base stations. This allocation is then refined

locally by the respective base stations.

3.5 Availability of Channel State Information (CSI)

The resource allocation schemes that we have seen in Sections 3.2 - 3.4 perform

the allocations based on instantaneous channel conditions and work with the as-

sumption of perfect channel state information (CSI) at the transmitters. As such,
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these schemes need to adapt to the instantaneous channel variations.

In a single cell OFDMA system with time division duplex (TDD), the transmit-

ters can estimate the instantaneous channel conditions due to the reciprocity of

the uplink and the downlink channels. On the other hand, in an OFDMA system

with frequency division multiplex (FDD), there is no channel reciprocity since

the uplink and the downlink fade independently. The channel state information

needs to be conveyed by the receiver to the transmitter.

In a multicell OFDM system, the assumption of perfect CSI at the transmitters

is not realistic regardless of whether the system uses a TDD or FDD mode. The in-

terference level at the receiver of each subcarrier will need be fed back to the base

station in order to have perfect transmitter CSI. Firstly, the signaling overhead

due to the feedback of CSI from the receiver to the transmitter will be signifi-

cant. In addition, the requirement of perfect channel state information (CSI) is

only suitable for static or very slow time-varying channels such as in a wireline

systems. Since mobile radio channels vary quickly in time, it may not be possible

for the transmitter to keep the channel state information up to date.

The effectiveness of the dynamic resource allocation depends on the accuracy

of the CSI at the base station. In cases where the feedback channel is not suffi-

ciently reliable or the channel is changing so quickly that the transmitter cannot

adequately track the channel variations, the allocation based on the channel feed-

back may not be effective.

When the perfect CSI is not available at the transmitter, the use of partial CSI

such as long term statistics of the channel will still lead to better performance

compared to fixed allocation (that does not take account of channel state informa-

tion at all). The resource allocation with imperfect or partial CSI at the transmitter

has not been fully explored in the context of OFDM systems.

Leke and Cioffi [57] studied the effect of imperfect channel knowledge on the

performance of the single user multi-carrier systems. Two sources of error related

to channel estimation were considered: error in the channel estimate and the vari-

ations in the channel after the estimation is performed. Song et al. [87] consider

adaptive modulation schemes for OFDM systems using the fading statistics of Ri-
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cian fading channels. Yao and Giannakis [105] perform the capacity analysis of an

OFDM system with partial CSI. The deterministic mean of the channel gains and

the distribution of the error component for the subcarriers are assumed known at

the transmitter. Both ergodic and outage capacity are evaluated.

In [59], the authors consider the problem of power loading for the subcarri-

ers in an OFDM/FDD system with limited feedback. With the proposed scheme,

instead of feeding the CSI back to the transmitter, the receiver chooses an appro-

priate power loading vector and conveys this information to the transmitter.

The works above consider a single user in isolation and do not take the inter-

ference into account. The focus of this thesis, on the other hand, is to consider a

resource allocation problem in a multicell OFDM cellular system in which only

partial CSI is available at the transmitters (base stations). We explicitly model the

inter-cell interference.

3.6 The Problem Addressed in this Thesis

This thesis investigates the resource allocation problem in a multiple cell, multiple

user OFDM cellular network, and we focus on the downlink in which the base

station is transmitting to mobiles. There are several mobiles in each cell. The

resource allocation problem is to decide the allocation of subcarriers to each user

within a cell, and the power allocation across the subcarriers in order to satisfy

the data rate constraints of the users.

If the base stations had perfect channel state information (CSI) of all the users

in the cellular system (i.e., perfect knowledge of the instantaneous channel condi-

tions of all the users in the entire network and the transmit powers of other base

stations) this knowledge could be used in solving the above resource allocation

problem. As we have seen in Sections 3.3 and 3.4, this problem is fundamen-

tally combinatorial in nature (even in the context of the single cell networks), and

this leads to a search for suboptimal solutions that are computationally efficient.

In a multiple cell network, there is the additional problem of how to distribute

the calculations, given that cell sites will almost certainly not know the channel
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conditions of users outside their cells.

The assumption of perfect CSI is not realistic, when the channel conditions

change quickly with time, and more so in the presence of the inter-cell interfer-

ence. As we have discussed in Section 3.5, in order for the base station to have

perfect CSI of all subcarriers for each of its users, the amount of feedback infor-

mation required will be significant. Furthermore, it may even not be possible to

track the instantaneous channel conditions at the base stations in real time when

the channel changes quickly in time. The resource allocation based on the feed-

back on the instantaneous channel conditions may have become out of date due

to the changes in the channel condition since the last measurement was taken.

Additionally, in a multi-cell environment, it is not sufficient to just measure the

channel conditions and report back to the base station as in the case of a single

cell problem with known channel state. Since users in other cells will also be up-

dating their transmit powers and subcarrier allocations, the interference cannot

be treated as a constant.

When perfect CSI is not available, the resource allocation needs to be per-

formed based on knowledge of the statistics of the channel conditions. In this

case, it is not possible to perform resource allocation to ensure that users receive

the target data rates at all times; if a user is unlucky and its allocated subcarriers

fade simultaneously, it will not be able to transmit reliably at its target data rate

and the user will be in outage. The outage probability is then the appropriate

metric to measure the performance of the users.

One particular problem for the design of any outage probability based re-

source allocation algorithm is the difficulty of characterizing the outage proba-

bility as a function of all the system parameters (transmit powers on each sub-

carrier, number of subcarriers allocated to each user, interference experienced on

each subcarrier, etc.). Since there is interference between users in different cells,

the resource allocation algorithm will need to take this interference into account,

and such interference will itself be changing as the algorithm converges to equi-

librium. The algorithm needs to learn statistics from direct measurements in or-

der to track the inter-cell interference from the other cells, in addition to be able to
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track the changes within the cell (user mobility, call arrivals and departures etc.).

Solving this problem exactly appears to be intractable.

We solve the outage based resource allocation problem by taking a layered ap-

proach, and make use of the fast frequency hopping based interference averaging

technique in our design. We adopt a two timescale, layered approach. On a slow

timescale (higher layer), per-link transmit powers are updated by taking into ac-

count inter-cell interference. The power updates are based on feedback from the

receivers. The feedback is computed based on measured average channel condi-

tions, averaging over the frequency selective fading. On a fast timescale (lower

layer), subcarriers are allocated to each link taking into account the statistics of the

fast fading and the different number of subcarriers each user can average over.

In the presence of inter-cell interference, the system design should avoid the

possibility of some users being adversely affected by dominant interferers. For

this purpose, we employ the fast frequency hopping based interference averaging

technique, which will be introduced in Section 3.7. With interference averaging,

the interference for a user comes from all users in the neighbouring cells instead

of a particular subset of users.

The subcarrier allocation within each cell is done in a mutually exclusive fash-

ion. Therefore, the users in the same cell do not interfere with each other. How-

ever, all subcarriers are reused in every cell, i.e., a frequency reuse factor of one

is used. Consequently, there is “cross-talk” between users in different cells due to

inter-cell interference.

3.6.1 Higher Layer Resource Allocation

The higher-layer resource allocation problem takes account of the coupling that

exists between the cells due to the interference created by the inter-cell users. In

other words, this layer accounts for the fact that if one user increases its transmit

power on any subcarrier, then this will increase the interference experienced by

all other users that experience this user as an interferer. In this step, we ignore

the fading, and solve an initial deterministic resource allocation problem that ac-
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counts only for the average gains on each link.

The higher-layer resource allocation problem is greatly simplified by taking

advantage of the method of interference averaging. This allows us to model the

allocation of individual transmit powers to each link instead of each subcarrier

(“receiver-directed power control”, as opposed to “subcarrier-directed” power

control). This corresponds to a resource allocation problem in a flat fading en-

vironment. The subcarrier allocation to users is characterized by a proportion

of subcarriers (“bandwidth”) allocated to each user, and the power spectral den-

sity (PSD) for that user, without the need to model the exact choice of subcarriers.

Chapters 4 and 5 of this thesis are devoted to the higher-layer deterministic

resource allocation problem. The optimal scheme (Chapter 4) allocates a differ-

ent power spectral density to each link (receiver-directed power control). We also

investigate the impact of reducing the complexity of this problem by adding ad-

ditional constraints. A “static subcarrier allocation” scheme (Section 5.2) and a

“uniform transmit PSD allocation” scheme (Section 5.3) are considered in order

to reduce the complexity. The latter scheme reduces the dimension of the problem

so that each cell has a single scalar power variable; power is allocated uniformly

across all subcarriers within the cell, rather than on a per link basis. It is shown

that in the deterministic model, there is very little loss from this approach.

The “uniform PSD” power control policy provides the appropriate structure

to apply the lower layer algorithm to handle frequency selective fading.

3.6.2 Lower Layer Resource Allocation

The reason for the fast time-scale algorithm is the following: when the determin-

istic resource allocation is applied directly to a time-varying, frequency selective

fading environment, the resulting resource allocation may not lead to satisfactory

performances of the individual users due to:

a) some users having particularly high outage probabilities and/or

b) an uneven distribution of outage probabilities among the users.
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Adding a rate margin (i.e., targeting higher data rates for the users) during the

running of the higher layer resource allocation can improve the outage proba-

bilities of the users. Note that rate margins have a limitation: there is a knock-on

effect from the interference, i.e., adding a rate margin for a user in a particular cell

will increase the interference for users in other cells, which needs to be combated

by adding appropriate rate margins for those affected users as well.

We can also add a margin by allocating more subcarriers to a user. This cor-

responds to redistributing the subcarriers among the users within the cell (since

the total number of subcarriers is fixed) which is the basic idea behind the lower

layer approach. In particular, we focus on the lower layer problem of finding a

subcarrier allocation that “balances” the outage probabilities (i.e., minimizes the

maximum outage probability) among the users by making use of the statistics of

the channel conditions.

Once the transmit powers are found by the high layer optimization, then fur-

ther optimization of subcarrier allocations for a given user can be performed

without the need to keep track of interference updates from other cell users. If

the transmit power allocations are fixed, then the other interferers can update

their subcarrier allocations as they wish, without affecting the given user. Fur-

thermore, outage probability calculations can be based on a central limit theorem

approximation. The use of interference averaging is central to this approxima-

tion: it removes the need to associate each subcarrier with a particular interferer,

and ensures that “all subcarriers are equal”.

3.7 Interference Averaging

When a user is allocated a particular subset of subcarriers, the interference ex-

perienced by that user comes from just the signals in these subcarriers from the

nearby cells. When the interference on these particular subcarriers is strong, the

user will be severely affected. In a system with full or aggressive frequency reuse,

it may not be possible to find an allocation of subcarriers that avoids such a pos-

sibility. Therefore, the best possible strategy to reduce this impact is to ensure
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that the interference for a user is not attributable to a single user, but is an av-

erage from many users. This is the basic idea behind the notion of interference

averaging.

The spread spectrum systems achieve interference averaging by making the

signal occupy the entire system bandwidth either through spreading or hopping.

The interference averaging is an inherent feature of CDMA systems, due to the

use of spreading codes to spread users’ signals over the entire frequency spec-

trum. In OFDM systems, the interference averaging can be achieved by making

use of predetermined fast frequency hopping patterns.

In fast frequency hopping OFDM systems, a fast hopping pattern across the

subcarriers will define a virtual subchannel. The number of virtual subchannels

in a cell is equal to the number of subcarriers in the system. The orthogonality

between virtual subchannels within a cell can be retained by implementing Latin

Square design based fast frequency hopping.

3.7.1 Latin Square Design Based Fast Frequency Hopping

A Latin square of order Nc is an Nc × Nc matrix with entries from a set S of Nc

distinct elements, say S = {0, 1, . . . , Nc − 1} such that each of the Nc elements

of S occurs once (and hence exactly once) in each row and once in each column.

Let Nc represent the number of subcarriers in the system. Suppose that the

hopping pattern has a period of Nc symbol periods (i.e., hopping pattern is re-

peated after every Nc symbol periods). This periodic hopping pattern across the

subcarriers in a cell can be represented by a Nc × Nc matrix with entries from

the set of Nc virtual subchannels. Each row of the hopping matrix corresponds

to a subcarrier and the entries represent the virtual subchannels that occupy that

subcarrier at different symbol periods. For example, the (i, j) entry of the matrix

corresponds to the virtual subchannel which is occupying the ith subcarrier at jth

symbol period. A hopping matrix needs to meet the following design require-

ments:

1. Intra-cell orthogonality: At any symbol period, the virtual subchannels oc-
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cupy different subcarriers.

2. Maximal frequency diversity: Each virtual subchannel hops over all subcar-

riers during a hopping cycle.

These two requirements together correspond to the joint constraint that each row

and each column of the hopping matrix contains each virtual subchannel exactly

once. A Latin square of order Nc will meet these requirements.

Figure 3.1 shows examples of Latin square design based hopping patterns for

Nc = 7. The corresponding hopping matrix is shown below:
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Note that the subcarrier and symbol period indices run from 0 to 6 (and not from 1

to 7). Each virtual subchannel will go through all physical subcarriers during a

hopping cycle. For example, the virtual subchannel 5 will occupy subcarrier 6 in

the first symbol period (number 5 appears at the (6,0) entry), 2 in the second, 5 in

the third, and so on.

In order to achieve the interference averaging, we require that, during one

hopping cycle, any two virtual subchannels in adjacent cells have minimal over-

lap, i.e., use the same subcarrier in the same symbol period exactly once. This

corresponds to the hopping matrices of the neighbouring cells being orthogonal.

Two Latin squares A and B are said to be orthogonal if the ordered pairs obtained

from the juxtaposed array A× B exhaust all N2
c possibilities, i.e., every ordered

pair occurs exactly once.

It is possible to construct a set of Nc− 1 mutually orthogonal hopping matrices

of order Nc, if Nc is a prime or a power of a prime [21]. If Nc is a prime, the
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Figure 3.1: Virtual subchannel hopping patterns for Nc = 7. The hopping patterns
for virtual subchannels 0 and 5 are illustrated.

construction of these mutually orthogonal hopping matrices can be done in a

simple manner. For a = 1, . . . , Nc − 1, we define an Nc × Nc matrix La with (i, j)

entry

La(i, j) = ai + j ( modulo Nc ).

Note here that i = 0, . . . , Nc − 1 and j = 0, . . . , Nc − 1.

With Latin square based design, the inter-cell interference seen by a virtual

subchannel, comes from all virtual subchannels (or equivalently, from all subcar-

riers) in each hopping cycle. In order to fully utilize the interference averaging,

the users within the cell must be synchronized to their corresponding base station

at the OFDM symbol level. Furthermore, each base station must also be synchro-

nized.

The frequency hopping based on Latin squares was originally proposed by

Wyner [104] and Pottie and Calderbank [77]. Flarion’s FLASH-OFDM [2] imple-

ments this frequency hopping to provide frequency diversity, and to average the

inter-cell interference, for both the uplink and downlink. The frequency re-use

factor is 1, so low rate codes are used to combat relatively strong levels of intercell

interference. Mobiles within a cell are allocated one or more channels (depending

on their data rate requirement) and thus users are orthogonal within a cell.





Chapter 4

Resource Allocation Under Flat Fading

4.1 Introduction

As we outlined in Section 3.6, the focus of this thesis is to solve a downlink re-

source allocation problem in an OFDM cellular network in a multipath frequency

selective fading environment. A two-layer approach is proposed to solve this

problem. The higher layer resource allocation is responsible for obtaining an ini-

tial allocation by tracking the slow timescale channel changes such as distance

based attenuation and log-normal shadowing. The lower layer allocation then

refines the resource allocation from the higher layer, by taking account of the fast

fluctuations due to frequency selective fading.

The higher layer resource allocation is performed based on the feedback from

the users on the measured average channel gains. The higher layer resource allo-

cation problem is equivalent to a problem in a flat fading environment, which is

the topic of this chapter and Chapter 5. While this chapter solves the flat fading

environment allocation problem exactly, the reduction in complexity of the allo-

cation is the topic of Chapter 5. The lower layer resource allocation which refines

the result of higher layer resource allocation with the aid of the statistics of the

channel variations, is covered in Chapter 6.

The specific optimization problem associated with the flat fading environment

is to determine the subcarrier allocation to users and the power allocation across

the subcarriers, that minimizes the aggregate transmit power of the base stations,

subject to meeting the data rate requirements of all users. The rationale behind

this particular formulation is not to particularly conserve transmit power at the

base stations. Rather, by minimizing power, we also maximize the spectral effi-

43
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ciency of the network, as it is an interference limited system. Thus, our primary

concern is spectral efficiency.

We take advantage of the method of interference averaging which greatly sim-

plifies our resource allocation problem. As described in Section 3.7, interference

averaging in OFDM systems can be achieved by using fast frequency hopping

which effectively spreads the signal over the entire available bandwidth. Interfer-

ence averaging avoids the possibility of some users being adversely affected by

dominant interferers, by explicitly whitening the interference seen by any user.

Each user experiences an average level of interference determined by all the sig-

nals from all the users in the nearby cells, not just other-cell users using partic-

ular subcarriers allocated to the user of interest. As a consequence of that, the

resource allocation to users can be modeled as a proportion of subcarriers allo-

cated to each user, and the transmit power spectral density (PSD) for that user,

instead of modeling the exact choice of subcarriers. The bit loading across the

allocated subchannels for any particular user will be the same, allowing coding

across subchannels.

The outline of this chapter is as follows. Section 4.2 develops the system model

for the higher layer (i.e., flat fading environment) resource allocation problem,

which will be used in this chapter as well as in Chapter 5. This model treats pro-

portions of subcarriers to users as continuous variables. The resource allocation

problem is formulated as a power minimization problem in Section 4.3. In Sec-

tion 4.4, the resource allocation problem is transformed into a convex optimiza-

tion problem by the introduction of an appropriate change of variables. We show

that solving the transformed problem using convex optimization tools does not

lead to a distributed solution as this approach requires explicit cooperation be-

tween cells. The focus of Section 4.5 then is to design a distributed algorithm

to solve the resource allocation problem without requiring explicit cooperation

between cells. An iterative algorithm is devised and its convergence proven. In

Section 4.6, we consider the discrete version of the resource allocation problem

in which the proportions of subcarriers to users are discrete. A distributed algo-

rithm is developed using a strategy similar to that of Section 4.5.
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4.2 Model

In this section, we develop the system model and configurations which will be

used in this chapter and Chapter 5. We focus on the downlink transmission under

a flat fading assumption.

Time and frequency synchronization in OFDM receivers are essential for pro-

per operation. Additionally, time synchronization at the symbol level between

base stations is required for systems that employ fast frequency hopping. As syn-

chronization issues are out of the scope of this thesis, we assume synchronization

exists between the mobile users and their corresponding base stations, and also

between the base stations. We note that maintaining such synchronization is fea-

sible, e.g., Flarion’s FLASH-OFDM [2].

In the resource allocation problem that we consider, the resources are the

bandwidth (subcarriers) and transmit power levels, which provide degrees of

freedom for optimization.

We consider the systems that use interference averaging. We note that in a

flat fading environment, interference averaging can be achieved either by explicit

averaging, such as the Latin square design based fast frequency hopping (as dis-

cussed in Section 3.7), or by implicit averaging, i.e., by constraining the transmit

power on each subcarrier to be equal. Although, both result in an equal average

interference, the instantaneous interference varies in the first case, but remains

constant in the second.

We use the term subchannel to refer to a virtual subchannel in a system that em-

ploys explicit interference averaging, or a physical subcarrier in a system which

uses implicit interference averaging. When interference averaging is employed

in a flat fading environment, the average interference experienced by each sub-

channel is equal.

Within a cell, subchannels are allocated to users in a mutually exclusive fash-

ion. In a system with implicit interference averaging, this corresponds to exclu-

sive allocation of subcarriers to users. On the other hand, in a system that em-

ploys explicit interference averaging, each subcarrier is exclusively assigned to a
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single user at any given time instant (as determined by the fast frequency hop-

ping patterns). In both scenarios, the users in the same cell do not interfere with

each other. The inter-cell interference arises from the “cross-talk” between users

in different cells. We assume that there are several users in each cell. This may

model a wideband cellular OFDM system with full or aggressive frequency reuse

so that co-channel interference is significant.

As a result of employing interference averaging, we only need to model the

proportion of subchannels (“bandwidth”) allocated to each user and the transmit

power spectral density (PSD) for that user, but not the exact choice of subchan-

nels. The total power allocated to a user is the product of its transmit PSD and its

bandwidth.

Consider a cellular network which consists of a set of N base stations, denoted

by N = {1, 2, . . . , N}, with each base station n ∈ N having a set Cn of users. The

apportionment of subchannels in cell n is modelled by a positive weight vector

wn ∈ R
Ln
+ where Ln = |Cn| is the number of users in cell n. Each base station

is assumed to have the same total number of subcarriers (and consequently the

same number of subchannels) available. A base station n allocates a proportion

wn,m of subchannels to its user m. This places the feasibility constraint on the

weight vector:

∑
m∈Cn

wn,m ≤ 1.

To achieve maximum spectral efficiency, it will be used with equality:

∑
m∈Cn

wn,m = 1. (4.1)

Assume that the number of subchannels is large compared to the number of users

per cell, allowing a continuous allocation of these resources (the handling of dis-

crete weights is addressed in Sections 4.6 and 5.7). Let w denote the N-tuple of

such weight vectors for the network. Normalized bandwidths are used; conse-

quently, the weights are both the proportions of bandwidth and the amounts of

bandwidth allocated to users.
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Figure 4.1: The power allocation pn,m to user m ∈ Cn depends on power density
ρn,m and the proportion wn,m of bandwidth (subchannels) allocated to that user,
pn,m = wn,mρn,m. Pictorially, it is the area of the rectangle corresponding to user
m. The total power qn at base station n is the total area under the curve. With a
flat power spectrum, qn = ρn,m, ∀m ∈ Cn since ∑m∈Cn

wn,m = 1.

Denote the transmit power spectral density that a base station n allocates

to user m ∈ Cn by ρn,m. Let ρn = (ρn,m)m∈Cn
be the vector of power densi-

ties in cell n. Denote by ρ the N-tuple of such vectors for the network. The

power allocated to user m by its base station n is given by pn,m = wn,mρn,m since

we measure power spectral density with respect to normalized bandwidth. Let

pn = (pn,m)m∈Cn be the vector of power allocation in cell n and p = (pn)n∈N be

the N-tuple of such vectors for the network. The total transmit power at base

station n is qn = ∑m∈Cn
pn,m. Let q = (qn)n∈N be a vector of total powers for the

network. If base stations use a flat power spectrum across all subcarriers, then,

qn = ρn,m, ∀m ∈ Cn since ∑m∈Cn
wn,m = 1. See Figure 4.1 for an illustration.

Denote the receiver noise at user m ∈ Cn by σ2
m > 0. The path gain from a

base station k to a user m ∈ Cn (not necessarily k = n) is Γk,m. Then, the signal to

interference and noise ratio (SIR) at node m ∈ Cn is given by

γn,m(ρn,m, q) =
Γn,m ρn,m

σ2
m + ∑

n′ 6=n

Γn′,m qn′
. (4.2)

Note that since the bandwidth is normalized, σ2
m and qn are both powers and

average spectral densities, simultaneously.
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The capacity of a link is determined by both the SIR and the number of sub-

channels available. Let f̃ (γ) be the maximum bit rate (in bits/sec) achieved

given that the total spectrum available to the system W (in Hz) is allocated to

the link of interest, and the SIR is γ. We assume that f̃ (γ) is a continuous,

increasing function of γ, with f̃ (0) = 0. A specific example is the function

f̃ (γ) = W log2(1 + γ), which applies if the link is optimal with respect to Shan-

non capacity. We will work with the associated spectral efficiency f (γ) = 1
W f̃ (γ)

(in bits/sec/Hz). Then, f (γ) is also a continuous, increasing function of γ and

f (0) = 0. If a user m ∈ Cn with a bandwidth allocation of Wn,m Hz has a rate

target of Rtar
n,m bits/sec, then, the rate constraint is:

Wn,m f (γn,m(ρn,m, q)) ≥ Rtar
n,m. (4.3)

Dividing (4.3) through by W, we get the normalized rate constraint:

wn,m f (γn,m(ρn,m, q)) ≥ ctar
n,m, (4.4)

where wn,m = Wn,m / W is the proportion of bandwidth allocated to user m and

ctar
n,m = Rtar

n,m / W (in bits/sec/Hz) is the normalized rate requirement.

4.3 Problem Statement

The resource allocation we consider here is to determine optimal power and

bandwidth allocation for users. We formulate this problem as a power minimiza-

tion problem, subject to all users achieving their target normalized rates:

min
ρ,w

∑
n∈N

∑
m∈Cn

wn,m ρn,m (4.5)

such that for all n,

wn,m f (γn,m(ρn,m, q)) ≥ ctar
n,m, ∀m ∈ Cn,
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∑
m∈Cn

wn,m = 1,

ρn,m > 0, ∀m ∈ Cn,

wn,m > 0, ∀m ∈ Cn,

where γn,m(ρn,m, q) is the SIR at user m as defined by (4.2).

When we solve Problem (4.5) in this chapter, we use a particular f , namely, the

Shannon formula, f (γ) = log(1 + γ). This is done in order to make the analy-

sis tractable, particularly when working with derivatives in showing the con-

vexity of particular problems and in solving them using Lagrangian techniques.

Note also that the scaling that results from the conversion from the logarithm to

the base 2 to natural logarithm is ignored for the sake of convenience. On the

other hand, when we consider the reduced complexity versions of this problem

in Chapter 5, we will not assume any specific choice for the function f .

With Problem (4.5), there are 2Ln − 1 parameters or “degrees of freedom”

available for optimization in each cell: Ln transmit power spectral densities, one

for each user, and Ln − 1 weights.

4.4 Convex Transformation

The optimization problem (4.5) is not convex, but can be transformed into one,

by an appropriate change of variables [19], namely, with a logarithmic transfor-

mation. In this section, we perform this transformation and demonstrate that

solving this transformed problem does not lead to a distributed solution and re-

quires explicit message passing between different cells. The approach we use for

this purpose derives from [68]. In Section 4.5, we develop a distributed algorithm

to solve (4.5).

For convenience, we first modify Problem (4.5) by introducing a new auxil-

iary variable t = (tn)n∈N with tn = (tn,m)m∈Cn
. This effectively splits the rate
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constraints of Problem (4.5), forming a new equivalent optimization problem:

min
ρ,w,t

∑
n∈N

∑
m∈Cn

wn,m ρn,m (4.6)

such that for all n,

wn,m log (1 + tn,m) ≥ ctar
n,m, ∀m ∈ Cn,

tn,m ≤ γn,m(ρn,m, q), ∀m ∈ Cn,

∑
m∈Cn

wn,m = 1,

ρn,m > 0, ∀m ∈ Cn,

wn,m > 0, ∀m ∈ Cn

where the second constraint is expected to be met with equality.

We now perform a transformation of coordinates on (4.6) with ρ̃n,m = log ρn,m,

w̃n,m = log wn,m and t̃n,m = log tn,m. In these new variables, the transformed

problem is:

min
ρ̃,w̃,t̃

∑
n∈N

∑
m∈Cn

ew̃n,m+ρ̃n,m (4.7)

such that for all n,

log ctar
n,m− w̃n,m− log log

(

1 + et̃n,m

)

≤ 0, ∀m ∈ Cn, (4.8)

∑
m∈Cn

ew̃n,m − 1 = 0, (4.9)

t̃n,m − log (Λn,m(ρ̃, w̃)) ≤ 0, ∀m ∈ Cn, (4.10)

where

Λn,m(ρ̃, w̃) =
Γn,m eρ̃n,m

σ2
m + ∑

n′ 6=n
Γn′,m

(

∑
m′∈Cn′

e(w̃n′,m′+ρ̃n′,m′ )

) .

In order to show that Problem (4.7) is convex, we need to show that the ob-
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jective as well as the constraints (4.8) - (4.10) are convex. The objective function

and the constraints (4.9) are clearly convex since each of them consists of a sum of

convex exponentials of the variables ρ̃ and w̃. Showing that the constraints (4.8)

and (4.10) are convex involves showing that both h(x) = − log log (1 + ex) and

gn,m(ρ̃, w̃) = − log (Λn,m(ρ̃, w̃)) are convex.

It can easily be shown that the function h(x) is convex in x by using the

second-order condition [19]. Writing the expression for h′(x) and h′′(x), we ob-

tain:

h′(x) = − ex

[log(1 + ex)] (1 + ex)

h′′(x) =
ex [ex − log(1 + ex)]

[log(1 + ex)]2 (1 + ex)2
.

Clearly, h′′(x) > 0 since ex
> log(1 + ex) for x ∈ R and hence h(x) is convex.

Turning our attention to gn,m(ρ̃, w̃), we can write gn,m(ρ̃, w̃) as:

gn,m(ρ̃, w̃) = log





σ2
m

Γn,m
e−ρ̃n,m + ∑

n′ 6=n

Γn′,m

Γn,m



 ∑
m′∈Cn′

e(w̃n′,m′+ρ̃n′,m′−ρ̃n,m)







 ,

which is a log-sum-exp function and hence convex [19]. Therefore, the trans-

formed problem (4.7) is convex.

Since Problem (4.7) is convex, we can use Lagrangian techniques to solve it.

The Lagrangian function associated with (4.7) is:

L(ρ̃, w̃, t̃, λ, µ, ν) = ∑
n∈N

∑
m∈Cn

ew̃n,m+ρ̃n,m + ∑
n∈N

λn

[

∑
m∈Cn

ew̃n,m − 1

]

+ ∑
n∈N

∑
m∈Cn

µn,m

[

log ctar
n,m − w̃n,m− log log

(

1 + et̃n,m

)]

+ ∑
n∈N

∑
m∈Cn

νn,m [t̃n,m − log (Λn,m(ρ̃, w̃))] ,
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where λ, µ and ν are the Lagrangian multipliers with:

λ = (λn)n∈N ,

µ = (µn)n∈N where µn = (µn,m)m∈Cn and

ν = (νn)n∈N where νn = (νn,m)m∈Cn
.

The dual problem associated with (4.7) is given by:

max
λ,µ,ν

U(λ, µ, ν) (4.11)

where

U(λ, µ, ν) = min
ρ̃,w̃,t̃

L(ρ̃, w̃, t̃, λ, µ, ν). (4.12)

The partial derivatives of Λn′,m′(ρ, w), which we will make use of to derive

the expressions for the partial derivatives of the Langrangian function, are given

by:

∂Λn′,m′(ρ, w)

∂ρn,m
=



















Λn′,m′(ρ, w), if n′ = n and m′ = m

0, if n′ = n and m′ 6= m

−Λ2
n,m(ρ, w)

Γn,m′ρn,mwn,m

Γn′,m′ρn′,m′
, otherwise

and

∂Λn′,m′(ρ, w)

∂wn,m
=







0, if n′ = n

−Λ2
n,m(ρ, w)

Γn,m′ρn,mwn,m

Γn′,m′ρn′ ,m′
, otherwise.

Writing out the partial derivatives of L(ρ̃, w̃, t̃, λ, µ, ν), and then making the sub-

stitution ρn,m = eρ̃n,m , wn,m = ew̃n,m and tn,m = et̃n,m , we obtain:

∂L

∂ρ̃n,m
= wn,mρn,m(1 + Φn(ρ̃, w̃, ν))− νn,m (4.13)

∂L

∂w̃n,m
= wn,mρn,m(1 + Φn(ρ̃, w̃, ν))− µn,m + λnwn,m (4.14)
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∂L

∂t̃n,m
=

µn,mtn,m

(1 + tn,m) log(1 + tn,m)
+ νn,m, (4.15)

where

Φn(ρ̃, w̃, ν) = ∑
n′ 6=n

∑
m′∈Cn′

Γn,m′νn′,m′

Γn′,m′ρn′,m′
Λn′,m′(ρ̃, w̃).

By setting the partial derivatives to zero, we get the expression for w̃ that mini-

mizes L(ρ̃, w̃, t̃, λ, µ, ν) in terms of the dual variables:

wn,m =
µn,m − νn,m

λn
. (4.16)

However, the corresponding expressions for ρ̃ and t̃ cannot be derived from the

dual variables alone. Consequently, a closed-form expression for U(λ, µ, ν) (in

Eq. (4.12)) cannot be found.

Therefore, Problem (4.11) can only be solved numerically with an iterative ap-

proach. To help with the development of this iterative algorithm, we first consider

the following problem:

arg min
ρ̃,w̃,t̃

L(ρ̃, w̃, t̃, λ, µ, ν), (4.17)

where λ, µ and ν are given. We note that for given λ, µ and ν, the Lagrangian

function L(ρ̃, w̃, t̃, λ, µ, ν) is convex in the primal variables ρ̃, w̃ and t̃. Therefore,

Problem (4.17) can be solved using the gradient descent method [13] as described

below.

Algorithm 4.4.1.

• Initialization: Start with initial values for the primal variables: ρ̃(0), w̃† and t̃
(0)

.

Note that the value of w̃† can be computed using (4.16). Set l = 0.

• Iteration l:

Compute ρ̃(l+1) and t̃
(l+1)

with gradient descent method (the descent directions are
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given by the respective gradients (4.13) and (4.15)):

ρ̃
(l+1)
n,m = ρ̃

(l)
n,m− ε

[

w†
n,m ρ

(l)
n,m

{

1 + Φn

(

ρ̃(l), w̃†, ν
)}

− νn,m

]

t̃
(l+1)
n,m = t̃

(l)
n,m − ε





µn,m t
(l)
n,m

(

1 + t
(l)
n,m

)

log
(

1 + t
(l)
n,m

) + νn,m





where ε is a sufficiently small step size.

Note that each iteration of Algorithm 4.4.1 involves computing Φn (. . .) which

requires information from other cell users. This information can only be acquired

by explicit cooperation between cells, for example, via message passing [24].

With the aid of Algorithm 4.4.1, Problem (4.11) can now be solved using an

iterative algorithm. The basic idea of this prospective algorithm is as follows. At

each iteration of the prospective algorithm, the optimal values of the primal vari-

ables are determined by solving (4.17) for the given values of the dual variables.

These values are then used to update the values of the dual variables with the

gradient descent method [13]. The algorithm is described below.

Algorithm 4.4.2.

• Initialize the dual variables: λ(0), µ(0) and ν(0). Set k = 0.

• Iteration k:

– Given λ(k), µ(k) and ν(k), solve (4.17) using Algorithm 4.4.1 in order to find

the optimal values (ρ̃(k), w̃(k), t̃
(k)).

– Using the computed values (ρ̃(k), w̃(k), t̃
(k)), update the dual variables using

gradient descent:

λ
(k+1)
n =

[

λ
(k)
n + ε′

{

∑
m∈Cn

w
(k)
n,m− 1

}]

µ
(k+1)
n,m =

[

µ
(k)
n,m + ε′

{

log ctar
n,m− w̃

(k)
n,m− log

(

1 + t
(k)
n,m

)}]+

ν
(k+1)
n,m =

[

ν
(k)
n,m + ε′

{

t̃
(k)
n,m − log

(

Λn,m

(

ρ̃(k), w̃(k)
))}]+
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where x+ = max(0, x) and ε′ is a sufficiently small step size.

Each iteration of Algorithm 4.4.2 solves an inner minimization (4.17) for given

values of the dual variables. This inner minimization is solved by Algorithm 4.4.1,

each iteration of which involves computing the value of Φn(. . .). Since the value

of Φn(. . .) depends on the parameters from other cells, evaluating it requires ex-

plicit cooperation between different cells. Therefore, this approach will not lead

to a distributed solution.

4.5 Distributed Solution: Scheme 1

Algorithm 4.4.2 developed in Section 4.4 to solve Problem (4.5) requires explicit

cooperation between cells. In this section, we devise a distributed algorithm

which does not require explicit cooperation between cells to solve (4.5). This dis-

tributed algorithm will be executed by each cell to determine the transmit power

and subchannel allocation for its users based only on the local measurements of

its users.

The approach that we take in this section to solve Problem (4.5) is motivated

by the fact that, in order to minimize the aggregate transmit powers in the net-

work, the transmit power in each cell must be minimized. Thus, we can adopt a

strategy in which the original problem (4.5) is decomposed into a set of N single

cell subproblems, each of which is convex. These subproblems form the basis of

an iterative algorithm. At each iteration of the algorithm, each cell solves a lo-

cal power minimization problem with the assumption that the other cells are not

changing their powers. The convergence of this algorithm is guaranteed by Yates

framework [106].

4.5.1 Subproblem for Cell n

The subproblem for cell n corresponds to a problem of finding the optimal trans-

mit PSD and weight vectors (ρ∗n(q), w∗n(q)) for the cell, that minimizes the total

transmit power in the cell while meeting the rate requirements of its users when
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the vector of total transmit powers for the network, excluding n is given by q\qn,

the components of q excluding qn.

For each cell n ∈ N , define the convex set Ωn by

Ωn =

{

wn : ∑
m∈Cn

wn,m = 1 and wn,m > 0, ∀m ∈ Cn

}

, (4.18)

which are the available weight vectors for base station n. The optimal vectors of

power densities and weights (ρ∗n(q), w∗n(q)) to use at base station n under q will

solve the optimization problem:

min
ρn,wn∈Ωn

∑
m∈Cn

wn,m ρn,m (4.19)

subject to

wn,m log (1 + γn,m(ρn,m, q)) ≥ ctar
n,m, ∀m ∈ Cn,

ρn,m > 0, ∀m ∈ Cn.

Rewriting the optimization (4.19) in terms of pn,m’s, we obtain:

min
pn,wn∈Ωn

∑
m∈Cn

pn,m (4.20)

subject to

wn,m log

(

1 +
1

Kn,m(q)

pn,m

wn,m

)

≥ ctar
n,m, ∀m ∈ Cn, (4.21)

pn,m > 0, ∀m ∈ Cn,

where

Kn,m(q) =
1

Γn,m

[

σ2
m + ∑

k 6=n

Γk,m qk

]

(4.22)

is fixed since q\qn is given. Note that Kn,m(q) is monotonically increasing in q.



4.5. Distributed Solution: Scheme 1 57

By rearranging the rate constraints (4.21), we obtain:

pn,m ≥ βn,m(wn,m) ≡ Kn,m(q) wn,m

[

exp

(

ctar
n,m

wn,m

)

− 1

]

, ∀m ∈ Cn. (4.23)

Note that since Kn,m(q) is fixed, we do not explicitly show the dependence of βn,m

on q. From (4.23), it is clear that βn,m(wn,m) is the minimum transmit power re-

quired to satisfy the normalized rate requirement of user m, when the proportion

of bandwidth allocated to that user is wn,m.

Lemma 4.5.1. βn,m(wn,m) is strictly convex for wn,m > 0.

Proof. We use the second order condition [19] for this purpose. Writing out the

first and second derivatives of βn,m(wn,m), we have:

β′n,m(wn,m) = −Kn,m(q)

{

1 +

[

ctar
n,m

wn,m
− 1

]

exp

(

ctar
n,m

wn,m

)}

,

β′′n,m(wn,m) = Kn,m(q)

(

ctar
n,m

)2

w3
n,m

exp

(

ctar
n,m

wn,m

)

.

Clearly, β′′n,m(wn,m) > 0 since wn,m > 0. Hence βn,m(wn,m) is strictly convex

for wn,m > 0.

Using (4.23), we can write Problem (4.20) as a weight optimization problem:

min
wn∈Ωn

∑
m∈Cn

βn,m(wn,m). (4.24)

Since βn,m(wn,m) is convex for wn,m > 0 and Ωn is a convex set, Problem (4.24) is

convex and hence has a unique solution.

Since Problem (4.24) is convex, it can be solved using Lagrangian techniques

locally at base station n, given a measurement of Kn,m(q). Writing the Lagrangian
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associated with (4.24), we obtain:

Ln(wn, λn) = ∑
m∈Cn

Kn,m(q) wn,m

[

exp

(

ctar
n,m

wn,m

)

− 1

]

+ λn

[

∑
m∈Cn

wn,m− 1

]

= ∑
m∈Cn

wn,m

{

λn + Kn,m(q)

[

exp

(

ctar
n,m

wn,m

)

− 1

]}

− λn.

where λn is the associated Lagrangian multiplier.

We use Karush-Khun-Tucker (KKT) conditions [19] to solve Problem (4.24).

The primal, dual optimal points (w∗n, λ∗n) of (4.24) satisfy:

λn = Kn,m(q)

{

1 +

[

ctar
n,m

wn,m
− 1

]

exp

(

ctar
n,m

wn,m

)}

, ∀m ∈ Cn, (4.25)

∑
m∈Cn

wn,m = 1. (4.26)

Now consider the following function:

bn,m(wn,m) = Kn,m(q)

{

1 +

[

ctar
n,m

wn,m
− 1

]

exp

(

ctar
n,m

wn,m

)}

. (4.27)

Using (4.27), Eq. (4.25) - (4.26) can be rewritten as:

bn,m(wn,m) = λn, ∀m ∈ Cn, (4.28)

∑
m∈Cn

wn,m = 1. (4.29)

Note that bn,m(wn,m) is monotonically decreasing in wn,m ∈ R+ since
dbn,m

dwn,m
< 0

for wn,m > 0. We also have that bn,m(0+) = ∞ and bn,m(∞) = 0 (see Figure 4.2

for an illustration). For any λn ≥ 1, the equation bn,m(wn,m) = λn has a unique

solution that is positive. On the other hand, for any 0 < λn < 1, the equation

bn,m(wn,m) = λn has two solutions, one positive and the other negative. Conse-

quently, for any λn > 0, the set of simultaneous equations bn,m(wn,m) = λn for

all m ∈ Cn, has exactly one solution w̄n(λn) with the property that w̄n,m(λn) > 0
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b
n,m
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n,m

)  /  K
n,m
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Figure 4.2: Plot of bn,m(wn,m) /Kn,m(q) vs. wn,m / ctar
n,m, where Kn,m(q) and ctar

n,m are
fixed. Note that there is a discontinuity at 0. We are only interested in the case
where wn,m > 0.

for all m ∈ Cn. Therefore, the problem of solving (4.28) - (4.29) reduces to a prob-

lem of searching for a λn > 0 (and the corresponding w̄n(λn) > 0) that satisfies

∑m∈Cn
w̄n,m(λn) = 1.

Note that w̄n,m(λn) is monotonically decreasing in λn since w̄n,m(λn) > 0 is

a solution to bn,m(wn,m) = λn and bn,m(wn,m) is monotonically decreasing for

wn,m > 0 (refer to Figure 4.2). Consequently, it follows that ∑m∈Cn
w̄n,m(λn) is also

monotonically decreasing in λn. Therefore, the solution λ∗n of ∑m∈Cn
w̄n,m(λn) = 1

can be determined by a bisection search [10], if we can find a lower and an upper

bound to λ∗n, i.e., find any λl
n and λu

n such that λl
n ≤ λ∗n ≤ λu

n. The following

lemma provides a simple way of choosing these bounds.

Lemma 4.5.2. If wn ∈ Ωn, then,

min
m∈Cn

bn,m(wn,m) ≤ λ∗n ≤ max
m∈Cn

bn,m(wn,m). (4.30)

Proof. Since ∑m∈Cn
wn,m = ∑m∈Cn

w̄n,m(λ∗n) = 1, there exists an m′ such that

wn,m′ ≤ w̄n,m′(λ∗n) and another m′′ such that wn,m′′ ≥ w̄n,m′′(λ∗n). The required

result follows from the fact that bn,m(·) is monotonically decreasing in R+ and
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bn,m(w̄n,m(λ∗n)) = λ∗n for all m ∈ Cn.

Once λ∗n is determined, the optimal w∗n(q) and p∗n(q) can consequently be com-

puted since w∗n,m(q) = w̄n,m(λ∗n), ∀m ∈ Cn and p∗n,m(q) = βn,m(w∗n,m(q)), ∀m ∈ Cn.

We emphasize that the solution (p∗n(q), w∗n(q)) is the solution under the as-

sumption that the interference in the cell of interest here (cell n) is generated by

the other cells, when their transmit powers are fixed, as dictated by the fixed

vector q of cell transmit powers. In the next section we address the fact that the

cells are in reality coupled, and the transmit powers in the other cells are them-

selves determined by solving similar optimization problems to that described in

the present section.

4.5.2 Iterative Algorithm

The minimum power required for user m ∈ Cn to meet its normalized rate target

is p∗n,m(q) when the interference is generated by a vector q of cell transmit pow-

ers. Therefore, the minimum cell transmit power required in cell n to satisfy all

users m ∈ Cn under q is In(q) = ∑m∈Cn
p∗n,m(q). If the total power at base station n

is at least In(q), then it is possible to find feasible power and weight allocations

that can support all users in the cell. Consequently, the necessary and sufficient

condition for the existence of a wn such that base station n can support all of its

users is:

qn ≥ In(q).

The requirement for the network to be able to support the rate requirements

of all users is given by the vector inequality:

q ≥ I(q)

where

I(q) = (In(q))n∈N . (4.31)
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Note that, throughout this thesis, cell vector inequalities are defined componen-

twise. We refer to I(q) as the interference function to be consistent with Yates

framework in [106]. To show that the solution to the global multi-cell prob-

lem (4.5) is unique, we apply Yates framework [106]. Central to Yates frame-

work [106] is the notion of a standard interference function. A standard interference

function is defined in [106] as follows:

Definition 4.5.1. An interference function I(q) is standard if for all q ≥ 0 the fol-

lowing properties are satisfied1:

• Positivity: I(q) > 0 for all q ≥ 0.

• Monotonicity: If q ≥ q′, then I(q) ≥ I(q′).

• Scalability: For all α > 1, αI(q) > I(αq).

Note that the vector inequality q > q′ corresponds to a strict inequality in all

components.

Lemma 1 in [106] states that if I(q) is standard, and if there is any feasible

power vector q satisfying q ≥ I(q) then I(q) has a unique fixed point, which is

the minimal solution to the inequality q ≥ I(q).

In order to be able to apply Yates framework to the problem at hand, we show

that the function I(q) defined in (4.31) is standard.

Theorem 4.5.3. I(q) in (4.31) is standard.

Proof.

• Positivity: this follows since σ2
m > 0.

• Monotonicity: Suppose that q ≥ q′. When the vector of total powers for the

network is q, the following holds for user m ∈ Cn:

p∗n,m(q) = Kn,m(q) w∗n,m(q)

[

exp

(

ctar
n,m

w∗n,m(q)

)

− 1

]

. (4.32)

1Leung et al. [55] show that the Positivity condition is redundant and, it is just a consequence
of the other two conditions.
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Now, if instead the interference to users in cell n was generated by the vec-

tor q′, but the bandwidth allocated for user m remains w∗n(q), the power

allocation at base station n will be p′n, where

p′n,m = Kn,m(q′) w∗n,m(q)

[

exp

(

ctar
n,m

w∗n,m(q)

)

− 1

]

. (4.33)

Using (4.32) and (4.33) and the fact that Kn,m(q) ≥ Kn,m(q′), we have that

p∗n,m(q) ≥ p′n,m. Since w∗n(q) is not necessarily optimal when the interference

is generated by q′, we also have that ∑m∈Cn
p′n,m ≥ ∑m∈Cn

p∗n,m(q′). Hence,

∑m∈Cn
p∗n,m(q) ≥ ∑m∈Cn

p∗n,m(q′), that is, In(q) ≥ In(q′).

• Scalability: Suppose α > 1. Let p′n be the power allocation at base station n

when it uses w∗n(q) and the vector of total powers for the network is αq.

Then,

p′n,m = Kn,m(αq) w∗n,m(q)

[

exp

(

ctar
n,m

w∗n,m(q)

)

− 1

]

. (4.34)

Using (4.32) and (4.34) and the fact that αKn,m(q) > Kn,m(αq), we have that

αp∗n,m(q) > p′n,m. Since w∗n(q) is not necessarily optimal when the interfer-

ence is generated by αq, we also have that ∑m∈Cn
p′n,m ≥ ∑m∈Cn

p∗n,m(αq).

Hence, ∑m∈Cn
αp∗n,m(q) > ∑m∈Cn

p∗n,m(αq), that is, αIn(q) > In(αq).

Since I(q) is standard, the standard power control algorithm [106]:

q(k+1) = I(q(k)) (4.35)

can be used to solve Problem (4.5). Solving for In(q) at base station n requires

only the knowledge of Kn,m(q) = ρn,m / γn,m(ρn,m, q). Therefore, this algorithm

can be executed locally at each base station with the feedback on achieved SIR

from only its users, and hence is distributed.
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Description of the Algorithm

The algorithm is summarized here.

Algorithm 4.5.1.

• Initialization: Start with any initial allocation (p
(0)
n , w

(0)
n ) and let q

(0)
n =

∑m∈Cn
p

(0)
n,m. Set k = 0.

• Iteration k:

1. Solve Problem (4.24) for the optimal w∗n(q(k)) for the given interference gen-

erated by q(k) (the value of Kn,m(q(k)) can be computed using the user SIR

measurements).

2. Compute p∗n(q(k)) using (4.23): p∗n,m(q(k)) = βn,m(w∗n,m(q(k))), ∀m ∈ Cn.

3. Use the computed values for the next iteration. Set p
(k+1)
n = p∗n(q(k)) and

w
(k+1)
n = w∗n(q(k)).

4.6 Discrete Allocation

The resource allocation problem (4.5) was formulated with continuous weights

which allowed us to solve it using convex optimization tools. In this section, we

deal with the corresponding problem with discrete weights.

The set of discrete values that a weight wn,m of user m ∈ Cn can take, is given

by the following set:

Π =

[

1

Nc
,

2

Nc
, . . . , 1

]

, (4.36)

where Nc is the number of subcarriers in the system, i.e., wn,m ∈ Π. Using this

definition, we can write down the resource allocation problem corresponding to

the discrete weights:

min
ρ,w

∑
n∈N

∑
m∈Cn

wn,m ρn,m (4.37)
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such that for all n,

wn,m log (1 + γn,m(ρn,m, q)) ≥ ctar
n,m, ∀m ∈ Cn,

wn,m ∈ Π, ∀m ∈ Cn,

∑
m∈Cn

wn,m = 1,

ρn,m > 0, ∀m ∈ Cn.

Problem (4.37) is a mixed integer, nonlinear optimization problem where the vari-

ables ρn,m’s are continuous and wn,m’s are discrete. Note that, in this thesis, we

treat ρn,m’s as continuous variables. In practice, they might also be discrete. Be-

fore solving (4.37) exactly, we consider an approximate method.

4.6.1 Continuous Relaxation

One possible way to “solve” a discrete problem is by solving it as a continuous

model and then rounding the continuous optimum [90]. Applying this method

to the problem at hand, one first solves the continuous version of Problem (4.37).

The continuous version of this problem is Problem (4.5) that we solved earlier.

Once the solution is determined to the continuous problem, the weights can be

rounded to the nearest discrete value.

It should be noted that rounding of weights to the nearest discrete value may

not suffice as the sum of the discretized weights for each cell may no longer be 1.

If that is the case, some modification is needed to the rounding process. One such

modification corresponds to looking at the users for which the rounding error

is greatest and rounding the other way until the sum of the discretized weights

becomes 1.

After the discretization is performed, the transmit PSDs computed for the

users with the continuous relaxation approach will no longer be accurate. The

users for which the continuous weights are rounded up, will achieve better nor-

malized rates than their targets. Conversely, the users for which the continuous

weights are rounded down, will suffer. The simple rounding procedure described
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above does not differentiate between users during the rounding of the weights.

For a user with a smaller weight, rounding down will have a greater effect, as

the proportion of loss is greater. The following rounding procedure reduces this

effect by ensuring that rounding down is only done to users who can “afford” it.

It starts with the list of weights to be discretized. The discretization of weights is

done one at a time, starting with the smallest weight. The smallest weight in the

list is rounded up to the nearest discrete value and is taken off the list. The in-

crease in the sum due to this rounding up is then “distributed” among the weights

that are still in the list so that the weights sum to unity again. This procedure is

repeated until the list is empty.

We can also consider a variation to continuous relaxation that does not suffer

from the effects of rounding down of the weights. This is achieved by allowing a

“weight margin” so that the weights are always rounded up: i.e., the sum weight

requirement is now changed to ∑m∈Cn
wn,m = 1− ε where an appropriate ε is

chosen, e.g., ε = Ln /Nc, which corresponds to reserving Ln subchannels. After

the continuous version of the problem is solved, the continuous weights are now

rounded up to the nearest discrete value. Even after this procedure, the sum of

discretized weights may sum up to a value less than one, i.e., there may still be

a few subchannels in the reserve. These unused subchannels can then be given

to users based on some other criteria, e.g., to users with the least number of sub-

channels in order to improve their diversity.

The problem with this continuous relaxation approach is that even if a feasible

solution can be obtained by rounding, such a solution may not be optimal or even

close to optimal. This approach does not necessarily lead to to a good discrete

solution. The rounding procedure at best may be regarded as a heuristic [90].

This leads us to the next section where we solve Problem (4.37) exactly.

4.6.2 Exact Solution

Problem (4.37) can be solved using an approach similar to the one we used in solv-

ing the continuous version of the problem (4.5) in Section 4.5. The Yates frame-
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work can still be applied. The difference is in the way the optimal power and

weight vectors for each cell are computed at each step of the power control al-

gorithm. With Problem (4.5), each cell computes the optimal power and weight

vectors by solving a convex optimization problem. With Problem (4.37), com-

puting the optimal power and weight vectors involves solving a combinatorial

optimization problem. The rest of the analysis will be exactly the same.

Subproblem for Cell n

For a cell n ∈ N , define a set Πn by

Πn =

{

wn : ∑
m∈Cn

wn,m = 1 and wn,m ∈ Π, ∀m ∈ Cn

}

, (4.38)

which are the available weight vectors for base station n. Using this, we can write

down the subproblem for cell n:

min
ρn,wn∈Πn

∑
m∈Cn

wn,m ρn,m (4.39)

subject to

wn,m log (1 + γn,m(ρn,m, q)) ≥ ctar
n,m, ∀m ∈ Cn,

ρn,m > 0, ∀m ∈ Cn.

By applying the same techniques as in Section 4.5.1, Problem (4.39) becomes the

following weight optimization problem:

min
wn∈Πn

∑
m∈Cn

βn,m(wn,m) (4.40)

where βn,m(wn,m) is defined by (4.23). Problem (4.40) is combinatorial in wn. As

we will show later in this section, Problem (4.40) can still be solved in polynomial

time (i.e., without an exhaustive search) using the structure of the problem.

Towards this end, we first convert the weight allocation problem (4.40) into a
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subchannel allocation problem by defining θn,m(·) on R+ as:

θn,m(x) ≡ βn,m

(

x

Nc

)

, ∀m ∈ Cn.

Since βn,m(·) is convex on R+, so is θn,m(·).

Define ψ ≡ {1, 2, . . . , Nc}. Then, given ηn,m ∈ ψ, θn,m(ηn,m) represents the

amount of power required to satisfy user m when the user is allocated ηn,m sub-

channels. Furthermore, it can be easily verified that

θn,m(ηn,m) ≤ θn,m(1), ∀ηn,m ∈ ψ,

i.e., a user requires the most amount of transmit power when only a single sub-

channel is allocated.

Define a set ψn for cell n ∈ N :

ψn =

{

(ηn,m)m∈Cn : ∑
m∈Cn

ηn,m = Nc and ηn,m ∈ ψ, ∀m ∈ Cn

}

,

which are the available subchannel allocation vectors for cell n. Using this defin-

ition, we are now ready to write Problem (4.40) as a subchannel allocation prob-

lem:

min
ηn∈ψn

∑
m∈Cn

θn,m(ηn,m). (4.41)

We can quantify the reduction2 in power due to an allocation of an additional

subchannel for a user m who already has ηn,m subchannels:

δn,m(ηn,m) = θn,m(ηn,m)− θn,m(ηn,m + 1), ηn,m = 1, . . . , Nc − 1. (4.42)

Note that since δn,m(ηn,m) is defined for 1 ≤ ηn,m ≤ Nc− 1, this notation implicitly

assumes that each user gets allocated at least one subchannel. Since θn,m(x) is

2There is an abuse of terminology here. The quantity δn,m(ηn,m) may not necessarily refer
to a reduction in power, since [θn,m(ηn,m) − θn,m(ηn,m + 1)] may not be positive for all values of
ηn,m = 1, 2, . . . , Nc − 1.
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convex in x ∈ R+, θ′n,m(x) is monotonically increasing in x ∈ R+. Consequently,

θn,m(a + 1)− θn,m(a)

is monotonically increasing in a for a > 0 and hence δn,m(ηn,m) is monotonically

decreasing in ηn,m.

Using (4.42), θn,m(ηn,m) can be written as:

θn,m(ηn,m) = θn,m(1)−
ηn,m−1

∑
i=1

δn,m(i), ηn,m ∈ ψ. (4.43)

Note that when ηn,m = 1, the sum in (4.43) has no terms and is equal to zero.

Using (4.43), we can write the subchannel allocation problem (4.41) as:

min
ηn∈ψn

∑
m∈Cn

θn,m(ηn,m) = min
ηn∈ψn

∑
m∈Cn

{

θn,m(1)−
ηn,m−1

∑
i=1

δn,m(i)

}

= ∑
m∈Cn

θn,m(1) + max
ηn∈ψn

∑
m∈Cn

ηn,m−1

∑
i=1

δn,m(i).

Therefore, any subchannel allocation that solves (4.41) will also solve the follow-

ing maximization problem and vice versa:

max
ηn∈ψn

∑
m∈Cn

ηn,m−1

∑
i=1

δn,m(i). (4.44)

There are (Nc− Ln) terms within the sum in (4.44) where Ln = |Cn| is the number

of users in cell n (recall that each user automatically gets allocated one subchan-

nel).

Now consider a matrix ∆n of dimension (Nc − 1)× Ln where the (i, m) entry

of the matrix has the value δn,m(i) as demonstrated in Figure 4.3. Moving down a

column m (representing user m) of ∆n, the values of δn,m(i) decrease since δn,m(·)
is a monotonically decreasing function. Hence, the first κ (< Nc) entries of a

particular column m are also the κ largest entries of that column. Consequently,

the terms contributing to the maximum of (4.44) are also the (Nc − Ln) largest
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Figure 4.3: A diagrammatic illustration of matrix ∆n. The rows correspond to the
number of already allocated subchannels and the columns represent the users.
The (i, m) entry has the value of δn,m(i), the reduction in power due to an alloca-
tion of an additional subchannel for user m who already has i subchannels. The
value of δn,m(i) decreases as we go down a column.

entries of matrix ∆n. By searching for these entries in ∆n, an optimal subchannel

allocation that solves (4.44) can be found.

We now describe an algorithm that exactly does that. To begin with, each

user has exactly one subchannel allocated to it, i.e., η
(0)
n = 1. The remaining

rn = Nc − Ln subchannels are allocated to users, one at a time.

Let η
(k)
n be the subchannel allocation after k + Ln subchannels have already

been allocated (i.e., k subchannels have been allocated after the initial allocation

of one subchannel per user). There are rn− k > 0 remaining subchannels to be al-

located. To determine the user to which the next subchannel is to be allocated, the

algorithm examines the entries of ∆n depending on the value of η
(k)
n : for user m,

the (η
(k)
n,m, m) entry δn,m(η

(k)
n,m) is considered. Allocating the next subchannel to

user m′ satisfies

m′ ← arg max
m∈Cn

δn,m(η
(k)
n,m).

The algorithm for solving (4.44) is formally stated here.
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Algorithm 4.6.1.

• Initialization: Start with one subchannel each per user, i.e., η
(0)
n = 1.

• Allocate rn = Nc− Ln subchannels to users, one at a time.

for k = 0, . . . , rn − 1 do

η
(k+1)
n := η

(k)
n

m′ ← arg max
m∈Cn

δn,m(η
(k)
n,m)

η
(k+1)
n,m′ := η

(k)
n,m′ + 1

end for

Note that multiple subchannel allocations may solve Problem (4.44). Let η∗n(q)

be one such subchannel allocation and w∗n(q) be the corresponding weight vector.

The value of p∗n(q) can then be determined by using (4.23).

By defining In = ∑m∈Cn
p∗n,m(q), it can be shown that the interference function

I(q) = (In(q))n∈N is standard using exactly the same argument as used in Sec-

tion 4.5. Consequently the standard power control algorithm can be used to find

the optimal solution to Problem (4.37).

4.7 Conclusions

As part of solving a multipath frequency selective fading environment resource

allocation problem in an OFDM cellular system using a two-layer approach, this

chapter considered the higher layer resource allocation problem which is equiva-

lent to a problem in a flat fading environment. The employment of the method of

interference averaging allowed us to model the resource allocation to each user as

a proportion of subchannels and power to that user, greatly simplifying the allo-

cation problem. The problem was formulated as a power minimization, subject to

meeting the user rate requirements. The treatment of the proportions of subchan-

nels as continuous variables allowed us to apply various convex optimization

tools such as Lagrangian techniques to the problem at hand.
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We showed that the resource allocation problem is convex under logarithmic

transformation. An iterative algorithm is derived to solve this transformed prob-

lem. However, this iterative algorithm requires explicit cooperation between cells

and thus is not distributed.

Turning again to the original formulation of the problem, we developed an

iterative algorithm which can be executed in a distributed manner by each base

station with only the local information from the users within the cell. At each

iteration of the algorithm, each cell solves a convex optimization problem to find

the optimal resource allocation for its users using the local measurements taken

by its users. This algorithm falls under Yates framework [106] that guarantees its

convergence.

We also considered the discrete version of the higher layer resource allocation

problem in which the proportions of subchannels are discrete. First, we consid-

ered approximate methods to solve the discrete problem. We then solved the

discrete problem exactly. A provably convergent, distributed algorithm based on

Yates framework was developed for this purpose.

We delay the presentation of numerical results until after the reduced com-

plexity schemes have been considered in Chapter 5.





Chapter 5

Reduced Complexity Resource Allocation Under Flat

Fading

5.1 Introduction

In this chapter, we continue our analysis of the higher layer resource allocation

problem (4.5). In particular, we investigate the impact of reducing the complexity

of the problem. This reduction in complexity is achieved by imposing additional

constraints.

As we have noted earlier in Section 4.3, Problem (4.5) offers 2Ln−1 degrees of

freedom to each base station n (Ln transmit PSDs and Ln−1 weights) where Ln is

the number of users in cell n. Imposing additional constraints on Problem (4.5) ef-

fectively reduces the number of degrees of freedom available to the base stations.

We consider two such reduced complexity schemes in this chapter.

In Section 5.2, we study the “static bandwidth allocation” scheme which fol-

lows the “traditional” approach to resource allocation. The subchannel allocation

to the users is static; the power control mechanism is then used to allocate the

transmit powers to the users to meet their individual rate requirements. With

this scheme, the number of degrees of freedom available to each base station n re-

duces to Ln from 2Ln−1. This problem is solved using the standard power control

algorithm [106].

The second of the reduced complexity schemes considered is the “uniform

transmit PSD allocation” scheme which constrains the transmit PSD to be the

same for all users served by the base station (i.e., a flat transmit PSD across all

subcarriers), but optimizes over the proportions of subcarriers allocated to each

user. This scheme also yields Ln degrees of freedom to each base station n.

73
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The motivation for studying the uniform transmit PSD allocation scheme is as

follows. When we study the resource allocation in a frequency selective fading

environment in Chapter 6, using the uniform PSD allocation scheme at the higher

layer (together with fast frequency hopping) simplifies the design of the lower

layer resource allocation algorithm. The lower layer resource allocation can now

be performed independently in each cell, without knock-on effects between cells.

The uniform transmit PSD allocation problem is introduced in Section 5.3. Us-

ing Yates framework [106], the properties of its solution are characterized and the

problem is solved with the standard power control algorithm. The drawback of

using the standard power control algorithm in this case is that each iteration of

the power control algorithm involves solving a nonlinear optimization problem.

In Section 5.4, we devise a novel algorithm that avoids the shortcomings of the

previous algorithm.

In section 5.5, we conduct extensive simulation studies to evaluate the three

schemes that solve Problem (4.5). The discrete version of the uniform PSD alloca-

tion scheme is considered in Section 5.7 and a distributed algorithm is developed

to solve it.

In Problem (4.5), f (γ) is the spectral efficiency of a link with an SIR of γ. When

we solved (4.5) exactly in Chapter 4, we used a particular f , namely, f (γ) =

log(1 + γ) based on the Shannon formula to make the analysis tractable. In con-

trast, we do not assume any specific choice for the function f when we solve the

reduced complexity schemes in this chapter. We only require f (γ) to be a contin-

uous and monotonically increasing function of γ with f (0) = 0.

5.2 Static Bandwidth Allocation: Scheme 2

In this section, we consider the resource allocation problem (4.5) with static band-

width allocation. This scheme incorporates the traditional approach to band-

width allocation, such as used in [108, 34, 35, 106, 69], in the sense that the channel

allocation to the users is fixed in advance; hence, so is the transmission quality re-

quirement (e.g., signal to interference and noise ratio (SIR) threshold) of each link.
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Figure 5.1: Static Bandwidth Allocation: The bandwidth allocation is propor-
tional to the rate requirements of the users. The diagram here represents a case
where the users have the same rate requirements. The resource allocation prob-
lem is to determine the transmit PSD values for users in order to satisfy their rate
requirements.

The power control is then used to maintain the required transmission quality on

each link.

With this scheme, the bandwidth (subchannel) allocation is statically perfor-

med based on the user rate requirements, and the transmit PSDs are then chosen

for the users accordingly, in order to meet their rate requirements. The weight

vectors are chosen a priori, proportional to the normalized rate requirements of

the users. In cell n, the choice of the weight vector is given by:

wn,m =
ctar

n,m

∑
m′∈Cn

ctar
n,m′

, ∀m ∈ Cn. (5.1)

The resource allocation problem then is to determine the appropriate transmit

power densities for users with the objective of power minimization, subject to

meeting the rate requirements of the users. Refer to Figure 5.1 for an example.

Mathematically, the static bandwidth allocation problem is:

min
ρ

∑
n∈N

∑
m∈Cn

wn,m ρn,m (5.2)



76 Chapter 5: Reduced Complexity Resource Allocation Under Flat Fading

such that for all n,

wn,m f (γn,m(ρn,m, q)) ≥ ctar
n,m, ∀m ∈ Cn,

ρn,m > 0, ∀m ∈ Cn,

where the weights wn,m are chosen according to (5.1).

The number of degrees of freedom available to base station n is Ln: one trans-

mit power density for each user in the cell. Because of the fact that the weights

are chosen proportional to the normalized rate requirements, the SIR targets of

the users within each cell will be equal by design:

γtar
n,m = f−1

(

∑
m′∈Cn

ctar
n,m′

)

, ∀m ∈ Cn.

Consequently, the modulation scheme is the same across users in each cell.

Rewriting the rate constraint for user m ∈ Cn, we obtain the minimum trans-

mit power density required to support that user, when the vector of total transmit

powers for the network, excluding n, is given by q\qn, the components of q ex-

cluding qn:

ρn,m ≥ ρ∗n,m(q) ≡ Kn,m(q)× γtar
n,m.

i.e., ρ∗n,m(q) is the minimum power density required to meet the normalized rate

requirement of user m, when the interference is generated by q. Accordingly, the

necessary and sufficient condition for the existence of a power allocation for cell n

to meet the normalized rate requirements of its users is:

qn ≥ In(q) ≡ ∑
m∈Cn

wn,mρ∗n,m(q).

It can be easily shown that I(q) ≡ (In(q))n∈N is standard [106], since Kn,m(q) is

standard and In(q) is a linear combination of Kn,m(q)’s. Therefore, the standard

power control algorithm can be used to solve Problem (5.2). At each step of the

iteration, the power densities are selected to exactly meet the normalized rate
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requirements of the users:

ρ(k+1) = ρ∗(q(k)).

With the static subchannel allocation scheme, the number of subchannels for

each user is allocated a priori, and thus done without taking account of the inter-

ference experienced by the user. The transmit power densities are then adapted

based on the interference levels, to meet the normalized rate requirements of the

users. As the users experiencing bad channel conditions require more power than

that of the users with good channel conditions, this leads to a large dynamic range

in the transmit power densities and consequently in the interference levels, re-

quiring explicit interference averaging.

5.2.1 Static Bandwidth Allocation with Discrete Weights

The choice of the weights in the static bandwidth allocation scheme is made a

priori and is independent of the power control algorithm. The discrete weight

allocation can be obtained by rounding the continuous weights of (5.1) by using

an approach similar to that of Section 4.6.1. The power control algorithm will

consequently adapt the transmit power densities to suit these discretized weights.

This is in contrast to Scheme 1 (and the scheme to follow in Section 5.3) where

the weight selection and the transmit power allocation are performed jointly.

5.3 Uniform PSD Allocation: Scheme 3

This section considers the resource allocation problem (4.5) with the additional

constraint that each base station uses a flat transmit power spectrum, that is,

qn = ρn,m, ∀m ∈ Cn, (5.3)

since the bandwidth is taken to be 1.

Each base station can still choose an appropriate power level and vary the

bandwidth allocation to its users. When a user has a poor SIR, it can receive more
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Figure 5.2: Uniform PSD Allocation: The transmit power for all users within a
cell is constrained to be equal. The resource allocation problem is to determine
a transmit PSD for the cell and a dynamic bandwidth allocation for each user in
order to satisfy the normalized rate requirements of the users.

bandwidth. This implicitly allocates the user more received power. The number

of degrees of freedom available to base station n is Ln, namely: Ln − 1 weights

and a single transmit PSD. See Fig 5.2 for a demonstration.

Mathematically, the resource allocation problem corresponding to the uni-

form PSD allocation is:

min
q,w

∑
n∈N

qn (5.4)

such that for all n,

wn,m f (γn,m(qn, q)) ≥ ctar
n,m, ∀m ∈ Cn,

∑
m∈Cn

wn,m = 1,

qn > 0,

wn,m > 0, ∀m ∈ Cn.


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(5.5)

Since the transmit PSD across all subcarriers is uniform in each cell, the in-

terference averaging is realized automatically in a flat fading environment and

explicit interference averaging based on fast frequency hopping is not necessary

in this case.

Consider a fixed wn for cell n that satisfies ∑m∈Cn
wn,m = 1. We can now

derive the expression for the minimum transmit power required by base station n
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to meet the normalized rate requirements of all users in the cell, when the vector

of transmit powers for the network, excluding n, is given by q\qn (i.e., when the

interference is generated by q). By rewriting the rate requirement for user m ∈ Cn,

we obtain the constraint on the transmit power for base station n to be able to

support user m:

qn ≥ Jn,m(q, wn,m) ≡ Kn,m(q)× f−1

(

ctar
n,m

wn,m

)

(5.6)

where Kn,m(q) is given by (4.22). Thus, for base station n to be able to support all

of its users m ∈ Cn, the constraint on its transmit power is:

qn ≥ max
m∈ Cn

Jn,m(q, wn,m) ≡ Jn(q, wn). (5.7)

Correspondingly, the transmit power requirement for the network can be writ-

ing in the vector form as:

q ≥ J(q, w), (5.8)

where J(q, w) = (Jn(q, wn))n∈N .

5.3.1 Some Preliminary Results

We first develop some preliminaries that will assist with the characterization of

the solution(s) of the uniform transmit PSD allocation problem (5.4), and which

are used in the formulation and analysis of the distributed algorithms.

From (5.6), we have that, when the interference for user m ∈ Cn is generated

by the vector of transmit powers q (excluding qn, since qn is not relevant to the

interference experienced by users in cell n) and the weight is wn,m, then the min-

imum transmit power required to support user m is Jn,m(q, wn,m). Conversely, if

we knew the minimum transmit power to support user m is tn when the interfer-

ence is generated by q, then we can compute the required weight as a function
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of tn and q (from (5.6)):

ŵn,m(tn, q) ≡ ctar
n,m

f
(

tn
Kn,m(q)

) . (5.9)

Note that when tn = qn, (5.9) becomes,

ŵn,m(qn, q) =
ctar

n,m

f (γn,m(qn, q))
(5.10)

which is the proportion of subchannels required for user m when the power vec-

tor is q.

Define σn(tn, q) as

σn(tn, q) ≡ ∑
m∈Cn

ŵn,m(tn, q). (5.11)

We refer to ŵn(tn, q) as a pseudo weight vector to allude to the fact that it may

not always be feasible (i.e., when the sum of weights σn(tn, q) > 1). Note that

σn(tn, q) exhibits the following monotonicity properties:

• σn(tn, q) is monotonically decreasing in tn.

• σn(tn, q) is monotonically increasing in q .

Some additional properties of σn(tn, q) are contained in the following lemmas.

Lemma 5.3.1. σn(tn, q) ≤ 1 if and only if there is a feasible weight vector wn such that

the transmit power level of tn is sufficient to satisfy each of the receivers m ∈ Cn when

the interference is generated by q.

Proof.

• Sufficiency: Suppose that σn(tn, q) ≤ 1. Then, the weight vector ŵn(tn, q)

is feasible, and consequently, the transmit power level of tn is sufficient to

satisfy each of the users m ∈ Cn when the weight vector is ŵn(tn, q) and the

interference is generated by q.
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• Necessity: Now suppose that there is a feasible weight vector wn such that

the transmit power level of tn is sufficient to satisfy each of the users m ∈ Cn

when the interference is generated by q. Then, tn ≥ Jn,m(q, wn,m), ∀m ∈ Cn.

Consequently, ŵn,m(tn, q) ≤ wn,m, ∀m ∈ Cn. It immediately follows that

σn(tn, q) ≤ 1.

Lemma 5.3.2. Given λ > µ,

σn(λqn, λq) < σn(µqn, µq). (5.12)

Proof.

We have that γn,m(λqn, λq) > γn,m(µqn, µq) since λ > µ. Using the fact that f (·) is

a monotonically increasing function, we have that ŵn,m(λqn, λq) < ŵn,m(µqn, µq)

(from (5.10)). The required result follows.

Lemma 5.3.3. π(tn) = σn(tn, q)− 1 = 0 has a unique solution t̄n, and, for an arbitrary

weight vector wn ∈ Ωn, the following holds:

min
m∈Cn

Jn,m(q, wn,m) ≤ t̄n ≤ max
m∈Cn

Jn,m(q, wn,m). (5.13)

Proof.

Consider an arbitrary weight vector wn ∈ Ωn. Let tn,m = Jn,m(q, wn,m), ∀m ∈ Cn,

tmin = min
m∈Cn

tn,m and tmax = max
m∈Cn

tn,m. We make the following observations:

• A transmit power level of tmin is only sufficient to satisfy the user(s) that

achieve the minimum in the definition of tmin above. Hence, σn(tmin, q) ≥ 1

with equality if and only if tmax = tmin.

• A transmit power level of tmax is sufficient to satisfy each of the users m ∈ Cn

with wn. Therefore, using Lemma 5.3.1, σn(tmax, q) ≤ 1 with equality if and

only if tmax = tmin.

Since σn(tn, q) is a monotonically decreasing function of tn, there exists a unique t̄n
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such that σn(t̄n, q) = 1 by the intermediate value theorem [36] and tmin ≤ t̄n ≤
tmax (i.e., satisfying (5.13)).

5.3.2 Characterization of the Minimal Solution

We use Yates monotonicity framework [106] to show that the minimization prob-

lem (5.4) has a unique solution. In order to do so, we first need to consider the

problem of finding an optimal weight vector w for the network, given a fixed

power allocation vector q.

An optimal weight vector w∗n(q) to use at base station n under q will solve the

weight-optimization problem:

min
wn∈Ωn

Jn(q, wn), (5.14)

where Ωn is a set of available weight vectors for base station n, given by (4.18).

The uniqueness of w∗n(q) is contained in the following lemma.

Lemma 5.3.4.

1. Let w̄n be a weight vector that solves the optimization problem (5.14). Then, there

exists a unique t̄n such that, Jn,m(q, w̄n,m) = t̄n, ∀m ∈ Cn.

2. The optimization (5.14) can be transformed into the equivalent problem of finding

the unique t̄n such that σn(t̄n, q) = 1.

3. The weight vector w̄n that solves the optimization (5.14) is unique.

Proof.

1. Let t̄n,m = Jn,m(q, w̄n,m), ∀m ∈ Cn, t̄max = max
m∈Cn

t̄n,m and t̄min = min
m∈Cn

t̄n,m.

Suppose that t̄max 6= t̄min. Then, t̄max > t̄min. If the transmit power level at

base station n is set to t̄max, then, each user requires a fraction ŵn,m(t̄max, q)

of subchannels to achieve the required rate requirement. Furthermore, we

have that ŵn,m(t̄max, q) ≤ ŵn,m(t̄n,m, q) = w̄n,m since t̄n,m ≤ t̄max with a strict
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inequality for at least one user. Therefore σn(t̄max, q) < ∑m∈Cn
w̄n,m = 1.

Now define,

w̄′n,m =
ŵn,m(t̄max, q)

σn(t̄max, q)
, ∀m ∈ Cn,

and note that w̄′n is feasible as it sums to unity. Since w̄′n,m > ŵn,m(t̄max, q)

for all m ∈ Cn, we have that Jn,m(q, w̄′n,m) < t̄n,m, for all m ∈ Cn. Con-

sequently, max
m∈Cn

Jn,m(q, w̄′n,m) < t̄max, which contradicts the fact that w̄n

solves (5.14). Therefore, t̄max = t̄min and the result follows.

2. Let w̄n be the solution to (5.14) (as in 1) above). From 1), we have w̄n,m =

ŵn,m(t̄n, q), ∀m ∈ Cn. Therefore, σn(t̄n, q) = 1 since ∑m∈Cn
w̄n,m = 1.

3. ŵn,m(tn, q) is unique for any given tn > 0 since ŵn,m(tn, ·) is monotonically

decreasing in tn and q is fixed. Consequently, ŵn(tn, q) is also unique for

any given tn > 0. Since t̄n satisfying σn(t̄n, q) = 1 is unique by Lemma 5.3.3,

so is ŵn(t̄n, q). The required result follows since w̄n = ŵn(t̄n, q).

One important implication of Lemma 5.3.4 (2) is that Problem (5.14) can be

solved via solving a nonlinear equation σn(t̄n, q) = 1 with a single variable t̄n. By

Lemma 5.3.4 (3), we can define the optimal weight vector w∗n(q) to use under q:

w∗n(q) ≡ arg min
wn∈Ωn

Jn(q, wn).

Then, the requirement for the network to be able to support the required normal-

ized rates is given by the vector inequality:

q ≥ J(q, w∗(q)) ≡ I(q). (5.15)

To show that the solution to Problem (5.4) is unique, we apply Yates frame-

work [106]. In particular, we show that the function I(q) defined in (5.15) is

standard [106].
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Lemma 5.3.5. I(q) defined in (5.15) is standard.

Proof.

• Positivity: this follows since the noise σ2
m > 0.

• Monotonicity: If q′ ≤ q,

I(q′) = J(q′, w∗(q′))

≤ J(q′, w∗(q))

≤ J(q, w∗(q)) = I(q)

where the first inequality stems from the fact that since w∗(q′) is optimal

for q′, any other w∗(q) will not decrease the value of J(q′, ·).

• Scalability: For all α > 1,

I(αq) = J(αq, w∗(αq))

≤ J(αq, w∗(q))

< αJ(q, w∗(q)) = αI(q)

where the second inequality stems from the fact that Kn,m(αq) < αKn,m(q)

for any α > 1.

Since I(q) is standard, we can apply Theorem 1 and Lemma 1 in [106] to (5.15).

Theorem 1 in [106] states that if I(q) is standard, and if it has a fixed point, then

the fixed point is unique. Lemma 1 in [106] shows that if there is any feasible

power vector q satisfying q ≥ I(q), then I(q) has a unique fixed point, which is

the minimal solution to q ≥ I(q). The result of applying Theorem 1 and Lemma 1

of [106] to (5.15) is as follows.

Corollary 5.3.6. If (5.5) is feasible, then there is a unique power allocation q∗ which

solves (5.4) and is minimal. Associated with q∗ is the unique optimal weight vector

w∗(q∗).
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The following theorem provides a useful characterization of the minimal so-

lution.

Theorem 5.3.7. Suppose that (5.5) is feasible. Then, the following statements hold.

1. The function I(q) defined in (5.15) has a unique fixed point q∗. Furthermore,

σn(q∗n, q∗) = 1, ∀n ∈ N . (5.16)

2. The pair (q∗, w∗(q∗)) is the unique solution to (5.4).

3. If a power vector q† satisfies,

σn(q†
n, q†) = 1, ∀n ∈ N , (5.17)

then, q† = q∗.

Proof.

1. Consider any q that satisfies (5.5). Then, it directly follows from Lemma 1

of [106] that the function I(q) = J(q, w∗(q)) has a unique fixed point q∗

(= I(q∗)) with q∗ ≤ q.

Since q∗ = J(q∗, w∗(q∗)),

w∗n,m(q) = ŵn,m(q∗n, q∗), ∀m ∈ Cn, ∀n ∈ N .

Therefore, ∑m∈Cn
w∗n,m(q) = ∑m∈Cn

ŵn,m(q∗n, q∗) = 1 for all n ∈ N . The

required result follows.

2. This follows from Corollary 5.3.6.

3. For all n ∈ N , define w†
n such that

w†
n,m ≡ ŵn,m(q†

n, q†), ∀m ∈ Cn,



86 Chapter 5: Reduced Complexity Resource Allocation Under Flat Fading

and note that w†
n is feasible since ∑m∈Cn

w†
n,m = 1. Thus, for each n ∈ N , the

weight vector w†
n satisfies the normalized rate requirements of all users m ∈

Cn when the power vector is q†, that is, (q†, w†) satisfies (5.5).

Suppose that q† is not the minimal solution. Then, q∗ ≤ q† and q∗ 6= q†.

Thus, there is a cell u = arg min
n∈N

q∗n / q†
n with αu = q∗u/q†

u < 1. Lemma 5.3.2,

together with (5.17), imply

σn(αuq†
u, αuq†) > 1.

From the fact that αuq†
u = q∗u and αuq† ≤ q∗, and since σn(·, q) is a monoton-

ically increasing function of q, we have, σn(q∗u, q∗) > 1, which contradicts

Lemma 5.3.1, since q∗ satisfies (5.5). Therefore q† = q∗.

We devise two iterative algorithms to solve Problem (5.4). First of these will

make use of the standard power control algorithm [106].

5.3.3 Using the Standard Power Control Algorithm

Our first distributed algorithm to solve the minimization problem (5.4) utilizes

the result, stated in Lemma 5.3.5, that I(q) is standard. Since I(q) is a standard

interference function, the standard power control algorithm [106] can be applied

to solve Problem (5.4). If the power control problem is feasible, then the standard

power control algorithm will converge to the minimal solution. The standard

power control algorithm is simply the iteration q
(t+1)
n = In(q(t)).

The only difficulty in applying the standard power control algorithm to the

present case is that the interference function I(q) is not directly measurable. The

value of In(q) is obtained by solving the optimization (5.14). Solving for In(q)

at base station n requires only the knowledge of Kn,m(q) = ρn,m / γn,m(ρn,m, q).

Therefore, this algorithm can be executed locally at each base station with the

feedback on achieved SIR from only its users, and hence is distributed.
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Lemma 5.3.4 provides an effective means to determine the solution to Prob-

lem (5.14). The solution In(q) can be determined by solving σn(tn, q) = 1 for tn us-

ing standard methods such as Newton’s method and bisection method described

in [10]. The initial estimate for the Newton’s method can be any qn > 0. Eq. (5.13)

of Lemma 5.3.3 provides the bounds for the bisection method, that can be used to

bracket the solution.

We describe the algorithm here:

Algorithm 5.3.1.

• Initialization: Start with any initial transmit power level q
(0)
n . Set k = 0.

• Iteration k:

1. Using iterative methods, solve σn(t̄n, q(k)) = 1 for t̄n.

2. Set q
(k+1)
n = t̄n.

5.4 Single Iteration Algorithm for Scheme 3

In the preceeding section, we developed an algorithm (Algorithm 5.3.1) to solve

Problem (5.4) using the standard power control algorithm [106]. The disadvan-

tage of using Algorithm 5.3.1 is that it involves solving a nonlinear optimization

problem (5.14) by iterative methods at each step of the power control iteration.

This motivates us to find an algorithm that eliminates the need to have itera-

tions within iterations. In this section, we develop an algorithm which achieves

that by interleaving the steps of power control iteration and weight vector opti-

mization.

We describe the algorithm first.

Algorithm 5.4.1.

• Initialization: Start with an initial transmit power level q
(0)
n . Set k = 0.

• Iteration k:
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1. Compute a weight vector w
(k)
n , given the vector of powers for the network

q(k), by normalizing the pseudo weight vector ŵn(q
(k)
n , q(k)), (using (5.10)

and (5.11)),

w
(k)
n,m =

ŵn,m(q
(k)
n , q(k))

σn(q
(k)
n , q(k))

, ∀m ∈ Cn.

2. Use the computed weight vector w
(k)
n to compute the target transmit power

t
(k)
n,m for the users m ∈ Cn:

t
(k)
n,m = Jn,m(q(k), w

(k)
n,m), ∀m ∈ Cn.

3. Compute the transmit power for the next iteration q
(k+1)
n depending on the

value of σn(q
(k)
n , q(k)):

q
(k+1)
n =











min
m∈Cn

t
(k)
n,m if σn(q

(k)
n , q(k)) > 1

max
m∈Cn

t
(k)
n,m otherwise

Each iteration of Algorithm 5.4.1 can be considered as a mapping T from q(k)

to q(k+1). The mapping T is continuous and consists of two components w and

T ′: the weight vector update w(k) = w(q(k)) and the power update q(k+1) =

T ′(q(k), w(k)). First, note that the function w(q) is not the solution, w∗(q), to the

problem (5.14); it is defined above in step 1) of Algorithm 5.4.1. Second, note that

the mapping, T, is not standard, and hence the results of [106] do not apply.

5.4.1 Properties of Mapping T

Before proceeding with the convergence analysis of Algorithm 5.4.1, we describe

some useful properties of the mapping T that will be useful in the convergence

analysis.

When the base stations use (q, w(q)) for transmission, the status of a base

station n ∈ N depends on whether σn(qn, q) is greater than, less than or equal
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to 1, as characterized by the following lemma.

Lemma 5.4.1. Suppose that the base stations use (q, w(q)) for transmission. Then the

following statements hold.

1. If σn(qn, q) > 1, then the transmit power qn of base station n is insufficient to meet

the rate requirements of any of its users m ∈ Cn. Furthermore,

qn < Tn(q) (5.18)

and

σn(Tn(q), q) ≥ 1. (5.19)

2. If σn(qn, q) = 1, then the transmit power qn of base station n is exactly sufficient

to achieve the rate requirements of all of its users. Furthermore,

qn = Tn(q) (5.20)

and

σn(Tn(q), q) = 1. (5.21)

3. If σn(qn, q) < 1, then the transmit power qn of base station n is more than suffi-

cient. Furthermore,

qn > Tn(q) (5.22)

and

σn(Tn(q), q) ≤ 1. (5.23)

Proof.
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1. User m ∈ Cn requires a proportion ŵn,m(qn, q) of subchannels in order to

achieve its rate requirement when the transmit power vector is q. Since

σn(qn, q) > 1, we have that wn,m(q) < ŵn,m(qn, q) for all m ∈ Cn. Since

Jn,m(·, wn,m) is a monotonically decreasing function of wn,m, we have that

Jn,m(q, wn,m(q)) > Jn,m(q, ŵn,m(q)) = qn for all m ∈ Cn, i.e., with band-

width allocation wn(q), the transmit power qn is insufficient to satisfy the

rate requirements of any of the users m ∈ Cn.

Consequently, qn < min
m∈Cn

Jn,m(q, wn,m(q)) = Tn(q), i.e., (5.18) holds. Since

Tn(q) is only just sufficient to satisfy the user(s) corresponding to the mini-

mum transmit power level requirement, σn(Tn(q), q) ≥ 1, i.e., (5.19) holds.

2. When σn(qn, q) = 1, we have wn,m(q) = ŵn,m(qn, q) for all m ∈ Cn and

Jn,m(q, wn,m(q)) = qn for all m ∈ Cn, i.e., the rate requirement of all users

will be met with equality. Furthermore, qn = Tn(q) and hence (5.20) and

(5.21) hold.

3. When σn(qn, q) < 1, we have wn,m(q) > ŵn,m(qn, q) for all m ∈ Cn and

Jn,m(q, wn,m(q)) < Jn,m(q, ŵn,m(q)) = qn for all m ∈ Cn, i.e., with bandwidth

allocation wn(q), the transmit power qn is more than sufficient to meet the

rate requirements of all users. Consequently, qn > max
m∈Cn

Jn,m(q, wn,m(q)) =

Tn(q), i.e., (5.22) holds. Since Tn(q) is sufficient to satisfy each of the users,

σn(Tn(q), q) ≤ 1, i.e., (5.23) holds.

Although T does not satisfy the key monotonicity condition required in Yates

framework [106], the following convergence analysis exploits some key inequal-

ities related to the mapping T. These properties imply that to any sequence,

(q(k))∞
k=1, generated by Algorithm 5.4.1, a monotonically non-increasing upper

bounding sequence, and a monotonically non-decreasing lower bounding se-

quence, can always be found with the property that both bounding sequences

provably converge to the solution of (5.4).
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The following definitions will be used to quantify the bounds on the transmit

power levels.

Definition 5.4.1.

α(q) ≡ min
n∈N

qn

q∗n

and

β(q) ≡ max
n∈N

qn

q∗n

where q∗ is the optimal solution of (5.4).

These definitions immediately imply that

α(q)q∗n ≤ qn ≤ β(q)q∗n, ∀n ∈ N . (5.24)

The following lemma and its corollary provide the main properties of T that

we will use in the convergence analysis.

Lemma 5.4.2.

1. If σn(qn, q) > 1, then

σn(Tn(q), q) ≥ 1, (5.25)

α(q)q∗n ≤ qn < Tn(q). (5.26)

2. If σn(qn, q) = 1, then

σn(Tn(q), q) = 1, (5.27)

α(q)q∗n ≤ qn = Tn(q) ≤ β(q)q∗n. (5.28)
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3. If σn(qn, q) < 1, then,

σn(Tn(q), q) ≤ 1, (5.29)

Tn(q) < qn ≤ β(q)q∗n. (5.30)

4. If σn(qn, q) ≥ 1 and β(q) ≥ 1, then

Tn(q) ≤ β(q)q∗n. (5.31)

5. Part 4) also holds with strict inequalities.

6. If σn(qn, q) ≤ 1 and α(q) ≤ 1, then

α(q)q∗n ≤ Tn(q). (5.32)

7. Part 6) also holds with strict inequalities.

8. If q ≥ q∗ and σn(qn, q) ≤ 1, then Tn(q) ≥ q∗n.

9. If q ≤ q∗ and σn(qn, q) ≥ 1, then Tn(q) ≤ q∗n.

Proof.

1. This follows from Lemma 5.4.1 (1) and (5.24).

2. This follows from Lemma 5.4.1 (2) and (5.24).

3. This follows from Lemma 5.4.1 (3) and (5.24).

4. Using Lemma 5.3.2 and Theorem 5.3.7(1), we have σn(β(q)q∗n, β(q)q∗) ≤ 1

since β(q) ≥ 1. Using q ≤ β(q)q∗, this becomes,

σn(β(q)q∗n, q) ≤ 1,
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since σn(·, q) is monotonically increasing in q. Since σn(qn, q) ≥ 1, using 1)

and 2), we obtain

σn(Tn(q), q) ≥ σn(β(q)q∗n, q).

Therefore, Tn(q) ≤ β(q)q∗n, since σn(t, ·) is monotonically decreasing in t.

5. This follows from an analogous argument to that in 4), with strict inequali-

ties except for q ≤ β(q)q∗.

6. Using Lemma 5.3.2 and Theorem 5.3.7(1), we have σn(α(q)q∗n, α(q)q∗) ≥ 1

since α(q) ≤ 1. Using the fact that α(q)q∗ ≤ q, it becomes,

σn(α(q)q∗n, q) ≥ 1,

since σn(·, q) is monotonically increasing in q. Since σn(qn, q) ≤ 1, using 2)

and 3), we obtain

σn(α(q)q∗n, q) ≥ σn(Tn(q), q).

Therefore, α(q)q∗n ≤ Tn(q), since σn(t, ·) is monotonically decreasing in t.

7. This follows from an analogous argument to that in 6), with strict inequali-

ties except for α(q)q∗ ≤ q.

8. Since q ≥ q∗, using Theorem 5.3.7(1) gives σn(q∗n, q) ≥ 1 since σn(·, q) is

monotonically increasing in q. Since σn(qn, q) ≤ 1, using 2) and 3), we

obtain

σn(Tn(q), q) ≤ σn(q∗n, q).

Therefore, Tn(q) ≥ q∗n, since σn(t, ·) is monotonically decreasing in t.

9. Since q ≤ q∗, using Theorem 5.3.7(1) and the fact that σn(·, q) is monotoni-

cally increasing in q, we have, σn(q∗n, q) ≤ 1. Since σn(qn, q) ≥ 1, using 1),
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we have,

σn(Tn(q), q) ≥ σn(q∗n, q).

Therefore, Tn(q) ≤ q∗n, since σn(t, ·) is monotonically decreasing in t.

Corollary 5.4.3.

1. If q ≥ q∗ then T(q) ≥ q∗.

2. If q ≤ q∗ then T(q) ≤ q∗.

3. If α(q) ≤ 1, then, T(q) ≥ α(q)q∗, or equivalently, α(T(q)) ≥ α(q).

4. Part 3) also holds with strict inequalities.

5. If β(q) ≥ 1, then T(q) ≤ β(q)q∗, or equivalently, β(T(q)) ≤ β(q).

6. Part 5) also holds with strict inequalities.

5.4.2 Proof of Convergence

We are now in a position to prove the convergence of Algorithm 5.4.1.

Theorem 5.4.4. If (5.5) is feasible, then, Algorithm 5.4.1 converges to the solution of

Problem (5.4).

Proof. Consider the following cases.

1. If 1 ≤ α(q) ≤ β(q), then q∗ ≤ α(q)q∗ ≤ q ≤ β(q)q∗. By Corollary 5.4.3(5),

we have T(q) ≤ β(q)q∗, and by Corollary 5.4.3(1), we have T(q) ≥ q∗. It

follows that

1 ≤ α(T(q)) ≤ β(T(q)) ≤ β(q).
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Applying this argument inductively to the sequence q(k) ≡ Tk(q), we have:

q∗ ≤ q(k+1) ≤ β(q(k))q∗ and

1 ≤ α(q(k+1)) ≤ β(q(k+1)) ≤ β(q(k)), ∀k.

and thus β(q(k)) ↓ β∗ ≥ 1 as k → ∞. Note also that q∗ ≤ q(k) ≤ β(q(1))q∗

for all k and hence (q(k))∞
k=1 is bounded. Let (q(ki))∞

i=1 be a subsequence

converging to an accumulation point q†. By continuity of β,

β(q(ki)) → β(q†) = β∗ as i → ∞

β(T(q(ki))) → β(T(q†)) = β∗ as i → ∞ (5.33)

By the continuity of T, q† must satisfy

q∗ ≤ T(q†) ≤ β(T(q†))q∗ = β∗q∗ (5.34)

If β∗ > 1, then by Corollary 5.4.3(6), β(T(q†)) < β∗ which is a contradiction.

Hence, β∗ = 1 and β(q(k)) ↓ 1 as k→ ∞. Therefore, q(k) → q∗ from (5.34).

2. If α(q) ≤ β(q) ≤ 1, then, q(k) → q∗ follows from an analogous argument

to that used in case 1, but with α’s replacing β’s, and using Corollary 5.4.3,

parts 2, 3 and 4, to obtain an increasing sequence of α(q(k))’s, in place of a

decreasing sequence of β(q(k))’s.

3. If α(q(k)) < 1 < β(q(k)), ∀k, then parts 4 and 6 of Corollary 5.4.3 imply

that (α(q(k)))∞
k=1 is a strictly increasing sequence and bounded above by 1,

and (β(q(k)))∞
k=1 is a strictly decreasing sequence and bounded below by 1.

Let the limits be α∗ and β∗ respectively. Then, α∗ ≤ 1 ≤ β∗. Note also

α(q(1))q∗ ≤ q(k) ≤ β(q(1))q∗, ∀k. Therefore, the sequence (q(k))∞
k=1 has ac-

cumulation points. Let (q(ki))∞
i=1 be a subsequence of points converging to

an accumulation point q†. By the continuity of α,

α(q(ki)) → α(q†) = α∗ as i→ ∞
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α(T(q(ki))) → α(T(q†)) = α∗ as i → ∞ (5.35)

and similarly, by the continuity of β, (5.33) holds. Therefore,

α(q†) = α(T(q†)) = α∗ ≤ 1,

β(q†) = β(T(q†)) = β∗ ≥ 1

and α∗q∗ ≤ T(q†) ≤ β∗q∗. If α∗ < 1, then by Corollary 5.4.3(4), α(T(q†)) >

α∗, which is a contradiction. Hence α∗ = 1. Similarly, if β∗ > 1, then by

Corollary 5.4.3(6) β(T(q†)) < β∗, which is a contradiction. Hence β∗ = 1.

We conclude that q† = q∗.

4. There exists a κ ∈ Z+ such that α(q(k)) < 1 < β(q(k)) for k = 1, . . . , κ−1

and, α(q(κ)) ≥ 1 or β(q(κ)) ≤ 1. Then, at iteration k = κ, it falls under case 2)

if β(q(κ)) ≤ 1 or case 1) if α(q(κ)) ≥ 1.

5.5 Numerical Studies

In this section, we numerically study the features of the three schemes that we

have developed to solve Problem (4.5), by simulations.

The simulation environment that we used for this evaluation is as follows.

We consider a cellular network that spans an area of 3km × 3km. This area is

divided into 9 square cells of size 1km× 1km. The base stations are located at the

center of their respective cells (refer to Figure 5.3). There are 250 users, uniformly

randomly distributed in the network. Each user communicates only to the base

station of the cell it is located. We use free-space propagation for distances up

to 500 m, and a log distance path loss, with exponent 3, beyond that (relative to the

reference distance of 500 m). For all distances we include a log-normal shadowing

with a mean of 0 dB and a standard deviation of 8 dB. In this context, a network

realization refers to a random realization of user locations and shadowing.
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Figure 5.3: Simulation Scenario

The normalized rate target for each user is selected from a set of normalized

rate targets available in the network. Firstly, we consider the special case that only

one normalized rate target is available for the users to choose from, i.e., every user

in the network has the same normalized rate target. We will then study the case

in which there are four normalized rate targets available in the network for the

users to select from.

The noise power spectral density at each receiver is 10−19 W/Hz. The achie-

ved normalized rate of a link is computed using Shannon formula, i.e., the spec-

tral efficiency of a link with a SIR of γ is taken be f (γ) = log2(1 + γ) (spectral

efficiency f is characterized in Section 4.2).

5.5.1 Equal Rates

In this section, we consider the case in which every user has the same normalized

rate target, say c bits/sec/Hz. By tuning the value of c, the normalized rate targets

of the users can be varied. We study various aspects of the schemes below.
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Convergence and the Initial Condition

Recall that all three schemes will converge to their respective optimal solutions

regardless of the initial conditions. In order to illustrate this, we studied the con-

vergence of the schemes for various initial conditions. For a particular network

realization and an arbitrarily chosen value of c, Figure 5.4 plots the convergence

of the symbol energy in each cell for Scheme 1 as a function of the iteration num-

ber for two different initial conditions. The corresponding results for Schemes 2

and 3 are not presented here to avoid two much repetition.

Distribution of Transmit Power Densities

Of the three schemes we considered, Schemes 1 and 2 allow the transmit power

densities to be selected on a user-by-user basis. This is in contrast to Scheme 3

which constrains each cell to use a uniform power density across all users in the

cell. We study how the power densities vary within each cell for Schemes 1 and 2

compared to Scheme 3.

Figure 5.5 plots the transmit power densities of the users for the three schemes,

for a particular network realization and an arbitrary c. Although both Schemes 1

and 2 exhibit variations in the power densities among the same cell users, the

variations with Scheme 1 is small as compared to Scheme 2. In fact, the distribu-

tion of the power densities of Scheme 1 is actually very similar to that of Scheme 3,

in contrast to Scheme 2.

The large variation in the power densities among the same cell users with

Scheme 2 can be explained as follows. As Scheme 2 uses a fixed bandwidth allo-

cation, this scheme adapts the power densities to combat the interference and

achieve the target SIR. A user with good channel conditions requires a small

amount of power for the allocated bandwidth to achieve the desired SIR as op-

posed to a user with bad channel conditions, leading to a large range in the trans-

mit power densities.
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(a) Initial power densities are set to 0
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(b) Initial power densities are chosen randomly with a normal
distribution (with mean of 0 and standard deviation of 10−7 and
taking the absolute values)

Figure 5.4: Equal rates: convergence of symbol energy in each cell as a function
of the iteration number for Scheme 1



100 Chapter 5: Reduced Complexity Resource Allocation Under Flat Fading

50 100 150 200 250
0

2

4

x 10
−8 Scheme 1

50 100 150 200 250
0

2

4

6
x 10

−8

T
ra

ns
m

it 
po

w
er

 d
en

si
ty

 (
W

/H
z)

Scheme 2

50 100 150 200 250
0

2

4

6
x 10

−8

User Index

Scheme 3

    1 2

C e l l     I n d e x

3 4 5 6 7 8 9

Figure 5.5: Equal rates: transmit power densities of the users
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Figure 5.6: Equal rates: total symbol energy consumption against total normal-
ized rate for Scheme 1 for a particular network realization

Qualitative Behaviours of the Schemes

We examine the total energy consumption and the rate of convergence of the

schemes as a function of the total normalized rate targets next. Figure 5.6 plots

the total symbol energy consumption for Scheme 1, with varying normalized rate

targets, for a particular network realization. The normalized rate targets were

varied by tuning the scaling factor c. There is a limit to how high we can scale

up c; there is an energy explosion that occurs as the capacity limit is reached for

that network realization.

Figure 5.7 plots the number of iterations it takes for Scheme 1 to converge to

within 0.1%, with varying normalized rate targets. The number of iterations it

takes to converge increases with the normalized rate requirements, as expected.

Again, we avoid presenting the results for the other two schemes to avoid

repetition, as all three schemes exhibit the same qualitative behaviour in terms of

energy consumption as well as rate of convergence. However, the comparison of

the three schemes in terms of average symbol energy consumption is presented

at the end of this subsection.
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Figure 5.7: Equal rates: iteration count to within 0.1 % of convergence against
total normalized rate for Scheme 1 for a particular network realization

Rates of Convergence of the Algorithms That Solve Scheme 3

Recall that we have developed two algorithms to solve the uniform transmit PSD

allocation scheme (Scheme 3). While Algorithm 5.3.1 is based on the standard

power control algorithm, where the optimal weight vector is computed for the

given interference at each step of the power control algorithm, Algorithm 5.4.1

combines the power update and the weight optimization into a single iteration.

Will not solving for the optimal weight vector at each step of the power control

step affect the rate of convergence of Algorithm 5.4.1, i.e., will it take longer to

converge?

Figure 5.8 plots the number of iterations each algorithm takes to converge

within 0.1% of the solution with varying normalized rates. Algorithm 5.4.1 re-

quires only a few more iterations than Algorithm 5.3.1, despite using a subopti-

mal weight allocation at each step. The benefit of computing the optimal weight

vector at each step of the algorithm is marginal. This could be explained as fol-

lows. The optimal weight vector is a function of the current interference. The

interference will be changing from one iteration to the next. Consequently, the op-

timal weight vector for one iteration is likely to be very different from the optimal

weight vector for the previous iteration. Hence, computing the optimal weight
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Figure 5.8: Number of iterations to converge to within 0.1% of the solution against
total normalized rate (bits/sec/Hz) for the two algorithms that solve Scheme 3

vector may not improve the rate of convergence of the algorithm significantly.

Average Performance of the Schemes

In this section, we compare the three schemes that we have developed. In partic-

ular, we quantify the loss in capacity due to the reduction in the available degrees

of freedom for optimization. We use the average symbol energy consumption as

the performance metric.

For each network realization, the total symbol energies can be computed for

a set of values of c, over the entire range of feasible values. The simplest way

to compute the average total symbol energy for a given total normalized rate

is to average the total symbol energies over many network realizations for that

total normalized rate. As different network realizations explode at different total

normalized rates, this method of averaging does not give an accurate picture of

the performance of the schemes.

A better method is to average the total normalized rates over many network

realizations for a given set of values of total symbol energies. However, it will

be computationally intensive to solve exactly for the normalized rate for a given

symbol energy as the natural numerical procedure is to solve for symbol energies
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Figure 5.9: Interpolation explained: total symbol energy vs. total normalized rate
using Scheme 3 for a particular realization of the network. For a given value of
total symbol energy, the corresponding total normalized rate can be computed by
linear interpolation.

for given values of normalized rates.

For this reason, we use interpolation to obtain the average total normalized

rates. The interpolation is done as follows. For each network realization, the total

symbol energies are computed for a set of values of c. Then, for a fixed set of total

symbol energies, corresponding total normalized rates are computed by linear

interpolation as demonstrated in Figure 5.9. The average total normalized rate

for a given total symbol energy is the average of such computed total normalized

rates over many network realizations.

Figure 5.10 plots the average total symbol energy versus average total nor-

malized rates for the three schemes averaged over 100 realizations. Notice that

all three schemes suffer an energy explosion, as their average capacity limits are

reached.

From Figure 5.10, it is clear that Scheme 1 uses the least amount of energy for

a given total normalized rate. This is not surprising since Scheme 1 solves an

optimization problem with more degrees of freedom. The loss in performance in

terms of capacity for a given total symbol energy for Schemes 2 and 3 is small
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Figure 5.10: Equal rates: average total symbol energy vs. average total normal-
ized rate for the network

compared to Scheme 1 which has all the degrees of freedom available. Of the

two reduced complexity schemes, Scheme 3 marginally outperforms Scheme 2.

The capacity penalty for Scheme 2 is around twice that of Scheme 3.

5.5.2 Multiple Rates

In this subsection, we consider the case in which there are four normalized rate

targets available for the users to select from. Each user randomly selects its nor-

malized rate target from a set of normalized rates {c, 2c, 3c, 4c}, where c is a scal-

ing factor which is used to vary the normalized rate targets of the users.

The qualitative behaviours of the schemes under this setting are the same as

that of the equal rates case. Therefore, we only present a selected set of results for

the multiple rates case.

Distribution of Transmit Power Densities

Figure 5.11 shows the transmit power densities of the users for various schemes,

for a particular network realization and an arbitrary c. The variations in the

power densities is small with Scheme 1 as compared to Scheme 2. Furthermore,
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Figure 5.11: Multiple rates: transmit power densities of the users
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Figure 5.12: Multiple rates: average total symbol energy vs. average total nor-
malized rate for the network

the distribution of the power densities of Scheme 1 looks closer to that of Scheme 3

than that of Scheme 2.

Average Performance of the Schemes

We now compare the performance of the three schemes under the multiple rates

regime using the average symbol energy consumption as the performance metric.

The plot of average total symbol energy vs. average total normalized rate

in Figure 5.12 is obtained using the procedure described in the corresponding

subsection of Section 5.5.1. Schemes 1 and 2 have the best and the worst perfor-

mances respectively as in the equal rates case. Furthermore, the capacity penalty

for Scheme 3 is around a half that suffered by Scheme 2.

5.6 Schemes at a Glance

We have developed three resource allocation schemes for OFDM cellular net-

work under flat fading. Scheme 1 dynamically allocates both subchannels and

power spectral densities to each user, and in general the transmit power spec-

trum of each base station will not be flat. Scheme 2 allocates subchannels in
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a static manner, and then dynamically allocates power spectral densities to the

users. Scheme 3 allocates subchannels in a dynamic manner, and allows the base

stations to adjust their transmit power dynamically as well, under the constraint

that the transmit spectrum is flat.

Scheme 2 incorporates the traditional approach to bandwidth allocation in

that the modulation scheme for each user is fixed in advance, based on the rate

requirements. It tries to ensure that the required SIR’s of the users are achieved.

In this approach, a user close to a base station will receive much less power than a

user near the cell boundary. As a result, there will be a large dynamic range in the

possible interference levels that a user will receive from other base stations, since

these base stations are also controlling their transmit power levels to accommo-

date their users. To obtain the interference averaging, it is necessary to employ a

frequency hopping strategy, and one that is coordinated between cell sites. This

is true in the Flarion system, with the Latin square hopping patterns designed to

provide the requisite interference averaging (see [96]).

In Scheme 1, and also Scheme 3, a user far away from the base station can

receive more bandwidth (subchannels), and this is available also to a user experi-

encing a large amount of interference. Indirectly, allocating more bandwidth will

also allocate the user more received power, for the same fixed base station trans-

mit power, but there is an additional degree of flexibility in that the modulation

scheme can adapt.

With dynamic bandwidth allocation, the users close to the base station will be

allocated a small number of subchannels. The base station can use a larger con-

stellation size and hence pack more information into the symbols for these users.

On the other hand, the users further away from the base station will be allocated

a larger number of subchannels, and hence a higher rate in symbols per second.

In this case, only a small constellation size for the symbols is required to achieve

the same bit rate. The downside of this approach is the increased complexity of

the coding and adaptive modulation required.

The numerical studies show that both Scheme 2 and Scheme 3, provide so-

lutions that are nearly as good as that of Scheme 1. Of the two, Scheme 3 has
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marginally better performance in terms of power levels or capacity.

All these schemes takes account of log-normal shadowing and path loss, but

not frequency selective multipath fading. The handling of the multipath fre-

quency selective fading effects is the topic of Chapter 6. For the proposed re-

finement, Scheme 3 which uses a uniform transmit PSD across the users in each

cell is chosen as the method of choice. The reason for this choice will be explained

in Chapter 6.

These schemes were developed for a flat fading environment, and as a con-

sequence, it was not necessary to implement a frequency hopping strategy when

using Scheme 3. The interference averaging requirement automatically is satis-

fied since the transmit power spectra of the base stations is flat. However, when

Scheme 3 is used for the higher layer resource allocation as part of the two-layer

approach in solving the resource allocation under frequency selective fading, a

frequency hopping strategy may still be useful in conjunction with Scheme 3 to

obtain frequency diversity.

5.7 Uniform PSD Allocation Problem with Discrete

Weights

The uniform PSD resource allocation problem with continuous weights was con-

sidered in Section 5.3. This section studies the corresponding problem with dis-

crete weights. This corresponds to the following optimization problem:

min
q,w

∑
n∈N

qn (5.36)
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such that for all n,

wn,m f (γn,m(qn, q)) ≥ ctar
n,m, ∀m ∈ Cn,

wn,m ∈ Π, ∀m ∈ Cn,

∑
m∈Cn

wn,m = 1,

qn > 0,

where the set Π is given by (4.36). Problem (5.36) is a mixed integer, nonlinear

optimization problem where the variables qn’s are continuous and wn,m’s are dis-

crete.

5.7.1 Continuous Relaxation

A suboptimal solution to Problem (5.36) could be found by using an approach

similar to that of Section 4.6.1. This involves first solving (5.36) in the continuous

domain by dropping the discrete constraints (i.e., solving Problem (5.4) by using

either Algorithm 5.3.1 or 5.4.1) and then rounding the continuous weights to ob-

tain a solution. As noted in Section 4.6.1, this approach will not necessarily lead

to a good discrete solution and may only be regarded as a heuristic.

5.7.2 Exact Solution

We will now solve Problem (5.36) exactly using an iterative algorithm. By using

an approach similar to that of Algorithm 5.3.1, we show that Yates framework can

be used to solve the problem. At each step of the power control iteration, each

cell will solve a problem of finding an optimal weight vector that minimizes the

transmit power of the cell for the given interference. This single cell subproblem

is combinatorial.

Subproblem for Cell n

The single cell subproblem for cell n corresponds to finding a weight vector that

minimizes the transmit power for the cell, when the interference is generated by
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the power vector q:

min
qn,wn∈Πn

qn (5.37)

subject to

wn,m f

(

qn

Kn,m(q)

)

≥ ctar
n,m, ∀m ∈ Cn,

qn > 0,

where Πn is a set of available weights for base station n, given by (4.38). Note

here that qn is the maximum of the transmit powers needed for each user in cell n.

Furthermore, Problem (5.37) may have multiple weight vectors solving it.

We rewrite (5.37) to obtain:

min
wn∈Πn

max
m∈Cn

Jn,m(q, wn,m) (5.38)

where Jn,m(q, wn,m) is the transmit power requirement of user m when the weight

is wn,m and the interference is generated by a vector of powers q, and is defined

in (5.6). We will now show how Problem (5.38) can be solved by making use of

the solution of its continuous counterpart (5.14) which we have solved earlier.

Considering Problem (5.14), let w̃n be the unique weight vector that solves (5.14)

and q̃n be the corresponding power level. If q†
n is the minimum to (5.38), then,

q†
n ≥ q̃n. This follows from the fact that the continuous feasible solution space Ωn

is a superset of the integral feasible solution space Πn, i.e., Πn ⊆ Ωn.

We define a vector η̄n = (η̄n,m)m∈Cn by,

η̄n,m = dη̃n,me, ∀m ∈ Cn, (5.39)

where η̃n,m = Nc w̃n,m. Since η̄n,m ≥ η̃n,m, we have that ∑m∈Cn
η̄n,m ≥ Nc. Now

define a corresponding w̄n = (w̄n,m)m∈Cn
:

w̄n,m =
η̄n,m

Nc
, ∀m ∈ Cn. (5.40)
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Note that if ∑m∈Cn
η̄n,m > Nc, then, w̄n is infeasible (i.e., ∑m∈Cn

w̄n,m > 1).

We denote the transmit power requirement of user m by qn,m(ηn,m), when the

number of subchannels allocated to that user is ηn,m, i.e., wn,m = ηn,m/Nc. Then,

qn,m(ηn,m) = Jn,m

(

q,
ηn,m

Nc

)

.

Clearly, qn,m(ηn,m) is monotonically decreasing in ηn,m since Jn,m(·, wn,m) is mono-

tonically decreasing in wn,m. Furthermore, qn,m(η̄n,m) ≤ q̃n ≤ q†
n, where the first

inequality stems from the fact that qn,m(·) is a monotonically decreasing function,

η̄n,m ≥ η̃n,m and qn,m(η̃n,m) = q̃n.

If ∑m∈Cn
η̄n,m = Nc, then, Problem (5.14) has a discrete solution and q†

n = q̃n.

Then the solution to (5.14) is also the solution to (5.38).

Turning our attention to the typical case that ∑m∈Cn
η̄n,m > Nc, we note that

qn,m(η̄n,m) ≤ q†
n, ∀m ∈ Cn. Thus, we can apply the following lemma and reduce

the excess in the number of subchannels allocated.

Lemma 5.7.1. For any ηn = (ηn,m)m∈Cn
, if

• qn,m(ηn,m) ≤ q†
n, ∀m ∈ Cn, and

• ∑m∈Cn
ηn,m > Nc,

then,

min
m∈Cn

qn,m(ηn,m − 1) ≤ q†
n.

Proof. Let η†
n be a subchannel allocation (not necessarily unique) that solves Prob-

lem (5.38). Since ∑m∈Cn
ηn,m > Nc and ∑m∈Cn

η†
n,m = Nc, there exists a user m′

such that ηn,m′ > η†
n,m′ , or equivalently, (ηn,m′ − 1) ≥ η†

n,m′ . Since qn,m(·) is

monotonically decreasing, we have qn,m′(ηn,m′ − 1) ≤ qn,m′(η†
n,m′) ≤ q†

n where the

second inequality follows from the fact that q†
n = max

m∈Cn

qn,m(η†
n,m). The required

result follows.

We now show how to construct a discrete solution to Problem (5.38) by succes-

sively applying Lemma 5.7.1, starting with the allocation in η̄n and terminating
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after a finite number of steps in such a solution.

We start with η
(0)
n = η̄n and note that this allocation involves removing rn =

∑m∈Cn
η̄n,m − Nc excess subchannels. We do this iteratively.

Suppose η
(k)
n has rn − k > 0 excess subchannels, and satisfies qn,m(η

(k)
n,m) ≤ q†

n,

for all m ∈ Cn. Then Lemma 5.7.1 applies. In particular, removing a subchannel

from user m that satisfies

m = arg min
m∈Cn

qn,m(η
(k)
n,m − 1)

results in a new subchannel allocation η
(k+1)
n that has rn− (k + 1) excess subchan-

nels, and satisfies qn,m(η
(k+1)
n,m ) ≤ q†

n, ∀m ∈ Cn. By induction, we obtain after rn

steps that there are no excess subchannels, so we must be at a solution to Prob-

lem (5.38). Note that rn < Ln where Ln is the number of users in cell n.

The algorithm for solving (5.38) is summarized below.

Algorithm 5.7.1.

• Initialization: Solve the continuous relaxation of (5.37) which is (5.14). Set

η
(0)
n = η̄n.

• Remove rn excess subchannels from users, one at a time.

for k = 1 to rn do

η
(k+1)
n = η

(k)
n

m′ ← arg min
m∈Cn

qn,m(η
(k)
n,m − 1)

η
(k+1)
n,m′ := η

(k)
n,m′ − 1

end for

Algorithm 5.7.1 first solves the continuous problem (5.14) and then takes a

finite number of steps (at most equal to the number of users in the cell) to find a

discrete solution.

By setting In(q) = q†
n, it can be shown that the function I(q) = (In(q))n∈N

is standard [106] using exactly the same argument as used in Lemma 5.3.5. The

standard power control algorithm can then be used to find the solution to (5.36).
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5.8 Conclusions

Continuing our analysis of the flat fading resource allocation problem of Chap-

ter 4, we investigated the impact of reducing the complexity of the original prob-

lem, by imposing additional constraints. We considered two such reduced com-

plexity schemes. In both cases, the imposition of the additional constraints has

the effect of almost halving the number of degrees of freedom available in the

optimization problem.

The first reduced complexity scheme we considered was the “static band-

width allocation” scheme (Scheme 2) which selects the bandwidth allocation to

the users statically, and then adapts the transmit powers for the users in order to

meet the normalized rate targets of the individual users. A distributed algorithm

was developed to solve this problem.

The second reduced complexity scheme was the “uniform power spectral den-

sity (PSD) allocation” scheme (Scheme 3) which constrains each base station to

use a uniform PSD across all users in its cell. Each base station can still choose

an appropriate overall transmit power level and the bandwidth allocation to the

users is dynamic. Two iterative algorithms were devised to solve this problem.

The first of which was based on Yates framework [106], and it requires a nonlinear

optimization to be solved using iterative methods within each step of the power

control iteration. The second algorithm eliminates the need for the double iter-

ation, by combining the steps of both iterations. As this algorithm does not fall

under Yates framework, the convergence of this algorithm was proved by using

the properties of the power vector sequence generated by the algorithm.

The performances of Scheme 1 (exact solution to the original problem), 2 and 3

were numerically evaluated via simulations. The numerical results showed that

the loss in performance due to the loss in the number of degrees of freedom

available to the optimization is small. Of the two reduced complexity schemes,

Scheme 3 slightly outperforms Scheme 2.

We have also considered the discrete version of the uniform PSD allocation

scheme and developed a distributed algorithm to solve it.



Chapter 6

Resource Allocation Under Frequency Selective

Fading

6.1 Introduction

Chapters 4 and 5 consider the resource allocation problem for an OFDM cellular

network in a static environment in which the channel gains do not change. In a

multipath frequency selective fading environment, both signal and interference

experience fluctuations, resulting in variations in the achieved normalized rate

at the receiver. For the base station to have the perfect channel state informa-

tion (CSI), the amount of feedback required and consequently the amount of sig-

naling overhead incurred will be significant. Furthermore, if the channel changes

quickly in time, the base station may not be able to maintain perfect CSI. Due to

these reasons, the work in this chapter only assumes that the base stations have

partial CSI, namely, the statistics of the fading.

In a fading environment in which the base stations do not have perfect CSI,

a natural measure of performance is the outage probability. As before, we will

assume that there is coding over the subchannels used by any particular user,

and a user will be in outage if the total mutual information summed over the

allocated subchannels falls short of the threshold needed to support the user’s

target data rate. The performance of any resource allocation algorithm can then

be quantified by the probability of outage for each of the users.

Any one of the three deterministic schemes developed for the deterministic

model in the preceding chapters could be used to obtain a resource allocation

in the multipath frequency selective fading environment by simply replacing the

random gains with their averages. However, it turns out that none of the three

115
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schemes corresponding to the deterministic model has good performance with

respect to the outage probability metric, at least when they are applied directly,

replacing random gains by their averages.

Thus, we provide a layered approach to solve this outage probability based

resource allocation problem. This two layer approach is presented in Section 6.2.

The higher layer resource allocation problem deals with determining the trans-

mit powers to be used by the base stations, and is solved with Scheme 3 (uniform

transmit PSD allocation scheme) developed in Chapter 5 by considering the aver-

age gains of the links. The lower layer resource allocation problem is concerned

with making the outage probabilities of the users “similar” by taking account of

the statistical knowledge about the subchannels, and is formulated in Section 6.3.

Section 6.4 solves the lower layer problem with the help of the central limit the-

orem. The performance of the two layer approach is numerically evaluated in

Section 6.5 using Monte Carlo simulations. Section 6.6 investigates the effect of

incorporating time diversity into the lower layer resource allocation problem.

6.2 Layered Approach

The approach of using any one of the deterministic schemes directly to obtain

a resource allocation in a multipath frequency selective fading environment, by

simply replacing the random gains by their averages will not lead to a good user

performance with respect to the outage probability metric, as it has long been

recognized that fade margins are required to account for statistical fluctuations in

communication systems.

The fading margins can also be applied to the problem at hand. A fade mar-

gin typically refers to the allowance in transmit power to combat fading. Since

the transmit powers are dynamically allocated in our context, we can apply a

margin to the rate target of each user instead (which indirectly adds a margin to

the transmit power), and thus it is referred to as a rate margin.

Applying any one of the three deterministic schemes by including a rate mar-

gin for each user to obtain a resource allocation will improve the outage perfor-
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mance of the users. Ideally, appropriate rate margins should be applied to each

user (the optimal margins will likely be different for different users) so that the

users have similar outage probabilities (i.e. the measure of variance across the

user outage probabilities is minimal). Unfortunately, it does not seem possible in

our case to predetermine appropriate rate margin for each user individually; at

least, it is beyond the scope of this thesis.

Therefore, we propose a two layer approach to solve the outage based resource

allocation problem. The first (higher) layer deals with the allocation of the trans-

mit powers to users by considering the average gains of the links. A fixed rate

margin is added to the users’ normalized rate requirements during the running

of the deterministic algorithm. This in effect corresponds to targeting higher nor-

malized rates for the users. However, as noted above, employing a rate margin

during the higher layer allocation alone does not lead to a satisfactory user per-

formance, if the measure of variance across the outage probability values of the

users is significant. Some form of resource reallocation is required to reduce this

variance.

The lower layer problem exactly addresses this issue. The specific problem

associated with the lower layer resource allocation is the problem of “balanc-

ing” the outage probabilities (i.e., minimizing the maximum outage probability)

among the users by reallocating the subchannels by taking account of the statisti-

cal knowledge about the subchannels.

Of the three deterministic schemes that we have studied, Scheme 3 provides

the appropriate structure for the development of the lower layer resource allo-

cation. By using Scheme 3 at the higher layer and fixing the transmit powers to

the values obtained by the higher layer, the lower layer resource allocation prob-

lem can be solved independently in each cell, without knock-on effects between

cells, and it avoids the need for iterative algorithms which may take too long to

converge. Refer to Section 6.4.1 for a detailed discussion.

Recall that when Scheme 3 was solved in a flat fading environment in Chap-

ter 5, explicit interference averaging (i.e., Latin square based fast frequency hop-

ping) was not necessary since using the uniform PSD across all subcarriers was
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sufficient to achieve the required interference averaging. However, in a frequency

selective fading environment, the statistics of the subcarriers will be different if

fast frequency hopping is not used together with Scheme 3. We will then be

required to consider allocation of individual subcarriers to users. On the other

hand, by employing fast frequency hopping with Scheme 3, we only need to

model the number of subchannels for each user, as in the case under flat fading.

Scheme 3 is used with a rate margin to first allocate transmit powers to the

cell sites by considering the average gains of the links across all subcarriers. The

subcarrier allocations obtained in that scheme are then purely virtual, although

they can be used as the input to the proposed lower layer subchannel alloca-

tion (LLSA) algorithm. Scheme 3 is implemented on a slow timescale to track

large-scale (“macroscopic”) changes in the network, such as changes in cell load-

ings (both from call arrivals and departures, and handover between cells), and

large-scale mobility of users within a cell. On a faster timescale, subchannels are

allocated between users within the cell using the LLSA algorithm which attempts

to balance the outage probability using the knowledge about the statistics of the

subchannels. The specific statistics we use in the optimization are the mean and

the variance of the achieved normalized rate of a subchannel. Each receiver will

measure these statistics over an integer number of hopping cycles and feed them

back to its base station.

The proposed LLSA algorithm aims to obtain a subchannel allocation that

minimizes the maximum outage probability among the users, given the total

transmit power in each cell. Note here that since the number of subchannels

is a discrete quantity it may not be possible to obtain an allocation that exactly

equalizes the outage probabilities among all users, but if there are a large number

of subcarriers, it will come fairly close.

The layered approach is summarized here. The system implements a Latin

square design based fast frequency hopping to achieve interference averaging.

1. Higher Layer - Power Allocation: The transmit powers for the users are

chosen with Scheme 3 (uniform transmit PSD allocation scheme). A rate

margin is included during the running of the algorithm to account for the
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statistical fluctuations. The subchannel allocation obtained during this step

is virtual.

2. Lower Layer - Subchannel Reallocation: Fixing the transmit powers to the

values obtained during the first step, a subchannel allocation for the users

in each cell is determined using the Lower Layer Subchannel Allocation

(LLSA) algorithm (to be developed in this chapter) to minimize the maxi-

mum outage probability of the users.

6.3 Lower Layer Resource Allocation

The lower layer resource allocation problem deals with “balancing” the outage

probabilities of the users, i.e., minimizing the maximum outage probability of the

users. The approach proposed in Section 6.2 enables us to solve the lower layer

resource allocation problem locally in each cell independent of other cells.

Since each subchannel hops over every subcarrier during a hopping cycle, the

subchannels on a particular link can be considered identically distributed. The

number of symbol periods during which any two subchannels on a link are highly

correlated will be small during a hopping cycle. Thus, if no user gets allocated a

large proportion of the subchannels, the average correlation between subchannels

on a given link will be very low, and can be neglected. This allows us to model a

simplified version of the problem where the fading on the subchannels within a

link are independent, and identically distributed (i.i.d.).

Let Nc be the number of subcarriers in the system, and consider a cell n. Let ηm

be the number of subchannels allocated to user m ∈ Cn; since the problem of

subchannel allocation in cell n does not depend on the subchannel allocations in

any other cell (once the powers are fixed), we drop the label n from the notation

at this point. The corresponding weight is wm = ηm /Nc. Let η = (ηm)m∈Cn .

The instantaneous gain of a subchannel i consists of two components: Γn,m which

is the average gain and is the same for all subchannels on that link, and F
(i)
n,m

which models fading on subchannel i. The instantaneous signal to interference
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and noise ratio (SIR) on subchannel i is given by:

γ
(i)
n,m =

Γn,mqnF
(i)
n,m

σ2
m + ∑k 6=n Γk,mqkF

(i)
k,m

. (6.1)

The corresponding instantaneous normalized rate of subcarrier i is

c
(i)
m =

1

Nc
f (γ

(i)
n,m) (6.2)

where f (γ) is the spectral efficiency of the link (n, m) when the SIR is γ, and

is characterized in Section 4.2. The achieved normalized rate of user m is the

sum of the achieved normalized rates of individual subchannels allocated to that

user: ∑
ηm

i=1 c
(i)
m . The outage probability of user m with ηm subchannels is given by

Pout
m (ηm) = P

(

ηm

∑
i=1

c
(i)
m < ctar

m

)

. (6.3)

Note that Pout
m (ηm) is a monotonically non-increasing function of ηm since allocat-

ing one more subchannel to a user will not increase that user’s outage probability.

The optimization problem corresponding to minimizing the maximum outage

probability of the users is:

min
η

max
m∈Cn

Pout
m (ηm) (6.4)

such that

∑
m∈Cn

ηm = Nc,

ηm ∈ Z+, ∀m ∈ Cn.

Solving (6.4) exactly will require the knowledge of the distribution of c
(i)
m ’s.

However, a good approximation can be made using only the mean and variance

of the sum of random variables.

Let Zm = ∑
ηm

i=1 c
(i)
m , and mean and variance of c

(i)
m be µm and β2

m respectively.
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Define,

Ẑm(ηm) =
Zm − ηm µm√

ηm βm
. (6.5)

Then the outage probability of user m is given by

P̂out
m (ηm) = P (Ẑm(ηm) < Bm(ηm)) (6.6)

where

Bm(ηm) =
ctar

m − ηmµm√
ηm βm

. (6.7)

Since Bm(x) is continuous and dBm/dx < 0 for x ∈ R+, Bm(·) is monotonically

decreasing in R+.

By the central limit theorem, the Ẑm(ηm) are roughly identically distributed

provided all users are allocated a sufficient number of subchannels (the ηm are

large enough). Note that this approximation concerns the similarity in the distri-

bution of the Ẑm(ηm) to each other, and not their similarity to the Gaussian.

From the right hand side of (6.6), it is clear that minimizing the maximum

of P̂out
m (ηm), under the central limit theorem approximation, is roughly equiv-

alent to minimizing the maximum of Bm(ηm) among the users. Therefore, the

optimization we need to solve is:

min
η

max
m∈Cn

Bm(ηm) (6.8)

such that

∑
m∈Cn

ηm = Nc,

ηm ∈ Z+, ∀m ∈ Cn.

We solve Problem (6.8) exactly in two steps in the next section.
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6.4 Lower Layer Subchannel Allocation (LLSA) Algo-

rithm

Problem (6.8) is a nonlinear integer programming problem, which is combinato-

rial in nature. There may be multiple allocations solving it (existence of a solution

is guaranteed as long as Nc ≥ Ln, with Ln being the number of users in cell n). We

now derive an O(Ln) algorithm that solves (6.8). We will refer to the following

development as Algorithm (LLSA).

It is easier to first solve the continuous relaxation of (6.8), by dropping the in-

tegrality constraints on the number of subchannels allocated to each user. We will

then use the solution of this relaxed problem to obtain a solution to Problem (6.8)

in a finite number of steps.

The continuous problem associated with (6.8) is

min
x

max
m∈Cn

Bm(xm) (6.9)

such that

∑
m∈Cn

xm = Nc,

xm > 0, ∀m ∈ Cn,

where x = (xm)m∈Cn
and xm are not required to be integers. The following lemma

characterizes the properties of the solution of the relaxed problem (6.9).

Lemma 6.4.1. The relaxed problem (6.9) has a unique solution x∗, and there exists a B̃∗

such that, Bm(x∗m) = B̃∗ for all m ∈ Cn.

Proof. The inverse xm(·) of Bm(·) satisfies Bm(xm(B)) = B for any B ∈ R. The

expression for xm(·) can be obtained by solving the quadratic implied by (6.7),

i.e., µm xm(B) + βm B
√

xm(B)− ctar
m = 0:

xm(B) =

(

√

(Bβm)2 + 4µmctar
m − Bβm

2µm

)2

(6.10)



6.4. Lower Layer Subchannel Allocation (LLSA) Algorithm 123

where the “+” has been taken since
√

xm(B) > 0. Since xm = B−1
m , xm(·) is

monotonically decreasing. Since xm(·) is monotonically decreasing and contin-

uous, it follows that ∑m∈Cn
xm(B) is also. Therefore, ∑m∈Cn

xm(B) = Nc has a

unique solution B = B̃∗ since xm(−∞) = ∞ and xm(∞) = 0. Thus the unique

solution to (6.9) is x∗m = xm(B̃∗) for all m ∈ Cn. Consequently, Bm(x∗m) = B̃∗, for

all m ∈ Cn.

We note that B̃∗ is the minimum of the relaxed problem (6.9). Problem (6.9) can

be solved by first determining the value of B̃∗ and then using it to determine x∗.

The value of B̃∗ can be determined by a bisection search [10]. This involves con-

structing bounds for B̃∗ first: an upper bound Bu and a lower bound Bl satisfy-

ing ∑m∈Cn
xm(Bl) ≥ Nc and ∑m∈Cn

xm(Bu) ≤ Nc. The following lemma provides

a simple way of choosing these bounds.

Lemma 6.4.2. For an x > 0 satisfying ∑m∈Cn
xm = Nc, the following holds:

min
m∈Cn

Bm(xm) ≤ B̃∗ ≤ max
m∈Cn

Bm(xm). (6.11)

Proof. Since ∑m∈Cn
xm = ∑m∈Cn

x∗m = Nc, there exists an m′ such that xm′ ≤ x∗m′

and another m′′ such that xm′′ ≥ x∗m′′ . The required result follows from the fact

that Bm(·) is monotonically decreasing in R+ and Bm(x∗m) = B̃∗ for all m ∈ Cn.

Let B∗ be the minimum of the original problem (6.8). Then, B̃∗ ≤ B∗, i.e., B̃∗ is

a lower bound on the minimum of Problem (6.8).

Now define a vector η̄ = (η̄m)m∈Cn with:

η̄m = dxm(B̃∗)e, ∀m ∈ Cn. (6.12)

Since η̄m ≥ xm(B̃∗) and Bm(·) is monotonically decreasing, Bm(η̄m) ≤ B̃∗ ≤
B∗, ∀m ∈ Cn. Furthermore, ∑m∈Cn

η̄m ≥ Nc.

If ∑m∈Cn
η̄m = Nc then Problem (6.9) has an integral solution, which will also

solve (6.8).

Turning our attention to the typical case that ∑m∈Cn
η̄m ≥ Nc + 1, we note that

Bm(η̄m) ≤ B∗, ∀m ∈ Cn. Thus, we can apply the following lemma and reduce the
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excess in the number of subchannels allocated.

Lemma 6.4.3. For any η = (ηm)m∈Cn
, if

• Bm(ηm) ≤ B∗, ∀m ∈ Cn, and

• ∑m∈Cn
ηm ≥ Nc + 1,

then,

min
m∈Cn

Bm(ηm − 1) ≤ B∗. (6.13)

Proof. Let η∗ = (η∗m)m∈Cn be a subchannel allocation (not necessarily unique) that

solves Problem (6.8). Since ∑m∈Cn
ηm ≥ Nc + 1 and ∑m∈Cn

η∗m = Nc, there exists

a user m′ ∈ Cn such that ηm′ > η∗m′ or equivalently (ηm′ − 1) ≥ η∗m′ . Since Bm(·)
is monotonically decreasing, Bm′(ηm′ − 1) ≤ Bm′(η∗m′) ≤ B∗ where the second

inequality follows from the fact that B∗ = max
m∈Cn

Bm(η∗m). The required result fol-

lows.

We now show how to construct an integral solution of Problem (6.8) by succes-

sively applying Lemma 6.4.3, starting with the allocations in η̄, and terminating

after a finite number of steps in such a solution.

We start with η(0) = η̄ and note that this allocation involves r = ∑m∈Cn
η̄m−Nc

excess subchannels, which need to be removed. We do this iteratively.

Suppose η(k) has r − k > 0 excess subchannels, and satisfies Bm(η
(k)
m ) ≤ B∗,

for all m ∈ Cn. Then Lemma 6.4.3 applies. In particular, removing a subchannel

from user m′ that satisfies

m′ = arg min
m∈Cn

Bm(η
(k)
m − 1)

results in a new subchannel allocation η(k+1) that has r− (k + 1) excess subchan-

nels, and satisfies Bm(η
(k+1)
m ) ≤ B∗ for all m ∈ Cn. By induction, we obtain after r

steps that there are no excess subchannels, so we must be at a solution to Prob-

lem (6.8).
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ηm

m 1 2 3 4 5 6 7

1 3.5 2.6 1.8 1.1 0.5 -0.2 -0.8

2 3.1 2.2 1.3 0.6 -0.4 -1.2 -1.9

3 2.8 1.9 1.0 0.2 -0.3 -0.8 -1.1

Table 6.1: Values of Bm(ηm) for a cell with 3 users and 7 subchannels

Note that the algorithm is not equivalent to substracting one subchannel each

from the r users with the smallest Bm(η̄m− 1), as there are cases where more than

one subchannel must be removed from the same user. We demonstrate this with

a simple numerical example. Consider a cell with Ln = 3 users and Nc = 7

subchannels. The Bm(·) values for the cell are given in Table 6.1. Note that the

entry in the ith column of the mth row is the value of Bm(i), the value of Bm when

user m is allocated i subchannels. Suppose that the solution to the relaxed prob-

lem is x = [4.2, 1.6, 1.2], giving an initial allocation of η̄ = [5, 2, 2]. The corre-

sponding values of Bm are [0.5, 2.2, 1.9]. There are r = 2 excess subchannels to

be removed. Applying the LLSA algorithm will result in 2 subchannels to be re-

moved from user 1 resulting in an allocation η∗ = [3, 2, 2]. The corresponding

values of Bm are [1.8, 2.2, 1.9], with a maximum value of 2.2.

We have therefore provided an algorithm, namely the Lower Layer Subchan-

nel Allocation (LLSA) algorithm, that finds an integral solution to the subchan-

nel allocation problem. We first solve the relaxed problem, using the bisection

method. We then take a finite number of steps (at most equal to the number of

users in the cell) to find an integral solution.

6.4.1 Applicability of the Approach

Of our three deterministic schemes, it is only practical to apply the lower layer

subchannel allocation algorithm to Scheme 3, because the central limit theorem

approximation assumes that all subchannels have the same mean and variance,

independent of the subchannel allocation, and this mean and variance needs to

be measured. With Scheme 1 or Scheme 2, one can average the mean and vari-
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ance across subchannels, but the values obtained are a function of the subchannel

allocation itself. Furthermore, in Scheme 3, the total power allocated to the base

station does not change as a function of the subchannel allocation, whereas it does

change for Schemes 1 and 2. The theory applies to Scheme 3 precisely because the

power spectral density is constant for that scheme.

6.5 Numerical Results

In this section, we numerically evaluate the performance of the Lower Layer Sub-

channel Allocation (LLSA) algorithm under a multipath frequency selective fad-

ing environment.

We use a simulation setup similar to that of Section 5.5 with a cellular network

having 9 equal-sized square cells in an area of 3 km × 3 km. There are 90 users

uniformly randomly located in the network. Each user selects its normalized rate

target from a set of four available values. The path loss exponent is 3 (with the

reference distance set to 500 m). The log-normal shadowing has a mean of 0 dB

and a standard deviation of 8 dB for all distances. The noise spectral density

is 10−19 W/Hz at each receiver. A network realization in this context refers to a

random realization of user locations and shadowing.

There are 113 subcarriers in the system. As the FFT implementation requires

the number of subcarriers to be a power of 2, this can correspond to a system

with 128 subcarriers, with the remainder to be used as pilot and null subcarri-

ers. Within each link, the channel gains of the subcarriers are independent and

Rayleigh distributed about the flat fading gain (path loss plus log-normal shad-

owing).

The system uses explicit interference averaging. Fast frequency hopping pat-

terns based on Latin square design were implemented for this purpose, using the

simple construction (given Nc is prime) described in Section 3.7. The subchannel

allocation to each user is discrete.

We refer to the scheme corresponding to our two layer approach as Scheme TL

(two layer). We compare the outage performance of Scheme TL with that of the
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following schemes: Schemes 1, 2 and 3. Schemes 1, 2 and 3 use the resource

allocations determined by the deterministic algorithms. For Scheme TL, the cell

level transmit powers are determined using Scheme 3. The LLSA algorithm is

then applied to find the subchannel allocation that achieves “outage balancing”,

for the given cell transmit powers.

For Schemes 1, 2 and 3, discrete subchannel allocations are obtained by using

a rounding procedure (which is described in Section 4.6.1) in which the contin-

uous allocations are rounded down only for those users who can afford it. With

Scheme 2, the discretization can be applied before determining the powers with

the deterministic algorithm, as it uses a static bandwidth allocation. However,

with Scheme 1 and 3, the discretization are performed only after the determinis-

tic algorithms have been run as both use a dynamic bandwidth allocation. For

Scheme 1, the powers are updated to work with the discrete subchannel alloca-

tion (by running an algorithm similar to that of Scheme 2).

For Scheme TL, the use of a rounding procedure is not necessary since contin-

uous subchannel allocations obtained by the higher layer are not used. The lower

layer obtains discrete subchannel allocations for users by running the LLSA algo-

rithm.

We study the performance of the schemes for two fading scenarios which dif-

fer from each other on how quickly the channel gains change. The Fast fading

scenario represents the case in which the coherence time of the channel is of the

same order as the symbol periods, and thus the channel gains change on a faster

timescale than that of a hopping cycle. In this case, it is necessary to measure the

statistics over several hopping cycles, to get the ensemble statistics. On the other

hand, in a slower (but still moderately fast) fading scenario in which subcarrier

gains remain unchanged over several hopping cycles, the statistics can be mea-

sured over a hopping cycle and the receivers will be able to track the changing

statistics.
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Figure 6.1: Fast fading: Mean over 50 network realizations of the maximum out-
age probability (over users). The total symbol energy increases with the rate mar-
gin applied.

6.5.1 Fast Fading

Fast fading scenario refers to the case in which the subcarrier gains change on

the same timescale as that of the symbol periods. In this case, it is only possible

to measure ensemble statistics. The statistics are computed by the receivers by

averaging over the fast fading and the fast frequency hopping.

The outage performance of the schemes were computed for various rate mar-

gins in the range of 0% to 50% (a factor of 1 to 1.5). Monte Carlo simulations were

used for calculating the achieved outage probabilities of the users. A given rate

margin results in a different total symbol energy for each scheme. For each rate

margin, 50 runs (i.e., computation of outages over 50 network realizations) were

performed, and the mean value of the maximum user’s outage is plotted against

the mean total symbol energy in Figure 6.1. Firstly, the outage performances of

all schemes are poor for low rate margins, and improve with the rate margin as

expected. The performances of Scheme 1, 2 and 3 are similar. At low rate mar-

gins, the use of LLSA algorithm does not seem to improve the performance of

Scheme TL. However, the performance of Scheme TL improves greatly as the rate

margin is increased.
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Figure 6.2: Fast fading: Mean over 50 network realizations of the mean outage
probability (over users). The total symbol energy increases with the rate margin
applied.

Similarly, Figure 6.2 plots the average of the mean achieved outage probabil-

ity of the users as a function of mean total symbol energy. Scheme TL has better

mean outage probabilities, even though we only targeted minimizing the maxi-

mum outage probability. This could be explained as follows. The subchannels are

typically removed from users with large allocations (“donor” users) and given to

users with small allocations (“recipient” users), since the latter have larger vari-

ance. The fractional change in the number of subchannels is larger for the “recip-

ient” users, and so we expect their expected decrease in outage to be larger than

the increase in outage of the “donor” users.

We compare the distribution of user outage probabilities for all schemes next.

For a particular network realization, Figure 6.3 plots the outage probabilities of

users grouped by cells, with the outage probabilities within each cell sorted in

descending order. The rate margin for each scheme was chosen to make the total

symbol energy for all schemes equal. From Figure 6.3, we can clearly observe that

the LLSA algorithm indeed lessons the outage probability variations among the

same cell users compared to the other three schemes. The corresponding maxi-

mum outage probabilities of the cells are plotted in Figure 6.4. From Figure 6.4,
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Figure 6.3: Fast fading: The outage probabilities of the users for a particular net-
work realization. Rate margin for each scheme was selected to make all schemes
use the same total symbol energy. The outage probabilities of same cell users are
sorted in descending order.



6.5. Numerical Results 131

1 2 3 4 5 6 7 8 9
0

0.2

0.4
Scheme 1

1 2 3 4 5 6 7 8 9
0

0.2

0.4
M

ax
im

im
 c

el
l o

ut
ag

e 
pr

ob
ab

ili
ty

Scheme 2

1 2 3 4 5 6 7 8 9
0

0.2

0.4
Scheme 3

1 2 3 4 5 6 7 8 9
0

0.2

0.4

Cell index

Scheme TL (two layer)

Figure 6.4: Fast fading: Maximum outage probability of the users in each cell
(corresponding to Figure 6.3)

we can observe that for Scheme TL, the maximum outage probabilities are not

dissimilar between cells, indicating that the lower layer approach of balancing

the outages in each cell independently is a sensible one.

6.5.2 Slower Fading

The slower fading scenario refers to the case in which the subcarrier gains change

on a slower timescale than that of a hopping cycle. The subcarrier gains remain

unchanged over several hopping cycles, allowing the receivers to keep track of

the gains of each channel realization. However, there may not be sufficient time

for the base stations to acquire complete channel knowledge in order to perform

a better optimization, and/or the amount of feedback information required for

complete channel knowledge at the base stations is significant. For this reason,

each receiver still feeds back only the statistics of the channel to the base station.

The required statistics are computed by averaging over the fast frequency hop-

ping for the current realization of the channel over a period of one hopping cycle.

The outage performance of the schemes under the influence of slower fading

were computed for various rate margins in the range of 0% to 50%. For each rate
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Figure 6.5: Slower fading: Mean over 50 network realizations of the maximum
outage probability (over users). The total symbol energy increases with the rate
margin applied.

margin, 50 runs (i.e., computation of outages over 50 network realizations) were

performed. For each network realization, the outage probability values were av-

eraged over 20 channel realizations. The resulting mean value of the maximum

user’s outage is plotted against the mean total symbol energy in Figure 6.5. The

performance of the schemes are qualitatively same as that of the fast fading sce-

nario. The major difference though is that Scheme TL has a better performance

as compared to the fast fading scenario. This is to be expected as the lower layer

subchannel allocation in the slower fading scenario is based on the statistics con-

ditioned on the current channel realization.

Figure 6.6 plots the average of the mean achieved outage probability of the

users as a function of mean total symbol energy. All schemes have the same

qualitative behaviour as in the fast fading scenario. For a particular network

realization, Figure 6.7 plots the outage probabilities of users grouped by cells,

with the outage probabilities within each cell sorted in descending order while

Figure 6.8 plots the corresponding maximum outage probability for each cell. The

rate margin for each scheme was chosen to make the total symbol energy for

all schemes equal. Figure 6.7 confirms that the LLSA algorithm achieves better
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Figure 6.6: Slower fading: Mean over 50 network realizations of the mean outage
probability (over users). The total symbol energy increases with the rate margin
applied.

results with the slower fading scenario.

6.6 Incorporating Time Diversity

While studying the lower layer resource allocation problem in Section 6.3, we

only considered the frequency diversity, i.e., there was coding over the subchan-

nels, but not over the symbol periods. In this section, we investigate the case in

which both time and frequency diversities are exploited. We note that this for-

mulation is more applicable to a fast fading scenario where the subcarrier gains

change on the same timescale as the symbol periods.

We formulate the lower layer resource allocation in this context with the same

settings as that of Section 6.3, i.e., with the assumption that the average correla-

tion between subchannels can be neglected, and consider the case that the fading

across subchannels is independent, identically distributed (i.i.d.). Let TD be the

time diversity window (i.e., the number of symbol periods over which we code
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Figure 6.7: Slower fading: The outage probabilities of the users for a particu-
lar network realization. Rate margin for each scheme was selected to make all
schemes use the same total symbol energy. The outage probabilities of same cell
users are sorted in descending order.
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Figure 6.8: Slower fading: Maximum outage probability of the users in each cell
(corresponding to Figure 6.7)

over). Then, we can write down the expression for the outage probability:

Pout,TD
m (ηm) = P

(

TD

∑
t=1

ηm

∑
i=1

c
(i)
m < TD ctar

m

)

. (6.14)

Note that an outage occurs when the achieved rate over a period of TD symbol

periods falls below TD ctar
m . Furthermore, within the time diversity window, the

subchannels will occupy different sets of subcarriers at different symbol periods,

as we consider a system that employs fast frequency hopping.

As the expression for the outage probability in (6.14) is numerically complex

to evaluate, we make an approximation similar to that of Section 6.3. Let ẐTD
m =

∑
TD
t=1 ∑

ηm

i=1 c
(i)
m . Then, the outage probability can be approximated to:

P̂out,TD
m (ηm) = P (ẐTD

m (ηm) < BTD
m (ηm)) (6.15)

where

BTD
m (ηm) =

TD ctar
m − TD ηmµm
√

TD ηm βm
.
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Thus, the optimization corresponding to outage balancing is:

min
η

max
m∈Cn

BTD
m (ηm) (6.16)

such that

∑
m∈Cn

ηm = Nc,

ηm ∈ Z+, ∀m ∈ Cn.

We now show that the analysis of Section 6.4 can be directly applied to solve

Problem (6.16). Rewriting BTD
m (ηm), we obtain,

BTD
m (ηm) =

ctar
m − ηmµm
√

ηm
βm√
TD

,

which is similar to Bm(ηm) of (6.7), but with the variance being scaled down by

a factor of TD (or equivalently the standard deviation by a factor of
√

TD). This

scaling is due to the averaging effect of coding over a period of TD symbol peri-

ods. Therefore, Problem (6.16) can be solved by using the LLSA algorithm just by

replacing βm with βm/
√

TD, and the analysis will remain the same.

Due to the time constraints, numerical studies have not been conducted to

quantify the performance of the lower layer allocation technique considered in

this section. We leave this as future work.

6.7 Conclusions

In this chapter, we considered the outage probability based resource allocation

problem in a multiple user, multiple cell OFDM cellular network under multipath

frequency selective fading. We emphasized the problems incurred with applying

the deterministic algorithms developed for the flat fading environment directly

and proposed a two layer approach as a solution.

The higher layer problem is used to obtain the transmit power allocation for
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the users, and is solved by Scheme 3 using the average gains of the links and

including a rate margin to account for the statistical fluctuations. The lower layer

deals with the precise allocation of subchannels to users taking account of the

statistical knowledge about the subchannels. The objective of the lower layer

resource allocation is to “balance” the outages among the users, i.e., to minimize

the maximum outage probability. Employing Scheme 3 at the higher layer and

fixing the power levels to the values obtained during the higher layer allows the

lower layer algorithm to be operated in each cell independently, without knock-

on effects from one cell to another.

As the resuting lower layer problem is numerically complex, it was approx-

imated using the central limit theorem. This approximate lower layer problem

was solved exactly in two steps by the LLSA algorithm. The first is a continuous

relaxation, and the second refines the relaxed solution to the true integer solution,

in at most Ln − 1 steps, where Ln is the number of users in the cell.

The performance of the layered approach was numerically studied for two

different fading scenarios: fast fading and slower fading. The simulation results

show that the LLSA algorithm works very well in balancing the outage proba-

bilities among the users in both scenarios. Furthermore, it was observed that the

maximum outage probabilities across the cells are similar, indicating that most

of the gains from the lower layer subchannel allocation come from a sensible al-

location of subchannels within each cell. The LLSA algorithm exhibits a better

performance for the slower fading scenario as the subchannel allocation obtained

with the LLSA algorithm in this case is based on statistics conditioned on the

current channel states.

We also showed that when time diversity is incorporated into the lower layer

resource allocation problem, this problem can be solved by using the analysis cor-

responding to the lower layer resource allocation that does not use time diversity.





Chapter 7

Conclusions and Future Directions

7.1 Summary of the Work

The primary goal of this thesis was to solve the downlink resource allocation

problem for an OFDM cellular system in a multipath frequency selective envi-

ronment. In particular, the focus of the problem was on the OFDM systems that

implement interference averaging. A two layer approach was adopted to solve this

problem. The higher layer problem is equivalent to a resource allocation problem

in a flat fading environment, which was the topic of Chapters 4 and 5. Chap-

ter 6 solves the frequency selective fading environment resource allocation prob-

lem with a two layer approach, by addressing the lower layer resource allocation

problem of allocating subchannels to the users in each cell, using the power levels

found by the higher layer solution.

The major contributions of each part of the thesis are described in the follow-

ing sections.

7.1.1 Resource Allocation under Flat Fading

The objective of the higher layer resource allocation problem is to determine the

optimal resource allocation for the users that minimizes the aggregate transmit

power in the network while meeting the rate requirements of all users. The prob-

lem explicitly models the inter-cell interference. By allowing continuous alloca-

tion of subchannels to users, this problem was solved with an iterative algorithm

which can be executed by each base station in a distributed fashion. The conver-

gence of this algorithm is guaranteed as it falls under Yates framework [106]. A

corresponding discrete version of this problem (i.e., the subchannel allocation is

139
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modeled as discrete) was also solved using a similar approach.

We also considered two reduced complexity schemes for the higher layer re-

source allocation. The reduction in complexity here refers to the reduction in the

number of degrees of freedom available for the optimization and is achieved by

imposing additional constraints on the original optimization problem. The first of

such schemes is the “static bandwidth allocation” scheme which takes the tradi-

tional approach of allocating the subchannels (bandwidth) statically to users and

then adapting the transmit powers to meet user rate targets. This problem was

solved by an iterative algorithm which is distributed and is provably convergent.

The second reduced complexity scheme is the “uniform transmit power spec-

tral density (PSD) allocation” scheme which constrains each base station to use

a uniform transmit power spectral density across all users in its cell. The sub-

channel allocation to users is dynamic and each base station can still select an ap-

propriate cell level transmit power. The uniform transmit PSD allocation scheme

provides the appropriate structure for the development of the two layer approach

for the frequency selective fading environment, and was the major focus of Chap-

ter 5.

The properties of optimal solution of the uniform transmit PSD allocation

scheme were characterized and a distributed algorithm was devised using Yates

framework [106]. As this iterative algorithm involves iterations within iterations,

another distributed algorithm which only requires a single iteration was devel-

oped. However, this new algorithm does not fall under Yates framework. There-

fore, the convergence of this algorithm was proved using a novel technique which

makes use of the properties of the sequence of the power vectors generated by the

algorithm.

Numerical studies were conducted to quantify the loss in performance of the

reduced complexity schemes due to the reduction in the number of degrees of

freedom in the optimization. The numerical results have shown that the loss

in performance of the reduced complexity schemes is marginal even though the

number degrees of freedom available has halved (for both schemes). Further-

more, of the two reduced complexity schemes, the uniform transmit PSD alloca-
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tion scheme slightly outperforms the static bandwidth allocation scheme.

The discrete version of the uniform transmit PSD allocation scheme was also

solved with a distributed algorithm.

7.1.2 Resource Allocation under Frequency Selective Fading

The resource allocation problem in a frequency selective fading environment was

solved by adopting a two layer approach. The outage probability was used as

the performance metric. The higher layer resource allocation was solved with

uniform transmit PSD allocation scheme using average gains of the links and

including a rate margin to account for the statistical fluctuations. The aim of the

lower layer resource allocation is to “balance” the outages among the users (i.e.,

minimize the maximum outage probability). Fixing the transmit powers to the

values obtained by the higher layer allocation enabled us to consider this outage

balancing problem in each cell independently without the need to keep track of

the inter-cell interference during the lower layer resource allocation.

As the resulting combinatorial problem is numerically complex to solve, the

central limit theorem was used to approximate it by another, simpler combinator-

ial problem. This approximate problem was solved exactly in two steps: first step

involves solving the continuous relaxation; then the relaxed solution is refined

to obtain a solution to the approximate problem in linear time in the number of

users in the cell.

The simulation results have shown that the two layer approach indeed achi-

eves its objective of balancing the outages among the same cell users. Further-

more, the maximum outage probabilities of the cells were similar, indicating that

the most of the gains of the lower layer allocation come from sensible allocation

of subchannels within each cell.

A key benefit of using the layered approach of resource allocation is that it

avoids a combinatorial explosion as the number of users and subcarriers grows

large. In particular, the higher layer problem is not combinatorial (it is a continu-

ous relaxation of a combinatorial problem) and it converges exponentially fast, as
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is typical for these sorts of power control algorithms. The lower layer subchan-

nel allocation problem is combinatorial, but it was solved in linear time using its

inherent properties.

7.2 Future Directions

In Chapter 6, the lower layer resource allocation problem was formulated under

the premise that when fast frequency hopping is employed, the average corre-

lations between subchannels will be small and can be neglected. This allowed

us to use the central limit theorem to obtain an approximate problem which is

numerically simpler to solve.

When the correlations between subchannels are included into the lower layer

problem, then the classical central limit theorem may no longer be used for the

purpose of simplifying the problem. It may be possible to use a form of the central

limit theorem that handles correlated variables (e.g., see [17]) to approximate the

problem. However, this approach (of modeling the correlations of subchannels)

will require the receivers to compute additional statistics and feed them back to

the base station, which will add to the existing signaling overhead.
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