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Abstract
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University of Melbourne
Supervisors: Keith A. Nugent and Andrew G. Peele
2006

The conventional approach for x-ray radiography is absmmptontrast. In recent
years a new approach that eliminates the usual requireraeabsorption and allows
the visualization of phase based on refractive index featim a material has been
demonstrated. This so-called "phase contrast imaging’hloasbeen applied using a
wide range of radiation and samples. In this work we are matgny by the need to
find optimal conditions for achieving high quality phase ttast images. We consider
image formation using the free space propagation of x-neys f1 point source passing
through a sample. This imaging model is a lens-less configurand, as such, is very
useful for x-ray wavelengths where lenses are difficult twitate. Although no lenses
are used, image magnification is still achieved due to thamsipn of the wavefront as
it propagates from the point source illumination. The sh@telength and penetrating
power of x-rays make them ideal for non-destructive studfesicroscopic samples.
However, these techniques are also important for investigigarger, non-microscopic
samples.

An analysis, based on the sensitivity of the method to difiefeature sizes in the
object, was used to successfully develop an image contrageimlt is developed for
pure phase samples and samples with a small amount of alesorgthe effects of
partial coherence are explicitly incorporated. The restithe model is a prediction of
the visibility of features of a certain size, which is comgzhwith experimental results.
The model gives rise to an objective filtering criterion fptimization of image quality
and which allows for the combination of retrieved phase iesag the presence of noise
obtained at different distances to produce a single highitgumage. The technique
was applied experimentally using a laboratory micro-foguay source illuminating
a series of periodic spaced grid lines on a polyimide film ars&r@es of copper grid
meshes and excellent agreement with the model is found. Mg #pe technique to
metal failure detection by imaging micro cracks and coonsn an aluminium sheet.
The model has also been extended to an analysis of 3D phasastai@mography.
We define a reconstruction quality factor which allows usptimize the tomographic
reconstruction for given feature sizes in an object.
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Chapter 1

Introduction

1.1 Statement of problem

Phase methods may be categorized in two broad ways: theribprmablem and the in-

verse problem. The forward problem describes systems fahthe phase is rendered
visible but does not yield quantitative information abdut phase. Usually it is done
by measuring intensity which contains phase informatiorthe forward problem, the
wave equation and knowledge of the intensity and phase antimechromatic wave

in the sample plane are used to calculate the intensityilalision downstream of the

sample (e.g. on the detector plane). The inverse problenthewther hand, yields
guantitative phase information with phase retrieval athars using the measured in-
tensity. Quantitative information about the phase of theenexiting the sample can,
for example, be retrieved from a set of Fresnel diffractiatigrns recorded at different
distances. In this case, the free space propagation taehnige phase of the field is

determined indirectly.

The free space propagation technique uses a unique camiakinism in compar-
ison with other phase sensitive imaging techniques thaatieantages concerning the
simplicity of the experimental set-up, which requires ndicgpto form images. This
technique is very useful at x-ray wavelengths where lensegl#ficult to fabricate
and, as there are no optical elements, produces no ablmexafithis technique is ap-

plicable across a broad range of areas and has become arf asa® development
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[Sni95; Wil96; Ste99; McMO1].

Using free space propagation based phase contrast, hiityguaging becomes a
possibility for many research application. Good contragi Wwigh resolution imaging
is still being pursued in current x-ray imaging researchrf8iy Coe92; Sch94; Sni9g5;
Pog97; Clo99a; McM03a]. The need to find a suitable solutanrhproving image
quality and how it varies with different spatial frequerscheas been a motivating factor
in undertaking the present study. The aim of this researtheisefore to develop an
imaging model that explicitly incorporates a host of raadiexperimental effects, in-
cluding a partial coherence, and which can be applied to pota phase samples and

samples with some degree of absorption (complex objects).

Our investigation of x-ray imaging is done in the Fresnelimeg with a coaxial
radiation source, sample and detector, and where the phasges introduced to the
radiation field by the sample are sufficiently small that theiation remains paraxial.
The visibility function is used extensively to characterthe optimal imaging condi-
tions of the systems investigated in this thesis. The maprageh in this research
study will be to undertake theoretical analysis then to $ateunumerically and to ex-
perimentally test the theoretical results using a micraifac-ray laboratory source and

a synchrotron source.

1.1.1 Difference between prior and our research

A general formalism for free space propagation based phaisgast using an x-ray
point source has been developed [Gui77; Wil96; Pog97; GUMA® 3] that covers both
the near Fresnel regime and the holographic regime. In tbrk we explicitly include
the source spatial and spectral distribution into the féismawe developed . Another
problem in x-ray phase contrast radiography imaging isttea-ray radiography im-
age for most objects will display a combination of phase drbgption contributions
[Wu03; Pog97]. Some formalisms show only the role of phasabgorption contribu-
tions. In this work we develop a formalism that explicitlyosh separately the phase

and absorption contributions to the image contrast.
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1.2 Research outline

This investigation starts with an overview of past and pnesesearch concerning phase
imaging and phase measurement (Chapter 2). Phase comi@gng as a new ap-
proach in x-ray radiography is described and contrastel thié conventional absorp-
tion based methods. Some relevant basic theories aboraditfn and imaging will be
also discussed. Then, phase contrast imaging with hargsxas a forward problem
is described. An overview of the existing phase retrievathoés to solve the inverse

problem is also provided. We apply these phase retrievdiodstthroughout this study.

Chapter 3 describes the instrumentation we used in our iexeet in phase sen-
sitive radiography. The micro focus x-ray laboratory seuwe used is described in
detail including its polychromatic energy spectrum, fongsf the source and its focal
spot size. The sensitivity, noise characteristics andapaisolution of the detector is
described. The role of resolution and contrast as two inapbrfactors in quantifying

the quality of an image are also discussed.

In the forward problem, one determines an equation whichsrtfagcomplex wave
function over the sample to the intensity distribution detveam of the sample. We
simplify the matter for short propagation distances, whegeare allowed linearize the
Fresnel integral. This description of the phase contraaging technique is described
in Chapter 4 for a pure phase sample. The model also incdgsattze extended size of
the source. This formalism is particularly suitable for bdeatory based micro focus
x-ray source where the size of the source and magnificatwinrfaue to projection is
important. In this case, the distance from the sample torttege plane is relatively
large compared to the sample to source distance and raes#ltesnel diffraction of the
wave. The distances along the optical axis are very largepaoed to the transverse
distances subtended by the image so that the small anglexap@ation can be used
with good accuracy. This formulation predicts the contmaghe intensity distribution
recorded at the image plane. After we tested the model erpetally using a series
of periodic grid lines on a polyimide film, it was used to defare objective filtering
criterion that can be applied to improve the image qualitcbmbining phase images

obtained at different propagation distances in order toveca single high-quality
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image. The application of this objective filtering critaris presented for phase images

in the presence of noise and using experimental neutron data

In Chapter 5, an extended theoretical framework of the fpees propagation phase
contrast mechanism is developed for complex objects. Thahe object has both
phase and absorption contrast. The complex index of réfract used to express the
distribution of intensity and phase directly after the seemp sample illuminated by an
extended source is imaged under geometric magnificatioe siistance downstream of
the sample. In this way, small samples can be imaged undenmagnification without
the need for lenses. The phase and absorption contribudi@nslearly apparent in
this formalism as a function of object size and magnificati@mulation results are
used to test this contrast formalism. The imaging model watet using a series of
copper grid meshes using a laboratory micro focus x-rayscedo study the agreement
between theory and experiment. The polychromaticity oktnays from a micro focus
x-ray tube is explicitly investigated. In some cases, xhgse contrast experiments
need to be more carefully designed to achieve an optimunmagintApplication of the
developed model to image micro cracks and corrosion in alium sheet demonstrate
that this analytical form of imaging is useful for identifigj the optimum parameters

for a given radiography experiment.

In Chapter 6, an analytical model is developed for 3D phasé&rast tomography of
a pure phase object. This is an extension of the two dimeakiormalism in chapter 4.
We model the angular dependent phase change which arisesegfeating the projec-
tion radiography for a large number of angular positionshef$ample. By measuring
the intensities and by retrieving the phase distributioeanh of the angular positions,
we can reconstruct quantitative information about the 34 mefractive index distribu-
tion in the sample. The theory quantifies the reconstruajigality as a function of the
spatial frequencies present in the object. A definition odige quality is introduced
to provide a comparison between a reconstruction and theligabution of the ob-
ject. We then simulate a tomography experiment numericafpply our model and
hence assess the quality of the reconstruction. Experahdata of different diameter

of polystyrene micro spheres is used in this work to verigytimeory.
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Finally, Chapter 7 summarizes the results of the research.
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Chapter 2
X-ray imaging

This chapter describes an overview of past and presentrobiseancerning phase con-
trast imaging and some relevant theories. We begin in Se2tibwith a brief descrip-
tion of conventional, absorption -based, x-ray radiogyegoird include phase contrast as
a new approach. In Section 2.2, we describe some relevaictthasries about diffrac-
tion and imaging important to this work. Various techniqgtedirectly encoding phase
information and measuring these intensities will be désctiin Section 2.3. Finally,
phase measurement including phase retrieval techniguebemliscussed in Section
2.4,

2.1 X-ray radiography

The enormous benefit of x-ray radiography has been recagjsiree the discovery
of x-rays. X-ray radiography plays a central role in manyedse areas such as in-
dustrial inspections, medicine, materials science, ceegynand bio-medical imaging.
Examples of x-ray radiography include: x-ray screening ajdage, mammography
for tumor or cancer detection, x-ray radiology for medicalgmhostic purposes, x-ray
radiography for detecting failures in materials such asksaporosities and welding
imperfections. Due to the high penetrating power of x-ralyis, technique can be used
as a non-destructive imaging technique. X-ray radiogragamnyproduce images of the

internal structure of an object, without damaging the aijjdar84]. Due to their short
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wavelength, x-rays can detect many kinds of microscopitessamples.

For many years, the methods of x-ray radiography were basélecabsorption of
the radiation [Wat79; Hal79]. The contrast in these imagdsased on different x-ray
absorption in different parts of the sample. In this apphoacfiim or other detector is
placed directly after the sample, where the geometric shaddighly absorbing parts
of object produces intensity contrast. Conventional gitsam radiography is not an
ideal imaging technique as it is based on the inhomogeneoar dose deposition and
so can require long exposures and a relatively high x-rag ttoget good contrast. This
is generally undesirable, especially in radiological iclh imaging that may involve
significant risks for a patient.

X-ray absorption depends on the electron density of the mahtaérough which it
is passing. X-rays are most strong absorbed by high Z elanetile small density

materials leads to poor contrast.

2.1.1 Phase contrast as a new approach

Absorption is not the only form of interaction between xgand matter. Phenomena
like refraction relates to the phase of the x-ray waves amésnts an interaction which
does not deposit energy in the sample. So itis desirablegtphase shifts produced by
the object as a new mechanism. Such phase shifts (or grapiestlt inrefraction of
the x-ray beam, which in turn produces changes in the prapdgatensity that can be
detected. This effect is referred to jpisase contrastFurthermore, phase information
becomes relatively more important at higher energies atiddigcussed later in this
section. Thus, at higher energies, the visibility of a wgakbsorbing object can be
very good due to phase contrast [Wil96]. Such a techniquedseell suited to imaging
features where there is a sudden change in material demsglfgramaterial thickness
across the x-ray beam, such as for edges and material disaitiets [Clo97a].

Phase contrast imaging has recently been the subject afievakle worldwide re-
search, using both laboratory sources and synchrotroa89S6ni95; Hwu02; Clo01;
MomO03]. Work using a synchrotron has shown that refractiauced x-ray contrast

is a very valuable analytical tool, allowing phase to be meas [Nug96; Gur00], and
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allowing phase tomographic images to be acquired [Clo99M®Bb; Spa99; May03].
In laboratory scale sources, Wilkins and co workers [WilB&p98] showed that refrac-
tion can significantly augment the image contrast. Usingtiafast laser-based system
where hard x-rays can be produced much more cheaply tharavegimchrotron, Toth
and Kieffer [Tot05] showed that phase contrast imaging pced edge enhancement
and revealed details that are difficult to observe or everetautiable in absorption im-
ages. For example, Figure 2.1 shows the difference betweeahsorption contrast and
the corresponding phase contrast image of a bee taken wike\I photons. For in-
dustrial applications, thermal neutron phase radiogrgph§0; McMO1] has also been
developed. In such cases, phase contrast effects can ¢hatdehanced detection for

cracks or edges in metal samples.

Figure 2.1: Direct comparison between (a) an absorptiotrasinand (b) a phase contrast imag-

ing of a bee. The arrows indicate features enhanced by pbasast imaging. Source [Tot05].

In summary, the visibility of an image can be significantlypimved using phase
contrast imaging. This image improvement is particuladyiceable for edges and is
due to the larger variations in the real part of the compléaotive index across edges
in the sample. Furthermore, for sources with sufficientiapabherence, this phase
contrast based imaging can provide excellent contrasifi@ging at micrometer and

sub micrometer scales.
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Conceptual background

The full description of the interaction of an x-ray beam watmaterial can be reason-
ably complex. In the energy range in which we are intereséefgw tenths to a few
tens of a keV- the dominant processes include photoeleabsorption, refraction and
coherent and incoherent scattering of the beam. The x-r@ybeample interaction in
our case for an amorphous material can be described in aiBadpliay by a complex
transmission function. This is the complex ratio of the wax#ing and entering the
sample. It is determined by the projection of the compleraive index distribution,
n = 1— 6§+ i3 1, within the sample. The refractive index of x-rays contaash

a real part and imaginary part. The real partpf the refractive index is responsible
for refraction and results in a phase shift, while the magtetof imaginary partg,
determines absorption.

The choice of+i/ is consistent with a wave description for a plane wave in a ma-
terial of refractive index:, such thatf(z,t) = foexp[—i(wt — knz)|, wheref, is the
amplitudew is the wave frequency,is time, k is the wave number andis the thick-
ness or propagation distance. Substituting the compleaatdfe index into the plane

wave equation we get:

f(z,t) = foexp[—iwt +ik(1 — 6 +if)z]

—1 ik —iké -k
Fa1) = foel i) ks ki (2.2)
vacuum propyg. ¢—shift decay

where the first exponential factor represents the phasaadvead the wave been prop-

agated in vacuum. The second exponential factor repreff@ntsodified phase shift

1The refractive index can be expressed as [Par54]:

. To
1—5+zﬁ:1—%x2;njfj (2.1)

wherery = 2.8179 x 10~ ®m is the classical electron radius, the summation is ovénalatoms of form
J, with n; as the atom number density afids the scattering factor for that atom. For forward scatigri
the atomic scattering factor has the forfia:= f1 — i f2, wheref; is for calculating the decrement of the
real part of the refractive index and is for calculating the imaginary part.

We can use an effectiv@ which includes the contribution to the beam that fails teeeatdetector due
to scattering as well as the photoelectric absorption. NHeweave found that for most of the materials
and energies considered in this work the standard desamifgiven in Equation 2.1) for photoelectric
absorption was sufficient.



2.1. X-RAY RADIOGRAPHY 11

due to the medium and the third factor represents the dec#lyeoivave amplitude.
Therefore, the intensity and the phase of an x-ray wave aegdd by an object as the
x-rays travel through it.

In conventional radiography, image contrast is entirelg tuthe imaginary com-
ponent of the complex refractive index, i.e., due to absonpt Such images ignore
effects due to the real part of the refractive index, althoungorinciple such effects are
present. The absorption based contrast mechanism canadgug exposures of the
imaging radiation to detect small contrast changes. Thmarsicularly true at higher
energies because the imaginary part of the refractive idéereases dramatically for

all elements at high x-ray energy.

Al Density=2.699

F S delta (dash) ]
3 o beta (solid) 3

Delta, Beta
1021081071010 % 107% 1073
T
/

4

| L L L
1000 10*

Photon Energy (eV)

Figure 2.2: Comparison of the real partand imaginary part3, of the complex refractive index

for aluminium, as a function of the energy. Source http:#wexro.lbl.gov/opticalconstants/.

In the x-ray region, the real part of the index of refractigrdeviates only slightly
from unity denoted by the termi. X-rays that pass through materials of differifig
pick up different relative phases. The resulting phase shiflirectly proportional to
the projected electron density of the object. This procéssfoaction produces a dis-
torted wave front and in turn creates contrast at a dete€tothermore, the difference
between the real part of the complex refractive index andhiaginary part is more im-
portant as the energy increases. This is shown in FigureoR &diminium. Compared

to the imaginary part of the index of refraction, the realt jmacomes relatives more
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important for harder x-rays. In the hard x-ray range (errgibove 6 keV) the ratio of
9/ increases by about three order of magnitude. This meanshiatbsorption con-
tribution can be negligible while significant phase corttrasetained. Mechanisms for
achieving and quantifying phase contrast will be discussedore detailed in Section
2.3.

In phase contrast imaging the coherence of the beam is arrtampdactor in de-
termining image sharpness [Pag98]. In elementary opties field at a given point
can in general be considered as a superposition of wavediffithent frequencies and
different phases. The result is that the concept of phasistenlose meaning in the
absence of coherence. Coherence is the characteristic @f@ativat allows to produce
detectable interference and diffraction effects. Thecotftd spatially imperfect coher-
ence in the beam is often to convolve the coherent intensige with a function that
is directly related in extent to the inverse of the coherdangth [Nug91]. This effect
can be seen as a blurring of the image [Hwu02]. The effectropteally imperfect co-
herence (polychromaticity) in the beam is to also produaerinlg in the image, though
this can often be less important than the effect of spatiaéoence [Pag98].

In a phase contrast image, the visibility improvement ofesdgetween different
regions (edge enhancement) is related to the propagatstande. Using the Cornu
spiral method for the calculation of Fresnel edge diffl@cifiHec97] of an opaque ob-
ject, it is easily seen that the position of Fresnel difi@ctmaxima and minima is a
function of the distance traveled in the propagation diogcof the beam. Therefore,
some propagation distance is necessary to be able to shdinstlietensity maximum,
which produces the image edge enhancement, for refractiaretas for diffraction.

A theoretical description of image structure in terms ofdkinoff formulation will
be used here to demonstrate some of the important featutbssdechnique. A hy-
pothetical object was assumed which has a two dimensioteadsity and phase distri-
bution, as shown in Figure 23 The input intensity and phase have totally different
distributions and have no relation to each other (a girafgesenting the intensity and

a bird representing the phase shift). These different imag¥e chosen to emphasize

2This figures are photograph taken by a friend, http://wwewgadar.com/ and is used with permis-
sion.
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(b)

Figure 2.3: (a) An image of a giraffe, representing the inpténsity distribution varies from
0.9 (black) to 1 (white) in arbitrary units. (b) An image of edy representing the input phase
shift distribution varies from 0 (black) to 2 (white) in raafis.

the effect of propagation distance on absorption and pheseires in an image. In
practice, the phase distribution of an object will be stigrgrrelated with the absorp-
tion distribution. The images contain a variety of featusedifferent sizes that will be
helpful for showing how the propagation affects variougdess sizes. The dimensions
of the object weré&00um square = 500 x 500 pixels. The x-ray wavelength was 1
The input intensity transmission leaving the test objed daninimum transmission
that~ 90% of the maximum. The input phase shift leaving the testabjaries from
0 (black) to 2 (white) in radians. Figure 2.4 shows the rasspilthe image simulations.
The contact radiograph, Figure 2.4(a), shows only absmrontrast (giraffe image).
Phase contrast (the bird image) becomes more obvious wgiripropagation distance,
Figure 2.4(b), while absorption contrast becomes less itapb Phase contrast finally
dominates in Figure 2.4(c) where edge effect is clearly nladde. The edge enhance-
ment is evidenced by a characteristic black and white frifethis x-ray energy, the
phase contrast effect would be clearly discernible at dista beginning from a few
centimeters. In Figure 2.4(d) the multiple fringes asdedavith interference effects
are starting to be seen. Itis no longer possible to attritheédringes to a specific edge
of the sample. Figure 2.4(e) shows that interference affgoininate to the extent that

the deformed image gives only rather indirect relation todhginal phase structure.
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(@) (b) ()

(d)

Figure 2.4: Simulation of x-ray images for propagationatise of (a) 0.001 m, (b) 0.01 m, (c)
0.1 m, (d) 0.4 mand (e) 1.4 m respectively.

Introduction of spatial frequency

The example in Figure 2.4(c) shows that the image obtained sdtort propagation
distance is very sensitive to features such as edges withstale lengths (high spatial
frequency components). Features with long scale lengtiasgpatial frequencies) such
as smooth variations in the object phase, start to havefsigni contrast at a longer
propagation distance. This is why the mountain backgrowgiis to appear in Figure
2.4(d). A simple relation in terms of spatial frequenciesdgure phase object shows
[Pog97; Clo01] that details of sizewith a corresponding spatial frequencywof= 1/a

give optimum contrast at a distance such that:

B 1
2 w2’

(2.3)

z
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where) is the wavelength of the imaging radiation. Thus, if we wistsée a feature
size of 5um, with 1A x-rays, we need a propagation distance of 0.125 m to get an
optimum contrast. Fortunately, this optimum distance gahgfalls in the range that is
experimentally accessible. However, the optimum distavitténtrinsically be difficult

to achieve for extremely low spatial frequencies. This igally due to the physical
limitation in the experiment such as the size of the labayatoow spatial frequencies
are thus typically imaged with less contrast. On the othedhahile extremely high
spatial frequencies at their optimum distance would cbata strongly to the image,

their representation in the image will be limited by the d&teresolution.

2.2 Basic theory

2.2.1 Fresnel diffraction integrals

The Fresnel formulation of the scalar diffraction integsalsed to describe two specific
illuminating wave fields, i.e. the plane wave and the spla¢rave cases. Consider
coherent, monochromatic plane wave illumination of wangth \ incident on a sample

in the planez = 0, as shown in Figure 2.5. In the paraxial approximation, ta@e

z=0 detection plane

plane wave

sample

Figure 2.5: Plane wave illumination, the beam are parallel

wave functionf,(z, y, z) at planes > 0 with thexz—y plane in the transverse direction,

is given by Fresnel diffraction theory [Cow95]:

folm,y,2) = é exp(ikz) / / S(X,Y,z=0)exp (%[(:{; — X+ (y— Y)Q]) dxdy
(2.4)
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whereS(X,Y, z = 0) is the field immediately behind the object.
Now, consider the case where the sample is illuminated na plane wave but
by a spherical wavefront originating from an ideal point®@iocated at a distance

from the plane: = 0, as illustrated in Figure 2.6. lllumination by a sphericawe is

z=0 z2=22

|

:::::::;//
pomﬁ\\
source \

z1 z2

Figure 2.6: Spherical wave illumination

equivalent to adding an additional phase term to the sangptesponding to curvature
of the incident wavefront, so that:

T

@+ 4] 25

Seuro(2,y,2=0) = S(z,y,z = 0) exp|

where a parabolic approximation have been made for the ispherave front incident
on the plane: = 0. Note that illumination of the object by a plane wave is eglent
to makingz; — oo, in which that equation reduces to the expression for thesViiald
immediately behind the sample.

In the case when a parabolic approximation have been madesfagpherical wave,

the Taylor series expansion for poimts- (x, y, z) is:

r— (xQ 42 +22)1/2

2 4
:z(1+92)1/2:z(1+6——8—+...)

28
62 2 2

(14l )=y Y (2.6)
2 2z

Where we us#? = i%f < 1, when pointgy are sulfficiently close to the axis but
far away from the source af > \/z? + y2. The spherical wave eventually resembles
the plane wave ofxp(ikz), whenf? < 1 and the tern9*/8 may be very small. The
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approximation is therefore valid when:

kz6*
8
(2 +y*)? < 2°\ (2.7)

<1 or

For points(z,y) within a circle of radiusa, centered about the-axis, the validity
condition is then:

a < V23 (2.8)

This is a sufficient condition for the parabolic wave appnoation to be valid.
The wave function in Equation 2.4 at the image plap@ow becomes, apart from

a constant,
l : I o 2
fs(x,y, 29) = — exp(ikzs) S(X,Y,z=0)exp | —[X"+Y~]
A2 Az

exp (sz; (2 — X)* + (y — Y)2]> dXdy  (2.9)

Expanding the arguments in the second exponential inselmtagral gives:

fs(x,y,ZQ):ALzzexp(ik:zg) exp( x + 42 )//

exp ( v (X2 + Y2]) exp ( ;v (X2 + Y2]) exp (—AQ—[:UX + yY]) dXdY (2.10)

zZ9

Rewriting Equation 2.10, we have:

fuly, 2) = ~— explikzn) exp | [ + o] / / (X,Y.2=0)
A2 )\2

exp (%T[Xz + YQ](l + 22)) exp (—Z)\—[xX + yY]) axdy (2.11)

21

This is the same expression that would result from an intciggame wave with an

effective propagation distance

1 1 1 2122 22
ST + o, or z ot or 2= o0 ( )

Image magnification will also occur because of the geonatpmjection. The magni-

fication factor)M, is given by:
21+ %22

M = (2.13)

Z1
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Substituting Equation 2.12 into Equation 2.11 we have:

?

. (X 2 2 _
L explizs) exp <—AMZ[$ +y1) [ [sexr=o)

. o
exp (%[x? + Y?]) exp (— SleX 4 yY]) dXdy (2.14)

fs<x7y7 Z2) =

The point source intensity at distangds therefore identical (up to a constant factor) to
the plane wave illuminated wave field a distandgeyond the object, magnified by the
geometric magnification/. In the case of a large source-sample distance; oo, the
effective propagation distancg is approximately equal to object detector distance
and magnification factor is approximately equal to 1. If wbstiiute those parameters
to Equation 2.14 we recover the plane wave illumination case

Forthe case, > 21, the effective propagation distances to a good approximation
equal to the point source to object distanceVarying the object to detector distange
changes only the magnification of the diffraction patterhisTis the case where point
projection microscopy works and the most important caséh®wvork described in this
thesis.

In summary, in the parabolic approximation, the wave fuorctor a spherical wave
front, f,, can be simply expressed in terms of that produced by plawe ilamination,
f»» [Cow95]:

T 29

Y
fs('rayuz2) fP(M7M7M) (215)
and in Fourier space transformation:
Fy(u,v, z0) ~ F,(Mu, Mv, Z—]\;) (2.16)

where the: dependence is explicitly retained afAds the Fourier transformation of the

wave functionf, using the convention:
Flu) = / F()e= ) dr
2T
1 4
f(r) = 2—/F(u)el(‘”)du (2.17)
s

The variablesu, v represent spatial frequencies in the transverse planesewhe=

u? + 0.
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Comparison with the stringent condition in Equation 2.8¢tnBuw [TurO4b] derived
a new condition that extends the validity of the isomorph{&guation 2.15) between
the Fresnel diffraction intensity of an object illuminatedh plane waves and of same
object illuminated with a spherical wave. In the large mégation limit of z, > 2,

this condition is well approximated by [TurO4b]:
204 K A/ A\2iz (2.18)

This condition is valid even beyond the parabolic approxiamedue to some significant

cancelation of errors in the higher order term in the expganesf a spherical wave.

Wave propagator

The propagation of the transmitted wave in free space oveopagation distance, is
well described in the Fresnel approximation, using the iaff formulation by the
convolution of the transmitted wave with a propagator fiorct
In the Kirchhoff formulation of scalar diffraction theorg,complex function repre-
senting a coherent, scalar, monochromatic optical plave fald in a vacuum can be
described as [Ban91]:
fp(X,t) = exp[—i(wt — K - X)] (2.19)

wherek is a wave vector which points in the direction of wave propiaga For a
stationary field, we are concerned only with the spatial pathe equation, which

satisfies the homogeneous Helmholtz equation:
(V2 + k?) explik - x| = 0 (2.20)

whereV? = £, + 25 + £ is three dimensional Laplacian, ahtl= k2 + k2 + k2, s
thatk, = +,/k* — k2 — k2. The spatial part of the wave equation is then:
(%) = explik -]
fo(x,y, 2) = expilkyz + kyy + k.2
fo(z,y, 2) = expilk,x + kyy + Z\/m] (2.21)

which is valid for a plane wave propagating in the positivrection because we select

only the positive solution to the square root for If we have a plane wave in the plane
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z = 0 given by:
fp(r,0) = expilk,x + kyy] (2.22)

wherer is in thex — y plane perpendicular to the direction of propagation of taa@

wave, then the plane wave in any other plane 0 is given by [Bar99]:
Foll,2) = fo(r, 0)e=VE R (2.23)

The propagation of a plane wave shows a simple phase chaatjeravith the trans-
mitted beam. The knowledge of the propagation properties piine wave also en-
able us to propagate more complex fields. This is becausagfquoposed that any
well-behaved disturbance may be decomposed into a comnnsiemmation of plane
wave elements of different frequencies, amplitudes angghfBar99]. Each of these
elements will propagate according Equation 2.23. Denatecthmplex field in the
planez = 0 by f(z,y,z = 0) and write its two dimensional Fourier transform as

f(ky, ky, 2 =0). Then

. 1 4
Fllee b 2) = o [ [ a2 dody (2.24)
m
The optical disturbance in any plane> 0 is written as:
Flha, by, z) = VR f( Ky 2 =0) (2.25)

The Fourier transform of the diffracted wave field in the gan> 0 is given by mul-
tiplying the Fourier transform of the wave field in the plane- 0 with the Kirchhoff
propagator’*V/** ki —H;

Using the Fast Fourier Transform [Pre88] for a discrete datahat is sampled on

a grid of N x N pixels with a pixel size of\x, we rewrite Equation 2.25 as:
f(z,y,2) =F texp (7;271'2\/% - %) Ff(x,y,z=0) (2.26)
wherei, j are the pixel numbers in thle, and &, direction respectively in the range
[-N/2, N/2].
A detailed developed of the numerical implementation of &gun 2.25 can be
found in the PhD thesis of Barty [Bar99]. Some applicabl@infation is shown in
Table 2.1. The Kirchhoff algorithm code as describe abowel®en used as the basic

algorithm used in the numerical simulation work in this thes
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Kirchhoff propagation

D

Input data: | Intensity/(z,y) and phase(x,y) sampled on NxN grid with pixel siz¢
of Ax

F(z,y,0) = \/I(z, y)e v

Propagator:| f(z,y,z) = Z lexp (iQ?TZ == %%) Ff(x,y,z=0)

i, j are the pixel numbers in the x and y direction respectiveth@
range [-N/2, N/2]

Output data] Intensity: I (x,y, 2) = | f(x, vy, 2)|?

Phasey(z,y, z) = arg[f(z,y, 2)]
(Output data pixel size is the same as that of the input data)

Table 2.1: Basic method to develop the propagation alguoritBource [Bar99].

2.2.2 Far field diffraction

In far field diffraction, the overall dimension of the objéstery much smaller than the
distances between the source to the sample and betweemipéda the detector. In
this case, the source and the detector are placed at a latgaak from the sample. The
wave curvature of the beam is therefore negligible. It gihesdiffraction pattern that
apart from size, is independent of the distance. FiguretibWws the coordinate system
for the description of far field diffraction. Let the coordie of the object plane be

(X,Y) and the coordinate of the projection plane (x,y). Thaverfield at the detection

detector
sample plane
plane

Figure 2.7: Configuration of far field diffraction.
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plane can be written as [Cow95]:

flz,y) = C//S(X, Y) exp(%(xX%—yY))dXdY (2.27)

whereS(X,Y) is the object transmission functiofl,is a constantk is the wave num-
ber. Note that the plane waves incident upon the image planatan angle: to that
plane, so that the angteis related to the location of the object elements in the detec
plane.

For?Z < 1and? < 1 due to the large distance of the detector, the above equation

can be approximated by the two dimensional Fourier transfs:
Flu,v) = C / / S(X, V) exp(ik(uX + vY))dXdY (2.28)

whereu = Z andv = ¥ are the angular variables. This equation shows that the far
field diffraction pattern at the image plane can be writtera asiitably scaled Fourier

transform of the object transmission function.

2.2.3 Fresnel number in phase imaging

Fresnel number is a dimensionless physical quantity imadiffon theory and is defined

as [Gur03]:

CL2

=
Az

(2.29)

where)\ is the wavelength of a beam passing through an object withactexistic di-
mensiorz and hitting a detector at a propagation distance
In an imaging system, it is possible to distinguish threéedint regimes based on

Fresnel number at a given wavelength as a function of prdajamgdistance: [Gas99]:

e The intermediate or Fresnel regimehen the radius of the first Fresnel zone
r = v/\z, can be compared to the characteristic dimensiofithe sample per-
pendicular to the beam direction, such tliat~ 1. The image of the object is
distorted here and varies rapidly with the propagatioradiseé. In this regime the
information of the phase can be accessed by combining thgeisn@ecorded at

different distances with a suitable algorithm [Clo99a].
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e The "edge detection” or near Fresnel reginm@lds for smallz values, such that
1 > F > 1. Under these condition the object covers many Fresnel zdrtes
image has a close similarity with the object, and an immediaterpretation is
possible. The image contrast depends linearly on the plergroduced by
the object into the transmitted wave. A boundary contrapeaps as a result of
interference of strongly scattered rays at the boundarytauvefraction with the
reference rays. Therefore the phase gradient in the obgactnbes visible even
for a purely transparent object [Clo97a; Arh04]. Most of tikerk done in this
study is performed this region. Note that many authors mextly call this the
near field region: The near field is well defined in optical tiyess the region in

which evanescent fields are significant, that is where \.

e The far field regiménolds for larger: values, such that” < 1. The image ob-
tained is the far field diffraction pattern, with no resenmala to the sample. This
corresponds precisely to the Fourier image of the objecthikwregion diffrac-
tion and phase dominate the imaging process [Nug03]. If veethus relation for
spherical wave case as in Equation 2.12 for effective praipaiy distance, we
define the Fraunhofer approximation, such t-i";féiti + %) < 1. In the limit of
large sample to detector distange— oo, Fraunhofer approximation approach

to the far field regime.

In this imaging system, a certain distance between the saaml the detector is re-
quired to optimize phase contrast for a certain object sszehawn in the examples in
Figure 2.4. In those figures the Fresnel num@ér,corresponding to the propagation
distances with the feature size @f= 6um (which is approximately the size of the
bird’s eye in the input phase of Figure 2.3) and using theyxwavelength oftA, is

equal to 360, 36, 3.6, 0.9 and 0.25 respectively. Therefothis case, Figures 2.4(a),
(b), and (c) are included in the near Fresnel regime. Figt&dpand (e) shows an

example of intermediate regime.
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2.2.4 Two beam diffraction

X rays are scattered by certain groups of parallel atomicgdavithin a crystal. When
x-rays is allowed to impinge on a crystal, those of certaimelengths will be oriented at
a proper angle to a group of regularly arranged atomic plaogkat they will combine
in phase to produce diffraction pattern. In general, it isgdole to work with two

different geometries in two beam diffraction: the transsigoa (Laue) and reflection

(Bragg) geometry, as shown in Figure 2.8. In this figurgis the wave vector of the

Bragg case

Laue case

Figure 2.8: Geometric representation of x-ray diffractiimfa) transmission (Laue case) and (b)

reflection (Bragg case).

incident wave k; is the wave vector of respectively transmitted (Laue) ariigécted
(Bragg) waven is the normal to the crystal surface.

As the incident waves propagates down into a crystal its sena@ weakens, since a
small fraction of the energy is reflected at each atomic pl&uethermore the beam is
reflected in the directioh;,, and/or can be re scattered into the direction of the in¢iden
beam,k,. Each set of planes picks out and diffracts the particularaleangth from the

radiation that satisfies the Bragg law [Cow95]:

2dhkl sin ‘93 =nA (230)

whered,,, is the lattice plane spacing of the cryst@j}, is the Bragg angle) is the
wavelength ancdh is the order of reflection. In this way, a crystal can be used as

monochromator.
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In the simple model just described, the Bragg diffractioows only at one pre-
cisely defined angle. In reality, the diffraction is not sollveefined and the angular
distribution over which diffraction occurs is describedtbe rocking curve. An exam-

ple of a rocking curve of a perfect crystal is shown in Figui@ 2n this case a perfect

L AN — Magnitude7180

\ - - Phase

0.757

o
a

Reflectivity

0.259

AB (urad)

Figure 2.9: Schematic figure of rocking curve of a crystal.

crystal acts as a spatial filter. The amplitude filtering erbpis shown by rejecting
waves with spatial frequencies outside the bandwidth feaqu of the peak. There is

also al180° phase shift of the wave as it shows through the rocking cudae95].

2.2.5 Partial coherence theory in phase imaging

A portion of the work undertaken in this research deals withissue of partial coher-
ence of the source. Accordingly, we introduce some of thevesit concept and tools

here. There are two types of coherence [Bor99]:

e Longitudinal or temporal coherence.
A source is never strictly monochromatic. When the sourciéseaver a finite
wavelength bandwidth) )\, the wave has limited longitudinal coherence, which
is also called temporal coherence. Each wavelength in thd @uld produce
a different diffraction pattern. The superposition of thesatterns could blur the

diffraction fringes we wish to observe to the point that tiaeg no longer visible.

We suppose two beams within a bandwidth frequencxefand a path different

Al = cAt (c the speed of light in vacuum anilt the time delay). The inter-
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ference fringes will be formed ifAvAt < 1. SinceAv ~ cAN/\?, the degree
of coherence of a wave can be expressed by the coherencé,leledined as
[Man95]:
)\2
Al ~ A (2.31)
The longitudinal coherence can also be characterized byetagve bandwidth,
AMN/\. Therefore, improving the beam monochromaticity enhatfoesemporal

coherence.

e Transverse or spatial coherence.
A source is never truly a point source. An extended soureen be charac-
terized by its lateral coherence, also known as spatialreolece. Typically for
x-ray sources each portion of the extended source produsesethat reaches
the sample with a different phase and produces a differéfmaclion pattern. The
superposition of such patterns could wash out the diffoadtinges that we wish

to observe.

We assume an extended source with a Aizes placed at a distancg from the
pinholesT; andT; that forms an anglé\d from the source, as shown in Figure

2.10. Interference fringes will be observed£9Ac < \. SinceAd ~ Al [z,

observation plane

Figure 2.10: lllustration to describe spatial coherenamerty (Young’s interference experi-

ment).

the lateral coherence length can be expressed as [Man95]:

Al = Mz /Ao (2.32)
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So, to enhance the spatial coherence, we must decreaseithe size or increase

the distance from the source to the sample.

However, now we consider a system that approaches thetieakperimental ge-
ometry of a micro focus x-ray laboratory source. Here we hsevan Cittert-Zernike
theorem [Bor99]. Figure 2.11 illustrates the propagatiba partially coherent radia-
tion field originated from extended source and is observetiMoypoints, P, and P,
located on the observation plane with the position veatpesdr, perpendicular to the

optic axisz. We assume that the extended source is in a plane paralhe tservation

source

source plane image plane

Figure 2.11: Irradiance of an extended source.

plane and can be divided into cells of statistically indeg®ai radiators. Thus, the total
field at any point on the observation plane is given by sumrttiedfields due to each

of the cells as:

E(r,t) =) E(r 1) (2.33)

A term knownmutual coherence functids a basic for the theory of partial coher-
ence. It represents the correlation function of the wavd fiettween poinf; and P,

which is described as [Bor99]:
D(ry,ro,7) = (E(rq, t)E*(ro, t + 7)) (2.34)

wherer is the time difference. The complex degree of coherence fisatk as the
normalized mutual coherence function as:

L(ry,ro,7)
I(r1)\/1(r2)

Y(ri,r2,7) = (2.35)
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It represents the autocorrelation of the source distuae point out thad/(r,rs, 7)
= 1 indicates for fully coherent field andl < ~(ry,r,, 7) < 1 for partial coherence
field. For a quasi monochromatic radiation, we may then apprate the correlation
functions by the expression:
F(r17r277—) = J(rlurQ)e_iWT (236)
7(r17r277) gj(rler)e_iWT (237)

Whenr = 0 2, we define an equal time correlation functions as:

J(rl,rz) Er(rl,rQ,O) (238)
‘ J(ri,r2)
](rler) E’y(rlvr%o) = (239)
I(r1)/1(rs)
The mutual optical intensity](r,r»), is then rewritten as [Man95]:
']<r17r2) = <E(r17t)E*<r27t)>
=D (Bulr, DB, (ra 1)) (2.40)

The source with radiating surfaeeconsists of many point source elements with every
elements of the source are mutually uncorrelated. Eveglespoint produces coherent
illumination so that each point emits a spherical wave.dtketo an expression for the
mutual intensity as [Man95]:

k 2 ) ei/_f(zm—zpz) -
J(ry,re) = o /I(r )————d°r (2.41)

m ZP17P2

wherel(r’) is a measure of intensity &tin the source.
Substituting this equation to the equal time complex degfemherence of Equa-

tion 2.39, we have:

7\ 2 eiE(ZPl_ZP2)
g(ry,ry) = 1 i )(ﬁ) /I(r’)—er’ (2.42)

I(rl) ) 2m ZP1<P2

where

I(r) = J(ry,r) = (%)2/0 I;%:)dzr’
I(ry) = J(ry,ry) = ( k )2/0 [(;/)oﬁr’ (2.43)

27 2P

3due to the assumption of small distance between pdtsnd P, in the observation plane, so that
2R Zp1 R Zp2
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We refer Equation 2.42 as the van Citter-Zernike theorentiwbescribes the correla-
tion of the field atP, and P;. It says that the equal-time degree of cohereficg r) is
equal to the normalized complex amplitude of a certain aiffion pattern centered on
a pointP, at the corresponding poirit; [Bor99].

For most problems of interest, we may take:

(20 — &)+ (yn —n)?
2R

Zpn = VR + (0 — 2+ (yn — )2 =~ R+ (2.44)

whereR is the distanc&®O’. We may approximate Equation 2.42 as [Bor99]:

() = T S — (2.45)
’ [ [, 1(&,m)dedn

We refer this equation as the far zone form of the van CiZernike theorem. In the far

zone of the source, the equal-time degree of cohergfuger,) is expressible in terms
of the Fourier transform of the intensity.

We now consider a mutual optical intensifyr + Z,r — 7) described by Nugent
[Nug91] incident on an aperture with complex amplitude $raissionA(r) atz = 0

withr = (r; +ry)/2andx =r; —ryas:
J(rl, rg) = \If(rl)\lf*(rg)g(rl — r2) (246)

where ¥ (r) is the wave amplitude distributiom(r, — r») the coherence factor. The
conditiong(r, — ry) = 1 will be the fully coherent limit. Under the Fresnel approxi-
mation, the intensity distribution in a plane a distandeom the aperture is written as
[Nug91]:
1
I<r7 Z) = )\222

where K (x) is the autocorrelation o (r)A(r) exp(irr?/Az) 4, which is simply the

/ g(X) K (x)el 72 x/22) gy (2.47)

coherent Fresnel diffraction pattern of the field The above equation for intensity

distribution can be written with the convolution theorem as

I(r,z) = g(x/2) * K(X, 2) (2.48)

4The autocorrelation function is given by:

K(r) = /T(r’)T*(r’ —r)dr’.

In that case we havE(r) = ¥(r)A(r) exp(inr?/Az).
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where * denotes convolution. The equation shows that thergbd intensity distribu-
tion of a partial coherent diffraction patterf(r, z), is the convolution of the intensity
of the fully coherent Fresnel diffraction patterkiyx, z), with the shape of the scaled
incoherent primary source,x). In this case, the coherent diffraction pattern will be
blurred by the convolution of the scaled source distributio

This analytic description of partially coherent sourceal us to explore the effect

of varying the source size on the measured intensity and Wese it in later chapters.

2.3 Phase visualization for x-rays

As discussed, the propagation of x-rays through an objéctdnces shifts in the phase
of the wave field. This phase shift can be visualized as a rigstavavefront which
can be detected using various phase contrast techniguesrabmodes of x-ray phase
contrast imaging have been implemented over the yeargabiifbn enhanced imaging
and free space propagation phase contrast are discusbedienxt subsection. Recently
several groups have shown other phase contrast imagingitees. Zernike phase
contrast shows a linear dependence with the phase disbmkier42]. This been done
by using annular phase plates in the back focal plane of attg lens or a zone plate
[Sch94]. Schlieren phase contrast has a similar setup eimeke phase contrast, with
the only difference instead of phase plate at the back fdeakpt uses a knife edge to
block out half of the Fourier spectrum of the wave [Zak04].

Each different technique has its advantages and its drdshaith respect to the
accessible phase information, the complexity of the settu@ requirements on the

beam and resolution. Therefore, each technique has its maod applicability.

2.3.1 Diffraction enhanced imaging

Diffraction-enhanced imaging is a differential methodtthalies on the phase differ-
ence across the wave front [Gao95]. The phase gradient ceesbkved with a crystal
analyzer that is placed between the sample and the detsetFEigure 2.12. The final

result depends on which case of diffraction (Laue or Braggyed for the analyzer and
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on the type of the beam (transmitted or reflected). The angulzeptance of the ana-
lyzer is described by its rocking curve. This is obtained dagking the crystal through
a specific reflection with no sample in the beam. The angubaatien introduced by

a sample changes the incidence angle to the analyzer. Tm @btsetter contrast the

detector
monochromator
X—ray
source
@)
sample crystal
analyser

Figure 2.12: Diffraction enhanced x-ray imaging

working point of the reflection curve must be set to the poinére the slope of rocking
curve has maximum value. In this case, contrast is expechesterphase gradients,
V¢, are present. The resulting image will have enhancementagimue to the scatter-
rejection property of the analyzer, compared to an imagewmineangular setting of the
analyzer was out of the Bragg position (absorption imag@g)changing the angle of
the analyzer crystal around the Bragg position, differéamar sections of the distorted
wavefront can be imaged, leading to a series of images wifigriig contrast [Dav95)].
The setup shown is simplified but in general the informatiwett tan be extracted is
limited and rather qualitative. This is because the cryatalyzer does not reveal the
local phase shift but instead reveals the local phase gradi¢gowever, many groups
show maps of the phase gradients [Ing95; Dav95; Gao95] aruhiggues do exist to
produce reconstructed phase maps based on such measujfeagfb].

This technique is very useful in medical and biological stagarticularly for de-
tection of different kinds of biological tissues [Dav95hda breast tissue sample from
humans in phase mammography [Ing98]. In other work, IngdBaliaevskaya [Ing95]
used the Laue case of diffraction in a crystal analyzer. @hsvs them to register si-
multaneously two kinds of detection: in the transmittedrbdxy using a CCD camera

and in the reflected beam by using a scintillation counteis &tiows the simultaneous
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observation of the angular position in the rocking curve #recorresponding image

contrast. One outstanding result of this method is an iméga aquarium fish [Ing95].

2.3.2 Free space propagation phase contrast

Free space propagation phase contrast imaging relies sndtiffraction in free space
of the wave field exiting the sample. It simply allows the wdiedd to propagate a
sufficient distance away from the sample so that diffracfromges can be observed.
It is a unique contrast mechanism in comparison with oth@sphsensitive imaging
techniques in that it has the advantage of a very simple erpatal set-up requiring no
optical element. The absence of optical elements implietie method is intrinsically
free from the usual aberrations. The free space propagatéihod allows refraction
effects to be visualized and provides information aboutdis&ribution of the real part

of complex refractive index in the sample.

S —
[
\yi

X-rays

source z

Figure 2.13: Free space propagation phase contrast imaging

In this technique, the x-rays emerging from the sample wipagate through space
until they reach the detector, see Figure 2.13. The inhomamées phase shift produced
by the sample refract the x-rays. After some propagatiotadc®, the density of rays
becomes inhomogeneous leading to observable changesiitighsity distribution.

This simple scheme of free space propagation phase corgnasitinely realized
today on third generation synchrotron radiation sourcagi®v [Sni95] first explored
this technique for micro imaging of organic samples (fib&rsihg the ESRF source.
However, this technique has also generated a consideratward of interest in the
development of more conventional laboratory-based x-uég tsources which do not

demand large distances in the experimental setup. Wilkirad RVil96; Gao98] de-
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veloped this technique using a micro or nano focus laboyateray source to get
phase contrast images using spherical wave illuminatiothe@fobject. McMahon et
al [McM01] and Allman et al [AllO0] demonstrated in line pleasisualization using
neutron sources for crack detection in metal samples. Trepagated images of a
metal sinker and a damaged aeroplane engine turbine blageahincrease in con-
trast. Toth and Kieffer [Tot0O5] showed phase contrast imgg@if this technique using
an ultrafast laser-based hard x-ray source. Projectiayxadiography of this form
was also discussed by Pogany [Pog97] using a contrasterdusiction (CTF) formal-
ism. The methods described there give insight into the eattithe image formation
under the Fresnel approximation. Cloetens et al [Clo97a{l ukis technique to im-
age a cracked silicon single crystal and metal matrix cong@oboth in projection
and in computed tomography. Using electron microscopy authquantitative x-ray
phase imaging has been developed [Bajo0; May02], for hiighiness sources. The
free space propagation technique has also been appliedey &road range of areas
[Clo96; AIlI00; Gur01; Tot05]. It is this range of use that neskt an attractive basis for
development in a study of x-ray diffraction phase contrastwe will show in the rest

of this thesis.

2.4 Phase measurement

Phase measurement is to determine quantitative informafithe phase of an object. It

can be done directly with interferometry and indirectlylwghase retrieval algorithms.

2.4.1 X-ray interferometry

Interferometry is a quantitative phase measurement tgqabniThis contrast is due to
the interference of the beam transmitted through the sawifitea reference beam often
derived from the same source. The resulting interferenogds can be used to deduce
the relative phases of the two waves. There are many difféypas of interferometry
[Bor99], but all of them follow the same basic principle aswh in Figure 2.14. In this

case any phase differences in the optical path for the bemmartiitted through a sam-
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ple are directly encoded using a monochromatic beam. Theofitecal element after
the monochromator splits the incident beam into two. In amgtnical experimental

scheme the intensity of both beams are equal to each othem Bglitting can be done

monochromator

detectc
x—ray
source splitter analyser

mirror

Figure 2.14: An x-ray interferometer phase imaging

in two ways: wavefront splitting and amplitude splittingdeB7]. Young’s double slits,
Fresnel's bimirrors and prisms are example of x-ray wavefaplitters [Hec97]. Am-
plitude splitting is superior in some applications becamsamplitude splitting case,
high spatial coherence is not as essential as in the casevefreat splitting [MomO03].
Crystals are used for amplitude splitting in the hard x-egion and free standing mul-
tilayers or gratings are used for amplitude splitting in$bé x-ray region. The second
element (often a mirror) in Figure 2.14 deviates the bearthepcan be recombined at
the third element (such as a crystal analyzer). This is platéhe region of intersection
of the two beams. A sample placed in the path of one of the béatmgeen the mirror
and analyzer, will introduce a phase shift and distort ityeftaont inhomogeneously.
The interference fringes are then recorded using a detegctbe path of the outgoing
beam.

The construction of x-ray interferometers is, in generarencomplex than the
construction of optical interferometers. X-ray waveldrggre three order of magnitude
shorter than visible light and consequently an x-ray ietenineter requires much tighter
alignment and greater mechanical stability than for veslight interferometers. When
the optical path difference fluctuates by more than a wagterthe corresponding
fringe pattern can be significantly changed. If the time negiito record the fringes
is longer than the time constant of fluctuations in the systieimge contrast is lost

[MomO03].
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Intrinsically, the resolution of the system for x-rays imiied by the passage of the
beam through optical elements. The beam energy of each giits entrance of the
crystal spreads out at its exit whose width will limit the akgion. The visibility of
interference fringes is further limited by detector resiolo.

X-ray interferometry was first demonstrated by Bonse and fBam65] and Ando
et al [And72] first recorded x-ray phase images using a cordtgan as shown in Fig-
ure 2.14 for imaging of bone tissues and of a slice of graritemose et al [BonQO0;
Mom95; MomO03] developed this direct phase shift measuréneshnique into com-
puted tomography. Each measurement allows one to obtaimaipeof the phase shift
which is proportional to an integral over the path of x-ragimeon the decrement of the
real part of the refractive index. So this map may be consitles a projection of the
real part of the refractive index of the object along the pdtk-ray beam. In computed
tomography, one can obtain a set of such projections byimgt#te object. Then the
standard technique of computed tomography allows the stagstion the distribution
of the electron density, which is related to the real parhefrefractive index inside the
object.

There are several applications of x-ray interferometryudinng measurements of
optical constants [Bon65], measurements of strains [Fpdf8 lattice distortions in
crystals [Abo00], and measurements of dispersion surfi@@s65]. The technique
is generally limited by difficulties in ensuring the cohererof the x-rays, the coher-
ent division of the x-ray beam, the stability of the opticatiplength and the limited
availability of high quality optics. However, many of theggplications are still pur-
sued, and are now being applied at synchrotron radiationcesuaround the world
[Mom95; MomO3].

2.4.2 Phase retrieval

There are several approaches that are currently used ®tbelphase retrieval problem
based on propagation induced contrast in the measuredsityteithe method chosen
often depends on the imaging regime in which the data has dagrired. In the near

Fresnel region, Teague [Tea83] first derived a phase ratrsslution based on the so
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called Transport of Intensity equation (TIE) with his Grisdanction solution. Further,
a TIE based algorithm [Gur95; Nug96; Pag98] and single plHRebased algorithm

[Pag02] are used to retrieve the object phase in the smadbgation limit.

A single plane contrast transfer function (CTF) based daigaor [TurO4a; Gur04;
Clo99a; Zab05] can be used for larger propagation distamugsr condition of weakly
absorbing object and slowly varying phase, as shown in kmuat69. A similar phase
retrieval algorithm has been developed by Wu [Wu05] thatamnsed for x-ray energy
range of 60-150 keV. This algorithm is also suitable for ¢apgopagation distances.

However, Gerchberg-Saxton [Ger72] type iterative metlavdften used for more
general cases including for far-field images. This algamnith essentially an intelligent
guess and check routine which searches through the spaassibfe solutions with
the aim of converging on an acceptable solution. This metresimodified by Fienup
[Fie82] to create the hybrid input-output algorithm. NugfvugO03] also developed
a phase retrieval type iterative algorithm for far field iraagthe so called astigmatic
diffraction technique, which allows a solution without aggtailed knowledge of the
object shape. It allows the phase to be recovered uniquelyerably from a mea-
surement of the far field diffraction pattern combined wahfield diffraction patterns

obtained with orthogonal cylindrically curved waves.

The choice for using phase retrieval algorithms dependa thporange of the prop-
agation distances, the x-ray energy in the experiment amgribperties of the sample.
The non iterative algorithms [Nug96; Pag02; TurO4a; Wu@8]aternative approaches
that find a deterministic solution, which has a direct magmetween the input data and
retrieved phase. These solutions exist only under cerssnraptions about the field to
be measured. For example, if one is restricted to non raiatioveakly diverging fields
with no intensity zeroes over some simply connected regi@pace, then it is possible
to determine uniquely the phase using TIE methods. Timeefity and resistance to

noise perturbations tend to be the advantage of using a eitiite type solution.

Hereunder we discuss some of the phase retrieval algorithmere detail, includ-
ing: TIE based phase retrieval, single plane TIE based ple#seval and the CTF based

phase retrieval algorithms. We will not discussed far fieketimds as the work under-
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taken here concentrates purely on the classical imagingnesgf near and intermediate

fields as described earlier.

TIE based phase retrieval algorithm

In this subsection, we derive the transport of intensityatigu first and then discuss the
TIE based phase retrieval algorithms. We will use the trartsgf intensity equation as

a starting point for a phase retrieval technique and for topggation equation in the
model developed in Chapters 4 and 5. We consider that the peapagates in the

z direction andr = (z,y) is a two dimensional vector in the direction transverse to
propagation direction. The transport of intensity equatian be obtained from the

paraxial scalar wave equation [Tea83]:
.0
(i—+ =+ k)f.(r)=0 (2.49)
whereV? = (Z; + 23) andk = 27/, Intensity is defined as:

I(r) = f(r)f(r) (2.50)

The wave functiory,(r) at a transverse plane atcan be written explicitly in terms of

its intensity/ and the phase:

= V/L(r)expli¢.(r)] (2.51)

Expand the first term of Equation 2.49 and, neglecting theragnts for simplicity,

after substitution of equation 2.51 we have [Pag99]:

Zg =ie ’¢8\/I \/jei¢8—¢

0z 0z 0z (2.52)

Expanding the second term of Equation 2.49 [Pag99]:

Lo f—— OV I+iy Leiogyi. Vo+io \F vk oo ﬁei¢(v¢)2 (2.53)

2k 2k

And the third term of Equation 2.49:

kf = kVIe® (2.54)
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Both the real and imaginary parts of the left hand side of Eqon&.49 must be equal

to zero. If we add Equations 2.52, 2.53 and 2.54, and takenthginary part of them,

we obtain:

oI 1

5 TV (IV) =0, (2.55)
where we have used the identRy- (IV¢) = VI - V¢ + IV andVVI = —L-VI.

2vT
Equation 2.55 is known as thiensport of intensity equatiorit describes the relation-

ship between the phase and intensity of a wave field over & pathe rate of change

of the measured intensities.

The real part of the summation of Equations 2.52, 2.53 andl I2&ds to:
—Qkﬁ% + VAT + VI - |V [?) =0 (2.56)

This is known as the eikonal equation [Bor99]. The eikonahéesfunction that defines
surfaces of constant phase in the wave field - that is the \n@wist

In Equation 2.55, the intensity derivative along the praiemm directionz is de-
fined in terms of the intensity. The TIE describes how thensity distribution of an
electromagnetic field changes as it propagates througke sa; by measuring the in-
tensity and analyzing how its distribution has changed withpagation, the phase of
the field can in principle be deduced.

Methods for the solution of the TIE has in fact been develpperluding an algo-
rithm developed by Gureyev and Nugent [Gur95] and a latesrdalgn developed by
Paganin and Nugent [Pag98]. The first algorithm inverts the as a weighted sum
over a series of orthogonal polynomials. A series expansiapplied to the intensity
derivative and the phase. Then matrix inversion is useddover the phase. This algo-
rithm becomes computationally intensive in the presene®afuniform intensities, as
will often be the case in practice. Therefore, it is impreaitifor general application to
phase retrieval in the presence of object that have a ndoramabsorption distribution.

The second algorithm makes use of the rapid processing itipabthe numerical
Fast Fourier Transform [Pag99] to determine the phase wihézasity variations in
the field are present. This algorithm is discussed belowesihe results will be used

throughout this thesis.
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In order to solve equation 2.55, Paganin obtains the solditiothe phase by using

double Fourier transformation as [Pag99]

¢:¢x+¢y> '

O = F utu, FI VT upu 2T (KO (2.57)
¢y = F utuy FIF uu 27 (KLL)
where ¢, ¢,) are the solution for the components of the gradient openatibe equa-
tion for 2 andy direction respectivelyZ denotes Fourier transformatiof, ! denotes
inverse Fourier transformatiofy,, u,) are the Fourier variables conjugate to (x,y) and
u? = u3 +u;. Itis understood that division by’ does not take place at the point where
u, = 0 in Fourier spacé. Alternatively, the division by:? can be regularized (e.g.
Tikhonov?) [Tik63]. This algorithm is efficient computationally anglable to take into
account the intensity variations in the field.

Equation 2.57 is implemented by measuring two differergnstties a small dis-
tance apart in order to measure the derivative. We requéadigtance to be small so

that:
oI(r)
0z

Under this condition the intensity varies approximatehehrly with propagating dis-

I(r,z)~1(r,0)+ =

(2.58)

tance. The validity condition for the TIE solution is theyed when the higher order

Taylor expansion terms is disregarded and Turner [TurOdinp iy it as:
Au? < 1 (2.59)

whereuw is the corresponding spatial frequency of the object. Ifdlsance between
measurement planes is too small, noise will be strongly diegbiin the calculation of

the z-derivative of intensity. With a too large distanceragawill give a poor estimate

SThis algorithm is covered by an Australian Provisional Rate

SInstead we multiply by zero at the poiht = 0. This is equivalent to taking the Cauchy principal
value of the integral operat& —2 [Pag99].

"Tikhonov's regularization is used to handle the divisiorziyo by substituting:

1 Uy

N
ur  uZ+a?

The regularization parameteiis inversely proportional to the signal-to-noise ratiankans that without
regularizationy is 0. The regularization parameter can be increased foy mlais until the desired level
of noise reduces.
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of the derivative of intensity. The intensity data combingth the intensity derivative

data allows us to retrieve the phase distribution indepethge

two closely spaced

object measured intensity

.

dz

Figure 2.15: Configuration for applying TIE based phasdewt algorithm. The measured

intensities have a distance dz apart.

This algorithm is less restrictive than the single plane B#Sed phase retrieval, dis-
cussed in the next subsection because the small propagidiance condition (Equa-
tion 2.59) is required between the two measurement plasesh@wn in Figure 2.15,
not to the distance between the sample and the two measurg@taees. The per-
formance of this algorithm has been successfully testedsaod/s excellent results.
Using this technique, Nugent et al. [Nug96] have recovenedghase distribution of x-
rays guantitatively. It was the first experimental dematgin of a non interferometric
guantitative phase imaging technique using x-rays. Thaioétl phase shift on a model
object carbon calibration grid that was in good agreemetit an independent determi-
nation from the absorption. Later work of Paganin and Nudleag98] extended this
method to partially coherent light. A range of other radiatiypes were also be used to
apply this algorithm, such as electrons [Pag01], neutrdted03c; AllOO] and visible
light [Bar98].

Single plane TIE based phase retrieval algorithm

Paganin et al. [Pag02] have developed a single image nativiephase retrieval algo-
rithm applicable to near Fresnel images of homogeneouslsarapknown composi-
tion. This algorithm uses the TIE as its basis.

For a homogeneous sample the variation of phase and intemsite object plane

can be expressed in terms of the variations of projecte#rbgs of the sampl&(r) in
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the plane perpendicular to the propagation direction:

I(r,0) = Le T = [ c=2k6T()

o(r,0) = —koT(r) (2.60)

wherepu, = 2k( is the linear attenuation coefficient, is the imaginary part of the
refractive indexk is the wave number anf), is the uniform intensity of the incident
radiation. Projected thickneds(r) is defined as the spatial distribution map of the
object in the transverse direction.

For a near Fresnel image we can approxiniatg)/0z in the TIE by the finite
difference between the object and image plane, usingz) ~ I(r,0) + zag—(z”. By
using this assumption and together with the expression feingle image intensity
Paganin [Pag02] obtains the projection sample thickness as

() = -2 [ﬁ*—l( Ho ﬁ[](zz)b} (2.61)

/’LO 25U2 + ,uo

whereu is the Fourier conjugate of The intensity and phase of the object can then be

obtained according Equation 2.60.
single measured intensity
object
L
(]
P,

dz

Figure 2.16: Configuration for applying single plane TIEdzhphase retrieval algorithm. The

measured intensities have a distance dz from the object.

This single plane TIE based algorithm is restricted in thetonly valid in the near
Fresnel region. Because the small propagation distanaiitaamof Equation 2.59 has
to be fulfilled for the distance between the sample and thesareanent plane, as shown
in Figure 2.16. However, the performance of this algorittas heen tested successfully
[Pag02; May02; Gur04] in the near Fresnel region within &kdity condition of small

propagation distance. In [TurO4a], the validity conditfon TIE was intentionally vi-
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olated and it can be seen that the phase variations werdadveXs expected, the TIE

retrieved thickness grossly underestimates the knowmecovalues.

CTF based phase retrieval algorithm

Another treatment of x-ray image formation is given by Fedgiiffraction theory. In
the case of a "weak” object, this expression can be formdl&tegive the so-called
Contrast Transfer Function (CTF). Firstly, in this subsmttve derive the CTF theory
and then discuss the CTF based phase retrieval algorithrasus@/ a monochromatic
coherent plane wave source, transmitted through a samgteilded by the wave field
at the exit surface of the sample &) = Sy explid(r) — L(r)], whereg(r) the phase
shift and u.(r) the attenuation variation. In the small angle approxinmtibe wave
function on planes > 0 is given by the Fresnel diffraction integral, in Equatiod.2.

The Fourier Transform of this wave function is then [Pog97]:
F.(u) = ¢ 5(u)e ™=’ (2.62)

whereS(u) is the Fourier Transform of the wave field at the exit surfacae sample,

S(r). Then the Born type approximation ofr) < 1 andu(r) < 1 is made so that:

S(r) = Sol1 + i6(r) — p(r) (2.63)
and consequently:
3(u) = Sol3(u) +id(u) — S(w)] (2.64

in which §(u) denotes the Dirac delta functiop(u) is the Fourier Transform qf(r)
and¢(u) is the Fourier Transform af(r). Substitute this into Equation 2.62, to get:
fi(u) | [cos(mAzu?) — isin(rAzu?)]

FL(u) = S, [5(u) +igu) — %

fi (u) cos(mAzu?) + ¢(u) sin(mAzu?)

DN =

= So |:5(U) —
Hi{—5(U) + B(u) cos(mAzU) + %ﬂ(u) sin(rAud)}|  (2.65)

The measured intensity at a distancé proportional to the square modulus of the

complex amplitudel,(r) = | f.(r)|?. So, the Fourier Transform of the intensity [Pog97]
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L(u) = Iy [6(u) — fi(u) cos(mAzu?) + 26(u) sin(rAzu?) (2.66)
abs:fgrm pha;e?erm

This alternatively Born-type approximation for intensitjll be referred further in this

thesis as Contrast Transfer Function formalism. The ters(r A\zu?) andsin(mAzu?)

can be conveniently plotted against the variagbezu, as shown in Figure 2.17.

- T
[ cos(mAzur2

0.5

0.0

Contrast Transfer

—1.0L ‘
0.0 0.5

Figure 2.17: Absorption componenips(rAzu?) and phase componenin(rAzu?), of Con-

trast Transfer Function.

Various approximations have been identified which resuhésame expression for
the Fourier transform of the intensiti,(u). These are the "weak object” or Born-type

approximation that we have shown above:
pr) <1, o)<l (2.67)
the pure phase and slowly varying phase approximation oj@&UiGui77]:
w(r) =0, |o(r+Azu/2) —o(r — Azu/2)| < 1 (2.68)
and the extension to weakly absorbing objects demonstbgt@drner [TurO4a]:
u(r) <1, |o(r +Azu/2) — o(r — Azu/2)| < 1 (2.69)

Many different approaches have been made for phase rétoi@sed on CTF method.
Turner [TurO4b] developed the solution of Equation 2.66 tfoe projected thickness
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T'(r) for homogeneous objects, as:

_ g1 1 Z I<r’_z> —
=7 —2k[d sin(mAzu?) + 2 cos(7r)\zu2)]f ( I, 1)] (2.70)

Its relation with absorption(r) and phases(r) components are shown in Equation
2.60. In this algorithm, we need only a single diffracteceimdity, /(r, z). Turner
argued that this algorithm is fast and remains numeric#dilgle. The validity condition
of this solution is the weakly absorbing object and slowlyiag phase condition as
in Equation 2.69 This CTF expression represents an extesithe validity range of
the propagation distance of the TIE algorithm. Howeverality condition for the
CTF algorithm is more restrictive in terms of the object ghaariation and maximum

absorption.

CTF

1 /transfer function

1.0 1.5 2.0
u\/()\z)

0.0 0.5

Figure 2.18: Inverse CTFs for weak absorption limit and $fovarying phase condition, is

shown for TIE solution (dot line) and CTF solution (soliddin Source: [TurO4b].

Unfortunately, this CTF method shows some zeros for cextalnes ofuyv/\z. A
conventional Tikhonov's regularization [Tik63] can be dde handle these singulari-
ties. The regularization stabilizes the retrieval at zenevertheless the retrieval will
be less accurate for spatial frequencies in narrow regionsd the zeros. Conversely,
the limited propagation requirement for the TIE method nsedwat it should only be
applied in the region before the first zero, as shown in FiQui®. The figure shows

that the TIE solution has agreement with CTF solution for alsragion ofu+/ Az and it
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begins to diverge at spatial frequencies just below thedostrast peak. Both solutions
have low-frequency stability as a result, but at high freges TIE retrieval strongly
suppresses information. In this case, Turner [TurO4b]edighat for TIE solution, the
propagation distance, must be small enough that all structure of interest in thjeaib
has spatial frequencies, satisfying\zu? < 1. The performance of this single plane
CTF based algorithm has been tested successfully throyggrienent [TurO4a] within
its validity condition.

Based on the CTF method, Zabler and Cloetens [Clo99a; Zals@%] through focal
series of images to develop a 'holographic’ reconstrudipnombining phase retrieval
procedure for a set of intensity images at different sampléetector distances. This
method is valid for large propagation distances. The nstdephase is obtained by
performing a least square minimization of the differendaeen the measured intensity
and the result of the intensity approximation which is ckdted from Equation 2.66.
Then, a minimum value is calculated. As a result, the retdephase for pure phase
sample is calculated based on:

3u) Yo FiS sin(mAz,,u?)
u) =
>, 2sin®(mAz,,u2)

(2.71)

where the summation ovet = 1...V needs to be applied whevi images of measured
intensities/{“"”, have been taken af propagation distances= z,...zy. By including

a weak absorption the retrieved phase and absorption become

o(u) = i (Cﬁ : Z 1) sin (1A 2u?) — o - Z It Cos(ﬂAzmu2)>

p(u) = % (sz . Z fz(f,fp) sin(rAzpu?) — B - Z fz(ffp) cos(7r)\zmu2)> (2.72)

with following coefficients:
o = Z sin(mAz,u?) cos(TAz,u’)
m@ = Z sin? (7T Azmu?)
€ = Zm: cos? (T Azmu?)

A= BEC — o (2.73)
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Note that this method also avoids the zero problem by fillimgm with information
from the other planes. This process results in a quan&tatiase map. They concluded
that the quality of phase retrieval resulted from this alfpon seems sufficient by us-
ing four propagation distances [Zab05]. Through assamatith three dimensional
reconstruction techniques (holotomography) Cloetene9@4] then reconstructed the
complete three dimensional mapping of the density in thepganin field emission of
transmission electron microscopy, the same idea of phasevad through focus varia-
tion has been used by Coene [Coe92] to retrieve phase ofhighperconductors and
ferroelectric oxides.

A composite method for phase retrieval is developed by Gawg®ur03] which is
also valid for large propagation distances. In this caselEar&trieved phase is used
as the initial guess for a Gerchberg-Saxton-Fienup i@naffhe method is applied for
a pure phase object and it needs only a single image. Thisothé@tkdeed accelerates
convergence of the iterative process.

In other work, Gureyev [Gur04] developed a combination TEF based method
for phase retrieval for large propagation distances argldain be applied for a single
image of small absorption objects. This method extends #fidity range of the lin-
earizations while preserving the deterministic natureranderical efficiency of phase
retrieval. In this method, the TIE is used to recover acalyahe low-frequency com-
ponents of the phase. Then, the predominantly high frequemmponents which are
often small in magnitude are recovered iteratively by th&@Glethod. The performance
of this combination TIE-CTF based algorithm has been testiedessfully through sim-
ulation [Gur04].

Wu [Wu05] derived a different phase retrieval formula based single plane non
iterative algorithm. For a sample away from its absorptidges with an x-ray ampli-

tude, A(r), and phasep(r), can be written as a function of projected electron density,

pep(r), @s:

o
A(r) =~ exp [—%pe,p(r)

O(r) = =Arepep(r) (2.74)

wherer, is the classic electron radius amg y is the total cross section for x-ray photon



2.4. PHASE MEASUREMENT 47

Compton scattering from a single free electron derived ftloeKlein-Nishina formula.
For soft tissues this formula is valid in the photon energyrmg from about 60 keV
to 150 keV. Starting from the Fresnel-Kirchhoff diffraatitheory and the phase-space

evolution of the Wigner distribution for x-ray wave fieldagetprojected electron density

) (2.75)

wherel (Mr; z; + z5) is the image intensity;,, intensity at the entrancé/ the magni-

can be calculated using [WuO05]:

1
en(r) = ———1
p ,P( ) OKN Oge

1 FM?I(Mr;z; + 25)]
Iin[1 + 2 (25me22 2]

MogN

fication factor andi the Fourier conjugate of. The validity condition of this solution
is whenAr. /o > 1. In practice, this condition is valid for photon energy rargj

60 - 150 keV, away from its absorption edge.
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CHAPTER 2. X-RAY IMAGING



Chapter 3

Experimental facilities

This chapter will describe the instrumentation employedetize the phase contrast
images used in this work. The experiments were mainly peréorusing a conventional
x-ray laboratory source, as will be described in Section Bléasurement of the x-ray
spectrum, focusing the x-ray beam and measuring the soineavgl all be discussed
in this section. These results will become the basis for theelbpments described in
Chapters 4 and 5. Section 3.2 describes the image detenstraments; here mainly
represented by the CCD camera. Resolution and contrasthvdaintrol the image
quality, will be discussed in Section 3.3. Finally, the AB&chrotron facility will be
described briefly in Section 3.4 since experimental tomglgyadata in Chapter 6 was

obtained using this source.

3.1 X-ray source

It is critical that the characteristics of the source user-may imaging work are well
known. The experimental work in this thesis was performedgia conventional poly-
chromatic micro focus x-ray tube source (Fein Focus moddt#80.50 fitted with
x-ray tube FXT-160.20) containing a Cu or W target [fei93hd.this section, we de-
scribe the salient characteristics of our source and tleetsfthey have on imaging.
The geometry and setup of the micro focus x-ray tube is showsigure 3.1. Ac-

celerated electrons are produced across an applied vdltages range of kilo Volts)

49
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Figure 3.1: A micro focus tube that applied voltage accédsralectron beam onto a target,

which in turn, emits the x-rays. Source:[fei93b].

between the cathode (e.g. filament) and the anode (in a FeusRabe the anode is
located in front of the target [fei93a]; in other tubes thedmmay be the target). Then,
the electrons bombard a metal target. In each collisiongtéetrons slow down and
some of the kinetic energy translates into radiation. Atbli®o of the energy appears
as x-rays, the remainder is mostly heat. For this reasoaptiimaterials with high heat

conductivity (such as tungsten, copper or molybdenum) laosen for target materials.

3.1.1 X-ray spectrum

In the conventional x-ray laboratory source, the intemacif the accelerated elec-
trons with the electrons in the metal target results in ainapus energy spectrum
(Bremsstrahlung) with some narrow peaks correspondinfgetaharacteristic x-ray en-
ergies of the elements of the metal target.

A higher tube voltage generates higher energy x-ray ramfiatiith a greater pen-
etrating power. A lower voltage generates a lower energjatiath which is better
absorbed by the sample. On the other hand, increasing tleectubent improves the
signal to noise ratio by increasing the number of x-rays peed. This determines the

exposure time needed for taking an image.
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Figure 3.2: Combined detector response function and speatf the beam for a copper target

at 20 kV tube voltage.

The histogram of the acquired events that corresponds todhbination of the
detected x-ray spectrum and the detector response furatoguired using the detector
described in Section 3.2, is shown in Figure 3.2 for a copgrgget at 20kV and Figure
3.3 for a tungsten target at 60kV. The detector responseifumalone is shown in
Figure 3.13. The acquired histogram is calibrated usingvknoharacteristic lines of

an x-ray source, in this case usitf§Am. The spectrum in Figure 3.2 is dominated by

400 N
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O L L ™
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Energy (keV)

Figure 3.3: Combined detector response function and spacif the beam for a tungsten target

at 60 kV tube voltage.
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the characteristic lines of copper with energies of 8.0 kW { and K a,) and 8.9 keV

(K 31). There is also a significant amount of bremsstrahlung, and aff energy of 20
keV. The detector resolution is around 0.2 keV, as shown @ti@e 3.2, so we can not
resolve thel{a; and K a5 lines which have a difference in energy of around 0.02 keV.
Similarly, for tungsten, the spectrum in Figure 3.3 is doatéa by the characteristic
lines of tungsten with energies of 8.35 kel«(; andLas), 9.8 keV (L5, andLj3,) and
11.3 keV (L) with a significant amount of bremsstrahlung. There is araggqt cut

off energy of 30 keV in this case, because the detector regpoas very low efficiency

for energies above 30 keV, as will be seen in Section 3.2.4.

3.1.2 Focusing the x-ray source

Early x-ray tubes used solid targets to emit x-rays whilermfocus tubes used trans-
mission targets [fei93a]. A transmission target usuallgsisis of a thin high density
layer (for examplépm of tungsten) which sits on a lower density backing matefaal (
example a thick sheet of aluminium or beryllium), as showhigure 3.4. Although the
tube can focus the electron gun to an almost zero diameteg, ioside the target, the
electrons scatter, producing a volume of electrons thardebes the general diameter
of the focal spot for x-ray emission. Due to the fact that tleeteon spot is focused
at the few microns thick high density layer on the target,gleetron volume spread is
limited and so limits the size of the x-ray source. High egergays are produced from
collisions in the high density material. The electrons s into the softer backing
material generate mainly low energy x-rays that fail to psca

Micro focus tubes rely on a electromagnetic objective lenfotus the electron
beam on to the target, as shown in Figure 3.1, while the alegmrof the beam uses
electromagnetic centering coils which allow the adjustnoéthe direction components
of the electron beam with respect to the axis of the tube. Wenige the source size
in our instrument by iteratively adjusting the electron inefocus and the centering
until the smallest features possible may be observed intartask. This procedure
is performed whenever a filament is replaced and periogicaltier normal operating

conditions.
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W, Mo, or Cu Electron beam
0.5-5-umtarget

Intensity

Figure 3.4: A laminated transmission target controls ttee dor the focal spot of x-ray
emission. Source http://www.reed-electronics.com/tmdyimdex.asp?layout=article&articleid
=CA218790&ri...

(@) (b)

Figure 3.5: Image of a gold lithographic mask under difféfenusing conditions (a) unfocused,
(b) improved focus and (c) optimal centering and focusingudged by the sharpness of the

image.
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Focusing and centering of the beam influences the qualitiefrhage sharpness.
This is similar in effect to focusing in optical microscopy ia an ordinary camera,
better focusing leads to a sharper image, as shown in FighitelB8 Figure 3.5(c) with
the best focusing and centering, damage on the mask laminatid object sizes of
around20um and larger are clearly visible. For poorer focusing and e@mg as in

Figure 3.5(a) and (b) the ability to resolve fine features .|

3.1.3 Finite source size

X-rays are produced from individual electron collisionghin the volume of the elec-
tron interaction region. The source thus consists of vergynigcoherent point sources
which we model as transversely distributed according toGhassian Law. Accord-
ingly, the x-rays from the source can be modeled as indiVisiolaerical waves emitted
by each point of the source and which are statistically iedelent. The intensity con-
tribution from different points of the finite source is assdo have a weighting factor

of o(r). In the small angle approximation each point of the sourcelpces the same

detector

X=ray J/l I R R r
source - =
z z
ri 2 L

z

R=1T £2

Zy

Zy Zy

Figure 3.6: Different points from the source produces stifin the image.

image of an object which becomes shifted by a definite distaas shown in Figure
3.6. Points from the source at a given distanggoduces a shifR on the image with
R = r(z/z1) = r(M — 1), whereM is the geometric magnification, as shown in
Figure 3.7. An object with a size @f is imaged to a size off = Mh because of the
magnification with\/ = (z; +22)/z;. The resulting image intensity is then given by the

convolution of the image with the geometric distributiontlbé source which is given

11 would like to acknowledge Andrew Stevenson (CSIRO) fodiely me the gold lithographic mask.
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by the weighting of the source intensityr) [Nug91]. So in a projection image of the
source we expect blurring due to diffraction and geometiticring due to the source
distribution. The later will have a size that is charactarisf the size of the source

distributiono.

h H
/(M H 2z 21+ 27,

- ——\/ ¥

Z1 Zy

Figure 3.7: Geometric magnification, M

It is obvious that an object with size around the charadtengidth of the source
distribution,o, or less, will disappear or become much less visible. On therdand,
an object with size much bigger than will be practically undisturbed by the source
size. Therefore, in the free space propagation methodcthiewvable resolution depends
largely on the size of the source [Pog97]. For small enougipggation distances
the resolution that can be achieved in principle, is muchliemthan the source size.
However, in the typical imaging experiment it is firstly diffiit to place the detector
sufficiently close to the object and secondly this loosedb#refit of magnification.

Given the importance of source size, it is important to be ablmeasure it for a
given source. We describe this measurement in the remabfdeis sub-section. Here
are some methods presented by Madsen [Mad89] which havedpgdied to measure

micro focus focal spot sizes:

e Using wire-type images as quality indicators. The actuedfspot size is found
after taking radiographs using a range of wire diameterk betow and above

the expected focal spot size.

e Using the shadow of a straight edge or a round wire. The fquatl Sze is mea-
sured in the direction normal to the wire using the width & flenumbra after
taking into account scaling due to image magnification. ftdemally applied in

two orientations (horizontal and vertical) for a two dimiemsl measurement.
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¢ Using the shadow of a metal ball. This method can recoverpéna from any
side of the ball. It means that all orientations of the fogaltsare explored in one

image.
e Using a special micro lithographic test mask and evaludtiegadiograph.

Another method is to use a Fourier method by deconvolvingrttege with that
which would have been produced by a coherent source [Maj986ing a known size
pinhole is also a method for finding the source size of theesygRob75], but it al-
lows very little radiation to pass. So for the case of an xiedpratory source this is
sometimes not practical as it needs long exposure timeswvithstanding the number
of methods available, it is quite difficult to measure foqabtssize accurately [Mad89].

As previously described, the beam produced by a laboratacgorfocus x-ray in-
strument has a variety of energies up to the energy of themimegpelectrons. Therefore
the effective distribution of the focal spot also dependshenenergy of the electrons,
determined by the tube voltage. The focal spot is smalletdartube voltage than
high tube voltage. This is simply because low tube voltagelpces a smaller collision
region in the target [fei93b].

Round edges like wires and balls have advantages in alignmigmthe x-ray beam
direction but the partial transmission from the thinnestwill increase the apparent
focal spot size. Conversely, a straight edge has to be aligeey carefully to the
direction of the x-ray beam but it can produce a more accwiatemeasurement. To
eliminate these problems, the source size of our instrumesabeen measured using a
shadow of a thin sharp edge. The experimental setup as smokigure 3.8 was used
to measure the source size of our instrument. The figure sti@awthe edge produces a
black to white transition in intensity i.e. a diffuse edgeedo a presence of a penumbra.

The relation between the blurring size and the source sizdl@svs:

o; = 208 = (M —1)os (3.1)
<1

whereo, is the characteristic size of the source ands the characteristic size of the

image blurring. In a noise free environment, the sourcerisigmwill be negligible when

z5 — 0 or when the detector is placed directly behind the sample.sBEme effect will
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Figure 3.8: Focal spot size of an x-ray source determineblthréng in the image.

happen wherr; — oo. A greater distance between the source and the sample will

reduce the blurring effect.

The experimental setup for our source size measurementwa$.1m, z, = 1.7m
and M = 18. The tube voltage was 20 kV and current 408. The imaging detector
is a direct detection CCD camera (liquid nitrogen cooledt®metrics CH260), with
512 x 512 pixels an@7um pixel size. Figure 3.9 shows an image of a sharp thin
edge of a50um thick gold sample used to measure the vertical and horizsotace
size directly. Note that the dark region represents the gadthl and the bright area
represents the hole. The intensity image was correctedhéodark current and for non
uniform illumination in the imaging system, according touatjon 3.3. In the plot,
the image is averaged in the direction orthogonal to the ¢dgecrease the photon
statistics. Note that the intensity in the detector aresesponding to the gold metal is
significantly decreased by absorption. The left and rigntupebra should be identical
for an ideal source, but it is slightly different in this maemsment due to asymmetry
in the source distribution. A zoomed in view of the right safehe edge is shown in
Figure 3.10. The source FWHM consists of around 13 pixelschvhorresponds to
19 £+ 5um. We note that there is no need to include other blurring &ffdae to the
detector in our case, as will be shown in Section 3.2. Sitgjl#rcan be shown that
diffraction broadening is also negligible. The first Frdszane has a radius of about
3um which is well below the detector resolution ®8Tum. In order for diffraction

broadening to be observed in our geometry the propagatsiardie would have to be
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Figure 3.9: (a) Image of a sharp thin edge with (b) the coordimg plot for a vertically
orientated edge.

intensity (arb. unit)

280 300 320 340

Figure 3.10: Zoomed in region of the right side from Figure(13).

more tharnrm.

The other side of the edge was also measured as a part of thetainty calcu-
lation from the measurement. The same procedure was alsofdothe horizontally
orientated edge. This time we found the source FWHM tdbe 5um. Source size

measurements must be done regularly for our source as thatiogecondition change,

particularly after changing a filament.
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3.2 X-ray detectors

The selection of the detector will also determine the guaiitthe image. Our ex-
periments were mainly performed using a direct detectio@©&mera (Photometrics
CH260, liquid nitrogen cooled te 105°C', with 512 x 512 pixels and7um pixel size).
One image in our experiments was taken with a photographic filhe film used was
Agfa Scopix IC3B film. The spectral measurements of the sowere performed us-
ing a Si-PIN Photodiode x-ray detector (XR-100CR) [Amp9&hal96 eV resolution,
which has a similar response function to the imaging detecto

The advantages of photographic film are that it usually hasget field of view
than is possible with a CCD chip, its ease of positioning,dyspatial resolution of
< 10um and relatively low material costs. The disadvantages anmeah-linearity and
the chemical processing required to obtain results. Thederfilm inappropriate for
advanced imaging such as tomography.

The most obvious advantage of the CCD camera is the convanigndetection:
the image can be displayed and recorded digitally within #enaf seconds. These
detectors have finite resolution, defined by the pixel dirmerss Interesting properties
of the CCD camera are linearity of photometric responsajaitp noise ratio (S/N
ratio), sensitivity, dark current and spatial frequencgpanse. We present a limited

discussion of the CCD camera characteristics hereunder.

3.2.1 Linearity and uniformity

Linearity of detector response with the incident intensstya useful prerequisite for
guantitative imaging. An x-ray photon that is absorbed adkpletion layer of a CCD
chip, generates a charge signal that, to a very good appatixim has a linear relation-
ship to the photon energy, E, [Fie72]:

E(eV)
3.65eV

signal = electrons (3.2)

where the assumption is that the generation of one signetretein silicon requires
3.65 eV of incident x-ray photon energy. This number varigghty depending on the

characteristics of the silicon used, for example Lumb [LO&btains a value of 3.68
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eV. The charge which has accumulated in each pixel is caawv@nto a number. This
number is in arbitrary 'units’ and is called analogue datasufADUS) which is not yet
calibrated into physical units. The gain used is thus a eonsif proportionality which
converts ADUs into the amount of charge stored in each pixel.

Correction for non-linearities and non uniformity are méganeans of a dark cur-

rent and flat field correction. Correction was performed by:

1 -1
[cm«r _ sample dark (33)
Iflatfield - Idark:

Dark current images is a background intensity, acquirethout x-ray beam illumi-
nation. Flat field images is acquired with illumination. Bamages were recorded
without a sample to perform corrections on a pixel by pixgigion on the projection

image. This correction also minimizes systematic errochsas thermal noise (dark

Figure 3.11: Dark current image, averaged from 20 image20fs&conds each.

current), surface imperfections in the detector windowd e influence of beam im-
perfections. To get as close as possible to the "true” sjghalsystematic errors should
be characterized, measured and removed from the signal.

In our detector, there is some damage in some pixels whidhnflilence the dark
current image for a long exposure measurement. Figure :iddssa dark current
image which is an average of 20 images of 120 seconds for @aapei. A cooled
Photometrics CH260 at105°C' produces dark current of 9 counts! pixel~!. The
damage in the pixels gives counts of 0.3% of dark currentl legmal. This indicates

that physical damage of the chip is negligible when the detes used at-105°C'".



3.2. X-RAY DETECTORS 61

Figure 3.12: Flat field image, averaged from 20 images of #20rsds each.

Other noise, such as the impurity on the surface of the benylexit window for
the x-ray source will be corrected from the flat field imagegufe 3.12 shows the im-
perfection in the beam uniformity because of the berylliumdew. This imperfection

is around 3% of mean intensity.

3.2.2 Dark current

Electrons are not only produced by photons, but also by takeemergy. The electrons
produced by this mechanism are termed ’'dark current’. Theteln charge accumu-
lated in a CCD pixel due to dark current increases linearlihviime. Cooling the

camera reduces this unwanted electron source by minimikmg¢hermal energy. The

dark current is incorporated into the corrected signal asvehin Equation 3.3.

3.2.3 Signal to noise ratio

The effect of noise sources on the CCD performance is desthip the signal to noise

ratio. The three primary sources of noise in a CCD camera are:

e Photon noise, also known as photonic or photon shot noisa,fisxdamental
property of the quantum nature of light. This noise is eqadhe square root of
the number of photons detected (according Poisson stadistivhen the flux is

high enough, photon noise is the dominant source of noise.
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e Preamplifier noise, also called readout noise, is genefatdelde on-chip output
amplifier by the camera electronics. Under low flux levelsdieut noise is the
dominant source of noise. The readout noise typically hasaare of a few tens

of electrons.

e Dark current noise, or thermally generated charge, can lmesuned and sub-
tracted from data. Dark current noise is a particular camnaetow-flux applica-

tions and long integration time (long exposures).

From that, the5/N ratio for a CCD camera can be calculated from the followingeeq
tion:

S o *S;bj

N \/Aszbj<+_(jvgzrk + ]VQ

readout)

(3.4)

where Sy, is the signal from the objectV,,,, dark current noiseN,qi.: readout
noise. The available signal level from the object detersitie integration time re-
quired to arrive at an acceptab® N ratio. Acceptable S/N ratios vary with each ap-

plications.

3.2.4 Quantum efficiency

The quantum efficiency is defined as the efficiency ratio ofdéeected energy to the
energy incident on the surface of the CCD, as shown in Figur@. 3t is a function of
incident photon energy. The back illuminated device offenserior quantum efficiency
across a broader energy range. In the back illuminated C@Btops enter into the
depletion region from the backside without first passinguigh electrode structure
which lies on top of the pixel structure on the front side, Beven on Figure 3.14.
These electrodes reduce the detection efficiency for lowggnerays (and blue optical
light). The discontinuities in Figure 3.13 are the resulindfinsic properties of silicon,
namely the absorption edge (L-edge at 0.1 keV and K-edgeBatel). As the x-ray
photon energy increases up towards 10 keV, the transmis$iphotons through the
depletion region creates less signal resulting in a deergaguantum efficiency. A
thicker depletion region (deep depletion device) overcoihés problem towards 20

keV. The improvement of the back illuminated device and thepddepletion device is
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Figure 3.13: QE curves for Back illuminated (BN), Front ilinated (FI) and Front il-
luminated deep depletion (FI DD) Devices. Source http:Mabat-oriel.com/site/sitedown

/cc.workshopxraydeen.pdf.
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Figure 3.14: Structures of front illuminated and back illnated devices.

confirmed by the experimental results of Lumb [Lum90]. Hoamra direct detection

camera still is not optimal for the hard x-ray region abovex@y.

3.2.5 Spread function

We will show now that our CCD camera has negligible deteqtogad function for our
experiments. We hypothesize that this is because it is atdietector camera operating
at x-ray energies that are sufficiently low that pixel splgtevents extend at most to
neighbouring pixels. By contrast, in an indirect detectomaterial is used to convert
the x-ray photons to visible wavelengths which are subsettyudetected by the CCD

in the usual manner. These converter materials, or seitdr, will introduce blurring
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effect in the detected signal [Ric98] which is dependentroergy.

To prove that our CCD camera has negligible detector spreactibn, we place
an edge directly at the CCD detector where there is no blyieifect from the finite
source size. This could not be achieved in reality becawse tls a vacuum chamber

between the CCD chip and the beryllium window on the cameeal h&o we placed

intensity (arb. unit)

pixels

Figure 3.15: Plot of an edge placed directly to the camerd.hea

the sample as close as possible to the beryllium window,sheatound 24 cm in front
the CCD chip. The source is placed at 1.8 m from the CCD chip.odnzd region
of the plot of the edge is shown in Figure 3.15. The plot shdves the change from
full shadow to full illumination occurs inside 1.5 pixels.his is compatible with the
effective CCD blurring being one pixel or less. Accordinglie neglect CCD blurring
in our calculations. In this case, this will have the efféettithe values we calculate for

source sizes are an upper limit.

3.2.6 Dynamic range

The dynamic range of a detector is the ratio of the largestotighle signal to the small-
est. In the x-ray region, the dynamic range is dependent tigpenergyF (eV/), of the

incident photons. On a 16-bit device, as in our detectoryfmamic range is calculated

according the formula:
DR = 26, (93765) (3.5)
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whereg is the gain of the system in photoelectrons per count. Typigay photo-
graphic films have a dynamic range ©f100 for photon energies around 1 keV, while
our CCD detector has 1680 (assuming a gain of 7 photoelecpencount). Note that
in this 16-bit device: the corresponding maximum ADU valaes2'6 = 65536.

3.3 Resolution and contrast

Resolution and contrast are two factors for quantifyinggemgquality. They are related
terms. Resolution is defined as the minimum distance betweepoints at which a
certain contrast is achieved. The closer two objects thabeaesolved by the system,
the greater the resolution of the system. Contrast is alswetmes called visibility.
It is defined for fringes as the ratio of the difference in thexamum and minimum
intensity (signal) divided by their sum, as first formulabgdMichelson [Bor99], and is

measured using:

1 — I
V;ma .= maz min 3.6
g Ima:v + Imzn ( )

wherel,, .. andl,,;, are the maximum and minimum intensities.

In the free space propagation technique, which is free frptical system aberra-
tions, the resolution and contrast of the image are detedniny the properties of the
source size and the quality of the detection system (pizel g). In the case of spher-
ical wave illumination, the geometric magnification fac{ar), will help to achieve a

better resolution as:

. 2p
lution > — 3.7
resolution 2 - (3.7)

The factor2 is used because of the Nyquist sampling theorem which is/algut to
requiring that the closest distance for which two objects loa resolved is across 2
pixels.

In conclusion, the coherence of the illumination, finite @@usize, magnification
and pixel size of the imaging detector will all influence bdtie resolution and the
contrast of the system. In the following chapter, we qugraiid model some of these

effects.
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3.4 Synchrotron facility

Synchrotron radiation is produced by a relativistic aceatl charged particle. It was
used from the early seventies in a parasitic mode on padatelerators for high energy
physics (first generation) [Win95]. Afterwards, as dedeckight sources, second gen-
eration machines appeared. Then, a tremendous improvemiket stability and con-
trol of the trajectory of the charged particle beam, togethth the appearance of multi
pole insertion devices to produce synchrotron radiaticnnmore efficient way, become

the fundamental characteristics of third generation sgotobn radiation sources.

Xeray Experimental
beam line station

7 Electron beam N

Electron beam

Linear
accelerator

Booster ring |

Electron gun

Figure 3.16: A synchrotron setup facility. Source httpwiu-project.slac.stanford.edu/ssrltxrf/

spear.htm.

A schematic setup of a typical third generation synchrofemility can be seen in
Figure 3.16. The charged particles used at a synchrotronsarally electrons. An
electron gun supplies energetic electrons to the lineaglaator. The electrons are
accelerated to relativistic velocities and produce a tamhan a narrow cone as seen by
a stationary observer. Multi pole insertion devices anddbenmagnets are placed in
succession in a storage ring. The bending magnet causésoaketo follow a circular
trajectory along its length [Win95]. The flux and brightne$she emitted x-ray beam

can be improved significantly by the insertion devices (Wggand undulators). This
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Figure 3.17: Emission patterns of radiation from electrionsircular motion. Case I: at a low
velocity compared to the light velocity. Case II: approachihe light velocity (ie. a relativistic

particle). Source [Win95].
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Figure 3.18: Radiation from bending-, wiggler- and undaahagnets. Source [Win95].

is achieved with a spatially periodic magnetic field frommanent magnets. When the
charged particles oscillate radiation is emitted at eadd prversal and the combined
effect increases the flux in a given spectral distribution.

From the storage ring, a highly directional and polarizednhef x-rays is emitted
in the plane of the synchrotron, as shown in Case Il of Figut&.3The emitted flux is
in the direction perpendicular to the acceleration of tleetebns. These x-rays cover
a broad range of energies allowing for energy tuning usingaubromators. These
facilities led to the development of beam lines where x-rages used for numerous
experiments simultaneously in many experimental statidiie high flux and energy

tunability allow us to achieve extremely short detectionds in an experiment.
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The main advantage of using an insertion device source (&rig@g undulator) in-
stead of a bending magnet source is that more flux will be redin a given bandpass
for the same source size. Wigglers work by using an array afnets with alternat-
ing field directions to force electrons into a sinusoidajetcéory through the straight
sections of a synchrotron. Wigglers provide a broad spettind high photon flux
(yet less bright than undulator) radiation. An undulatosimsilar to wiggler in that it

uses an array of magnets. However, in an undulator the bgdtigle in each pole is

25m-long Undulator
SPring-8 Standard Undulator___ ' *

1
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=,
=
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Figure 3.19: Spectral brightness for several radiatiomcgs Source http://www.spring8.or.jp/

e/generalinfo/overview/sthtml.

much smaller, so it does not increase the small angulargbwvee of the radiation, as
shown in Figure 3.18. In this case, the intrinsic brightnefssynchrotron radiation is
preserved. Furthermore, interference effects in the eomdsy the array of magnets
that forms essentially collinear source points produceseodtinue spectrum that is
enhanced at certain wavelength, as shown in Figure 3.18.iiertion device leads to

a higher emitted intensity in a given energy bandpass whempaced to bending mag-
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nets. However, when monochromaticity is not a requirentas sufficiently broaden-
ing the bandpass of a bending magnet source can provide karsimet flux as for an
insertion device and have similar source limitations orréselution [Pee05]. A facility
establishment at a bending magnet source is a useful toatdterials, biological and
medical science and it can compete in terms of exposure twtasinsertion device
lines using a broad bandpass where energy purity is not aa.iss

Our tomography data was acquired at the 2-BM (bending mageaim line at the
Advanced Photon Source (APS) at Argonne National Laboyatdth the experiment
setup as shown in Figure 3.20. A beam sizetof 100mm? (vertical x horizontal)
is delivered from the bending magnet source. The energyerantunable between 5
and 20 keV with a bandwidth of E/E < 1073 by the use of a Kohzu double crystal
monochromator [Wan01]. The small lateral extent of the seyone-sigma source
size of102um horizontally and5.1.m vertically) and the long source sample distance
of 50 m, results in a small incident divergence as seen fromiat pn the sample.

The beam divergence 504urad x 0.7urad (horizontal x vertical) and is therefore

liquid nitrogen
o \cooled CCD camera

visible light
objective
/ scintillator screen

// on Gimble mount

>
double-crystal
monochromator

rotation stage

Figure 3.20: Tomography experiment setup at the 2-BM tgciBource [Wan01].

excellent for coherent imaging applications. The rotafmmtomographic acquisition
is performed by a precision rotation stage. The transmiteays through the sample

illuminate a300.m thick CAWOQ, single crystal scintillator. The visible light emitted by
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the scintillator is relayed to a CCD detector by a microsaalgective. A 10x objective
lens is used in our experiment. With the effectively grasslscintillator, the resolution
of the system is primarily determined by the effective pigizle which is calculated
based on the.65um actual pixel size coupled by a 1x Tube lens and connecting tub
into the CCD camera. The resulting effective CCD pixel s&@.735um. The CCD
camera has 2048 X 2048 pixels. The CCD detector is mountedt@nslation stage
aligned with the x-ray beam in order to vary the sample toatetalistance.

Tomography experiments generate large amounts of dataesandrdl a lot of com-
puting power for data acquisition, image processing andnsttuction calculations.
The 2-BM facility has constructed a pipelined data acqwisiand reconstruction sys-
tem that integrates a fast detector system, high speed datmnks and a cluster of
parallel computers [WanO01]. It allows us to obtain a dataaset perform a complete
tomographic reconstruction on the timescale of minutes ddta acquisition is con-
trolled by a graphical user interface program running onmm\8orkstation.

Each data set contains 720 projections, with 2048x20489ire each projection.
Several dark current and flat field images are also acqui@thakith the projection
data. These images are essential for correction and naingathe projection images.
The flat field images were taken once every 101 projectionsitomze the effects of

any beam instability. Dark current images were collectati@end of each data set.



Chapter 4

Image modelling for transparent

samples

An image formation model is developed analytically for theape-contrast radiography
technique using an extended and spatially incoherent so8ame parts of this chapter
have been published [Arh04]. In Section 4.1 we begin by dgieh an image forma-
tion model suitable for transparent samples in the shorelesgth region for which the
transport of intensity equation is valid. We then use it tedict the sensitivity of the
imaging process as a function of spatial frequency. It ireteaumerically in Section
4.2. In Section 4.3, the imaging model is experimentally destrated using an x-ray
radiography set-up, and a laboratory micro focus x-ray sau\Ve find that the results
are in excellent agreement. This model is then used to deafiogjactive filtering crite-
rion, in Section 4.4, that can be applied to improve the intagdity from phase images

obtained at different propagation distances.

4.1 Image formation model for a periodic object

In this section we investigate the transport of a radiatromfa source of finite dimen-
sions through an object with only one dimensional phaseatiari. The basic arrange-

ment of the image formation model is shown in Figure 4.1.

We assume here that the sample influences only the phase loédine that it is a

71
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absorption image phase contrast image
z=0 z=1z,

|

:::::::;//
x—ra?%\ﬁ
source sa ’\\

Figure 4.1: Free space propagation phase contrast imaging x-ray sourcez; is the source

sample distance ang is sample detector distance

transparent but refractive sample. We suppose that theesbas a spatial distribution
o(r), and is spatially incoherent. Accordingly, the sampleligiinated by spherical
wave fronts, originating from points within the extendeday- source. The sample

is placed at a distancg from the source. The wavefront is distorted by its passage
through the sample. The transmitted wave function is oleskat the measurement
plane placed at a distaneg from the sample. The object plane and the measurement
plane are assumed to be a planar surface orthogonal to ticeagfst of the system. We
denote the coherent intensity due to the illumination ohgle point in the source at the
measurement plane &g, (r, z2). The measured intensity distribution can be treated as
a simple convolution of the coherent image with the sourtenisity distribution after
appropriate scaling. A simple transformation of the Frediféraction integral allows

us to write the resulting partially coherent image intgnag [Nug91]:

1 1,1 1 )
I(r,z) = W/ICOh(Mr/’ MZQ)O’(M — 1[r —r'])dr (4.1)

In order to be explicit, a Gaussian distribution is used a®dahfor the finite source in
this work:

r2
_273

o(r) = Usj%em

Here,o, is the characteristic width of the source distribution, @adalue is calculated

) 4.2)

according to:
_ FWHM

Oy = —F—— 4.3
2v2In2 (43)
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where FWHM is the full width at half maximum.

Consider an object with a one dimensional phase variation:

o(r) = ¢ocos(Ks.r) (4.4)

with a sample period o27/k,. The phase shifty(r), introduced by the sample, is
proportional to the real part of the refractive indéxintegrated along the propagation

directionz.

¢ocos(Kg 1) = —QTW(;/COS(KS r)dz

= —2%515 cos(Ks - 1) (4.5)

From Figure 4.2, we see that for a given periodic modulatigrdepends on the am-

>

X—ray
beam

propagatio
direction

Figure 4.2: Sample with a one dimensional phase variatimthie amplitude of the sinusoidal

profile of the sample.

plitude,t, of the modulation on the sample. The transmitted wave fandor uniform

intensity plane wave illumination incident on the phasesobjs:
S(r,0) = Spexplio(r)] (4.6)

wheresS, is the amplitude of the incident wave, giving an intensitieathe sample of
Icoh(rao) :| S(r>0) |2: Sg
The transport of intensity equation, in Equation 2.55, ¢emtbe used to describe the

propagation of the transmitted wave function :

8Icoh(r, 0)

w10 _%v (Loon(r, 0)V6(1)) (4.7)
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wherez is the effective propagation distance, as described in faqua.12.

Using Equation 4.4 and 4.6, the transport of intensity aqudiecomes:

2
Heon(0.0) _ 585, i2cos(k, - 1) (“8)
V4

We then assume that there is a small propagation distancelsat:

8Icoh(r 0)
I ~ Lon(r, e 4.9
coh(ra Z) h(r 0) +z aZ ( )
Using Equation 4.8, this becomes:
2
Lonr2) = 54 1= 20 cos(ie, ) @.10)
In our case, 'small’ means that:
]{32
z|¢0|f <1 (4.11)

The partially coherent image intensity, from Equation #dcomes:

2 2 / /
I(r,2) = &?/QW1——%%@wqm5&ﬂa<M11n—u)m (4.12)

Taking into account the source distribution, as given by dfiqgum 4.2, the measured

image intensity is:
2

I(r 22) M2

_ 2,52
{1 - —|¢0|k26xp ( [%]2%) cos(Ks - %)} (4.13)

We introduce some dimensionless variables :

/{52
Np =% (4.14)
21

which is the Fresnel number of the source at the sample @im@se as in Equation
2.29 which is for the Fresnel number of the sample and hagerfze smaller than the

new defined Fresnel number), and:
§ =05 ks (4.15)

which describes the extent of the source in units of the dbarigtic length scale of the

sample. We can now rewrite Equation 4.13 as:

2 — 1.M—-1
I(r, z9) = 0 L19o] ex (

2¢2 r
2 1= e (5P re stk )| @)
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We also use the dimensionless distaice- r /o, So the equation can be expressed in

terms of¢ and M:

s2 _ _
e ) = 25 1= M ey (e coste 3] @)

It can be seen that the propagated intensity can be des@shadonstant term that is
modulated at a frequency characteristic of the sample &ecys Accordingly, we can

define a general visibility function which takes into accotire finite source size and
the propagation contrast mechanism for a transparent sawifii a one dimensional
harmonic phase variation, in the region of validity for thensport of intensity equation:

_ 50

160 = 75,

L= Vil Mpcosts 2 (4.18)

The general phase visibility function is then:

M= 10|, {1M—1
190l o, [_1

Vi€ M) = S5 ey | (e (@19

The visibility is a measure of how well a given spatial freqog is preserved in the
imaging process. ldeal visibility would then have a valud ohccording to the defi-

nition in Equation 3.6 while a visibility of zero would meaw nisible contrast. The

M (dimensionless)

0 2 4 6 8
¢ (dimensionless)

Figure 4.3: Phase visibility function as a function of spkfiequency¢, and magnification)/,
for a transparent sample withy = 1 and Ny = 10. Black colour represents 0 value and white

colour represents the highest value of 0.56.

visibility function used here is analogous to the modulatransfer function often used
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in image characterization. It is a useful guide to the qualitthe image, as we will be
the case in this thesis, but must be used cautiously if quading information is sought.
Figure 4.3 shows the visibility function that describesphase contrast in the image as
a function of spatial frequency and magnification for a tpament sample withh, = 1
andNy = 10. The visibility function will be maximum wheﬁ% = 0. This happens

at:

£=V2 (4.20)

M -1
It is clear that forM/ — oo, thené — /2. This means that for high magnification
the peak sensitivity of the visibility function will occurlvené ~ /2. For large mag-
nifications the maximum in the visibility function is alsordgely independent of the
magnification. This is due to the exponential term of Equa#ddl9, which describes
the effect of source blurring and which acts to reduce thiéonity of higher spatial
frequencies. In such cases, the visibility will be limitegthe source size. However,
when magnification is only slightly bigger than unity, theapesensitivity of the func-
tion moves to higher spatial frequencies. Significant viisyhcan then be observed for
structures that are smaller than the source size. Of conrsech cases finite detector
resolution may well prevent such features from being olesends an example of these
phenomena, the experimental results of Cloetens et al 8FlsiSow the visibility of
high spatial frequencies decreasing with increasing mafan distance (or increasing

magnification).

4.2 Numerical model

A confirmation of our developed model is given by a numerigalusation. The com-
plex index of refraction will be used to express the distiituof intensity and phase of
the sample. The algorithms that are used here for the nuahprimpagation of coherent,
monochromatic optical waves through space have been geathy Barty [Bar99]. As
shown in Section 2.2.1, the Kirchhoff formulation of scal#fraction theory has been
used for plane waves with some appropriate modificationgbescal waves.

In this numerical simulation, we model sinusoidal sampléh warious spatial fre-
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guencies. Figure 4.4 shows a sample with one spatial freyuém this case corre-
sponding to the period ofOum. The length of the sample &0um. The sample
thickness oft 5um will give the valueg, = 1, for calculating the visibility in Equation

4.19. We used the refractive index data for Kaptom, {1, /N.O,) at an x-ray energy of

20(

a1
e

o
T T

thickness (um)

0 50 100 150 200 250
length (pm)

Figure 4.4: One dimensional model of the sample for numksicaulation

11 keV. At that energy Kapton hag = 2.558 x 1075 and3, = 2.783 x 10~ [cxr95].
With these data we calculated intensity and phase direftly the sample (at = 0)
which becomes the input for the Fresnel diffraction aldont The propagated image

with the parameters; = 0.1m andz, = 1.7m, (Magnification factor =18), was then

1.05 7

1.00

intensity (arbitrary unit)

0 50 100 150 200 250
length x M (um)

Figure 4.5: The measured intensity image at the detectaeplaith M=18x
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calculated by that algorithm. The intensity at the deteptane for a finite source can
be calculated by the convolution of the propagated pointcsumage with the magni-
fied Gaussian source distribution with FWHM = L. The intensity at the detector
plane can be seen in Figure 4.5. The parameters above weserctmimitate some
typical experimental conditions in our laboratory. The lgyaf the image can be de-
scribed quantitatively using the measured visibility. 1 defined as the ratio of the
difference in the maximum and minimum intensity divided bgit sum. The visibility

at a particular frequency is given by Equation 3.6.

0.08[
[ theory
0.06r & simulation ]
> L
S 0.04r ]
0 [ ]
> I ]
0.02 ]
0.00L w
0 2 4 6

¢ (dimensionless)

Figure 4.6: Theoretical curve of visibility plotted agditise simulation results for5um thick

polyimide film.

Figure 4.6 shows a simulation showing the image visibilgyagfunction of spatial
frequency compared with the theory (Equation 4.19). Theerical simulation results
show excellent agreement with the theoretical line for thegbility function. If we
rewrite the validity condition given by Equation 4.11 inrtes of the Fresnel number,

Np, and spatial frequency, we get:
S (4.21)

in the case of our simulatiopy, = 1, N = 10 and M = 18. The spatial frequency that
satisfies this condition i§ < 3.3. This is consistent with Figure 4.6, where we see

that some deviations start to occur for- 3.3. The agreement actually appears to be
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very good even whef ~ 3.3. This is probably becausecas(k; - r) term has been
neglected from Equation 4.11 as it is alwayd, when it is included the restriction on

the remaining terms in Equation 4.11 is relaxed somewhat.

4.3 Experimental test of the model

In this section we test experimentally the validity of theay- phase image model. The
sample is made from a polyimide film (Kapton) with compositi@,, H,, N-O, and
densityl.45g/cm3. This is the same material that we used in the numerical sitiou.
Laser ablation by a mask projection micromachining systefich used a Lambda

Physik LPX210i krypton fluoride excimer laser operating 48 2m, was used to etch

a grid of lines on the filnt. The sample produced had a phase modulation designed to

have a square wave profile. However, the beam profile and etfests in the ablation
process result in a tapered wall with rounded edges so teatetbulting profile is a
reasonable approximation to that described in Equation #l&ee grid size periods
were used:43um, 20pum and 10um, see Figure 4.7. The depths of the grids were
measured using optical microscopy and the amplitudes ahtbaulations were found

to be40 + 5um, 30 + 5um and20 + 5um respectively.

Figure 4.7: Micrograph of the three grids with periodst8fim, 20um and10um as used in the

experimental work. The images are focused on the top layégreasample.

The experiments were performed with a conventional miccogox-ray tube source

we would like to acknowledge J.P. Hayes (Industrial Rede#mstitute Swinburne) for providing
the Kapton sample.
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[fei93a] using Cu as a target. The tube voltage was 20 kV amnekicu400uA. The
spectrum of the source was measured (see Figure 3.2) in wrdgrantify the exper-

imental x-ray data sets. The non-monochromaticity of titkatéon can be dealt with

C22H10N204 Density=1.45 Thickness=15. microns

Transmission
0.98

0.96

0 5000 10* 1.5x10% 2x10%
Photon Energy (eV)

Figure 4.8: The transmission ©§.m polyimide sample in the interested energy range.

by making a weighted sum of the energy spectrum and usingcaltulate an effec-
tive wavelength for the analysis. When an object has an phearedge in the energy
spectrum, the effective wavelength will be different. Afeefive wavelength can still
be identified but it no longer has a simple relationship togpectrally weighted sum
wavelength, as is done later in Subsection 5.1.2. The padgsample used here does

not show an absorption edge in the relevant energy rangesigaee 4.8%. We cal-

Figure 4.9: X-ray images of the sample shown in Figure 4.fetetector plane for an exposure

time of 60 seconds. The samples are placed horizontallyrensidurce had a FWHM d#pm.

2This plot is retrieved from The center for x-ray optics (CXRi Lawrence Berkeley National Lab-



4.3. EXPERIMENTAL TEST OF THE MODEL 81

culated the effective x-ray energy of our spectrum to be M. ke this energy, the
transmission through the thickest part of the polyimide gi@n@0pum) is 98.6% thus

making the sample essentially a phase object.
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Figure 4.10: Average intensity in the row direction for thexipds of43um, 20pm and10pm.

As reported in Chapter 3, the actual source size was measndagdas found to have
a vertical FWHM of14 + 5um and a horizontal FWHM o019 + 5um. Thus our theory
can be tested for two different source sizes by placing thgsaeither horizontally or
vertically. The sample was placed at a distance 6f 10 +0.5¢m from the source and
the detector was placed at= 170 + 2¢m from the sample. The images were recorded
through a direct-detection CCD camera (liquid nitrogenleddhotometrics CH260),
with 512 x 512 an®@7um x 27um pixels. The recorded intensities are shown in Figure
4.9 for horizontally placed samples. The detector reswhutill not limit the image
resolution of the smallest sample periodl0f.m because the image magnification in

this system isl8x. The object period otOum is represented by about 7 pixels in the

oratory, X-Ray Interactions With Matter, http://www.cxitd.gov/opticalconstants/
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Figure 4.11: A comparison of the experiment results withgireglictions of our imaging model.
(a) Horizontally orientated sample with a source FWHM 0fim, and (b) Vertically orientated

sample with a source FWHM dum.

detector. The intensity images were corrected for the danfent image and for non-
uniform illumination in the imaging system, according touatjon 3.3. Figure 4.10
shows the intensity averaged in the row direction for theggameriods oft3m, 20um
and10um. This averaging process was done to increase the photastistat

The visibility is then obtained for each of the images, adogg to Equation 3.6,
and compared to the prediction of Equation 4.19. We can finerescale the results
for the different sample thicknesses to a common arbitfaigkhess, here we choose
15um. The results are shown in Figure 4.11 for the two sample taiems for the
three sample periods for a thicknessl6fim. This figure shows that the prediction of
Equation 4.19 using the test fit values of a vertical FWHML.ofim and a horizontal
FWHM of 18um are consistent with our independent source size measuter®emn
experimental results indicate that there is a good agreebetween theoretical and

experimental results for the visibility.

4.4 QObjective image filtering

The visibility curve given in Equation 4.19 dictates thatadoject with a certain spatial
frequency should be acquired at a particular optimal magatitin. Different spatial

frequencies have different optimal magnifications. So foea object with multiple
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spatial frequencies, we want to define a strategy that allsw® objectively combine
multiple images which are each optimal for a particular ispétequency. Our strategy
is to weight the contribution of each image according to tlagnitude of the visibility
function for the optimal spatial frequency of each image.

We suppose thaV images have been acquired at a number of different magnifica-
tion factors, by placing the detector at a number of diffeckstances and keeping con-
stant the sample to source distance. The combined imagen®titained by weighting

the spectral images as follows:

I(u) = > %E(U) (4.22)
where
Ve(€) =D _ V(€M) (4.23)

V is the visibility function from Equation 4.19 normalized have unity as the maxi-
mum value. It may be noted that in this case we do not need ta kme values ofy|
(or Nr) a priori. The characteristic spatial frequergey-= (., ¢,) is a two dimensional
vector in the transverse direction. Dendt@l) as the Fourier transform of the func-
tion I(r). ThenI,;(u) is the Fourier transform of th&" image andf(u) is the Fourier

transform of the combined image.

(a) (b)
Figure 4.12: (a). The input intensity in the plane= 0 varies from 0.996 (black) to 1 (white)

in arbitrary units. (b) The input phase shift varies from @&¢k) to 2 (white) in radian.
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Through a numerical model, we will show how this strategy bjective filtering
leads to a marked increase in image quality across the Efrag@ency spectrum. A
transparent sample was taken to have the properties ofnpidlgifilm with density
1.45g/cm®. The dimensions of the sample &0 x 500um square with a thickness
varying from0 to 15.m. The simulation is made at an x-ray energy 11 ka\<(1.1A).
For these parameters, the thickest part of the sample h&g®&ansmission. Figure
4.12°3 shows the radiation exit wave function after the samplegims of intensity
and phase shifts at the plane= 0. The input intensity in the plane = 0 varies
from 0.996 (black) to 1 (white) in arbitrary units. The inpitase shift varies from 0
(black) to 2 (white) in radian. This field is then propagatedinerically through free
space, in order to simulate the coherent intensity at sostartie downstream of the
sample, using the Fresnel diffraction formalism. Two dif@ propagation distances
have been chosen:; = 0.3m andz, = 0.06m to represent a small magnification
(M = 1.2x); andz; = 0.3m andz, = 1.2m to represent large magnification/( =

5x). The coherent intensity is then convolved with an apgedply magnified Gaussian

(a)

Figure 4.13: (a). Small magnification imag&/(= 1.2x) has been taken at = 0.3m and

2z = 0.06m. (b). Large magnification imag®/ = 5x has been taken at = 0.3m and

z9 = 1.2m.

source distribution with FWHM 25,m. A convolution of each figure with a magnified

Gaussian source distribution will represent the actuafena the detector plane. The

3This figure is a photograph taken by a friend, http://wwwiagiar.com/ and is used with permission



4.4. OBJECTIVE IMAGE FILTERING 85
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Figure 4.14: Normalized visibility for (a). small magniftcan condition (b). large magnifica-
tion condition. (The top plots show two dimensional vistigilas a function of spatial frequen-

cies&, and¢,. The bottom plots show the visibility along the angular shdirection).

small magnification {/ = 1.2x) and large magnification)( = 5x) images are shown
in Figure 4.13. We notice that each of these images contangisantly different
information. More information concerning higher spatrakfuencies is contained in the
low magnification data sets of Figure 4.13(a). In contrdm,large magnification data
sets of Figure 4.13(b) contain more information regardimegower spatial frequencies.
This is a manifestation of the frequency dependence on pgedjmn distance as we
described earlier. In a real experiment, achieving highialfeequency images at small
magnification is a difficult task because the detector reégrilbecomes the limiting
factor in the visibility. We need, in this case, a very higlatsg resolution detector.
Figure 4.14 shows the normalized visibility that we used tocpss the images for
objective filtering. Based on Figure 4.14(a), we see thabiity is nearly zero at¢| ~

7 for the small magnification case. This means that objectifeatof aroundm will



86 CHAPTER 4. IMAGE MODELLING FOR TRANSPARENT SAMPLES

Figure 4.15: The combined image using Equation 4.22 and Z28image quality is improved
obviously.

start to vanish. While for the high magnification case of Fegd.14(b) smallest object
features of around the size of the source are just visiblendtbe normalized visibility,
the images in the Figure 4.13 were then processed accorlthg bbjective filtering in
Equations 4.22 and 4.23, in order to yield contrast enhaeoéfar the whole frequency
range. The result is given in Figure 4.15. The improvemernh&image quality is
obvious. Figure 4.16 gives a comparison of the spatial #aqy information along a
horizontal line through the center of the images in Figur&é8 4nd 4.15 in the first 150

pixels. The plot shows how the objective filtering combirteshigh spatial frequencies

1.021 filtered
. r - 1.2x magnification
- [ 5x magnification,
S 1.01 S
£ iy
L 100KV
E C
= E
- L
9 0.99¢
£ [
0.98¢ ‘ ‘

0 50 100 150
pixel number

Figure 4.16: Comparison of the spatial frequency infororatilong a horizontal line through

the center of the individual images and the combined imamghd first 150 pixels.
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and the low spatial frequencies.

4.4.1 Implications for quantitative phase retrieval

In this subsection we consider the implication of objecfiltering for the phase re-
trieval images that we discussed in Section 2.4.2. In a rieeeenvironment, the best
condition for phase recovery is for very smajlbecause in this case, source blurring
will be negligible (see Equation 3.1). In this condition tie¢rieved phase is perfect for
both high frequency and low frequency features. Howevesraatice we do not have a
noise free environment. In the presence of noise the retliphase from a very small
25 Will more sensitive to noise than one from a largerfPag04a]. For smalt, the
change in intensity due to the evolution of the image on pgapan is small; for large

2o it is larger. Thus in the latter case a given amount of noisddws effect. Therefore

-

B i |

(o) (b)

Figure 4.17: Phase retrieval in a noise free environmenfjosmall propagation distaneg =
0.03m, phase retrieval is perfect for the whole frequency spectrand (b) larger distance

z9 = 0.63m, the source blurring influences phase retrieval.

increasingz, will reduce the effect of noise. But this will result in soarolurring. The

objective filtering criterion in Equations 4.22 and 4.23 barused to improve this prob-
lem by creating a frequency weighted average of the phasallmasmultiple data sets.
The lost information because of noise in the case of verylsmat ameliorated when

combined with information from a larger propagation dis&which is more stable to
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noise. As we use a simple weighted average of the data setegtiting image has

essentially the same frequency spectrum as the true image.

Noise can occur for many reasons in practice, including pgaamic range in the
detector, a weak radiation source that requires a long expdsme, and electronic
noise in the detector. In order to model the noise, we usedesseandom numbers
with a normal (Gaussian) distribution with a mean of zero arstiandard deviation of
a percentage of the mean intensity. For each pixel locati@noise is added to each

raw intensity value from which the phase is calculated.

To consider the effects of noise we start with a numerical ehmt a phase image
obtained in a noise free environment. This is shown in Figutg. Figure 4.17(a) is
the retrieved phase for smal] and is reconstructed from Figure 4.12(ayat 0 and
Figure 4.13(a) at, = 0.06m. The phase retrievals were calculated using the Transport
of Intensity Equation, as shown in Equation 2.57 which detees the phase of the ob-
ject by measuring the intensity and intensity derivativéhef data. This reconstruction
can be assumed to be made at the mid plane between the twetiaénd so is at a dis-
tancez, = 0.03m, corresponding td/ = 1.1. Note that the data was taken at a source
sample distance of, = 0.3m. The figure shows that the retrieved phase is perfect for
the whole frequency range. On the other hand, Figure 4.15{b§ retrieved phase for
largerz,. We use Figure 4.13(a) at = 0.06m and 4.13(b) at, = 1.2m for the input
intensities. This second reconstruction will correspana inid plane from the two data
sets and so is at distancegf= 0.63m, with M = 3.1. The effect of source blurring

on the retrieved phase is clearly seen.

The effect of noise in the mid plane intensity and the intignderivative of the
modelled data can be seen in Table 4.1. We see that in thenpeeséd noise, the
intensity derivative for the large propagation distancen@e stable to noise than for
the short propagation distance. If propagation distanggcigased then this will tend
to reduce the effect of noise because of the constructidmead¢rivative in the intensity
0I/0z. However, it should be recalled that the effect of this sggtfor reducing the
effect of noise will be limited by the image blurring that betes apparent at larger

propagation distances due to finite source size. A moreaigoexplanation regarding
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Noise 0 % | mid plane intensz'ty(llg—lz) g_i
small propg.

large propg.

Noise 10 % | mid plane intensity(h—;r[?) g_i
small propg.

large propg.

Table 4.1: The effect of noise cg;( for small and large propagation distances.
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the presence of noise in the phase retrieval can be founckiRhiD thesis of Paganin
[Pag99]. From Equation 2.12, we understand that incregsiogagation distance can
be done by increasing eitheror z,. If increasing propagation distance is to be done by
increasing the source sample distancethe requirement of 'small’ in Equation 4.11
must be fulfilled.

The effect of noise on the retrieved phase can be seen in Zghldhe first column
of the figure shows phase retrieval for the small propagatistancez; = 0.03m with
a variation in the noise percentage. The second column spbase retrieval for the
larger propagation distaneg = 0.63m. The loss of information due to noise is seen
to be more severe in the small propagation case as is expelctdtie third column
of Table 4.2, the objective filtering criterion for phase gea has been implemented,

similar to Equation 4.22, as follows:

S =3 g (4.24)

where;(u) is the Fourier transform of th&" retrieved phase image andu) is the
Fourier transform of the combined phase image. An improvenmethe phase image
is readily apparent. We conclude that around 5% noise isatpiper limit for which a
reasonable image can be retrieved for this system, thoughoirament is seen in our
cases.

Quantitative improvement of the retrieved phase when densig the combined
image is apparent via a comparison of the real phase and #se pRconstruction in
the presence of 3% noise, see Figure 4.18. We see how thdiebjitering strategy
takes the combination of small magnification and large nfagion images so that the
filtered image is a better match to the real phase feature® tNat there is an arbitrary
dc offset in the retrieved phase which means that the filtprese, shown in Figure
4.18 can be offset downward to more closely align with thévekie.

The phase image obtained using the objective filtering esiyated to a marked
increase in quality across the whole spatial frequencytapec as shown in Table 4.2.
This is helpful when attempting to solve problems in phasgenal in the presence of

noise and allows an optimal phase recovery to be achieved.filiering strategy can
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Noise 29 = 0.03m 29 = 0.63m filtered image

—

0%

1%

3%

5%

8%

Table 4.2: The effect of noise on the retrieved phase andipeovement in the phase image

using the objective filtering strategy.
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Figure 4.18: Comparison of the real phase with the phasesérewtion in the presence of 3%
noise, along a horizontal line through the center of imadesarbitrary constant offset in the

phases has been retained for case of comparison.

also be implemented for the tomographic reconstruction afenstructurally complex

3D objects as is shown later in Section 6.3.1.

4.4.2 Objective filtering for experimental phase retrievaldata

In this subsectiofl, we show the application of the objective filtering criterfor exper-
imental neutron data. Experiments were conducted at themNainstitute of Standards
Technology (NIST), NGO Neutron Depth Profiling Facility, 3 Center for Neutron
Research (NCNR), Gaithersburg, MD, USA using a thermatidigion of neutrons
with a wavelength peak af.32A[McMO1].

The experimental set up is shown in Figure 4.19. The soursenvis@am of neutrons
delivered by a neutron guide. 200m diameter pinhole was placed at the exit of the
beam port in order to provide a point-like source of illuntioa. Then anothe25.4mm

aperture is placed aboutsm further downstream of the pinhole, in order to define the

4We would like to acknowledge Dr. Philip McMahon, Dr. Brendaliman, Dr. D. L. Jacobson, and
Dr. M. Arif who acquired the neutron image data used here artdé published paper by Arhatari et.al.
[ArhO4].
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detector plane

aperture for % \
aperture for beam divergence .
point source 1

sample

Beam from
neutron guide

' 11.7cm

64 cm

180 cm 471.2 cm

Figure 4.19: Schematic set up of the neutron experiment

Figure 4.20: The tapered lead slug sample used in the neakperiment. The scale is in

millimeters.

maximum beam divergence. The sample in this experiment wapexed lead slug
approximatelyl 5mm in length an®mm in maximum diameter, with an approximately

1.5mm hole drilled through the center, see Figure 4.20.

The sample was placed at = 1.8m from the first pinhole. Intensity images were
recorded using an NE426 neutron scintillator screen caluplth an optical CCD cam-
era with 512x512 pixels as0um size. Three images were collected for three differing
propagation distances from the sample, allowing two dffiéretrieved phase images
to be reconstructed. The first phase reconstruction cansieresl to be made at the

mid plane between the two distancgs= 11.7¢m andz; = 64cm and so is at a dis-
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() (b)

Figure 4.21: (a). Recovered phase from small magnificatir@age (/ = 1.21x) (b). Recovered

phase from large magnification imagé = 2.49x.

tance ofz, = 37.9cm corresponding tal/ = 1.21. The second phase reconstruction
will correspond to a mid plane between the distanges- 64cm andz, = 471.2cm
and so is at, = 267.6¢m, with M = 2.49. Both phase reconstructions are shown in

Figure 4.2,

We see that each of these images contains significantlyreliffenformation. This
is a manifestation of the presence of noise in the phase s&cation and of source
blurring. The closer image 4.21(a) tends to lose some lowadeequency informa-
tion due to noise. The far image 4.21(b) tends to lose some $pgtial frequency
information due to the blurring effect because of the findarse size. The objective
filtering criterion of Equations 4.24 was then used for thage combination strategy.
The result is shown in Figure 4.22. Improvement in the imagadity is obvious across
the spatial frequency range. Quantitative comparison bas made between the stan-
dard deviation of the calculated phase reconstructionsdan the knowledge of the
composition and size of the sample and the standard daviafithe combined phase
image of Figure 4.22. It was found that the combined imagebe&s improved by

a factor of 8 over the image in Figure 4.21(a), and by a fact& aver the image in

5The phase images and the filtered image presented here eutated by Adrian P. Mancuso.



4.4. OBJECTIVE IMAGE FILTERING

Figure 4.22: The combined image using objective filterimgtepy.

Figure 4.21(b).
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Chapter 5

Image modelling for complex objects

In this chapter, we extend the phase contrast analysisafmein Chapter 4 to the case
of a complex object. That is an object with some degree ofrgiism as well as phase
shift. Parts of this chapter have been published [Arh05]Séation 5.1, we begin by
developing an image model in the region for which the transpbintensity equation
(TIE) is valid. This validity can be achieved by requiringlpm small propagation
distance. The polychromatic nature of the beam is also deres in the development
of the image model. Experimental testing using an x-ray Hatooy source has also
been done, and the results are in excellent agreement veitinythWe show also a use-
ful application of the image model and illustrate its poi&infior improving resolution
and contrast. In Section 5.2 we describe an alternative enmagdel that is valid for
larger propagation distances. The trade off is that thisaaagh requires an additional
condition for validity; that is that the objects are low insalpption and slowly varying
in phase. Both models incorporate an extended partiallgmstt source. We discuss
the comparison of both approaches in Section 5.3. Hopethlse considerations can
give a basic principal allowing for the establishment ofgbial applications in x-ray

radiography.

We consider a uniform transmission sample with a one-diilneasharmonic phase

and attenuation variation. The wave field at the exit surfaicehe sample (i.e. at

97
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distance: = 0) can be described by the complex function:

(r,0) = Spexpli6(r) — sp(r)]

or

S(r,0) = Spexplicy cos(k, - 1) — %MO cos(K, - 1)) (5.1)

The sample influences not only the phase but also the inyesfsihe beam. The phase
shift, ¢(r), and attenuation variatiop,r ), introduced by the sample, are given by:

o(r) = ¢ocos(ks - 1) = _277r dcos(ky - r)dz

= —QTW& cos(Ks - 1) (5.2)
1u(r) = pocos(ky - 1) = %/ﬂcos(ks -1)dz
= 4%615 cos(ks - 1) (5.3)

wheret is the amplitude of the modulation on the sample. Both fuumsti5.2 and 5.3

give the projection of a characteristic of the object aldmgaptical axis.

5.1 Image modelling for short propagation distances

5.1.1 Image formation model

The basic configuration of the propagation-based phaseastribormation used here
is the same as in Figure 4.1. Using Equation 5.1, the coherttsity image of the

transmission function directly after the sample (i.e at 0) is:
Lon(r,0) =] S(r,0) |*= Lyexp[—pocos(Ks - )] (5.4)

For sufficiently short propagation distances, we can us&#msport of intensity equa-
tion (TIE). Using Equation 5.2 for the phase shift and Equat.4 for the coherent
intensity directly after the sample, the TIE in Equation thkes the form:

2
8Icog(zr, 0) _ Iy QZO ks o—Hocos(Ks:T) [uosmz(ks . r) + COS(kS . r)} (5.5)
0

Assume a small propagation distanegsuch that

Mwh(r, 0)
: 0z

Leon(r, 2) = Lon(r,0) + (5.6)
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where, as we mentioned before, 'small’ means that:

/{32
2 [y < 1 (5.7)
ko
Substituting Equation 5.4 and Equation 5.5 into Equati@n Wwe get:
/{52 2
Lon(r, 25) = Igemtocostkst) | 4 % cos(Ks - 1) + W;{;ﬂ sin?(k,-r)| (5.8)
0 0
An extended spherical wave source with spatial distrilbi@ ), as described in Equa-
tion 4.2, is located at a distaneefrom the sample. The intensity measured at a distance
25 from the sample, is then given by the convolution of the cehentensity image at

the measured plané,,(r, z2), with the source distribution:

1 1,1 1 ,
I(r,z) = e /Iwh(ﬁr ,Mzz) a(M — 1[r —r'])dr (5.9)

Using Equation 5.8 for the coherent intensity, we can renthie above equation as:

I(r,z) = — e <M T 12202 (!
(r,z9) WE [(M _ 1)03\/%
5 v )2 /
. 1 32¢0ks /e—uo cos(ks'ﬁ)'i‘(]\,{(,l)gggg COS(ks . r—)dr,
(M — 1)0’5\/ 2 Mk

1 z2¢0u0k2/ —HOCOS(ks'i)“"w 2 r'
+ s MIT (M-1)2203 Ks - —)dr{(p.10
(M — Vo, V/2r Mk ‘ s M) 10

The difficulty of the integrals in this equation is stronglgpendent on the model cho-
sen for the source distribution. In this case the gaussstnlalition makes the integrals
intractable. However, in general we can simplify matterditnting the analysis to
low absorption objects. This does limit the generality of fhiE-based expression
somewhat. However, we still obtain an expression which sl ¥ar a different set of
approximations than those developed previously; beingdhpure phase [Arh04] or
slowly varying phase and small absorption [TurO4a]. As wallsiiso see, the approx-
imation allows us to develop the intensity expression ime based on the visibility
of the propagated object, which extends our previous puasghesult. By making the
small 4y approximation and expanding the exponential in Equati8ricfirst order in
1o, then applying the meaning of 'small’ in Equation 5.7 we atuta

Zo¢ok?

"o cos(Ks - 1) (5.11)

Icoh(r, Zg) = I(] 1-— o COS(kS . r) +



100 (HAPTER 5. IMAGE MODELLING FOR COMPLEX OBJECTS

Using this equation for the coherent intensity and convawith the source distribu-

tion, we can rewrite Equation 5.9 for the measured interasty

1 1
I(r,z9) = ﬁoz (1 — ,uoexp(—i[

P costk. 1)

F 2o el 5[ P stk 1)) (6542)

Applying the dimensionless variables from Equation 4.1thad-resnel number of the
source in the sample plane and Equation 4.15 as the numbesalution elements

contained in the source, we get:

MMI%O{MW%%%W)

ol stk 1)) (6513)

¢o

We again use the dimensionless distace- r /o, so the equation can be expressed
in term of¢ and M:
Iy 1. M—-1,,
@m_wﬁﬂmmﬁ%—m>
52

1. M —
¢0—e p(— 5[ !

M

L ]252@ cos(€ - %)) (5.14)

If we introduce the definition of the general visibility fuiian:

Iy

01U~ Vaers(E, M)cos(€ - £)] (5.15)

(&, M) =

then we can see that the visibility function for a sample vaitbne dimensional har-
monic phase and attenuation variation which takes intowatctine finite source size
and contrast mechanism in small propagation distance {Ekgine, is:

_ 2 _
Vi€, M) = MOGXP< ;[MM 1] 52) - %ﬁi exXp (_%[MM 1]252)

vV Vo
absorption—term phase—term

(5.16)
The equation contains separately the effects of absorptghphase. The first term
of the equation (the absorption term) will have a maximumugft ¢ — 0 for any
magnification or whe/ = 1 for any spatial frequencies. The last term of the equation

(the phase term) is the same as the visibility function foueephase sample, as we
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have seen in Equation 4.19. This term dominates when thetisois negligible or
Lo IS zero. The phase term will be maximuméat- /2 for M — oo, as is described
in Equation 4.20. The absolute value of the visibility as action of spatial frequency
and magnification can be seen in Figure 5.1. The figure shasvgisibility for 10um
thick Aluminium at\ = 1.1 A, for the case where the Fresnel numb€ég, = 10, with

the values ofpy = 1.26 andyy = 0.02.

M (dimensionless)

0 2 4 6 8
¢ (dimensionless)

Figure 5.1: Visibility function as a function of spatial e@ency,¢, and magnification), for a
sample with a one dimensional harmonic phase and attenuaraation, with Ny = 10. Black

represents a 0 value, and white represents the highest afalueés.

Note that there are regions of parameter space for whichidiglity vanishes. A
certain object size will be invisible under this particutaagnification condition. This
happens af ~ 0.5 for M — oo. This represents the worst case condition for imaging.
Similarly, it can be seen that at a given magnification thetebe an optimal visibility
for a particular spatial frequency present in an object. §drae phenomenon seen with
the transparent sample are also observed here. At high fizagioin the visibility will
be limited by the source size and the peak sensitivity ocatilgw spatial frequency.
The peak sensitivity of the visibility function moves to hiy spatial frequencies when

the magnification is slightly bigger than unity and will bealted by detector resolution.
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5.1.2 Visibility for polychromatic phase contrast

We develop here a formalism for the visibility using a highlylychromatic beam. A
characteristic property of our micro focus x-ray sourcehit tit emits a range of en-
ergies, see Section 3.1.1. The effect of beam polychroityatian be incorporated by
using a wavelength-dependent combined detector respansdn and energy distri-
bution of the beamp ().

D(X) = S(N)d(N) (5.17)

whereS(\) is spectrum of the beam add)) is detector response function. We define a
general visibility function for a polychromatic beam, bass our TIE model for small
propagation distance:

Ly(r)  [L(r)DN)dx 1
Iy, L [D\dx — M?

where Vg 0 iS the visibility function for a polychromatic beam, based small

(5.18)

r
[1 — Vr1E poiy(§, M) cos(K - M)

propagation distances, according the formula:

Ve D(A\)dA
VTIE,poly = f fTIDE()\)(d))\ (5.19)

Thus we can obtain a polychromatic variant of the visibifitgction for samples with a

one dimensional harmonic phase and attenuation varidtyomultiplying both sides of
Equation 5.16 by the wavelength dependent funcfign) and integrating over wave-

length, to give:

Ve poy(§, M) = [l o <_1 [M T 1} §2>

TD(A)dx 2| M

A

M 3 [ D(N)dA 2| M
This expression is easily be evaluated because the speammdnthe wavelength de-
pendent detector response are known, see Figure 3.2. Ttigsals to calculate the
visibility function accurately, especially in the energggion when there is an absorp-
tion edge of the sample.
The plot in Figure 5.2 shows the difference in visibility Wwetn polychromatic and
monochromatic beams for coppé&rpum thick, with an absorption edge in the inter-

esting energy range. The(\) used was that from Figure 3.2. The absorption edge of
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copper copper
0.4¢ ‘ ‘ ] 0.4 ‘ ‘ ]
polychromatic broad spectrum
L 0.3 7 1 momochromo‘ucé W 030\ narrow spectrumé
R 7
> >
= 02¢F : = 0.2F
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(@) (b)

Figure 5.2: (a). Polychromatic effect compared with momootatic for coppery.5um thick,

with an absorption edge. (b). Broad spectrum effect contpaith narrow spectrum effect.

copper can be seen in Figure 5.5. We used Equation 5.20 tda&t@¢he polychromatic

effect with parameters; = 0.2m, z, = 1.6m, FWHM=14um. The monochromatic

aluminium
0.10[ ‘ ‘

polychromatic |

- monochromatic |

o o
o O
o o

o
(@)
~

Visibility _TIE

0.02 |

0.00:
0 2 4 6
¢ (dimensionless)

Figure 5.3: Polychromatic effect compared with monochrierf@r aluminium,7.5um thick,

far away from absorption edge.

effect for the same sample has been calculated with the saraepters using Equa-
tion 5.16 with a wavelengthy = 1.1 A, as a spectrally weighted sum from the energy
spectrum. It seems that for particular object sizes, thgghwbmatic effect reduces
the visibility in the absorption term but increases it in fitease term. The effect can

also be characterized as a shifting in the spatial frequesgyonse of the object. For
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example an object with spatial frequencies that are inksilsing a monochromatic
beam, will be visible using polychromatic beam and vice &etsis also worth noting

that a filtered spectrum such as that produced from a broadesosing a Ross filter
can further improve the contrast. The effect is shown in Fedu2(b) where the broad
spectrum of the source has a range as shown in Figure 3.2.aftenspectrum has an
effective range from 7 to 10 keV. While a narrow spectrum nreyease the contrast,
the reduction in flux may unacceptably degrade the signabigerratio.

Figure 5.3 shows the difference in visibility between a pblypmatic and a monochro-
matic beam for aluminiuni.5um thick, far away from the absorption edge. There is
very little difference between the two types of beam. Thewations were made using
Equation 5.20 and thé,(E), andu(E) data for aluminium, shown in Figure 3.4for
the polychromatic beam. Equation 5.16 was used for the ledionos for the monochro-

matic beam, withh = 1.1 A.

5 10 15 20 5 10 15 20
energy (keV) energy (keV)

(@) (b)

Figure 5.4: (a)po(F) and (b).uo(E) of aluminium, used for calculating polychromatic effect.

5.1.3 Experimental test of the model

For the experiment, we used a series of copper grid meshas aamples. Grids with
six different mesh sizes were used to investigate six diffespatial frequencies. The

samples have both phase and attenuation variation, ashesan Equation 5.1. The

1This data is retrieved from NIST, National Institute of Stards and Technology, Physics Labora-
tory, USA, http://physics.nist.gov/PhysRefData/FHastl/form.html.
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grid size and thickness of these samples are shown in TahleThe experiments were

Sample Mesh size Period (#m) | Thickness fim)
(periods per inch

1 100 253.8 7.5
2 200 126.7 7.5
3 400 63.5 5

4 1000 254 2.5
5 1500 16.9 2.5
6 2000 12.7 2.5

Table 5.1: The periods and the thickness of the Copper grghmmaterials used in the experi-

ment.

‘ ‘ 0.0 ‘ ‘
5 10 15 20 5 10 15 20
energy (keV) energy (keV)

(@) (b)

Figure 5.5: ()¢ (F) for a2.5um thick copper (b)uo(E) for a2.5um thick copper.

performed with a Fein Focus x-ray tube source, as we merttibatore with the same
operating condition of 20 kV, 400A. The spectrum of the source was measured using a
Si-PIN Photodiode x-ray detector. The imaging detectoRtatometrics CH260 CCD
camera as used in the previous experiment. The combinedtdetesponse function
and spectrum of the beam is shown in Figure 3.2 for 20 kV andésldor D(\) in

calculating Equation 5.20. Copper has an absorption edgje ienergy range used here,
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Figure 5.6: X-ray images of Sample 1,2 and 3 with respegtipeliods 0f253.8.4m, 126.7um
and63.5um.

see Figure 5.5, so it is necessary to take into account the polychromatécef The
figures show the wavelength dependencegf’) andp(E) for 2.5um thick copper
in the energy range from 5keV to 20keV. The source size wasrmd@ted to have a

vertical FWHM of 14 + 5um. As noted in Section 3.1 every filament change will lead

0.4¢ ]
B 7.5pum thick Cul
N 0.35 rrrrrrrrrrrrrrr Spm thick Cu 7
= N T 2.5um thick CuE
_zl\ & Experiment 7.5/,(,m§
= 0.2¢- A Experiment S5um
o] L. R 9
(Z) ; 4} Experiment 2.5/,LmE
Z 0 ]
0.0¢f
0 2 4 6

¢ (dimensionless)

Figure 5.7: A comparison of the experimental results with ttieoretical values for the poly-
chromatic visibility from Equation 5.20, with a source FWH€14.m. Three different sample

thicknesses (see Table 5.1) have been used.

2This data is retrieved from NIST, National Institute of Stards and Technology, Physics Labora-
tory, USA, http://physics.nist.gov/PhysRefData/FHastl/form.html.
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to a difference source size. The sample was placed at a déstdn; = 20 + 0.5cm
from the source and the detector was placed at 160 + 2cm from the sample. This
configuration satisfies the small propagation distanceireaent with an effective

of 0.18m. The images in the detector plane from samples 1, 2, and 3hakensin
Figure 5.6. The intensity images were corrected for the darkent image and for non
uniformities in the imaging system, using Equation 3.3. fibazontal visibility is then
obtained using Equation 3.6 for each grid size and compar#tettheoretical value of
Equation 5.20. The results are shown in Figure 5.7. Theoartiase is not discussed
here as it had almost identical results to the horizontal.

The copper mesh samples we used had different thicknessegfément mesh di-
mensions. Consequently, there is a different visibilitgdtion corresponding to each
different thickness. It can be seen over a range of diffespatial frequencies and
thicknesses that the agreement between the measured aallidse predicted theoret-

ical values is excellent.

5.1.4 Applications
Alternative method for source size measurement

One of many practical applications of the developed modek&mples with phase

and absorption variation is for source size measurementhahacteristic feature of

400

0 100 200 300 400
pixels (pm)

Figure 5.8: Star sample made of Aluminiuym thickness.
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the visibility function is the zero area ¢ine blind area In this region a given spatial
frequency is invisible. If we examine a visibility plot witht taking the absolute value,
there will be a reversal from positive contrast to negatwetiast in the object fringes
as the spatial frequencies of the object pass through thd bhea. This characteristic
can be applied to a sample with gradually varying spatiauesncies. Such a sample
might be the star sample, shown in Figure 5.8. We assumehbatample has the
properties of aluminium withm thickness. The object size is gradually varied with
the spoke size variation. The size of the square area is 500 prb. For this numerical
simulation we used an x-ray energy of 11 keV=£ 1.1,&). At this energy aluminium has

3 = 4.476x107% andd = 4.528x10~5. We used a source size of FWHM =16, with

0.015F
0.010F .
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0.000 f
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Figure 5.9: (a). Image of the star samplezat 4cm, zo = 5em. (b). The correspond visibility

function

the characteristic value of, = 6.79x10~%n. The star sample is placed at = 4cm
with z; = 5¢m, and the magnification is 2.25. The measured intensity ati¢ector
plane can be seen in Figure 5.9. Measuring from this figureesdtsat the black-white
reverse area happens when the object size period is atumd to 31m. From the
visibility plot in Figure 5.9(b), we see that visibility issro at¢ = 1.45. Based on
Equation 4.15 that describes the relation between objeetand source size which
is also valid for a complex object, we calculate back to tharatteristic size of the

source which gives a source size with FWHM betwégmm to 17um. This compares
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Figure 5.10: (a). Image of the star sample at different dista,z; = 4cm, 2o = 30cm. (b).

The corresponding visibility function.

favorably with the actual source size used to create thasitieat the detector plane.
We can introduce a different set of distances so that 4cm andz, = 30cm, with

a maghnification of 8.5 times. The calculated intensity carsd®n in Figure 5.10. As

we expect, source blurring is more detectable for the |gpoggpagation distance. The

black-white reverse area happens at a bigger object simedp@&ut in the correspond-

ing visibility plot a smaller value of shows zero visibility. This value leads to the same

predicted size for the source. We propose that this teclkerign be an useful tool for

measuring source size.

Optimized radiography contrast: cracks

Another application we explored is to optimize the contdsd radiograph of a piece
of aluminium containing fine cracks (micron size). In thipexment we used &mm
thick aluminium-lithium alloy sheetwith a0.3mm machined end slot. A fatigue load
was imposed, in tearing mode, to produce cracks a few mm [bing.optical image of
both surfaces of the aluminium sheet can be seen in Figufie 3ie dark region on
the left of the figures is the end slot which is the beginninghef crack growth. The

visible crack on the surface on both sides has been measndeid around20um to

3We would like to acknowledge John Thornton (DSTO) for suppythis sample.
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Figure 5.11: Optical microscope image of the cracks in ahiumn on both surfaces. The end

slot is at the left of the figures.

40pum wide along the bulk of its length.
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Figure 5.12: Visibility of aluminium as a function of maguiition, for a sample period of

30um, at a source sample distaneg,= 0.2m.

Next, we plot in Figure 5.12 the visibility as a function of gmafication for10um
maximum thickness of aluminium for a sample periodof.im, at source sample dis-
tance,z; = 0.2m with source FWHM=4um. It can be seen that the visibility in
the M = 9 geometry (phase image; = 1.6m) is around four times higher than for
M =1 (absorption image;, = 0m). The experiment for optimizing the contrast, was

performed with a Fein Focus x-ray tube source with the opegaiondition of 20 keV,



5.1. IMAGE MODELLING FOR SHORT PROPAGATION DISTANCES 111
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Figure 5.13: Absorption contrast using a CCD detector, Medngetry.

400uA. The measured intensity for absorption contrast, seer€igLl3, was taken us-
ing a Photometrics CH260 CCD camera. The image has been lsetbimt reduce the
statistical noise and some structure can be discernedisligdke, the resolution of the

image is limited by the detector pixel size @fum. In Figure 5.14 an x-ray film has

400

Visibility_TIE
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Figure 5.14: Absorption contrast using a film as detectohn #ié correspond visibility function.

been used as the detector in order to show the same absarptige and to achieve
resolution that is comparable with the phase contrast irretg®vn in Figure 5.15. The
times 9 magnification of the phase-contrast image configurahould achieve a res-
olution of 3um if limited by the detector pixel size. However, the resautiof this

phase-contrast configuration is actually limited by thersetsize tol4 + 5um. The
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three images have been scaled so as to have the same fielaof vie

pixels
Visibility _TIE
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Figure 5.15: Phase contrast image, M=9 with the correspuisitslity function.

In the plot of Figure 5.14, we see that absorption contrasbcdy achieve visibility
of around 0.02 for all crack sizes. In the case of the phastasinimage, see Figure
5.15, for whichM = 9 (z; = 0.2m, 2, = 1.6m), the crack features are clearly vis-
ible and the structure is more detailed. The improved gtredis partly due to better
resolution arising from higher magnification, but the iraged contrast arises from the
effects of phase. The phase effect increases the contrésbupmes for &2um object

period. And increased contrast is obtained for object plsrlzetween 2,.m to 55um.

Optimized radiography contrast: corrosion

Corrosion is a different type of damage in materials. Thespdal size of corrosion
flakes, see Figure 5.16 is much bigger than micro cracks. dvicacks have micron
size while corrosion flakes have millimeter sizescale. Duéheir bigger sizes, is it
possible to optimize the radiography contrast? Accordiggdfion 5.16, if the object
period is large o€ — 0, the visibility will approach a maximum value @f and the
phase term approaches zero. We will demonstrate this empetally for the case of
corrosion in an aluminium sampfe Corrosion was initiated by spraying salt (Na Cl)
mist onto an aluminium alloy plate inside3&°C chamber for 2 - 3 days. The sample

was tapered in its thickness, so that the top side of Figuté B. the thinnest part,

4We thank to John Thornton for providing the sample.



5.1. IMAGE MODELLING FOR SHORT PROPAGATION DISTANCES 113

Figure 5.16: Optical image of the corrosion sample. Threeleishow the example of the

corrosion flakes.

0.35mm thick, and the bottom part is thickey,85mm thick. The sample was made

to allow the x-ray beam to easily penetrate through the #shpart of the aluminium

plate.

Figure 5.17: Contact image for the corrosion sample, M =1

The same x-ray source, operating condition and detectoorafié cracks experi-
ment were used. The contact image is shown in Figure 5.1&€l¢orrosion flakes in
the thinnest part of the sample are visible with limited cast, while the thicker part
of the plate acts to block the x-ray beam. The phase contrasie for which\/ = 9

times ¢; = 0.2m, 2o = 1.6m), is shown in Figure 5.18. The magnified image of the
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Figure 5.18: Phase contrast imagé, = 9, for imaging area of a dot square shown on Figure

5.17.

flake in the first circle in Figure 5.17 can be seen. There isia@asing contrast, as we

expected.

5.2 Image modelling for long propagation distances

We discuss another image formation model that is valid fgdapropagation distances.
We call this approach the Contrast Transfer Function (CTédeh It is based on a more
general treatment of x-ray image formation by Fresnel afflon theory. We rewrite

the CTF equation as seen in Equation 2.66 as:

Lo (U) = I [5(u) — fi(u) cos(mAzu?) + 26(u) sin(mzlﬂ)] (5.21)

In Fourier space, the effect of a partially coherent extdrstmirce is equivalent to
multiplication of the coherent intensitf/mh,z(r), by the Fourier Transform of the source

distribution,&(u). Then, the measured intensity at a distanbecomes:
L) =1 [5(u) — fi(u) cos(mAzu?) + 26(u) sin(w)\zu2)] &(u) (5.22)

This eliminates spatial frequencies above some cut-offiejatorresponding to the
width of the source size, see Figure 5.19. This is consigtghthe previous discussion

in the explanation of Figure 5.1.
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Figure 5.19: Absorption component and phase componenteirptesence of an incoherent

extended source.

We now include the phase shift and the attenuation varidtimm Equations 5.2
and 5.3, and use the relatiéh = 27u,. The Fourier Transform of the phase shift and

attenuation variation becomes:

d(U) = do[d(u — 2muy) + 6(u + 27u,)] (5.23)

a(u) = pold(u — 27uy) + 6(u + 27uy)] (5.24)

Now, <;3(u) has a magnitude af, only at frequency, and is zero elsewhere. Similarly,
f(u) has a value ofy, only at frequency, and is zero elsewhere. Substituting into

Equation 5.21:

Loon,-(Us) = Io [6(Us) — po cos(mAzUZ) + 2¢q sin(mAzu?)] (5.25)

If we take the Fourier Transform of Equation 5.9 on both saled apply only for one
object frequency;, we find:

~ 1 ~ Z9

I(u87 22) = W Icoh(Musa M)&((M - 1)”5) (526)

In this case we can writ€ = Mu, andz, = M z. So, for a small incoherent source, we

multiply Equation 5.25 with the Fourier transform of the smiintensity distribution,
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a(us), and after appropriate scaling we find:

(U, 2) = 1—02 [6(U") — p1o cos(mAzU) + 26 sin(mAzu’?)] 5(M _ 1u’)
= % S(u') — {po cos(mAzu"?) — 2¢ sin(rAzu?)} a—(M — 1u’) (5.27)

This gives a simple interpretation in terms of image conwathe amplitude and phase
components of the object transmission function. In thiscase can write Equation

5.27 in terms of the general visibility function based on @& method as follows:

I(U, 2) 1

e [6(U) — Vorr(U)] (5.28)

Vorr(U') represents the image contrast due to both the absorptiothanqdhase varia-

tion. The visibility as a function of spatial frequency, bdn the CTF approximation

becomes:

M—-1
M

Vorr(U') = [po cos(mAzu) — 2¢g sin(rAzu)] 6 ( u’) (5.29)

Equation 5.28 is written in the same form as Equation 5. 1%nhie frequency domain.

If we take the Fourier transform of Equation 5.15, we get:

I(u) 1 )
T = W [5([]) — VT[E(U)é(U + 27wu )]
I 1 B(U) — Vipg(W) (5.30)
Iy M?

The equation is valid only for one frequenay, because of the multiplication by the
delta functions(u &+ 27u’). As the spatial frequency terra), only appears in the vis-
ibility term as a square then this equation becomes direxdiyparable to Equation
5.28. The main difference between the two visibility terrhert arises from the dif-
ferent approximations made in reaching them: the CTF apmation is valid under
the approximations in Equations 2.67, 2.68, 2.69, whil€eTifieapproximation requires
u(r) < 1 and short propagation distances for validity. Figure 5R26ws the func-
tion Vorpr from Equation 5.29 that consists of the absorption term waitiplitudey
and the phase term with amplitude€g¢,. This is for a2um thick aluminium sample

atz; = 2m, zo = 2m, FWHM =10pm. The absorption term becomes less important
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Figure 5.20: Components of visibility function based on Gii€thod.

for large propagation distances and/or at high spatialieaqies. The absorption term
also tends to reduce the visibility from the phase compon€&herefore sometimes a
pure phase sample becomes a good choice for exploring laogpagmation distances,
for example in experimental work that has been done by Twehat. [TurO4a], and by

Cloetens et.al. [Clo97b].

5.2.1 Talbot effect

A special characteristic of the imaging model based on thE @iEthod is that it is
valid for large propagation distances. This means thatrakgentrast reversals may be
observed. These sequential peaks of contrast are a matidessf the Talbot effect.

The Talbot effect describes the phenomenon that underafipatoherent, quasi
monochromatic plane wave illumination, perfect images gkdaodic object are ob-
served if the propagation distance is an integral multigléhe Talbot distance of
2r = 2a*/)\, wherea is the period of the object [Clo97b]. Talbot images show two
types of periodicity; periodicity in spatial frequenciefstioe object, and periodicity in
the direction of propagation distance (Talbot distance).

The requirement of spatial coherence on the beam for Taffextémplementation
can be achieved by placing the sample at a large enough cistan It means a high

flux beam is necessary, such as at synchrotron sources. Jib#ityi based on the CTF
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method for a pure phase sample is given by:

M -1
M

The equation shows that zero contrast occurs when is an integer number. So that,

Vorr(u) = 2|¢o| sin(mAzu?)a( u) (5.31)

for the corresponding frequenay= 1/a, zero contrast occurs at repeating propagation
distance of:
=2 0% 3%t (5.32)
A
where n is an integer.

Zero contrast occurs also in repeating object period of:

[ Az [ Az [ Az [ Az
a — T7 77 ?7 DY W (5-33)
Figure 5.21 shows a simulated intensity image of a star saoff{apton Cos H190N2Oy),

a pure phase sample, with parametgrs- 1.5m, z, = 1.5m, FWHM =5um, A = 1.1A,

sample thickness 5um, sample diameter 200um. We see that zero visibility occurs

Visibility_CTF

AN
\/

u\/(kz)

Figure 5.21: Intensity image of a Kapton star samflen thick, with the correspond®crr
plot.

several times across the range of spatial frequencies adlifext. Zero visibility at
this propagation distance indicates clearly that a singésiiel diffraction pattern can
contain no information on certain spatial frequencies. \alewdate that zero visibility
occurs for object sizeQium, 6.4pm, 5.2um, 4.5um etc. In order to observe this phe-
nomenon the propagation distance must be sufficiently lsoghat the zero crossings

in Figure 5.21 are reached.
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Table 5.2: Talbot images foraum period Kapton grating.



120 (HAPTER 5. IMAGE MODELLING FOR COMPLEX OBJECTS

For a highly coherent beam, the damping factor from the fsutgrce size will be
small. Consequently, the maxima in contrast will also beadpd with almost the same
contrast value. The maximum contrast occurs whew is a half odd integer number,

that is at repeating propagation distances of:

CL2

)\ Y

CL2

)\ Y

[\
[\

a ma

z =

DN | —
NNV
Do | Ot

wherem is an odd number.

Table 5.2 shows images obam period Kapton grating with.m thickness, taken
at increasing distances,, keepingz; = 1m constant, so that the effective propagation
distance; (according Equation 2.12), is achieved as shown in the fasinan. FWHM
of 5um and an x-ray wavelength of = 1.1A is used. The periodicity in the propa-
gation direction is not perfect in intensity as shown in thiemsity profiles in the last
column. The decreasing of contrast in the Talbot imagesestduhe extended source
size. It is also observed that the third row has negativerashtompared to the first

row, as expected from the CTF.

5.3 Simulation results

In this section we show the comparison between the TIE basgtad and the CTF
based method, in numerical simulations. We use the presesfian aluminium object
with a sinusoidal profile ak = 1.1A, to represent an object with absorption and phase
variation. Variation in the period of the sinusoidal profias been made for this sim-
ulation to represent the spatial frequency variation. Eieactive index of aluminium
at this energy i$ = 4.48 x 10~% and3 = 4.42 x 10~8. A Gaussian source distribution
with FWHM of 10um is used. The visibility is then measured using Equation 3.6.
The simulated results are compared with the Visibility lohse the TIE method,
Vrre, from Equation 5.16 and the Visibility based on the CTF mdihid. -, from
Equation 5.29. Figures 5.22 and 5.23 show the visibilithegmall propagation regime
(z1 = 0.1m andz, = 1m), for two different amplitude modulations @fim and6um,
with ¢g = 0.5 anduy, = 0.01 for the 2um amplitude modulation; and, = 1.5 and

1o = 0.03 for the 6um amplitude modulation respectively. Each simulation point
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Figure 5.22: Simulation results of aluminium at a small @ggtion distancez{ = 0.1m and

zo = 1m), compared with the theoretical visibility function based TIE method.
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Figure 5.23: Simulation results of aluminium at a small @ggtion distancez( = 0.1m and

zo = 1m), compared with the theoretical visibility function bassdthe CTF method.
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Figure 5.24: Simulation results for aluminium at a largepagation distancez{ = 1m and

zo = 1m), compared with the theoretical visibility function bassdthe TIE method.
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Figure 5.25: Simulation results for aluminium at a largepagation distancez{ = 1m and

z9 = 1m), compared with the theoretical visibility function bassdthe CTF method.
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represents one spatial frequency of the object. It is shbatthelr; is a better fit to
the simulation results than the . in the small propagation regime.

Figures 5.24 and 5.25 show the visibility in the large praimm regime £, =
1m and z, = 1m), for two different amplitude modulations @f:m and6um. It is
shown that thé/zr is a better fit in this condition, provided th& .~ approximation

in Equations 2.67, 2.68 or 2.69 is satisfied.
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Figure 5.26: The slowly varying phase condition is well sf&d for30.m object period.
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Figure 5.27: The slowly varying phase condition is no lorfgéilled for a 10m object period

In Figure 5.25 the theory for th&.rr for the 6um amplitude modulation is no
longer a good approach farn/Az > 0.25, or similarly it is no longer a good approach

for object periods smaller tha30um under this experimental conditions. As we see
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from Equations 2.67, 2.68 or 2.69, the slowly varying phas@ldion can be rewritten

as:
lo(r) — o(r — Azu)| < 1 (5.35)

This means that the phase shift must vary by much less tharedien over a distance
Azu. For a30um object, the distancgzwu is 1.8um. Figure 5.26 shows the phase after
the sample, the phase shift over the equivalent distansewoénd the phase difference.
It is shown that the phase difference is much smaller than Dines, for a30.m object
period, the slowly varying phase condition is satisfied . &#emaller object period, the
slowly varying phase condition is no longer fulfilled as i©aim in Figure 5.27 for a

10um object period, where for our examplew is 5.5um.

5.4 Conclusions

We have derived a visibility function for x-ray flux that prgates, under conditions
satisfying the TIE solution, from an object with a one dimenal phase and attenuation
variation with given feature sizes. This visibility funati takes into account the effect
of partial coherence from a source due its finite size andstpatychromatic emission.
Our results are compared with experimental measuremendt®xtellent agreement
is shown. An application of this model using a micro focusay-taboratory source
convinces us that this model is very useful as a tool for gugj@ixperimental conditions
[ThoO5]. Our visibility function is then compared with thaerived from the contrast
transfer function formalism, which is valid under diffeteaonditions. It can be seen
that a correct application of the two techniques has thenpialdo cover a broad range

of practical applications for x-ray radiography.



Chapter 6
Tomography

The goal of this technique is implicit in its name. Tomo isided from the Greek word
for slice. It is a method for imaging a single slice of a thokeensional object without
superimposing the on the other layers in the object as whapdrawith the projec-
tion imaging technique. For example, in a conventional thadiograph, the heart,
lungs, and ribs are all superimposed on the same film, whareasputed tomography
(CT) captures a slice through each organ in its actual thmeertsional position. X-
ray tomography started in the 1970’s with Hounsfield’s irti@mof the first computed
tomography scanner. Dedicated to medical imaging, thigcddwought a Nobel prize
(1979) to its inventor. The required data in x-ray tomogsagte obtained from trans-
mission measurements whose paths are restricted to lienhité plane of interest and

are viewed under a large number of incident angles.

In most tomography work, the reconstruction of the distiidou of the imaginary
part of the refractive index in the object is obtained frotemrsity measurements based
on absorption. In recent years effort has been made to deveinographic recon-
structions based on phase information. The reconstrucfidine full complex refrac-
tive index in a slice has been achieved by some groups [B&@®9; Clo99a; Jon04;
McMO03b] from amplitude and phase reconstructions. X-ragggtomography has also

been demonstrated at extremely high resolution [McMO03a].

In Section 6.1, we begin with a basic review of the tomograpéchnique. This is

followed in Section 6.2 by developing an image formation elddr the reconstruction

125
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of a 3D object. We guantify the object reconstruction in terof a quality function
which varies as a function of object frequencies. We definequality function as
a comparison between the reconstruction and the actuaibdisbn of the physical
qguantity ¢ or 3) in the object. The effect of an extended source size, sudhas
in a micro focus x-ray source is also incorporated. This rhedglé be useful for the
experimental design of tomography experiments. The madgted numerically in
Section 6.3. The effect of noise on reconstructions wilbdle discussed. Finally, we

show some experimental results in Section 6.4.

6.1 Principle

The principle of tomography is illustrated schematicafiyFigure 6.1. An x-ray beam
passes through a sample and produces a 2D projection ofrtiesavhich is recorded
on a CCD detector set behind the sample. A number of 2D projechages for differ-
ent rotations of the sample are combined mathematicallyakena sinogram. Then a
filtered back projection software is used to re-create a 3p ofi¢ghe object. Two of the
many basic theories for tomography will be explained hdres¢ are Radon transform

theory and the Fourier slice theorem.

X-rays ) detector
=S~ [ - &&=
sample ;

reconstructed i ]

sample reconstruction

software N projections images

Figure 6.1: Principle of x-ray tomography.
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6.1.1 Radon transform theory

Analytically, the measured projection images can be deedrby a Radon Transform
which corresponds to one angular positiénpf the sample in its rotation axis. The
Radon transform is a projection transformation of a two-igional function onto po-
lar coordinate space, which transforms lines through amgéa points in the Radon
domain. The Radon transform of a density distribution, =) in each slice for every

angular position, is given by [Her79]:
Py(x,) = /p(mr cosf — z,sin b, z, sin O + z, cos 0)dz, (6.1)

where the slice is in the— z plane, and the, -z, plane is the rotated coordinate system
under rotation by an angtearound a rotation axig/(@xis here), as shown in Figure 6.2.

This equation describes the integral along a inghrough the image. The x-ray beam

sinogram

4 \

single projectioh

projection
Py (X )
0 \*r
Z 0

X sine wave
traced out by

object density apointat (% ,% ;

p (x,2)

@x—rays

Figure 6.2: Radon transform in each slice.

is parallel to thez, axis. The functionP(x,.) is called a sinogram because the Radon
transform of an off-center point object is a sinusoid. Therdmate transformations in
this case are:

T cosf) —sinf T,

- (6.2)

z sinf cos@ Zr
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and the inverse coordinate transformation is:

T, cosf sinf x
= (6.3)
2 —sinf cosf z
It is sufficient to acquire images over a half turn, becauszgees recorded80° apart,
are each other’s mirror image, i.8y(z,) = Py .(—z,) [Bar81].
The distribution of a quantity, such as the object densstyhen reconstructed from
the projections of many different angles (or the sinograhhjs is the inversion of the
Radon transform in Equation 6.1 or the back projection dperdathematically, the

Radon back projection operation is defined as:
ppp(x,2) = / Py(x cosf + zsin0)do (6.4)
0

The back projection operation simply propagates the medssinogram back into the
image space along the projection paths, where each poim¢iRadon domain is trans-
formed to a straight line in the image. In the parallel beawngetry, the slices of the
sample corresponding to different heights in the samplebeatmeated independently.
To obtain a complete 3D distribution, one must reconstracefery value of y. The
simple back projection imagegzpr(z, z), is, however, not exactly the same as the orig-
inal image,p(z, z), but is badly blurred. This is because the back projecticration

is not a reversible process of the Radon transform. To bg taversible this require
the inverse Radon transform associated an infinite numi@oggctions and an infinite

number of zero-width pixels (see discussion at last parectin 6.1.2).

6.1.2 Fourier slice theorem

The Fourier slice theorem relates the Fourier transfornhefdbject distribution and
its projections, as shown in Figure 6.3. The one-dimensiboarier transform of a
single projection corresponds to a single radial line tgfothe center of the frequency
image. It follows that enough projections will fill up a corep# estimate of the entire
frequency domain data. It should then be possible to renorighe object by simply

performing a two-dimensional inverse Fourier transforrakg8].



6.1. RRINCIPLE 129

1D FFT
\ creates line

central slice of
entire
frequency image

projection profile

2D FFT 71

N \; /l/i ,
2

Figure 6.3: Fourier slice theorem

The derivation of the Fourier slice theorem can be writtealically by consider-
ing the rotation coordinate as in Equation 6.3. In the rotatioordinate system,-z,,

a projection of the object density along lines of constantan be written as:

Pﬁ(xr> = /p(xrazr>dzr (65)

So, its one-dimensional Fourier transform is given by:

Sp(u) = /Pg(xr)ei2”“”7'dxr

_ / { / p(xr,zr)dzr] e iy, (6.6)

where the variable is the frequency. Using the relationships in Equations 6R2@&3,

this equation can be transformed into the z coordinate system, as:

SQ(U)://p([L’, Z)e—i27ru(:ccosG-‘,—zsin@)dde
://p(a:,z)e_i%(“”ﬂzz)dxdz (6.7)

The right hand side of the equation represents the two-diaeal Fourier transform at
a spatial frequency dfu, = ucos,u, = usinf). Thus, the one-dimensional Fourier
transform of the projections is given by the two-dimensldfaurier transform of the

object density.
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ideal inadequate bandwidth
situation sampling limited

Figure 6.4: Frequency domain data available from one piioje¢a) ideal situation, (b) and (c)

actually measured.

The blurring of the reconstructed object can then be expthactcording to Figure
6.4. The infinitely long pie-shaped wedge of Figure 6.4(aylst we want from one
single projection. What is actually measured is limited bynpling, Figure 6.4(b),
and bandwidth, Figure 6.4(c). High frequency losses dudedoaindwidth limitation
explains the majority of the blurring in the reconstructaomd other artifacts can also

arise if sampling is not sufficient.

6.1.3 Filtered back projection

A ramp filter, h(z), defined in frequency space &5 u) = |u| is implemented to cor-
rect the blurring problem and the reconstruction of the dgns(z, z), is obtained by
filtering the projections before back projection [Kak88krtte, the reconstruction pro-
cedure is called filtered back projection (FBP).

A filter and its frequency response are shown in Figure 6.5ceSthe projection
data are measured with a sampling intervat ahe ideal filter (Figure 6.5(b)) has been
bandlimited tol /27 (Nyquist frequency), and is set to zero outside the frequenter-
val of (—i, 2—1T). The imaging system is then insensitive beyond the Nyqrasjufency.
The filter itself (Figure 6.5(a)) is given by the function [k&8B]:

1/472 n=0
h(z) = h(nT) =% 0 n even (6.8)
—1/(n77)?* nodd

wheren are positive and negative integers.

A Ramp filter amplifies high frequency so it will tend to enharidgh frequency
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. . . ] . . . . 3
-10 -5 0 5 10 -0.6 -0.4 0.2 0.0 0.2 0.4 0.6
sampling interval sampling frequency

(@) (b)

Figure 6.5: (a) Ramp filter and (b) its corresponded frequeesponse.

noise in real data. Applying a smoothing filter (usually ttefp-Logan filter, or other
low-pass filters such as Hann, Hamming, Ram-Lak, Cosine logrs} [Her79] sup-
presses the high spatial frequencies and tends to reduse. nBigure 6.6 shows the
low-pass filters often used for the filtered back projectitgoathm. In this thesis we

use the Shepp-Logan filter.

1=Ramp 1

2 = Shepp-Logan 2
- 3 =Cosine -
4 = Hamming

Figure 6.6: Schematic figure of filters that used for the gitelback projection algorithm.

6.2 Extended model for tomography

We consider an ideal transparent object with a one dimeakidensity variation to

represent one spatial frequency in the entire field of viengleown in Figure 6.7. The
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beam direction

-

Figure 6.7: Density variation of the object used in the torapgy model.

density function is given by:

dcos(ksx) for z? + 22 < r?
p(x) = (6.9)
0 elsewhere

whereo is the real part of the refractive index. We place the objadhe original
coordinate system — z and rotate the direction of the x-ray beam parallel to thateat
axis z, as shown in Figure 6.7. Using the rotation matrix in Equaédh we can write

the object density in rotated coordinates as:
po(x,) = 0 cos(ksx, cos — ksz, sinf) (6.10)

The projection of the object phase at an arfgie then calculated according to:

dola,) = — Ve (z,)d
o\Tr) = A _MPH Tr)Qzy
2m 2
= —— . 2 — 2 .
N Ohosind [COS(’“SCUT cos §) sin(ky/r2 — 22 sin 9)] (6.11)

We then calculate the projection of the object phase usisgetijuation for the whole
range of angles betwee)i to 180°. The angular step used will determine the resolu-
tion of the reconstructed image and the corresponding saghpquirements will be

discussed in Section 6.2.1. In the liriit— 0° the above equation reduces to:

oo(z,) = —2%2\/7"2 — 22 § cos(ksx,) (6.12)
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The projections are then "stacked” together into a sinogrgach sinogram row cor-
responds to the x-ray projection at one angle as in Equatibh. 6Stacking together
each projection for all angle projections frdinto 180°, we get a complete a 2D sino-

gram. Figure 6.8 shows the sinogram of the object’s phagegiion for every angle

rotation angle 8

rotation angle 8

Figure 6.9: Sinogram after Shepp-Logan filtering.

between)’ to 180°. After implementing a Shepp-Logan filter, the filtered sireog is
shown in Figure 6.9. The tomographic reconstruction caleal from each sinogram is
a reconstructed 2D image which is a slice through the intestnacture of the object.
The result of the back projection algorithm from the filtesaogram is shown in Fig-

ure 6.10. This represents a reconstruction of the objedityeinom projections of the
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object phase:

plx) = FBP[gy(x,) (6.13)

where FBP is the filtered back projection operator. Thisesponds to Equation 6.4

applied to the filtered sinogram. The reconstruction resudivs the object density of

Figure 6.10: Reconstruction of the object density.

J cos(ksx) through the origin along the-axis inside the circle with radius.

In classical tomography (absorption tomography), there@hin the 2D projection
arises from the distribution of attenuation in the materi#hen the attenuation in the
material is weak, then phase contrast tomography can maedonstructed images
with improved contrast [McM03a]. The experimental setupgdbase contrast tomog-
raphy is similar to the absorption mode, only the detecttwgated further away from

the object, as shown in Figure 6.11.

X—rays -
: [7
sample
detection plane detection plane
for for
absorption mode phase contrast mode

Figure 6.11: Absorption and phase contrast tomographysetu
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In an ideal coherent plane wave, the object density of a paest sample is re-

constructed according to the flowchart shown in Figure 6.A2ransparent sample

phase projection
at angle@

@, )

propagate a distance z

intensity at angle®
z

/
@ (x ) phase retrieval
. algorithm
. giving exit wave phase
/
S S )
filtered )
object back projection

density algorithm (HSO(X r)

exit wave phases

Figure 6.12: Flowchart for tomography reconstruction aas$parent sample using a coherent

source.

influences only the phase of the beam on the objects. The piajgetion of the sam-
ple for every rotation angle is written ag(x,.). The wave function transmitted through
the sample is observed at the measurement plane placedstdaodt from the sample.
We denote the intensity at certain anglat the measurement planefgéz,.). These in-
tensities are inverted to retrieve the exit wave phaseibligion. There are a number of
ways in which the phase may be retrieved as we discussed ilm®2c4.2. The meth-
ods chosen often depend on the imaging regime where thecporjelata have been
acquired. The phase at a certain ang|gy, ), is then retrieved from intensity using the
phase retrieval algorithm. When the phase retrieval algms used here such as the
Transport of Intensity Equation [Nug96], single plane THsed algorithm [Pag02] and
the single plane CTF based algorithm [TurO4a] are implesdknorrectly, the original
phase projection at every angle is retrieved. Having cotae@lacquisition of the phase
data from0° to 180°, we can use the filtered back projection algorithm to reconst
the object density.

Using an extended and spatially incoherent source, thecobgnsity of a trans-
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parent sample is also reconstructed according to the flavehawn in Figure 6.12.

However, in this case, the measured intensity at every giojeangle can be treated

phase projection

atangle@ propagate using
(p (X ) finite source
g T a distance z intensity at angle 0

z
I e(xr) * Ge(xr)
phase retrieval

algorithm
giving exit wave phase

Po(x) * g (Xy)

: (p(;xr) * oe(xr)

filtered
object back projection
densit algorithm '
Y Qagx )+ g Xr)

exit wave phases

Figure 6.13: Flowchart for tomography reconstruction saasparent sample using an extended

and spatially incoherent source.

as a simple convolution result with the projection of therseuntensity distribution
oe(z,) (and including appropriate scaling if a point source is usgarojection to pro-
vide a magnification factor), as shown in Figure 6.13. Weof@lhere the approach of
Paganin [[Pag99] pp. 196-198], where the retrieved phaséedreated as the con-
volution with the same source projection @f(x,) under certain conditions. These
conditions will be met in the case of the single plane phasevwal algorithms.

After correctly implementing the phase retrieval algarittthe reconstructed den-

sity can be written as:
prec(z) = FBP [¢p(r) * 09(x )] (6.14)
According to Natterer [Nat86], the above equation can béevrias:
prec() = FBP [¢(x,)) = o(2) (6.15)

We know from Equation 6.13 that tHeB P [¢,(z, )] inside the circle with radius,

is § cos(ksx). Taking into account the magnification factor due to poimigetion, the
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above equation can be rewritten as:

' x—a

Prec(T) = /5cos(ksﬁ).a(M — 1)dx/ (6.16)

In order to be explicit, a Gaussian distribution is used adehfor the finite source
distribution,o(x), as shown in Equation 4.2. We can now rewrite the above emuati

as:

Prec(T) = 5(}05(/@%) [exp(——(T—)zkgai)} (6.17)
Applying the dimensionless variable from Equation 4.15hesriumber of resolution
elements contained in the source, we get:

M-1

prec@) =  cos(l o) {exp<—§<7>2§2>} (6.18)

We introduce the definition of the quality of the tomograpt@construction as a divi-
sion of the reconstructed density by the real density as:
rec X
Q(, M) = Pree () (6.19)
p(x)
Then we can see that the quality function for tomographiomstructions for a trans-

parent sample as a function of object frequegegnd magnification)/, is:

1, M—-1

Qe M) = exp(~5(—57—)%€) (6.20)

Figure 6.14 shows this quality function for a transparen¢cth At high magnification,
the exponential term of Equation 6.20 will be independerthef magnification. The
quality function describes then the effect of source bhgrand shows the reduction
of the quality at higher spatial frequencies. However, ¥6r— 1 the quality will be
perfect for the whole range frequencies. Under this coowliiignificant quality can
be observed for structures that are smaller than the soiree ©f course, as usual,
in such cases detector resolution will become importantianmtactice will limit the
observation of high spatial frequencies.

A similar derivation will now be described for a two dimens& density variation,

as shown in Figure 6.15, with the density function given by:

§ cos(kyw)cos(k,z) forz? + 22 < r?
plz.2) = (Rat)eos(he2) N (6.21)
0 elsewhere
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M (dimensionless)
[@))]
T

0 2 4 6 3
¢ (dimensionless)

Figure 6.14: The quality function for tomographic recounstion as a function of dimensionless

spatial frequencys, and Magnification, M. The color map is [white = 1, black = 0].

where(k,, k.) is the object variation in andz direction respectively. Most real objects,
have a two dimensional density variation rather than onedsional density variation.

For the two dimensional density variation case, Equatidb @:ill have the form:
Prec(x,2) = FBP [¢g(x,)] % 0(x, 2) (6.22)

Evaluating this equation as before and assuming that threesdistribution is separable

in z andz directions, we have:

/ Z/ l,_x/ 2 — /

Prec(,2) = /5008(1@%) cos(kzﬁ).a(M — 1).0(M _Zl)d:):’dz’ (6.23)

and when the Gaussian source distribution is included:

) = S cos(h i) cost ) [exp (5 (P2 + )]

(6.24)
where(¢,, €, ) is the dimensionless characteristic spatial frequenclyén tandz direc-
tion respectively. The quality function is then:

M —
Qround(€7 M) = eXp <_l( !

SO+ 6.25)

In the case whek, = k_ the quality function become:

M—-1
M

Qrounda(&, M) = exp(—( )2€?) (6.26)
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Figure 6.15: Two dimensional density variation in an object

Note that reduction of the quality function for a 2D struetdue to an extended source
decreases more quickly than for the 1D case. Consequédmdlgftect for high spatial

frequencies will be larger.

6.2.1 Sampling requirements

In a tomography experiment, a general rule for the numberaéptions,n,,, required
to give reconstruction resolution equal to the detectoelpsize is aboutr/2 times
the number of pixels in the detector [Clo99b]. The choicewptietermines the angle
between projections and therefore the spatial resolutidheoreconstructed image, as
shown in Figure 6.16. If we acquire images over a half turnrothen the anglé

between each projections is:

g T _2
np gNd Nd

(6.27)

where N, is the number of pixels in the detector. The resolution ofrde®nstructions
is therefore given by:
1
Arec = §NdAp. sin 6 (6.28)

where Ap is the detector pixel size. Consequently, in the case whemtimber of
projectionsy,, is (m/2). Ny, the resolution of the reconstructed image will be as good as

the detector pixel size itself. When the number of projediis less thafr/2). N, the
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detector ‘ \ Arec
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of ) 0
two projection
images half detector size
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Figure 6.16: Relation between the number of projectioné wie spatial resolution of the re-

construction.

resolution element in the reconstruction will be largenttige detector pixel size. When
a large number of projections is to be performed, there i3 #s practical limitation

of the available hardware for the machine used for the reénaetgon, for example the
limits of the memory in the hardware.

Poor pixel resolution can be obviated to some degree by psimg projection mag-
nification. This was demonstrated by McMahon et al [McMO03a] imaging a9um
AFM tip with a 900nm bump. A spatial resolution of better thaf0nm was achieved
using a focal beam waist éf)nm from a zone plate and magnification of around 160
times, while the nominal detector pixel size was5um . In these cases though the
analysis of Chapter 4 shows that the source to sample destast become small.
For example McMahon et al. used a distanc&@fn for source sample distance and

971mm for source detector distance.

6.3 Numerical simulation

To evaluate the theory, we modeled a numerical simulatioa piase object. Figure
6.17 shows a slice of round samples with various spatiabfgagies. The periods of
the samples werg, 10, 17 and38um in an array. Each sample was characterized by
the real refractive index value éf= 2.10°. First, the functiony, was computed by

making a projection for every angheat an angular step size 0£3°. This produces 600
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projections over a half turn dB0°. Then, the phase contrast data were computed by ap-
plying the Kirchhoff propagator algorithm of Equation 2.2@dified for the spherical
wave illumination case at a propagation distance,of 0.1m, z» = 1.7m with a mag-

nification factor of 18 times. We assumed in this exampletti@asample is transparent

Figure 6.17: Object density function used in the numerigauation, with period o, 10,17
and38um.

(» = 0). The intensity in the measurement plane for every angleceagolved with an
extended source with FWHM &fum. The x-ray wavelength was = 1A, whereas the

detector pixel size wadp = 1um and the number of pixels were 500 x 500.

projection number
Ol EN o
o o S
o o o

N
o
o

N
o
o

o
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Figure 6.18: Sinogram of the retrieved phagg £ oy) for every projection.

Then, we performed a phase retrieval algorithm for eacsitg measurement. In
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this example we used the single plane TIE based phase edtalgorithm of Equation
2.61. The retrieved phase for every projection angjex(oy) is shown in Figure 6.18
in the form of a sinogram.

The filtered back projection algorithm Equation 6.13 was ligdito this sinogram

Figure 6.19: The reconstruction of the object density.

2,51 Q=8 [T T T T T T T T T T T T ]
2.0x1078— LT e O T o T e ©
1.5x1076

1.0x10-8 —

density function

5.0x1077 —

pixels (um)

Figure 6.20: Object density profiles along the x-axis dicgcthrough the center of the object

array. The real object (dot line) and reconstructed obpadtd line) shows the same periodicity.

to reconstruct the object density. The reconstructionlresshown in Figure 6.19.
To make a more quantitative comparison, we take the profiideeoobject density
and the reconstructed object along the line going througltémter of the array in the

x-axis direction. The profiles in Figure 6.20 show that fowlspatial frequencies
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Figure 6.21: Theoretical quality function is plotted agdithe simulation results, witky =

0.1m, zo = 1.7m.
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Figure 6.22: Theoretical quality function is plotted agaithe simulation results, with; =

0.1m, zo = 0.02m.
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the object density is well reconstructed with the same pesity as the input. For
higher spatial frequencies the quality of the reconstamateduces as expected. Itis also
noticeable that the edges roll off due to the loss of highiapiequency information.
Tomographic artefacts due to inadequate angular samptidgtee effect of using a
Shepp-Logan filter instead of the ideal Ramp filter will alsoguce similar round off
in the reconstructed features. It would be a worthwhile afefarther investigation to
disentangle these effects.

We calculated the quality based on the comparison of thensgaacted with the real
object density as shown in Equation 6.19. The plot in Figugd &hows the quality
function for the reconstruction from Equation 6.26 agaihgt simulation result for
the various object frequencies. We see that the source &izeno FWHM becomes
a limiting factor for the quality. In this case, an object splafrequency of5um is
reconstructed poorly.

Figure 6.22 shows another simulation result for distandes, 0= 0.1m, z, =
0.02m, with M = 1.2. The same variation in object periods 3%, 17, 10, 5um was
used. The figure shows that high spatial frequencies ar@sécwted with better qual-
ity. In this case a theoretical resolution of aroun@l.m based on Equation 6.28 will be
the limit for a viable reconstruction. At this point the liraiion is due to the sampling

used as given by Equation 6.28.

Figure 6.23: Kapton ball sample with voids in one slice.

When quantitative phase retrieval is not applied it has k@ommon practice

to perform the tomographic reconstruction directly frone thtensity measurement
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[Clo97a; May03]. We applied this technique to a simulatibkapton balls with voids
in one slice of the sample, as shown in Figure 6.23. The iagukconstruction can be
seen in Figure 6.24(a). The reconstruction shows a quaétegsemblance to the real
object but artefacts can clearly be seen. These are due sirtimg) edge enhancement
seen in the phase contrastimages. The effect is similar & wbuld be observed for a
poor signal to noise data set resulting in something th&iddike a noisy reconstruction.
The result does however show that, where only identificabiostrong boundary-like
features is required, the technique may be used as a gwaltaol. Therefore, Cloetens
et al [Clo97a] used this kind of tomographic reconstructexhnique for detecting mi-

crostructure damage such as cracks in materials.

ARRRRR
VYN
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S

Figure 6.24: Tomography reconstruction (a) from intengigasurement directly (b) after ap-

plying phase retrieval.

6.3.1 Effect of noise

As we discussed in Subsection 4.4.1, phase retrieval tggbsiare more sensitive to
noise for small propagation distances. Therefore incngasiwill reduce the effect of
noise. The same effect applies for phase tomography recatisns since we apply a
phase retrieval technique on the way to reconstructing lijecodensity. Figures 6.25
and 6.26 show the reconstruction of the object density irpteeence 08% noise in
the detector plane for the object shown in Figure 6.17. Thaukition results were

obtained with distances, = 0.1m, 23 = 0.02m with M = 1.2 and forz; = 0.1m,
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density function
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—2x10-8E I I | |

Figure 6.25: Tomography reconstruction for small propagatlistance data for the object in
Figure 6.17 in the presence 8% noise with the corresponding plot along one of the lines of

the objects.

z9 = 1.7m with M = 18 respectively. Noise was added in the raw intensity dataen th
same manner as described in Subsection 4.4.1. We see thiasthieis more sensitive

to noise for the small propagation distance.
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Figure 6.26: Tomography reconstruction for large propagadistance data for the object in
Figure 6.17 in the presence 8% noise with the corresponding plot along one of the lines of

the objects.

However, from Figures 6.21 and 6.22, we know that high spagguencies are
reconstructed better for small propagation distancesreftwe to reduce the problem
of noise and to reconstruct better for high spatial freqie=nave apply the objective

filtering strategy of Equations 4.22 and 4.23 to the phasg@s&efore reconstruction.
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Figure 6.27: Tomography reconstruction for the object gul¢ 6.17 after applying an objective
filtering strategy in the presence & noise with the corresponding plot along one of the lines

of the objects.

Quantitative improvement of the reconstruction when adersing the combined images

is apparent in Figure 6.27.

6.4 Experiment results

In this section we present some preliminary experimentlt€suThese make use of
access to a tomography facility in experiments that weréopmed at beam line 2BM
(bending magnet) at the Advanced Photon Source (APS) inrArgdational Labo-
ratory. This facility does not employ focusing optics soahfigurations are for the
caseM =~ 1. Nevertheless they allow us to test our model for differdrject sizes.
We describe below the experimental setup and then the sesiuthree experimental
arrangements. A monochromatic beam with energy of 7, 10 &kkeY was used.
The samples were polystyrene micro-spheres of differemhdters. The samples were
mounted on a precision stage with rotation about the veidixia. The x-ray beam that
passed through samples was propagated some distance damms$d a detector. The
detector is coupled via an objective lens with an approxefyad00..m thick cadmium
tungstate (CdWQ) scintillator screen, giving an effective pixel size thapends on the

objective used. In the experiment described heté:a objective was used in such a

1l would like to acknowledge Dr. Andrew G. Peele who acquitéd tomography data.
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way as to give an effective pixel size @735 x 0.735 pm?.

Each projection was taken in25° steps, for a half turn betweé)i to 180°. Each
projection intensity image was corrected for dark currerat @on uniform illumination
of the intensity as described in Equation 3.3. A completedagraphy data set was
collected in tens of minutes because of the combination efhilgh brilliance x-ray
source and the fast detector readout systems. Preprogessinphase reconstruction
calculations were performed offline on a PC and we recoritstnlg a region of interest

in the data sets.

Figure 6.28: Phase contrast image of one projection of polse balls witt20um diameter.

Figure 6.28 shows the phase contrast image for one prajectipolystyrene balls
with 20pum diameter in a small region of 400x200 pixels after applyihg intensity
correction. An energy of 10 keV was used with a propagatistadice oB0mm down-
stream to the detector. The image shows that the micro-splage stacked together
and that edge enhancement is clearly visible.

Figure 6.29(a) shows a 3D visualization of the 200x200x20xeis? for the to-
mographic reconstruction based on the measured projsctarrthe 20m diameter
polystyrene balls. Figure 6.29(b) shows one slice of 650x6&els through the re-
constructed volume. This reconstruction was made usingathigohase contrast inten-
sity images without any post-processing or phase retriélaé reconstructed section
clearly shows the main features of the object. It also sh@atufes such as bright

fringes around the edges of the object arising from the phastrast features of the

2\Voxel is the three dimensional unit of pixel.
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Figure 6.29: A surface rendering of a qualitative 3D recamsion of the20um diameter

polystyrene balls with the corresponding view of a singieesl
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Figure 6.30: A surface rendering of a quantitative 3D retracion of the20um diameter

polystyrene balls with the corresponding view of a singiees|



150 CHAPTER 6. TOMOGRAPHY

raw data. As discussed previously, the phase contrast im&gige enhanced. This can
be confusing in a 3D visualization as it is hard to determheettue boundary of the
object.

Applying the single plane TIE based phase retrieval of Equa2.61 for each in-
tensity projection and then implementing the filtered batkgztion algorithm, we get
a quantitativetomographic reconstruction of the object, as shown in EguB0. The
confusion as to the edges of the overlapping object in 3D e&xs iseFigure 6.29 is now
improved and the individual balls can be more clearly idedi The individual spheres

(in white color) can now be resolved.

2.5%1076 ]
2.0x10-5}
1.5x10-8 |

1.0x10-8F

density function

5.0x10-7 |

Il Il
0 200 400 600
pixels

Figure 6.31: The density function of a reconstruction in sliee for the object in Figure 6.30(b),

with a corresponding profile along x-axis, at z = 275.

Figure 6.31 shows the density function from the reconsndn the slice shown
in Figure 6.30(b) and a corresponding profile parallel toxfaxis at a constant z =
275. Most of the reconstructed spheres are close to thelactug of the refractive
index (within 15%). At 10 keV, polystyren@’y H;,) with the densityl.05gram/cm?
has the refractive index valdef § = 2.3980x10~% and3 = 2.0869x10~°. The correct
value is revealed in the area around the center of the sphEnesedges roll off partly
due to the shape of the balls so that not all voxels are "filldh polystyrene and
partly due to the blurring caused by the loss of high spatedency information and

the effect of the Shepp-Logan filter as mentioned previousli also worth pointing

3The refractive index of polystyrene C{H;) is retrieved from  http://www-
cxro.lbl.gov/opticalconstants/.
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Figure 6.32: (a) A quantitative reconstruction in one sbé¢he 20um diameter balls with an

x-ray energy of 7 keV, (b) a corresponding profile at z = 389.

out that the geometric details of the object are correcttpmstructed. In the plot of
Figure 6.31(b) the first peak represents one sphere. The F\WHNht peak consists

of 28 pixels which corresponds &1 um (since the detector has an effective pixel size
of 0.735um). This is in a good agreement with the by the manufacturgrécidied
diameter of20 + 3.2um. The dimension can be measured in the orthogonal direction
also and again is in agreement with the specification.

Another data set was acquired at an energy of 7 keV fok@pe: spheres placed at a
distance of 30 mm from the detector. At this energy, polystgrhas the refractive index
components of = 4.9018x107% and3 = 8.9087x10~Y. A quantitative reconstruction
in one slice with a corresponding profile are shown in FiguB26 The reconstruction

shows the density function within 17% of the actual value.

Polystyrene balls with a diameter @5.m were used in the last data set which was
acquired at an energy of 15 keV, and a propagation distan@22im. At this energy,
§ = 1.0647x10~% and3 = 4.5287x1071°. The reconstruction result is shown in Figure

6.33 with the density function within 15% of the actual value

The characteristic size of the soureg)(was102um horizontally and35.1m ver-
tically. The source sample distance:is= 50m. If we placed the detector at a distance
zo = 0.03m or z, = 0.922m, we will get image with magnificatiod/ ~ 1. Figure

6.34 shows the the theoretical quality function plottedhvitie quality of the recon-
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Figure 6.33: (a) A quantitative reconstruction in one sbé¢he 75um diameter balls with an

x-ray energy of 15 keV, (b) the corresponding profile at z =.410

struction results for the three of the polystyrene ballsteNbat the quality function is

independent of the energy used.
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Figure 6.34: Theoretical quality function plotted agaiths experimental result for th#) and

75um spheres with\/ ~ 1.

We see from Figure 6.34 that the experimental results agedkewith the theo-
retical predictions. While the agreement of the recoverealsp with the theoretical
predictions are not spectacular, we now know that for thégeco sizes the potential
guality of the reconstruction is high. This would then giseaonfidence to apply the
standard procedures to improve the accuracy of the phasevedt These procedures

might include taking multiple data sets to improve signaidise and applying our ob-
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jective filtering criteria of Equation 4.22 and 4.23 to impeahe reconstruction over
a large range of spatial frequencies. This technique halsehefit of also introducing
redundant data sets thus further improving signal to naisehence the possible ac-
curacy of the phase retrieval. This type of improvement edhata is similar to that
demonstrated by Cloetens et al [Clo99a] in their "holotorapdy” results. Applying
these methods is however beyond the scope of this thesis atebwe it as an avenue
for further exploration.

In future work, an experiment using spherical wave illuntioi could also be per-
formed to test the theory. This could be done using a microptged tomography

system from a lab based x-ray source or in a synchrotron saugiag a zone plate.
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Chapter 7

Conclusion

7.1 Overview

Phase contrast imaging is a rapidly evolving field with maawmlevelopments based
on its ability to image the complex refractive index of méks. We have developed an
image formalism for phase contrast image formation usiegtiopagation based phase
contrast method. The formalism explicitly incorporated atially coherent beam,
which for x-ray sources can be closely related to source aizkeenergy bandwidth.
The optimum condition for image quality and its sensititiydifferent spatial frequen-

cies is described in the formalism.

This model is suitable for imaging experiment performecdwaitmicro focus x-ray
tube. Since x-ray tubes are compact and readily availatlddyelieve that this study has
great potential for applications in phase contrast imagiigenefit of the model is that
we can tailor an experiment to be sensitive to the desirddrfeaizes in the object thus
maximizing the visibility of the image. An extended modekhzeen also developed
for 3D tomography phase contrast. This will benefit phasdrashradiography and

tomography for light materials using hard x-rays.

155



156 CHAPTER 7. CONCLUSION

7.2 Summary of results

In Chapter 2, the existing phase contrast imaging techsigae a forward problem,
were described including the free space propagation meffiad imaging model used
no lenses to form images and so is useful at x-ray wavelengtis optimum contrast
for a particular object size can be achieved at a particutgvggation distance. Images
obtained in the edge detection regime can be interpretedtdjir this allows us to make
use of Fresnel imaging as a direct imaging technique for kaays. Different meth-
ods of phase retrieval for quantitatively extracting thaggwere also described. The

method chosen often depends on the imaging regime wheratadds been acquired.

The experimental arrangement and installation that weed tm the experimental
work in this study, were described in Chapter 3. A micro foguay source was used
to do the experimental work in radiography for transparert gor complex objects.
A synchrotron experiment was used to acquire the tomogrdptey set. The detector
resolution plays a major role in the case of plane wave ilhation because it limits the
spatial resolution in the recorded image and therefore latsts the resolution of the

reconstruction image in the case of 3D phase contrast tapbgr

An analytic expression for contrast using the imaging mede derived in Chapter
4 for pure phase samples. The image formation started byrasguhat the sample
is in the differential regime of propagation which limitsethapplicability primarily to
very short wavelength radiation over short propagatiotadrse. In this case the image
magnification can still be achieved by using a spherical viluaination that projects
an enlarged diffraction pattern onto the detector. We Bohibur case to a small prop-
agation distance in which the Transport of Intensity Equrais valid. Information
related to the object, such as the image visibility, is thennpairpose for calculating
the image quality incorporating an extended source size.mtdel was then tested ex-
perimentally using a micro focus x-ray laboratory source the experimental results
confirmed the validity of the theory. The model is then appte develop methods for
dealing with improving image quality. A description of tharisfer of spatial frequency
information (objective filtering) was used in Chapter 4 togwse a rational method for

combining images obtained over a range of propagationrdis&in order to recover
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a single high quality image. This objective filtering stgates successfully applied at
intensity data, phase recovery and experimental neutrtan dia phase recovery data,
this strategy was used in combining many retrieved phasgema the presence of
noise. Phase images for short propagation distance arecpéof a wide range fre-
guency features but are more sensitive to noise. Increagegpagation distance will
reduce the effect of noise but the influence of source blgioecomes more apparent.
A combination of both images using our objective filteringagtgy resulted in one high

quality image.

The imaging model was then extended to complex objects iptéh&. This study
demonstrated the contribution of absorption and phaseetintage contrast. Our for-
malism also explicitly included the role of a partially coé,t source, which is closely
related to source size and source spectral distributioe. effect of the source size in
the case of high magnification image can be seen as a blurfrithg amage that limits
the spatial resolution of the system. With the magnificatitmse to unity, the effect
of source blurring is negligible. The effect of the beam $peuw can be separated into
two cases. Near an absorption edge, the phase contrast ginegs some blurring and
some shifting in the spatial frequencies. Far from an aligprgdge, phase contrast
using a polychromatic source showed the same result as fan@echromatic source
when an equivalent energy calculated from the spectrallghted sum was used. The
experimental tests of the model using a micro focus x-rayc®were found to be in
excellent agreement with the theory. Application of the eldd imaging micro cracks
and corrosion in aluminium sheets proved that this anallfarm of imaging is useful
for selecting the optimum parameters for a given radiogyapiperiment. The formal-
ism was applied for an alternative method of source size ureagent. In Chapter 5,
we discussed the result for the short propagation distaegem using the transport
of intensity formalism, and for larger propagation disesasing the contrast transfer
function. It can be seen that a correct application of thetegbniques has the potential
to cover a broad range of practical application in x-ray egdaphy. Using the con-
trast transfer function, the variation in propagationalistes were used to study Talbot

effects for periodic objects.
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Finally, an extended formalism for 3D tomography phase re@ttfor pure phase
samples was derived in Chapter 6 which quantified a recartgiruquality factor as
a function of object frequencies. The quantitative 3D retaction when phase re-
trieval was applied during the reconstruction steps, Isriogt the mapping of density
function of an object. However, the common practice of 3Donstruction directly
from intensity data, showed only qualitatively importamformation about an object.
A quantitative improvement in 3D reconstruction was dent@atad in the presence of
noise by applying a frequency combination strategy fored#ht propagation distances
to the retrieved phase before applying the filtered backeptmjn algorithm. The three
dimensional distribution of the density function of poly&tne micro spheres was deter-

mined experimentally. The results show the agreement Wwéhheoretical predictions.

7.3 Suggestions for further research

Chapter 6 described an extended formalism for 3D tomogcaptase contrast for pure
phase samples. It would be interesting to extend the fosmafor complex objects
and thus show the ability to separate between absorptiorphase contributions in
the image reconstruction. Further work could also includeénig multiple data sets to
improve signal to noise and to extend the frequency respoinge reconstructed data
set. Experimental work using spherical wave illuminaticowa also be worthwhile to
evaluate the theory for a broader region of spatial frequeesrfor the object. Performing
image deconvolution using the known source propertiesisabrth exploring for the

purpose of increasing the high spatial frequency recocistms.
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