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Abstract

Smartphones have fundamentally changed how people make choices about the
products and services they consume and the way they interact with each other.
The spread and extensive usage of mobile applications has led to the rise of
Location-based Social Network (LBSN) services like Foursquare, Yelp etc, that
aim to aim to provide new and novel places of interest to people based on their
interests and habits.

A Recommendation system helps users to discover places they may like and
also enable them to narrow down their choices. In particular, providing relevant
location recommendations to users is essential to drive customer engagement
with the mobile application and is also an important research topic. Multiple
studies on human mobility patterns and my analysis on different LBSN datasets
have shown that the preference of users for different locations changes with time,
i.e., type of locations visited in the afternoon are different from those visited in
the evening. Majority of recommendation systems in LBSN do not take into ac-
count the temporal aspect of recommendation. A recommendation system must
be able to provide locations to users by taking into account their 1) stationary
preferences that don’t change with time and 2) temporal preference that differ
with time and recommended locations that are relevant in time to the user.

This thesis first presents a feature based location recommendation model,
REGULA that exploits the regular mobility behavior of people and incorporates
temporal information to provide better location recommendations. REGULA out-
performs other feature and graph-based location recommendation models. Fur-
ther, this thesis presents the first model to recommend interesting areas to people
based on their Call Detail Records. Finally, this thesis presents two deep neural
network based location recommendation models ( DEEPREC and DEEPTREC ) that
are used to learn the stationary and temporal preferences of users. The com-
bined model ( JOINTDEEPREC ) can be used to provide time-aware location rec-
ommendations to people. The model was evaluated on one of the largest check-
in dataset collected at Microsoft Research Asia and outperforms state-of-the-art
model by a factor of 10.
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Chapter 1

Introduction

1.1 Motivation

The purpose of any business is to create and keep a customelﬂ and in today’s
world, modern customers have a wide range of choices. Companies offer a vast
selection of products and services like entertainment (Netflix, HBO), eCommerce
(Amazon, Alibaba) shared economy (Uber, Airbnb) with the aim to meet the var-
ious needs of customers. The Internet has not only enabled businesses to interact
with their customers directly but has also led to a scenario where their competitor
is only one mouse click awayﬂ It is a well-known fact that the probability of sell-
ing to an existing customer is much higher than compared to a new prospect [Far-
ris et al.|[2010]. Therefore, making customers happy by providing appropriate
products and services is critical to enhance customer satisfaction and create loy-
alty. A Recommendation system helps users to discover products they may like
and is essential to drive customer engagement. Recommendation systems pro-
vide a scalable way to offer personalized products and services for a broad set of
users in multiple scenarios. Recommendations not only help people to find what
they are looking for but also enable them to narrow down their choices.

Recent years has witnessed significant growth in the usage of smartphones,
and as of 2017 one in every three people in the world uses it ((Global-Smartphone-
Penetration). With the increasing usage of smartphones in the daily lives of peo-
ple, these mobile devices accounted for 33% of the global internet traffic in 2017.
These devices have significantly altered the way people interact with each other,
do shopping, consume media content, etc. Specifically, smartphone-based so-
cial media applications enable users to communicate with each other and share

!Quote by Peter Ferdinand Drucker
2Quote by Doug Warner
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a wide range of information like products/services they use, places and events
they visit, etc. The spread and extensive usage of mobile applications has led
to the rise of Location-based social network (LBSN) services like Foursquare,
Jeipang, Yelp, etc. LBSNs consist of users visiting some places of interests and
sharing information about them with friends in their social network. LBSNs are
social and physical information-rich networks that incorporate mobility patterns
and social ties of humans. At the same time, this usage of mobile phone services
has led people to use them for discovering new places of experiences like attrac-
tions, restaurants, hotels, etc. This novelty-seeking behavior of people has led
to the growth of location recommender services that aim to provide new places
to people based on their interests and habits |Zheng et al.|[[2010a]]. In particular,
providing relevant location recommendations to users of an LBSN is essential to
drive customer engagement with the mobile application and is also an important
research topic [Bao et al.|[[2015]].

Recommending locations entails some unique challenges than compared to
recommending movies or items. In traditional recommender systems like rec-
ommending movies, or products on a website, the goal is to provide a list of
movies/items based on the profiles and previous behavior of the user. Whether
a movie/item is of interest to the user is validated by whether the user has
clicked that particular online movie/item. So the feedback and behavior of user
towards the movie/item is much faster, and the cost of accepting the recom-
mended movie/item by the user is low. In the case of location recommendation,
the probability that a user visits a recommended location depends on multiple
factors like: (i) what is the current location of user, (ii) how far is the recom-
mended place, (iii) what is the time of recommendation, (iv) if the user is alone
or with other people with different interests, etc. Also, the feedback related to
whether a recommendation was useful or not is delayed due to the physical dis-
tance travel by the user to the recommended place compared to just a click for
a recommended movie/item. Therefore, the problem of location recommenda-
tion has some unique and different characteristics compared to recommending
a movie/item online.

Multiple studies (|Gonzalez et al.| [[2008b[]Papandrea et al. [2016]]) to under-
stand the mobility patterns of people have corroborated the fact that humans are
creatures of habit and frequently visit a specific set of locations like home, office,
favorite restaurant, etc. Recommending new locations close to these frequently
visited locations increases the possibility that the user will visit the recommended
place. Also, since humans are social animals, they are more likely to visit a new
location recommended by their friends. Further, humans exhibit a lot of inertia
and are unlikely to visit locations geographically far from their current location,
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e.g., a place recommended in the afternoon must be close to a person’s office to
increase the probability that the person will visit the recommended place. Ex-
isting recommendation models do not fully exploit these regular mobility habits
of humans summarized as a) people have regular visit patterns and explore lo-
cations close to their usual places; b) people go to locations recently visited by
others, especially friends; ¢) people prefer to visit locations close to their current
location.

Multiple studies on human mobility patterns Noulas et al. [2011]]; Cho et al.
[2011b]] and my analysis on different LBSN datasets have shown that the pref-
erence of users for different locations changes with time, i.e., type of locations
visited in the afternoon are different from those visited in the evening. Majority
of recommendation systems in LBSN do not take into account the temporal as-
pect of recommendation. A real-world system must be able to provide location
recommendations to a wide range of people based on their personal preferences,
continuously learn from their time-varying mobility behavior and recommend lo-
cations that are relevant in time to the user.

Recent advances in the parallel processing hardware like graphics cards have
enabled researchers to perform large-scale computations and has lead to the suc-
cess of deep neural networks in modeling complex patterns in data Goodfellow
et al.|[2016]]. Deep neural networks can solve complex tasks because theoret-
ically, neural networks can compute any function |Goodfellow et al.[[2016]. In
the past few years, deep learning techniques have achieved great results com-
pared to well-known benchmarks specifically in the domains of computer vi-
sion Krizhevsky et al. [2012] and speech recognition Sainath et al.|[2015]. Deep
neural networks can be used to capture non-linear preferences of users for dif-
ferent locations effectively. Some of the deep neural networks have memory and
can be used to model the time-varying personalized preferences of users and
locations. A deep neural network based recommendation model can continu-
ously learn the personal preferences of users and provide time-relevant location
recommendations.



4 1.2 Research Challenges

1.2 Research Challenges

This thesis addresses the problem of recommending new locations to users of a

Location Based Social Network (LBSN) and provide novel models that overcome

the limitations of existing state-of-the-art location recommendation models.
The thesis will be mainly concerned with the following research questions:

R1 How to exploit the mobility behavior of humans to provide relevant loca-
tion recommendations to people?

R1.1 How to capture the geographical preferences of users?

R1.2 How to capture the temporal preferences of users?

R1.3 How to capture the influence of social peers on the preferences of
users?

R1.4 How to combine these multiple preferences of users and provide ac-
curate location recommendations to a wide range of users?

R2 Handcrafting features to capture location preferences of users in different
application scenarios is difficult to scale. How to overcome this challenge
with the help of deep neural networks?

R2.1 How to design a deep neural network based model that can learn the
locations preferences of users from their check-in history and recom-
mend new locations to them?

R2.2 How to capture the geographical constraints of neighboring locations

in a deep neural network based location recommendation model?

R3 Location preferences of users change with time. How to design a deep
neural network based model that can learn the time-varying location pref-
erences of users?

R3.1 How to capture the temporal dimension so that the model learns the
day-wise preferences of users to provide time-aware location recom-
mendations?

1.3 Contributions

The main contributions of this thesis can be summarized as follows:



1.3 Contributions

. T'have analyzed and mined large LBSN datasets (Gowalla, Brightkite, etc.)
to capture essential aspects for location recommendations like 1) People
regularly (or habitually) visit a set of locations, 2) People go to places close
to these regularly visited locations, 3) People are more likely to visit places
that were recently visited by others like friends.

. Based on the analysis of human mobility patterns, I designed three key
features a) Temporal feature that captures the influence of time in user
visits, b) Distance feature that captures the geographical influence of user
visits, and c) Friendship feature that captures the influence of the social
friends on user visits. I have used these features to build REGULA , a location
recommendation model. REGULA shows very good performance compared
to other feature and graph-based recommendation models.

. Based on insights gained from the analysis of LBSN datasets, I designed a
variant of REGULA to recommend new cell regions to users based on their
Call Detail Records (CDRs). CDRs capture the mobility activities and so-
cial ties of a large number of users. Researchers have observed that CDRs
are one of the most valuable sources of data to perform user-centric anal-
ysis, especially when related to mobility and sociality. I propose the first
research work to leverage the rich information in CDRs to construct a CDR-
based LBSN and found that they share similar characteristics with LBSNs
(refer to Chapter [4)). My results show the feasibility of recommendation in
CDRs and the importance of taking into account human behavior charac-
teristics. It also opens possibilities to develop novel CDR-based services.

. Recent years have witnessed a rapid increase in the volume and complexity
of data and existing feature/graph based recommendation models are not
designed to overcome this continuous information overload. Deep neural
networks are best suited to handle large amounts of data and learn con-
tinuously. I propose a deep neural network based model ( DEEPREC ) that
learns the location preferences of users by understanding their complex
visiting patterns at different locations. DEEPREC is the first model that in-
corporates geographic constraints of neighborhood locations to ensure that
locations that are within a small geographic region share similar geograph-
ical preference than compared to locations that are far away. The DEEPREC
model uses a Feed Forward Neural Network (FFNN) to learn location pref-
erences of users and another FFNN with a softmax layer to capture the
geographical constraints between locations.
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5. I propose a time-aware recommendation model ( DEEPTREC ) that learns
the time-varying preferences of people and recommends locations accord-
ingly. The DEEPTREC model learns the mobility patterns of each user using
a Recurrent Neural Network and provides day-wise recommendations, i.e.,
diverse locations for different days of the week.

6. I provide a joint model ( JOINTDEEPREC ) that collectively learns the time-
independent (or personal) locations preferences of users together with
geographical constraints using DEEPREC and time-varying locations pref-
erences of users using DEEPTREC . The JOINTDEEPREC model is the first
research work to use a neural network to learn geographical constraints
and jointly learn time-independent and time-varying location preferences
of users.

7. The deep learning based models (DEEPREC and JOINTDEEPREC ) were val-
idated on one of the largest check-in dataset collected at Microsoft Re-
search Asia and have outperformed the state-of-the-art by a factor of 10.
The dataset was constructed by crawling Sina Weibo (China’s Twitter), the
largest social networking website in China, that provides location-based
services such as check-ins.

8. The results presented in this thesis also demonstrates the usefulness of deep
neural networks in the field of LBSNs. Applying deep learning techniques
to location recommendation is still in progress and opens new directions
for future research works.

1.3.1 Limitations of Models and Data

REGULA is a feature based model where I need to compute the distance, temporal
and friendship scores for all locations in the dataset before I recommend a set of
new locations to users. Further, every time a user requests a recommendation,
I need to compute all the scores, this procedure is not scalable in a real-world
system. I overcome these limitations with the help of a deep neural network
based recommendation model presented in Chapter Finally, the Brightkite
LBSN dataset was collected at a time when users were leaving their service. It has
led to a significant drop in the number of active users who were recommended a
new location. Similarly, since the CDR-based LBSN dataset was built based on the
CDR of users. Therefore, the social ties captured by it is not as strong compared
to users who are friends in a social network and visit location together.
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In DEEPREC , the predicted preference of a user for location depends only
on the current latent factors and the current state of the entire neural network.
Further, DEEPREC does not capture the historical interaction between users and
locations. Therefore, the set of locations recommended by DEEPREC at different
times is the same. DEEPTREC models the time-dependent preferences of users.
It utilizes a recurrent neural network based model for each user and location.
Therefore, the computational complexity is high as it might require many hours
to train all user and location models. Multiple research works are already under-
way to improve the training procedures of neural networks, as finding the right
weights and biases of all hundreds of neurons is important for a neural network
model to learn correctly and predict accurate information. Since each user/loca-
tion model is also provided temporal information, i.e., check-in’s day of the visit,
there is a need to have enough data available for each user for each day of the
week to be able to learn meaningful information about the user’s preferences.
The Sina Weibo dataset does not have a large number of check-ins for each hour
of the day. Therefore, datasets with a higher granularity of data can be used to
learn the temporal preferences of users and locations and provide more accurate
location recommendations.

1.4 Organization of Thesis

The rest of the thesis is structured as follows:

Chapter 2 will present the State of the Art (SOA) for location recommenda-
tion. I give the broad classification of recommendation systems based on their
objectives. Later, I present the literature review of location recommendations
specifically providing Points of Interest(POI). I mainly focus on the SOA related to
POI recommendation instead of a trajectory recommendation. Further, I present
the literature on providing time independent and time aware locations recom-
mendations. Finally, I also highlight recent research work on deep neural net-
works based location recommendations.

Chapter 3 will present the first effort done in the direction of designing a lo-
cation recommendation model, i.e., REGULA . This chapter presents 5 hypothesis
I have formulated about mobility behavior of users along with the experimental
analysis done on two LBSN datasets (Gowalla and Brightkite) to test them. This
chapter also presents the three features that are used to build REGULA location
recommendation model. Finally, this chapter introduces the performance met-
rics used to measure and compare the performance of REGULA with other location
recommendation models.
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Chapter 4, will focus on my first work on recommending new cell regions
to people based on their Call Detail Records (CDR). This chapter shows how I
utilize CDR to construct a new CDR-based LBSN and analytical test conducted
to demonstrate that CDR users also exhibit regular mobility behavior. Further, I
present a variant of REGULA used to recommend new cell regions to users based
on their CDR. Finally, this chapter presents extensive analysis performed to mea-
sure an compare the performance of REGULA with state-of-the-art factorization
based recommendation models.

In Chapter 5, I will present my novel deep neural network based recom-
mendation model, DEEPREC . Similar to the majority of research works, it pro-
vides time-independent location recommendations to users. In this chapter, I will
present in detail the basic procedure of how factorization based model aims to
capture the preferences of users and locations. Later, I will show why and how
a deep neural network can capture the user and location preferences better than
factorization technique. In this chapter, I will present the Feed Forward Neural
Network (FFNN) used to learn the preferences of users and locations. I will also
present the FFNN with a specific output layer called softmax that was used to
capture the geographical constraints between neighborhood locations. Further, I
will introduce cost functions used to train the two neural networks. Finally, this
chapter presents the characteristics of one of the largest dataset used to evaluate
DEEPREC along with the performance metrics used to compare its performance
with other recommendation models.

In Chapter 6, I will present my novel deep neural network based recommen-
dation model, DEEPTREC that can be used to provide time-aware location rec-
ommendations to users. In this chapter, I will discuss the basics of a recurrent
neural network specifically a Gated Recurrent Unit (GRU) used to build DEEPTREC
. In this chapter, I will present how multiple GRUs can be used to learn the time-
varying preferences of users and locations. Further, I will introduce cost function
used to train individual GRUs. In this chapter, I present how I combine DEEPREC
(described in Chapter 5) and DEEPTREC to form a JOINTDEEPREC model that can
be use to provide time-aware location recommendations to users. Finally, this
chapter presents the procedure to evaluate JOINTDEEPREC along with the per-
formance metrics used to compare it with other time-aware recommendation
models.

Finally, Chapter 7 summarizes the work described in this thesis with an overview
of the main findings and results. The Chapter will also provide the future direc-
tions derived from this work.



Chapter 2

State of the Art

2.1 Introduction

The worldwide adoption of smartphones has accelerated significantly in recent
years. According to a 2017 market report (Global-Smartphone-Penetration), a
third of the world’s population uses a smartphone. It has led to the growth of
wide range of mobile platform based services like entertainment (Netflix, HBO),
mobile commerce (Amazon, Alibaba), shared economy (Uber, Airbnb), social
media (Twitter, Weibo, Facebook), etc. Specifically, smartphone-based social me-
dia applications enable users to communicate with each other and share a wide
range of information like products/services they use, places and events they visit,
etc. The spread and extensive usage of mobile applications has led to the rise of
Location-based social networks (LBSNs) services like Foursquare, Jeipang, Yelp
and so on. LBSNs consist of users visiting some places of interests and sharing
information about them with friends in their social network. LBSNs are social
and physical information-rich networks that incorporate mobility patterns and
social ties of humans. At the same time, this usage of mobile phone services has
led people to use them for discovering new places of experiences like attractions,
restaurants, hotels, etc. This novelty-seeking behavior of people has generated
to the growth of location recommender services that aim to provide new places
to people based on their interests and habits Zheng et al. [2010a]]. In particular,
providing relevant location recommendations to users of an LBSN is a popular
research topic Ye et al. [2010]]Bao et al.| [[2013]]. In this thesis, I also focus on
providing better time-aware location recommendations by taking into account
human mobility behavior and use deep neural networks to learn complex mobil-
ity patterns and preferences of users.

In this Chapter, I will first present a broad classification of recommendation

9
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Recommendations
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Figure 2.1. Broad classification of recommendation systems based on their
objectives.

algorithms based on its objective in Section Afterward, in Section
I describe the process of recommending locations and the different sources of
information used to provide location recommendation. Further, in this section,
I present the need to provide time-aware location recommendations. In Section
I present the state-of-the-art location recommendation techniques to provide
a time-independent recommendation, i.e., the information provided to the user
does not vary with time and time-aware recommendations i.e., the information
provided to the user takes into account time at which the recommendation is
being offered.

2.2 Objective of Recommendation

The objective of different recommender systems is to provide novel information
to people who use the system. For example, a movie recommendation system
aims to offer new movies personalized to the user. A user recommendation sys-
tem provides information about potential friends (e.g., Facebook) or influential
people (e.g., Twitter). As shown in Figure I broadly classify recommenda-
tion systems based on their objective into two groups: 1) Recommend objects like
Movies, Tweets, News, Locations, etc., and 2) Recommend people like friends,
communities of interest, influential people of interest.
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2.2.1 Recommend new objects

The primary focus here is to suggest objects tailored to user’s interests. An
overview of the different algorithms used in the recommender system of popular
entertainment platform Netflix is presented in Gomez-Uribe and Hunt [2016].
In Koren et al.| [[2009] the authors provide an overview of factorization based
methods used to recommend movies as part of the popular Netflix prize contest.
In McFee et al.|[2012]], Wang and Wang|[[2014]] the authors aim to automatically
recommend songs that match a user’s music preference by utilizing content-based
similarity and deep belief networks. In Lu et al. [2015], |Zheng et al./[2018]] the
authors focus to provide personalized dynamically changing news by utilizing
content-based collaborative filtering methods and deep reinforcement learning
framework. Smith and Linden [2017] presents an overview of recommendation
algorithms used to recommend books on Amazon. In |Chen et al.|[[2012a], [Yan
et al.|[2012], Kim and Shim![[2014]] the authors focus on recommending tweets
to users by utilizing graph-based models and collaborative filtering models.

A location recommender system aims to provide a list of new places to visit
that are relevant to a querying user. Specifically, a location recommender system
exploits both the history of locations visited by all users and social ties among
them Bao et al.|[2013]] Zheng et al.|[[2010b]]. These systems utilize a users’ loca-
tion history and their social network to recommended new places to visitWang
et al.|[2013]] Zhang et al.|[2014]]. They also take into account the geographical
distance to a recommended place, while providing recommendations to a user.
My research work broadly focuses on providing new locations to people. I will
present a comparative state-of-the-art in the topic of location recommendation
in Section

2.2.2 Recommend new people

The objective of these recommender systems is to suggest new people to users
based on their interests and social network. In Xie|[2010], the author utilizes
interest-based features to recommend new people to users. While in [Silva et al.
[2010] the authors construct a topology of the social network and propose net-
work graph-based techniques to recommend friends and [Roth et al.[[2010] ex-
ploit interactions between users to build a friend suggestion algorithm. In|Chen
et al. [2008] authors utilize co-occurrences in social data and collaborative fil-
tering based techniques to perform personalized community recommendations.
In Sharma and Yan|[[2013]] the authors use a pairwise logistic regression model
to build an improved community recommendation model. Further, In [Hannon
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et al. [2010] and /Armentano et al.| [[2011]] the authors focus on recommend-
ing influential people to users on Twitter, they utilize feature-based models and
content-based filtering strategies to obtain the set of influential people to recom-
mend.

2.3  Location Recommendation

The objective of recommending location(s) to people is to provide novel places
that might be of their interests and can be broadly divided into two groups: 1)
Recommend Points of Interest (POI) or Independent Locations like restaurants,
shopping places, etc., and 2) Recommend a sequence of locations or trajectory
like a sequence of popular tourist locations in a city.

A wide range of recent works focuses on POI recommendations that utilize
user check-in information to understand their mobility patterns and provide a
set of top-K POI that the user is most likely to visit Wang et al. [[2013[]Liu et al.
[2014]. The focus of this thesis is also to provide POI recommendations to users.
A trajectory recommendation algorithm utilizes a richer set of information like
sequences of locations or routes traveled by a user and recommend a new path
or trajectory that could be of interest to users based on their preferences and
temporal constraints |Yin et al. [2014{]Leung et al.|[[2011[]JKong et al. [2017]]Ding
et al. [2013]].

In the next section, I will provide an overview of the state-of-the-art algo-
rithms in POI recommendation and different data sources used to provide rele-
vant POI locations.

2.3.1 POI Recommendations

With the increasing usage of the smartphone in our everyday lives, people are ac-
tively using multiple mobile applications to consume a broad variety of informa-
tion for entertainment and looking for opportunities to have a good experience
at multiple points of interest (POIs) like restaurants, hotels, stores, etc. Different
location-based social networking services, such asFoursquare, Jeipang and other
services like OpenTable, Twitter, and Instagram have a wide repository of inter-
esting POIs gathered using the large base of users who use these applications.
POI recommendation addresses the problem of finding the relevant POIs for a
given user based on their preferences.
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Information utilized for POI recommendation in Location Based Social Net-
work (LBSN)

A Location Based Social Network (LBSN) consists of users who visit different
places and share location information with friends in their social network. An
LBSN captures the spatial mobility of users by storing their location visits and
also captures information related to their social ties. People typically utilize LBSN
(like Foursquare) to find popular places of interests close to their current loca-
tion and also to obtain places popular in their social network. In this section, I
present the different types of information used to provide POI recommendations
to people in an LBSN and the different datasets used to evaluate the performance
of recommendation algorithms in LBSNs.

An LBSN service typically captures the following information about users and
locations they visit: 1) User Check-in Information, 2) Friendship network of a
user, 3) POI information like descriptive information about the location, 4) Other
meta information like ratings of POIs and user reviews.

1. User Check-in Information: The check-in history of a user captures the im-
plicit preference of a user for the locations at different times. Different rec-
ommendation algorithms utilize this information to construct user-location
graphs where the edge of a graph represents the user’s check-in history, and
weight of the edge indicates the number of visits. Other algorithms utilize
the check-in information to build user and location profiles and employ
collaborative filtering techniques.

2. Friendship network of user: It captures the influence of social peers on the
mobility preferences of a user. Many recommendation algorithms construct
a network, i.e., a User-user graph where edges represent friendship ties in
a social network. Further, the edges can also be derived from the user’s
location history, e.g., two users may be connected if they have visited the
same location or similar types of places.

3. POI information: Every POI represents a location like a restaurant, shop-
ping place, museum, etc. Multiple locations can be categorized based on
their description and type of services offered, for example, a user who often
visits an art museum can probably be recommended a new art museum.
Multiple recommendation algorithms utilize this descriptive information
about POIs to improve the likelihood that a user accepts the recommended
set of POIs.
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4. Other meta Information: Many LBSN services also enable their users to
rate and provide reviews to the different locations they visit. This meta
information about POIs can be used to obtain a collective opinion of people.
Many recommendation algorithms utilize this meta information to update
the preferences of users with the aim to provide better recommendations.

Majority of the research works evaluate their POl recommendation algorithms
on data from location-based social networking websites like Gowalla |Cho et al.
[2011a], BrightKite Cho et al. [2011a]] and [Foursquare. Also, multiple research
groups have constructed datasets by combining information from social network-
ing websites like Jeipang and Twitter where users also share information about
locations visited.

2.3.2 Time-Independent Vs Time-Aware Recommendations

A majority of location recommendation algorithms utilize a long history of loca-
tion visits of users and recommend locations that are independent of time, i.e.,
the recommendations do not vary with time or provide recommendations based
on the snapshot of check-in history of users.

Humans are creatures of habit and exhibit time-varying mobility patterns
Noulas et al.| [2011]; Cho et al.| [2011b]], i.e., type of locations visited in the
afternoon is different from those visited in the evening. Therefore, a model that
recommends new locations to people must learn the time-varying mobility be-
havior of a user and recommend new locations accordingly.

Multiple experiments on human mobility patterns Noulas et al. [[2011]]; Cho
et al.|[2011b] and my own analysis on different Location Based Social Network-
ing (LBSN) datasets like Gowalla, Brightkite has shown that the preference of
users for different locations can be defined as a combination of stationary and
temporal preferences. Several research works have shown that the likelihood
of a user visiting a particular location can be estimated based on their location
history and locations visited by their friends. A Location Based Social Network
(LBSN) is one that incorporates both the spatial behavior of all users and their
social connections. Recommendation systems designed for LBSN focus on rec-
ommending places that are geographically close to the user. These recommen-
dation systems can also be used to obtain a list of nearby potential customers.
Majority of recommendation systems in LBSN do not take into account tempo-
ral aspect of recommendation, e.g., recommendation for a restaurant has higher
priority in the evening compared to a library. Further, existing recommenda-
tion systems are not designed to provide continuous recommendations to mobile



15 2.4 Different POI Recommendation Techniques

Point of Interest

Recommendations

Collaborative Deep Learning Graph-based
Filtering Models
- T Time- Time-
G B o] [ (o | e
based

N

juspuadapu|
awi)
aIBMY-awl |
juspuadapuj
awi)
aleMy-awi |

Figure 2.2. Broad classification of techniques to recommend Points of Interests.

users; a real-world need where people want up-to-date recommendations based
on their current location.

A real-world model must be able to provide location recommendations to a
wide range of people based on their personal preferences and also continuously
learn from their temporal mobility patterns. Further, the location provided to
people must be relevant to the time at which the user is being recommended.

2.4 Different POI Recommendation Techniques

In this section, I present the literature review of different state-of-the-art tech-
niques to recommend POlIs, the information they utilize to provide recommenda-
tions and their limitations. Further, I categorize the recommendation techniques
into two groups: 1) Time-independent and 2) Time Aware, described in Section
2.3.2| Finally, I describe how the different recommendation models presented in
this thesis perform compare to other techniques.

I categorize the major techniques used by POI recommender systems in LBSNs
into three groups as shown in Figure [2.2
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2.4.1 Collaborative Filtering Techniques

The most popular POI recommender systems utilize variants of Collaborative
Filtering (CF) techniques to recommend places by learning from the location
history of users ( Adomavicius and Tuzhilin| [[2005[]Linden et al. [2003]]Sarwar
et al.|[[2001]]Su and Khoshgoftaar [[2009]]). These systems aim to learn the pref-
erences of users from their location history and provide a recommendation based
on the fact that a user is more likely to visit a location preferred by similar users.
Collaborative filtering techniques utilize a user-location matrix to represent the
preferences of users for POIs. It then matches users with relevant interest and
preferences by calculating similarities between their profiles to make recommen-
dations Mooney and Roy| [[2000]].

Further, CF techniques can be broadly grouped into two types: 1) Memory
based techniques that construct a profile of each user and location based on the
check-in history and utilize this information to find locations visited by similar
users, 2) Model based techniques utilize the check-in history of all users and aim
to build a model that can capture the mobility preference of all users for known
locations visited by the users.

Memory based

Recommendations provided by memory based collaborative filtering algorithms
utilize information whether a user has visited a location in the past. Based on the
past visits of a user, the similarity of users or locations is used to create new POI
recommendations. The two most commonly used memory based filtering meth-
ods are User-based and Location-based collaborative filtering Bao et al. [2013]].
The idea of User-based collaborative filtering (UserCF) is that similar users have
similar preferences on locations. Location-based collaborative filtering (LocCF)
assumes that people with similar preferences visit similar locations.

* Time independent recommendations:

Majority of state-of-the-art memory based collaborative filtering techniques
are designed to provide recommendations that do not change with time.
One of the first work for POI recommendation is proposed by |Ye et al.
[2010]. The authors consider Friend-based Collaborative Filtering that in-
corporates the social influence among users under the assumption that peo-
ple are more likely to visit locations suggested by their friends. The work
in |Ye et al. [2011]] propose a method that also takes into account the geo-
graphical influence along with the user preference. They use a power-law
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distribution model to capture geographical influence and the user prefer-
ence derived by a user-based CF approach. Further, Ference et al. [[2013]]
propose a modified collaborative filtering technique to recommend loca-
tions for out of town users. Their technique takes into account three things:
user preferences, the proximity to recommended place and social relation-
ship with users who have visited the places before. All of these works do
not take into account temporal importance of recommended locations i.e.,
they do not distinguish between old and new (in time domain) popular
locations.

¢ Time aware recommendations:

Very few memory based collaborative filtering techniques incorporate tem-
poral information in the user check-ins at POIs and provide time aware
recommendations. In Yuan et al.| [2013]], authors propose an enhanced
user-based collaborative filtering method by considering the similarity be-
tween users at different time intervals. If two users have similar temporal
behavior, they are likely to visit similar locations at the same time. One
of the recent work done by |Zhang and Chow [2016] utilize temporal cor-
relations in user visits for weekdays and weekends to provide time-aware
location recommendations. These works do not take into account social
influence of users.

Memory based techniques heavily rely on similarity measures like Cosine sim-
ilarity to find potential POIs to recommend. In order to compute similarity, mem-
ory based techniques need to process the entire dataset of all user-location pairs
every time a recommendation is to be provided; this makes them unreliable and
inaccurate for a new user who has not visited any location before. However, the
benefit of memory-based techniques is that they are easy to implement.

The REGULA recommendation algorithm proposed in this thesis (described in
Chapter [3)) also falls under the category of memory based collaborative filtering.
REGULA utilizes features based on human mobility to recommend new locations
to users. To the best of my knowledge, REGULA is the first model that utilizes the
Frequently Visited Locations (FVLs) of a user to recommend the new location
and use the concept of regions or bounding boxes around FVLs to capture new
locations. Further, REGULA is the first model to capture the temporal visiting
patterns of users and their friends with the help of Temporal and Friendship
features.
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Model based

Memory based techniques aim to compute the relationship between users and
locations. Model based methods try to infer the preferences of users and loca-
tions by utilizing machine learning algorithms [Koren et al. [2009]]. Each user
and location is represented as a vector of factors that are determined based on
the known POI visits of users. Matrix Factorization (MF) is one of the most pop-
ular recommendation models that have shown to perform very well Koren et al.
[2009]; [Lian et al.|[2017]]. MF based models have become popular after having
won the Netflix Prizeﬂ The underlying assumption of MF based models is that
the interaction between users and locations can be captured by the interaction
between their latent factors or feature vectors. MF based model has been shown
to perform the best in recommending locations to people.

* Time independent recommendations:

The objective of different MF based models is to approximate the values in
a user-location matrix by considering the dot product of user and location
factors [Koren et al. [2009]. These works only consider the weighted fre-
quency of visits in constructing the user-location matrix. The correspond-
ing factors are the simple interaction between users and locations. Other
MF based techniques extend the user-location matrices by considering and
building matrices that capture additional information like time of visits and
meta information about locations |[Lian et al.|[[2017/]He et al.|[[2016].

LibFM [Rendle|[[2012] is one of the standard and benchmark factorization
based model that characterizes users and locations by a vector of factors in-
ferred from the user-location visits. The vectors are in the same latent space
and, the preference of a user for locations is modeled as inner products in
that space. SVD++ [Koren| [[2008] is another factorization based model
that also incorporates the similarities between different items or locations.
In IRenMF [Liu et al.|[2014]], authors exploit the distribution of check-ins
in a geographical neighborhood and provide recommendations by utilizing
Weighted Matrix Factorization |[Hu et al. [[2008]]. IRenMF uses the idea of
POIs in the same geographical region may share similar user preferences.
An excellent piece of work done by [Lian et al. [2014] propose GeoME a
factorization based model that augments the user’s and location’s latent
factors to incorporate the spatial constraints. GeoMF outperforms mem-
ory based recommendation models like UCF and other factorization based
models.

Thttps: / /www.netflixprize.com/
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Recently, multiple variants of the factorization based model have been pro-
posed that utilize auxiliary information like as texts (user reviews), im-
ages and videos (user-created content) to obtain better representations of
user and location factors (Gao et al. [2015]Zhang et al.| [2016b/]Lian et al.
[2015]]Lian et al.[[2018].

In this thesis, one of the proposed recommendation model DEEPREC (de-
scribed in Chapter [5)) has outperformed factorization based recommenda-
tion models like GeoMFE, SVD++, and LIBFM.

¢ Time aware recommendations:

The factorization based models described in the previous section do not
consider temporal latent factors to capture the time-varying preferences of
users. One of the first factorization based model that incorporates tempo-
ral dynamics is TimeSVD++ proposed by Koren| [2010] and has shown
strong results at Netflix contest. In|Gao et al. [2013], the authors utilize
a temporal factor matrix to capture the preference of users corresponding
to every hour of the day. Wang et al. [[2015c] propose a hybrid MF based
predictive model that integrates both the regularity and conformity of hu-
man mobility. One the recent time-aware factorization model Regularized
Content-Aware Tensor Factorization (RCTF) proposed by |Lian et al.|[[2016]]
augments the user’s and location’s latent factors to incorporate the spatial
constraints.

In this thesis, the proposed time-aware recommendation model JOINTDEEPREC
(described in Chapter [6) has outperformed state-of-the-art time-aware fac-
torization based recommendation models RCTF and TimeSVD++.

In contrast to memory-based CF techniques, model-based CF techniques have
a time-consuming learning phase. But model-based techniques can quickly rec-
ommend a set of locations using a pre-computed model. Some of the common
problems highlighted with collaborative filtering techniques are: 1) Cold-start
problem, i.e., inability to recommend a location to a new user, 2) Data sparsity
problem, i.e., lack of enough information about visited POIs

2.4.2  Graph Based Techniques

Graph based techniques represent the location history of users and their social
ties as an LBSN graph where nodes represent users/locations, and edges rep-
resent user’s preference to a location or social ties among users or similarity
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between two locations. The goal of these techniques is to utilize graph based
algorithms to process the entire LBSN graph to compute different types of simi-
larity scores [Kefalas et al. [[2016]].

* Time independent recommendations: PageRank Page et al.|[[1999] and
Hypertext Induced Topic Search (HITS) |Chakrabarti et al.| [[1998], are
widely used link analysis algorithms used to rank web pages. These al-
gorithms extract influential nodes from a complex network by analyzing
the structure. |Zheng et al. [[2009] extend the HITS algorithm for discov-
ering popular users and interesting locations in an LBSN graph that is con-
structed using user’s social network and check-in history of users. Wang
et al.[[2013]] construct an LBSN graph with edges that captures both friend-
ship ties among users and similarity between users based on their location
visits. The authors propose a Location-Friendship Bookmark-Coloring Al-
gorithm (LFBCA) to recommend new locations to users. LBSNRank Jin
et al.|[2012] is another piece of work that incorporates the location history
of users and their friends by constructing a personalized PageRank algo-
rithm for each user. The work done by Zhang et al.|[2014] represent the
sequential mobility patterns of users as a dynamic Location-Location Tran-
sition Graph and exploit these sequential movement patterns of users to
provide better recommendations in LBSN.

The REGULA recommendation algorithm proposed in this thesis (described
in Chapter [3)) has also been compared with LFBCA algorithm proposed by
Wang et al.|[[2013]] and provides better location recommendation.

¢ Time aware recommendations:

There are very few graphs based recommendation algorithms that provide
time aware recommendations. In |Yuan et al. [[2014]] the authors present a
time aware recommender system (GTAG-BPP) by constructing a geographical-
temporal influence graph that encodes both geographical and temporal in-
formation of user check-in records. The authors use a breadth-first prefer-
ence propagation algorithm to provide time-aware POI recommendations.

The major drawback of graph based algorithms is that they are computation-
ally expensive compared to memory based collaborative filtering techniques as
they need to process the entire LBSN graph.
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2.4.3 Deep Neural Network based Models

Recent advances in the parallel processing hardware like graphic cards have en-
abled researchers to perform large-scale computations and has lead to the success
of deep neural networks in modeling complex patterns in data Goodfellow et al.
[2016]. Specifically, in the domain of recommendations, neural network mod-
els can learn personalized preferences of users from very large data-set of user
check-ins. Recently, MF based models used together with deep neural networks
have outperformed state-of-the-art models in recommending new movies/items
Zhang et al.|[[2016a]JWang et al.|[[2015b]Wu et al.|[[2016b]]. These models utilize
deep learning tools to learn features of auxiliary information like textual con-
tent, video. The learned features are used as additional features in the overall
feature matrix. These additional features are shown to improve in obtaining bet-
ter latent representation for user and item/locations and thereby able to provide
better recommendations.
The list of widely used deep neural networks are as follows:

* Multilayer Perceptron (MLP) is a feed forward neural network with three
different layers of artificial neurons: the input layer, one or more hidden
layers, and an output layer. The artificial neurons used are different non-
linear activation functions like sigmoid, tanh or perceptron [Rosenblatt
[1962].

* Auto-Encoder is an unsupervised learning model that aims to learn an en-
coded representation of data. It learns by compressing data from the in-
put layer into an encoded vector and then un-compresses the vector to
produce an output that closely matches the input data. Some variants
of autoencoders are denoising autoencoder, marginalized denoising au-
toencoder and variational autoencoder Vincent et al. [[2008[]Bengio et al.
[2009]] Chen et al.|[2012b]].

* Convolutional Neural Networks (CNNs) are typically used in the field of im-
age processing and are made up of neurons that learn different patterns in
images using different convolution filters. The neural network is made up
of different convolution layers and pooling operations that capture global
and local features. It performs well in processing data with grid-like topol-
ogy Goodfellow et al. [2016].

¢ Recurrent Neural Network (RNN) is a class of neural network that allows
cyclical connections between input and output |Goodfellow et al. [[2016]].
Unlike feed forward neural network model where the output of neurons in
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one layer is given as input to neurons in next layer and neurons in an RNN
layer have cyclical connections, i.e., the current output of neuron depends
and the historical input and output of the neuron. Further, RNNs have
memory that enables them to capture historical states of neurons and is
referred to as hidden state of the RNN. It is suitable for modeling sequential
data. RNN variants such as Long Short Term Memory (LSTM) Hochreiter
and Schmidhuber [[1997] and Gated Recurrent Unit (GRU) (Chung et al.
[2015]] network are two widely used model deployed in the real world.

Neural networks have been used to recommend multiple objects like music,
news, images, books, tweets [Zhang et al. [[2017]]. They have primarily been
used to learn the latent factors of users and items that best represent the rat-
ings of all items due to all users Wu et al. [[2016a]] Wang et al. [[2015a]] LLi et al.
[2015b]]. The recommendation model proposed by He et al.[[[2017]] utilize a
Feed Forward Neural Network to learn the latent factors of users and items. A
majority of these neural network based models were designed and evaluated to
recommend items like movies. However, recommending locations entails some
unique challenges than compared to recommending items. The problem of lo-
cation recommendation has some unique and different characteristics compared
to other online recommender systems. In traditional recommender systems like
recommending movies, or products on a website, the goal is to provide a list of
movies/items based on the profiles and previous behavior of the user. Whether a
movie/item is of interest to the user is validated by whether the user has clicked
that particular online movie/item. So the feedback and behavior of user towards
the movie/item are much faster, and the cost of accepting the recommended
movie/item by the user is low. In the case of location recommendation, the prob-
ability that a user visits a recommended location depends on multiple factors like:
(i) what is the current location of the user, (ii) how far is the recommended place,
(iii) what is the time of recommendation, (iv) if the user is alone or with other
people with different interests, etc... Also, the feedback related to whether a rec-
ommendation was useful or not is delayed due to the physical distance travel by
the user to the recommended place compared to just a click for a recommended
movie/item. Therefore, recommending locations to a user poses some unique
challenges compared to recommending a movie/item online.

The application of neural networks to the problem of recommending POIs is
a still a growing research area. Therefore, in this Section, I will present recent
efforts done in recommending POIs to users that utilize deep neural networks.

The most recent work done by Wang et al. [2017]] use the idea that photos
reflect user interests and also provide informative descriptions about locations
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they visit. The authors utilize images shared by users in Instagram to obtain per-
sonalized preferences of users that can be used to enhance the performance of
POI recommendations. They propose a visual content enhanced POI recommen-
dation framework that uses a convolutional neural network to extract features
from images and use it to guide the learning process of latent user and POI fea-
tures. [Liu et al. [2016] extend a recurrent neural network (called ST-RNN) to
incorporate local temporal and spatial contexts in each layer and learn the time-
specific and distance-specific transition matrices. Another recent work done by
Xia et al. [2017]] utilize a feed forward neural network with softmax output that
jointly learns the latent factors of users and POIs to predict user preference over
POIs under various contexts.

The POI recommendation algorithm DEEPREC and JOINTDEEPREC proposed in
this thesis also utilize the RNN neural network to learn the locations preferences
of users to provide time-aware recommendations (described in detail in Chap-
ters [56)). To the best of my knowledge, DEEPREC and JOINTDEEPREC models are
the first to incorporate spatial and temporal constraints in the mobility of users.
Finally, I summarize different key research works done to address the problem
of POI recommendation in Table [2,1]

2.4.4 FEvaluation Method

The widely used evaluation method is by dividing the location history into two
parts: 1) Location history of users up to a particular point in time and 2) the rest
of the user’s location history |Zhang et al. [2017]]. The first part of the data is
used to train the location recommendation model and the second part is used to
evaluate the performance of the model based on two commonly used metrics:
Precision and Recall. I will present the different evaluation metrics in the next
chapter.

2.5 Summary

From the above literature review about the goal of recommendation algorithms,
the different kinds of objects and people that are recommended and the broad
classification of location recommendations, It is evident that there is a need for
better time-aware location recommendations that consider different aspects of
LBSN. From the above literature review, we also found that deep neural networks
can learn time-independent and time-aware preferences of users at scale due to
their fundamental strength to learn efficiently and optimally from observational
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2.5 Summary

Table 2.1. Comparison of state of the art POI recommendation techniques.

Research Recommendation Type of Information used Performance based on direct comparison
Research Work Recommendation Technique
Collaborative | Deep Neural | Graph || Time-Aware |  Spatial Social Ranking Based Ranking Based
Filtering Networks | Based Information | Information || on Precision on Recall

UCF v x x X X X 4 4
LCF v x X X X X 3 3
LFBCA v X v X X N 2 2
REGULA v X X X Ng v 1 1
SVD++ v x X X X X 4 4
LIBFM N X X X X X 3 3
GEOMF N X X X N X 2 2
DEEPREC X N X X N X 1 1
TIMESVD++ Vv X X v x X 3 3
RCTF Vv X X N v X 2 2
JOINTDEEPREC X N X v v X 1 1

data. Therefore, the focus of this thesis is also to utilize a deep neural network to
provide a relevant recommendation by learning the time-independent and time-
varying locations preferences of users. In the next Chapters, I will present my
three recommendation models: A collaborative filtering based recommendation
model called REGULA that also takes into account temporal aspects, and two deep
learning based recommendation models called DEEPREC and JOINTDEEPREC that
provide time-independent and time-aware location recommendations.




Chapter 3

REGULA: A Feature based
Recommendation Model

3.1 Introduction

In this chapter, I present my analysis on two standard LBSN datasets to show
that humans exhibit regular mobility. I describe in detail the 5 analytical tests
conducted to confirm such regular behavior. Utilizing the finding from these
tests, I present 3 features that capture the regularity in human mobility. Later,
I describe how I utilize these 3 features to build my recommendation model:
REGULA , that can be used to recommend locations to users in an LBSN.

The recommendation process broadly follows two steps: 1) I categorize all
users of an LBSN into 4 groups based on the availability of their mobility and
social information; 2) for each group, I use different variants of REGULA to provide
recommendations.

In this chapter, I will also present the evaluation of REGULA on two standard
LBSN datasets and measure its performance based on two standard metrics: Pre-
cision and Recall. I will also present a comparative performance of REGULA with
other state-of-the-art recommendation models.

This chapter is structured as follows: In Section I present the charac-
teristics of the two standard LBSN datasets used in my evaluation. Section
describes the five different analytic tests I conducted to show that humans exhibit
regular mobility behavior. Section presents the 3 features that REGULA rec-
ommendation model is built on. Section presents the evaluation of REGULA
based on two performance metrics and compare it with other recommendation
models. Section [3.7] concludes the Chapter.

25
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3.2 LBSN Datasets

A Location Based Social Network (LBSN) consists of users who visit different
places and share information about such places with friends in their social net-
work. An LBSN captures the spatial mobility of users by storing their location vis-
its and also captures information related to their social ties. In this thesis, I have
evaluated my REGULA recommendation model on two standard LBSN datasets.

3.2.1 Gowalla

Gowalla was a popular location-based social networking website that was ac-
quired by Facebook in 2011. It had a user base of more than 600,000 and was
popular between 2007 to 2012. Users were able to check into locations using
a dedicated mobile application or through the mobile website. The website en-
abled users to share their location check-ins with friends.

The Gowalla dataset contains 6.4 million check-ins and was collected by |Cho
et al.[[2011a]] between February 2009 and October 2010. The friendship network
is un-directed and was collected using a public API, and consists of 196,591 nodes
with 950,327 edges.

3.2.2  Brighkite

Brighkite was a location-based social networking service provider that operated
between 2007 and 2011. The service enabled users to “check in” at places using
a mobile application or a text message. The service also enabled users to see who
is nearby and who visited the check-in location recently.

The Brightkite dataset contains 4.4 million check-ins and was also collected
by Cho et al. [2011a] between April 2008 and October 2010. Brighkite’s public
API was used to collect an un-directed friendship network, and consists of 58,228
nodes with 214,078 edges.

Table[3.1]presents the characteristics of above two standard LBSN datasets: Gowalla
and Brightkite
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Table 3.1. LBSN Dataset Characteristics

| | Gowalla | Brightkite |
Time period of Check-ins 569 Days | 929 Days

Number of Users 196,591 58,228
Number of Locations 1,280,956 | 772,933
Number of Check-ins 6,264,203 | 2,627,870

Number of Friendship links | 950,327 214,078

3.3 An Experimental Analysis to understand human mo-
bility

Multiple experiments conducted by several groups e.g., (Gonzalez et al.|[[2008a]];
Papandrea et al.|[2013]] have captured the real world mobility patterns of humans
using the GPS in smart phones carried by people. These experiments show that
humans regularly visit same set of places and often at the same time i.e., humans
follow simple reproducible patterns. Based on these findings, I formulate five
hypothesis and test whether users of an Location Based Social Network (LSBN)
also exhibit regular mobility behavior.

H1: Regularity Users regularly (or habitually) visit a set of locations i.e., their
Frequently Visited Locations (FVLs).

H2: Vicinity Users visit places in the vicinity of their FVLs.

H3: Recency Users are more likely to go places that were visited recently by
others.

H4: Sociality Users are more likely to go places that were visited by their friends.

H5: Inertia Users are more likely to go places geographically close to their present
location.

I have conducted analytic tests to check the validity of these hypothesis for
users in Gowalla and Brightkite datasets.

3.3.1 Hypothesis 1: Regularity

Large scale studies Gonzalez et al.| [2008b]] on human mobility patterns have
shown that humans exhibit regular mobility patterns i.e., they visit a few set of
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locations repetitively like favorite pizzeria, McDonald’s near home etc. I refer
to any location that a user has visited more than once as one of their relevant
Frequently Visited Location (FVL).

The two datasets described in Section contains check-ins collected over
a long period ranging from 569 Days to 929 Days. In order to test the validity
of my hypothesis, I conducted tests at different days in a sequential manner. For
example, a test conducted on 30th day will take into account all check-ins during
the first 30 days. For each user with a check-in in the first 30 days, I find out if
they have any FVL. The goal of this test is to measure what fraction of users have
one or more FVLs.

For Gowalla and Brightkite datasets the tests were conducted in an interval of
30 days i.e., for Gowalla, the analysis was conducted at days t = {90, 120, ..,510}
and for Brightkite at t = {90, 120, ..,870}. Figure shows the fraction of users
with atleast one FVL and their distribution at different testing times in Gowalla
and Brighkite. I observe that a significant fraction of users regularly visit atleast
one or more set of locations. Further, in Gowalla and Brightkite I observe that
the fraction of users with atleast one FVL increases with time. This suggests that
even as more check-in information is obtained, still the users tend to regularity
visit same set of locations.

3.3.2 Hypothesis 2: Vicinity

Several human mobilty experiments (e.g., |Gonzalez et al.| [2008a]]; [Papandrea
et al.[[2013]]) has found that people are unwilling to travel long distances from
their current location. These studies show that majority of next locations visited
are within a range of 10 km from the present location. Based on these studies,
I hypothesize that people usually tend to explore new locations that are close to
their frequently visited locations like, places close to their favorite pizzeria etc.
Similar to the analysis done in Section I test this hypothesis in a sequen-
tial manner at different times (t). For each test, I measure the fraction of users
that have a new check-in within a distance of 1 km / 2.5km / 5 km from their
FVLs. Figures present the fraction of users who have visited atleast
one new location within a range of 1 km / 2.5km / 5 km of their FVLs in Gowalla
and Brightkite. The fraction of users that visit locations close to their FVLs keeps
growing with time. Therefore, I can utilize this observation to provide correct
recommendations to users by suggesting them new locations around their FVLs.
Further, If a place is popular then for the majority of users, the popular location
would not be part of the new locations around FVL. Only for a small fraction of
overall users will the popular location could be part of the new location around
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Figure 3.1. Hypothesis 1: Regularity - Fraction of users with atleast one FVL
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Figure 3.2. Hypothesis 2: Vicinity - Fraction of users with new check-ins within
a distance of 1km from their FVLs at different times (Days) in Gowalla and
Brightkite LBSN datasets.
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Figure 3.3. Hypothesis 2: Vicinity - Fraction of users with new check-ins within
a distance of 2.5km from their FVLs at different times (Days) in Gowalla and
Brightkite LBSN datasets.

FVL. The overall impact of this small fraction of users on the distribution of users
that have a new check-in within a distance of 1 km / 2.5km / 5 km from their
FVLs is low. Therefore it is not a confounding factor.

3.3.3 Hypothesis 3: Recency

I hypothesize that people go to new places that were recently visited by others.
I test this hypothesis in three steps: a) For each location visited by a user, I find
out the first time the user visited it, say t,, b) For this location, I find out when
did any other user visit it, say t,, c) I state the user visited a new location that
was most recently visited by somebody else m (= t; —t,) days back. The goal of
this test is to measure the influence across time. The maximum possible value of
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Figure 3.4. Hypothesis 2: Vicinity - Fraction of users with new check-ins within
a distance of bkm from their FVLs at different times (Days) in Gowalla and
Brightkite LBSN datasets.
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Figure 3.5. Hypothesis 3: Recency - Most recent day of visit for all new check-
ins

m for users of Gowalla and Brightkite is their time period of check-ins i.e., 569
days and 929 days respectively (see Table [3.1)).

Figure[3.5|presents the most recent day of visit for all new check-ins in Gowalla
and Brightkite datasets. I observe that a significant number of users go to places
that were visited by others in the last 30 days. Therefore I can say that users
mostly ignore locations that were visited a long time back. This analysis shows
the importance of time while providing more precise recommendations.

3.3.4 Hypothesis 4: Sociality

Humans are social animals and heavily influenced by their friends and family. I
hypothesize that people go to new places were their friends have been recently.
I conducted tests to check whether a user is affected by their social network
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Figure 3.6. Hypothesis 4: Sociality - Distribution of users who have visited a
new location after their social friends.

friends. For each user, I find out the total number of unique new location visits
and then measure what percentage of them were recently visited by their social
friends. Figure presents how friends influence new places visited by a user
in Gowalla and Brightkite datasets. I observe that a significantly large number
of users have at least one new location that was previously visited by their social
friends.

3.3.5 Hypothesis 5: Inertia

My final hypothesis is that people exhibit a lot of inertia and often tend to go
nearby places. For example, tourists are more likely to eat close to the monu-
ments or other attractions they visit. Thus, in addition to my hypothesis that
people move closer to their FVL (Hypothesis 2: Vicinity), I argue that, when they
receive a recommendation, they are likely to go there if the place is geographi-
cally close to their present location. I conducted tests where, for each new loca-
tion visited by a user in our CDR-based LBSN dataset, I measure its geographical
distance from locations visited before to see whether they exhibit inertia or not.

Figure presents a distribution of distance traveled for a new location visit
by all users of Gowalla and Brightkite. We observe that more than 84% of new
locations visited by users in Gowalla and Brightkite are within a range of less
than 10km. It confirms my hypothesis that people prefer going to places geo-
graphically close to their present location.
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Figure 3.7. Hypothesis 5: Inertia - Distribution of how far do people travel to
visit new locations.

3.3.6  Observations based on Tests

Having validated my hypothesis on Gowalla and Brightkite LBSN datasets. I
formulate, from the five hypothesis, the following observations.

Table 3.2. Observations based on Tests

Observation 1 | People regularly visit a certain set of places (i.e., frequently visited locations)

Observation 2 | People usually visit places in the vicinity of their frequently visited locations.

Observation 3| People usually visit places recently visited by others.

Observation 4 | People usually go to places visited by their friends.

Observation 5 | People usually go to places close to their own recently visited places.

3.4 REGULA Recommendation Model

Using the five observations presented in Section [3.3.6} I developed 3 features
that are used by my recommendation algorithm REGULA . Table presents the
symbols that will be used to describe REGULA model and different features.
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Table 3.3. Symbols used to define REGULA

Symbol Description
U,L,T user set, location set, check-in time set (in days)

u,l user u € U, locationl € L

tu) time at which u visited location [, t(, y € T

C set of all check-ins {<u,[, t(, ;) >}

E; set of all friendship links between U users

G friendship graph of U users and E; edges

VL, unique locations visited by user u, VL, C L

VLN last N locations visited by user u, VLX c VL,

F, friends of user u, F, C U

RT time of recommendation (in days)

K number of recommended locations

ts(u,l) temporal feature value assigned by user u to location [
ts(l) aggregated temporal feature value of location [
TS set of aggregated temporal feature value for all L

ds(u,l) distance feature value assigned by user u to location [
fs(u,l) friendship feature value assigned by user u to location [
rs(l) recommendation feature value assigned to location [

3.4.1 Features of REGULA model

Given the check-in history C of U users at L locations, the goal of REGULA is to
recommend a list of N new locations (out of L) to any user u. Every location
[ € L is assigned a feature vector that is a combination of three features: 1)
Temporal Feature, 2) Distance Feature, and 3) Friendship Feature. These features
are described in detail in the following sections.

Temporal Feature

The temporal feature value assigned to a location [ due to the visit of user u is
given by the following equation:

w eVl
— ] RT u
ts(u,1) { 0 leL\VL, (3.1)

Let us assume that we have the check-in history of a user v € U and we know
that v had first visited location p € L at time ¢, and later visited q € L at
time t, ) (ty,) < to,q). Based on the Observation 3 (refer to Section [3.3.6),



35 3.4 REGULA Recommendation Model

the recently visited location g must be assigned a higher temporal feature value
compared to location p. Temporal Feature value assigned using Equation
ensures that the value assigned to location q is greater than location p because
t(vq) > twp)- Therefore, my generalized temporal feature value assignment
ensures that for each user, the locations that were visited earlier are assigned
smaller values compared to recently visited locations.

I compute the aggregated temporal feature value of a location [ due to visits
of all users using the following equation:

ts(l) = Z ts(u, ) (3.2)

YueU

The idea for aggregated temporal feature was derived from the tests con-
ducted on Recency (H3 . The goal was to ensure that locations that were
visited in the recent past must be assigned a higher preference that compared to
locations that were visited in the distant past.

Distance Feature

Utilizing Observation 5, I designed a feature that captures distance from the last
few check-in of a user. Let VLuN be the set of last N locations visited by user
u. The distance feature value assigned to location [ by user u is given by the
following equation:

0 leVL,
ds(u,l)= 1 leL\VL, (3.3)

1 1 /
miny, ¢y N dist(1’,1)

Where, dist(l’, 1)is the Euclidean distance between locations [’ and [

Letpe L\VL,and g € L\ VL, be two un-visited locations of user u. Let
dist(lastN,p) and dist(lastN,q) be the closest distance from the set of last N
locations visited by user u (or VLY) to locations p and g. Based on tests con-
ducted to measure how far do people travel (H5: Inertia (3.3.5), we know
that people travel to locations geographically close their current location. If
dist(lastK,p) < dist(lastK,q) then Equation ensures that distance feature
assigned to location p is higher than compared to location q.

My distance feature assignment ensures that new locations closer to the last K
visited locations of user u are assigned higher distance feature values compared
to other locations.
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Friendship Feature

Based on Observation 4, we know that people are more likely to visit places that
were recently visited by their friends. I designed a feature that captures the
check-in history of friends. The friendship feature value assigned to a location [
by friends of user u is given by the following equation:

leVL,

0
N\ 3.4
fS(u, ) { ZVEFU (tlgv’}l') . a%) l e L \ VLH ( )

Where, a > 0, is a constant weighting factor

The goal of the friendship feature is to capture the influence of friends in as-
signing importance to a potential un-visited location. For example, let’s assume
that user A has 3 friends who have visited a location X, 5 days ago, and the same
3 friends have also visited a location Y, 50 days ago. Assigning a value based only
on number of friends will not work because both locations X and Y have been
visited by the same 3 friends. However, when we include the time dimension
we know that since location X was recently visited compared to location Y. The
friendship feature value assigned to location X must be higher than compared to
location Y. Equation ensures that friendship feature value assigned to loca-
tions recently visited by friends of a user is higher than compared to locations
that were visited by friends in the distant past. Finally, my friendship feature
value computation ensures that locations not visited by user u, but visited by its
friends are assigned higher scores compared to locations that were not visited by
the user.

Finally, the combined feature value (or recommendation score) assigned to each
un-visited location [ of user u is an accumulation of Temporal, Distance and
Friendship features and is given by the following equation:

rs(u,l)= ts(1)+ fs(u,l)+ds(u,l) leL\VL, (3.5)

3.4.2 Overall Procedure to recommend locations using REGULA

The overall process of recommending new locations to a user using REGULA can
be broken down into 5 broad steps and is presented in Figure 3.8
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Step 1:

Step 2:

Step 3:

Step 4:

Step 5:

All users are divided into four different types based on the availability of
their check-in history and friendship information. Section [3.4.3] present
the details related to this categorization.

For each user, I obtain a list of their Frequently Visited Locations. The FVLs
captures the locations that are important to the user. The idea of utilizing
FVLs was derived based on the insights from test on Regularity (Section
3.3.1).

Fix a bounding box around each one of the FVLs. The box represent regions
of interest around each FVL. Later, from each bounding box region obtain
the list of un-visited locations of the user. This idea of bounding box was
derived based on the insights from test on Vicinity (Section [3.3.2).

For each un-visited location:

a Compute its Temporal feature value (Section [3.4.1). I designed this
feature based on insights from test on Recency (Section (3.3.3)

b Compute its Distance feature value (Section [3.4.1). I designed this
feature based on insights from test on Inertia (Section [3.3.5)).

c Compute its Friendship feature value (Section [3.4.1). I designed this
feature based on insights from test on Sociality (Section [3.3.4])).

The combined feature value assigned to each un-visited location is the sum
of Temporal, Distance and Friendship feature values. Finally, un-visited lo-
cations with highest combined feature value are given as a recommenda-
tion to the user.

In next section, I will present how all users are categorized into four different
types and how different variants of REGULA is used to recommend locations to
each type of user.

3.4.3 Variants of REGULA

Table presents how each user is categorized into one of the four types based
on the availability of prior check-in information and friendship information. In
order to provide recommendation to a user we might or might not have prior
check-in information. Also, for a user we might or might not have information
about their friends. Therefore, depending on the availability of a user’s prior
check-in or friendship information, each user is divided into one of the four types.
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Figure 3.8. The overall process to recommend locations using REGULA

Table 3.4. Type of users in LBSN

Is prior check-in | Is prior friendship
info available? info available?

Type-1 NO NO

Type-II NO YES

Type-III YES NO

Type-IV YES YES
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Figure 3.9. Fraction of user types at different times in Gowalla and Brightkite

REGULA utilizes different combination of features based on the type of user
(refer Table [3.5). Since for Type-I and Type-II users we do not have their prior
check-in information, REGULA does not compute distance feature. For Type-I and
Type-III users, since we do not have information about their friends, REGULA does
not compute friendship feature. However, it is important to note that REGULA
utilizes aggregated temporal feature of all locations to provide recommendations
to all user types.

Table 3.5. Features used to provide recommendations for different user types

Temporal | Distance | Friendship
Type-I users YES NO NO
Type-II users YES NO YES
Type-III users YES YES NO
Type-IV users YES YES YES

I also present the evolution in number of users per type with time for Gowalla
and Brighkite LBSN datasets in Figure It captures the transitions of users
from Type-I to Type-IV with time as we obtain additional check-in and friendship
information.

REGULA for Type -I users

For any Type-I user, since we do not have any prior check-in (i.e., VLY = @) and
friendship (i.e., F, = @) information the distance and friendship feature values
are zero. Therefore, I only utilize the aggregated temporal feature (Equation|3.2)
of all locations to provide recommendations to all Type-I users. The pseudo-code
to provide recommendations to Type-I users is depicted in Algorithm
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The algorithm takes as input the aggregated temporal feature values of all L
locations. Top K locations with highest aggregated temporal feature values are
recommended to Type-I users (Line 2, Algorithm|[I)). Since Type-I users have no
prior check-in and friendship information, the sames locations are recommended
to all Type-I users

Algorithm 1: Recommend Type-I Users
REGULA -I(TS, K)
Input : Set of all temporal feature value TS := {(I, ts(1)},l € L; K is
number of locations to recommended
Output: A set of K recommended locations, R

R=0
Sort all locations in descending order of temporal feature values in T'S

R « Get top K locations in TS
return R

How o

REGULA for Type -II users

For any Type-II user, since we do not have any prior check-in information (i.e,
VLf = ) the distance feature value is zero. While, we do have information re-
lated to their direct friends and utilize it to compute friendship features of all L
locations. Recommendations are given by combining the aggregated temporal
feature and friendship feature values. The pseudo-code to provide recommen-
dations to Type-II users is depicted in Algorithm

I first find out the direct friends of each Type-II user u (Line 3). Later, I it-
erate over all un-visited locations (I’) and compute the friendship feature value
assigned to each one of them (Line 5). The sum of aggregated temporal feature
value and friendship feature value is the final combined feature or recommen-
dation score (rs(I")) assigned to each [’ (Line 6). Top K locations with highest
scores are recommended to Type-II user.

REGULA for Type -III and Type -IV users

The difference in Type-III and Type-IV users is only in the non-availability of
friendship information for Type-III users. Therefore, REGULA utilizes all three
features to provide recommendations to Type-IV users and only utilizes aggre-
gated temporal and distance features to provide recommendations to Type-III
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Algorithm 2: Recommend Type-II Users

10:
11:

g ohH w2

v ® X

REGULA -1i(w, TS, C, G, K)
Input : user u € U; Set of all temporal features
TS :={(l, ts(D)}, € L; Set of all check-ins C; G = (U, E;)
Friendship Graph; K is number of locations to recommended
Output: A set of K recommended locations, R

R=9
Get unique locations visited by user u using C, VL,
Get direct friends of user u using G, F,
foreach!’e L\ VL, do
Compute Friendship feature for location I’, fs(u,l’) (using
Equation (3.4))
/* recommendation score of location [ */
rs(1) := fs(u, ')+ TS.ts(l")
R—RU{(l,rs(1"))}
end
Sort R in descending order of scores rs(l”)

R « Get top K locations in R
return R
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users. The pseudo-code to provide recommendations to Type-III Type-IV users is
depicted in Algorithm

Based on Observation 1, I first find out the top 50 most frequently visited
locations (FVLs) of a user u (Line 2). Later, for each FVL, I obtain a list of all un-
visited locations within a bounded box of 5km (Line 8) (Utilizing Observation 2).
Further, for every un-visited location [ of u I compute the distance score (Line
11) and friendship feature (Line 13) (For Type-III users friendship feature value
is zero). The final combined feature (rs(l,)) assigned to [, is the sum of four
features: 1) aggregated temporal feature of [, 2) aggregated temporal feature of
corresponding FVL 3) distance feature and 4) friendship feature (Lines 10-14)

If an un-visited location [, is in the bounded box of many FVLs of user u, then
the FVL with largest aggregated temporal feature is used to compute the final
combined feature (Line 16). Top N locations with highest combined feature
values (rs(l;) are recommended to Type-III and Type-IV users.

3.5  Evaluation of REGULA model

In this section, I describe the procedure to evaluate my REGULA algorithm based
on different performance metrics. I compared REGULA with state-of-the-art fea-
ture based algorithm Location-Friendship Bookmark-Coloring Algorithm (LFBCA)
Wang et al. [[2013]]. Further I also compare with other traditional filtering based
recommendation algorithms like UserCF and LocCF Bao et al. [2013]]. REGULA
was implemented in MATLAB and tested on a Linux based server.

3.5.1 Evaluation procedure

Similar to the procedures designed to test my Hypothesis described in Section
the evaluation was conducted in a sequential manner at different times
in intervals of 30 days for Gowalla & Brightkite. For Gowalla, the I evaluated
(or recommendations were provided) REGULA and other models at days t =
{90,120, ..,510}; for Brightkite at days t = {90,120,..,870}. The training data
considered for an evaluation at time t are all check-ins in the interval of (0, t).
All check-ins in the interval of [t,t + 30) were considered as testing data for
Gowalla and Brightkite datasets. In each evaluation, recommendations were
provided only to active users (who have atleast one new check-in in the testing
data). Further depending on the type of active user (refer Table [3.4), I utilize
different variants of REGULA algorithm to provide location recommendations.

In literature, the separation between the training and the testing dataset is



43 3.5 Evaluation of REGULA model

Algorithm 3: Recommend Type-III & IV Users
REGULA -1IL,IV(y, TS, C, G, K)
Input : user u € U; Set of all temporal scores TS := {(l, ts(I)},l € L;
Set of all check-ins C; G = (U, E;) Friendship Graph; K is
number of locations to recommended
Output: A set of K recommended locations, R

1. Set Bounded Box size D =5 (in km)
2: Get 50 most frequently visited locations of u using C, Ly,
3: Get direct friends of u using G, F,
4 Get last 10 locations visited by u using C, VL'°
5: R= @
6: foreach I’ € L;,; do
7: if " 3 TS then
8: Get un-visited locations in bounded box of size D around U,
Box(l’,D)
9: foreach [, € Box(l’,D) do
/* Assign temporal score of [ x/
10: rs(l;) = TS.ts(l)
/* Add temporal score of FVL [ */
11: rs(l,) =rs(l,) + TS.ts(l')

/* Compute and add distance score of [, using VL°
(using Equation ) x/

12: rs(l) = rs(l) +ds(u, [;)
/* Compute and add friendship score of [, using F,

(using Equation ) */

13: if F, # 0 then

/* Type-IV users only */
14: rs(l) =rs(l) + fs(u, )
15: end
16: if {(I;,rs(l;))} €R then
17: Update R if new rs(l,) is larger
18: else
19: R —RU{(l,rs(l))}
20: end
21: end
22: end
23: end

24: Sort R in descending order of scores rs(l;)
25: R < Get top K locations in R
26: return R




44 3.5 Evaluation of REGULA model

not always fully coherent. While such separation is applied strictly on users, e.g.
to identify the active users at time t. The separation is not clear for social ties
and locations. By neglecting this distinction for social ties, it might happen that
a user u, who is not present in the training dataset, but has a tie with an active
user, could be considered for recommendation. This is not an issue when only
direct friends recommendations are used, like in REGULA , but it can generate an
unrealistic situation when more degrees of ties are used. In this case, we can
receive a recommendation from friends of u, who does not exist at the recom-
mendation time t. Similarly, if we do not limit the recommended locations to
only those present in the training dataset, we are going to recommend locations
that do not exist at the recommendation time t. For this reason, I clearly state
that:

* Only users with check-ins in the training dataset can be included in friend-
ship graph.

* Any new location [ will be recommended to u only if | € L,,;,, where L,, .,
is the set of unique locations in training dataset.

I also apply above conditions to other algorithms used in my evaluation.

3.5.2 Performance metrics

I evaluated the performance of REGULA using two widely used metrics i.e., preci-
sion at K (p@K) and recall at K (r@K) and are defined as,

_ 1IN0Vl [S.(K)N V|
K NZ K ’ Z |V, |

S, (k) is the set of top K locations recommended to a user u and V,, is the set of
locations visited by user in the testing data. p@K metric measures how many lo-
cations (out of K recommendations) were visited by users. r @K metric captures
how many locations visited by the user were part of the recommendation.

3.5.3 Performance of REGULA

I vary the independent parameters of my REGULA model and measure its impact
on the performance metrics. The different independent parameters of REGULA
are:
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1. FVL — The number of Frequently Visited Locations control the regions
from where candidate locations are selected. I perform a grid search over
FVL € {10, 20, 30,40, 50} and measure its impact on the performance met-
rics.

2. bbox — The Bounding box (bbox) represents a rectangular region of inter-
est. Bounding boxes placed around every FVL capture the set of candidate
locations. Therefore, the total number of candidate locations to rank de-
pends on the size of Bounding Box. A larger bounding box will capture
more candidate locations than compared to a smaller bounding box. I per-
form a grid search of bounding box size over bbox € {1km,2.5km,5km}
and measure its impact on the performance metrics. The bounding box
size is the diagonal length of the rectangle.

3. lastk — This parameter controls how many of the locations visited in
the recent past contribute to the distance feature value of a candidate
location (refer to Section [3.4.1). I perform a grid search over lastk €
{10, 20, 30,40,50} and measure its impact on the performance metrics.

4. alpha (a) - It controls the impact of friendship ties between users on the

ranking of candidate locations. I perform a grid search over a € {10, 50, 100,200}

and measure its impact on the performance metrics.

For each experiment, I vary any of the above four independent parameters,
together with K - the number of locations recommended to a user u - and measure
its impact on the performance metrics. Results of experiments performed for
Gowalla and Brightkite datasets are shown in Figures to respectively.

In the following sections I demonstrate that REGULA is able to utilize informa-
tion about the frequently visited locations of a user to provide better recommen-
dations compared to the baseline algorithms. I also show that considering new
locations within a small distance from the FVLs lead to better recommendations.

Impact of Frequently Visited Locations on Precision and Recall

Figures to show how the performance of REGULA varies for differ-
ent FVLs and a fixed bounding box of 1km/2.5km/5km respectively. They also
show the difference in performance when FVL is varied from 10 to 50. I only
show the performance when lastk is 10 because the performance doesn’t not
vary significantly when lastk is increased beyond 10. For brevity, I only show
the performance when K is 5 or 10 or 30 (for all intermediate values of K refer
to Figures in Appendix |8) We observe that as the bounding box size is increased



46 3.5 Evaluation of REGULA model

0018
0018

0014

0.008

0,006

0.00¢

0.001

4 4 2
S0 120 150 180 210 240 270 300 330 360 390 420 450 480 510 S0 120 150 180 210 240 270 300 330 360 3% 420 450 480 510 %0 120 150 180 210 240 270 300 330 360 3% 420 450 480 510
Day of Recommendation, last-10 Day of Recommendation, lastk-10 Day of Recommendation, last-10

(a) (b) ()

Figure 3.10. Performance (p@K) of REGULA on Gowalla for different FVLs,
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Figure 3.11. Performance (p@K) of REGULA on Gowalla for different FVLs,
a=100, lastk=10, Box=2.5km.

the performance improves because REGULA is able to obtain more unvisited loca-
tions within the bounding box. Further, when the bounding box is set to 1km,
we observe that the best performance is obtained when 50 FVLs are used to rec-
ommend locations. When bounding box size is increased from 1km to 2.5km or
Skm there is no difference in performance for different FVLs as almost all unvis-
ited locations are captured within 2.5km bounding box. Finally, when I increase
the number of location recommended K, the total number of locations that need
to be ranked correctly also increases. Therefore, as expected, we observe that
with increasing K the performance decreases, independently from the other pa-
rameters.

Impact of bounding box size on Precision and Recall

I highlight here the impact of distance that is reflected by the bounding box
parameter (bbox) already seen in the previous subsection by fixing a = 100 and
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Figure 3.12. Performance (p@K) of REGULA on Gowalla for different FVLs,
a=100, lastk=10, Box=5km.
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Figure 3.13. Performance (p@K) of REGULA on Brightkite for different FVL
a=100, lastk=10, Box=1km.
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Figure 3.14. Performance (p@K) of REGULA on Brightkite for different FVL
a=100, lastk=10, Box=2.5km.
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Figure 3.15. Performance (p@K) of REGULA on Brightkite for different FVL
a=100, lastk=10, Box=5km.
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Figure 3.16. Performance (r@K) of REGULA on Gowalla for different FVL
a=100, lastk=10, Box=1km.
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Figure 3.17. Performance (r@K) of REGULA on Gowalla for different FVL
a=100, lastk=10, Box=2.5km.
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Figure 3.18. Performance (r@K) of REGULA on Gowalla for different FVL
a=100, lastk=10, Box=5km.
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Figure 3.19. Performance (r@K) of REGULA on Brightkite for different FVL
a=100, lastk=10, Box=1km.
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Figure 3.20. Performance (r@K) of REGULA on Brightkite for different FVL
a=100, lastk=10, Box=2.5km.
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Figure 3.21. Performance (r@K) of REGULA on Brightkite for different FVLs,
a—100, lastk—10, Box—5km.
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Figure 3.22. Performance (p@K) of REGULA on Gowalla for different size of
Bounding Box, a =100, FVL =10, lastk=10.

lastk = 10, which are the values for which I observed best results. For brevity, I
only show the performance when FVL is 10 or 50 and K is 5 or 10 or 30 (for all
intermediate values of FVL and K refer to Figures in Appendix [8)). Figures [3.22
to shows how the Precision of REGULA varies with the size of the bounding
box. As the size of the bounding box (bbox) is increased from 1km to 5km the
total number of candidate locations within the bounding box increases. It is also
evident from my analysis (refer to Section related to Vicinity hypothesis
(H2) that shows that as the size of the bounding box is increased the number of
users with a new location around their FVLs increases. An increase in the size
of the bounding box also increases the percentage of un-related locations in the
candidate set that are very far from the places regularly visited by the user. Thus,
we observe best performance for the biggest bounding box i.e., 5km.
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Figure 3.23. Performance (p@K) of REGULA on Gowalla for different size of
Bounding Box, a =100, FVL =50, lastk=10.
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Figure 3.25. Performance (p@K) of REGULA on Brightkite for different size
of Bounding Box, a =100, FVL =50, lastk=10.
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Figure 3.26. Performance (r@K) of REGULA on Gowalla for different size of
Bounding Box, a =100, FVL =10, lastk=10.
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Figure 3.27. Performance (r@K) of REGULA on Gowalla for different size of
Bounding Box, a =100, FVL =50, lastk=10.
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Figure 3.28. Performance (r@K) of REGULA on Brightkite for different size
of Bounding Box, a =100, FVL = 10, lastk=10.
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Figure 3.29. Performance (r@K) of REGULA on Brightkite for different size
of Bounding Box, a =100, FVL =50, lastk=10.

Impact of Last Visited Locations lastK on Precision and Recall

I conducted multiple experiments on Gowalla and Brightkite to study the im-
pact of recently visited locations lastk on the performance on REGULA . I perform
a grid search of lastk over lastk € {10,20,30,40,50}. Based on my tests I
observer that the impact of lastk locations on the distance score does not sig-
nificantly change when lastk is varied from 10 to 50. Therefore, I fix the total
number of recently visited locations i.e., lastk to 10 in our evaluations.

Impact of alpha on Precision and Recall

I conducted multiple experiments on Gowalla and Brightkite to study the impact
of friendship ties by varying a (refer to Equation [3.4). I perform a grid search
of a over a € {10,50,100,200}. Based on my evaluations, I set the constant
weighting factor a to 100 so that REGULA assigns a significantly higher weight to
locations visited by friends of a user.

3.6 Performance Comparison

3.6.1 Parameters fixed in Comparative evaluation

Based on my tests to measure the performance of REGULA for Gowalla and Brightkite
datasets (Section , I conclude that REGULA performs the best when most
of the users move withing a range of 5km from their FVLs. Therefore, I set the
bounding box size to 5km in all my evaluations of REGULA . I also fix the total
number of recently visited locations considered in computing the distance score
to 10 i.e., N = 10.
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Finally, in order to compare with other recommendation models for each user
I recommend 10 locations i.e., K = 10. Therefore, I only measure p@10 and
r@10 for REGULA and all other baseline algorithms considered.

3.6.2 Performance based on Precision

Figure|3.30| presents Precision of different algorithms at different testing times in
Gowalla and Brightkite datasets. I observe that REGULA outperforms all state of
the art algorithms. It happens because REGULA is able to recommend locations to
all four types of users (refer Figure [3.9). The two algorithms UserCF and LocCF
are designed to provide recommendations only to users with prior check-in infor-
mation i.e., only Type-IIl and Type-IV users. Therefore, their overall Precision is
lesser than REGULA . My recommendation algorithm REGULA also achieves higher
Precision than LFBCA due to better recommendations for Type-III and Type-IV
users as it utilizes the regularity in human behavior. Further REGULA also im-
proves with time due to an increase in the set of un-visited locations within the
bounded box of the FVLs of users.

For Gowalla dataset, the Precision for all algorithms reduces in the beginning
from 90 to 210 days because there is significant drop in the number of users with
prior check-in or friendship information i.e., users of Type-I, Type-II and Type-III
(refer Figure even though the total number of users increases. From 240
to 510 days REGULA was able to provide recommendations with higher Precision
because the number of Type-IIl and Type-IV users increases significantly. For
Brightkite dataset, I observe a gradual reduction in the Precision for all algorithms
as the number of users with un-visited locations reduces with time. This happens
because after some days users start leaving the Brighkite LBSN.

REGULA was evaluated at different points in time and for more than 100K
users visiting more than 1 millions locations. Therefore, I can claim that REG-
ULA significantly outperforms baselines. The difference looks small based on
precision because of the significant number of users in the dataset. A 1% differ-
ence over 1 Million users leads to better recommendations for 10,000 users. I
can therefore conclude that the Precision of REGULA is better than other existing
algorithms.

3.6.3 Performance based on Recall

Figure presents the Recall of recommendations in Gowalla and Brightkite
dataset for different algorithms at different testing times. Once again I observe
that REGULA outperforms against other algorithms. REGULA is able to provide a
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Figure 3.30. Precision (p@10) of recommendations provided at different days
for Gowalla and Brightkite datasets
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larger number of correct recommendations because it utilizes the mobility pat-
terns of a user (i.e., regularity and recency) and is able to select candidate lo-
cations from a larger set of un-visited locations around FVLs specific to every
user.

3.6.4 Significance of REGULA performance

The standard statistical test to compare the performance of the two algorithms
is McNemar’s test Dietterich/ [1998]]. The test measures the difference in er-
ror rate or the number of users who were not given a correct recommendation
(i.e., the user has visited a recommended location). To apply McNemar’s test, I
categorized the users into four groups: 1) users who were given a correct rec-
ommendation by REGULA and LFBCA (the baseline), 2) users who were given a
correct recommendation by REGULA but not by LFBCA, 3) users who were given
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a correct recommendation by LFBCA but not by REGULA and 4) users who were
not given a correct recommendation by LFBCA or REGULA . The null hypothesis
is that the two algorithms should have the same error rate. The McNemar’s test
is based on the y? test for goodness-of-fit that compares the distribution of users
under the null hypothesis to the observed count of users. Based on McNemar test
I found that for Gowalla dataset REGULA is statistically better (p<0.05) from 240
days because there is enough data to capture regularity. Further for Brightkite
since the users in the dataset are joining and leaving the network, REGULA is sta-
tistically better (p<0.05) between 240 to 780 days and is not for the last three
tests, i.e on 810, 840, 870 because the number of active users is drastically re-
duced. Therefore, REGULA statistically performs better than the best baseline,
i.e., LFBCA for Gowalla and Brightkite datasets.

Further, concerning the contribution of different features (i.e., temporal score,
distance score and friendship score), the temporal score contributes the most in
providing relevant locations to users because it captures the global time-varying
preferences of users for different locations. The next important feature is the
friendship score that captures the impact of time-varying preferences of friends.
Since in LBSNs the driver of going to new places is time and friends, therefore,
the distance score contributes the least to the overall recommendation perfor-
mance.

3.7 Conclusion and Limitations

In this chapter, I presented the characteristics related to users and locations of
the two standard LBSN datasets: Gowalla and Brightkite. I presented my five
hypothesis related to the mobility behavior of these users i.e., Regularity, Vicinity,
Recency, Sociality and, Inertia. I describe in detail the tests I conducted to validate
each of these five hypothesis and present observations based on them. Utilizing
these observations, I present three features designed to capture the regularity in
human mobility. The three features are: 1) Temporal feature that captures the
influence of time in user visits, 2) Distance feature that captures the geographical
influence of user visits, and 3) Friendship feature that captures the influence of
the social friends on user visits.

Later, I presented my recommendation model REGULA that utilizes Tempo-
ral, Distance and Friendship features to assign value to each new location of a
user. Every user is recommend locations with topK aggregated feature values.
I described the overall process of my REGULA model in 5 broad steps, shown in
Figure I also presented, how REGULA categorizes each user based on the
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availability of their prior check-in and friendship information into four different
types and utilized different variants of the algorithm to recommend new loca-
tions. By using the behavior patterns of human mobility REGULA is able to reduce
the set of candidate locations to rank and thereby lowers the complexity to com-
pute a feature value for each candidate location.

I presented the evaluation of REGULA based on two performance metrics: Pre-
cision and Recall. I presented the comparative performance of REGULA with three
baseline algorithms and show that it outperforms them (at the time it was pub-
lished) due to the features that capture the regularity in mobility of users. The
key findings of this chapter are:

* I present my novel REGULA model that utilizes features based on human
mobility to recommend new locations to users of a Location Based Social
Network (LBSN). To the best of my knowledge REGULA is the first model
that utilizes the Frequently Visited Locations (FVLs) of a user to recom-
mend new location. Its one of the first model to utilize the concept of
regions or bounding boxes around FVLs to capture new locations.

* I designed three features based on the analytical tests I conducted to cap-
ture the mobility behavior of users.

* REGULA outperforms others recommendation models as it is better able
to model the regular mobility patters inherent in the two standard LBSN
datasets.

* To the best of my knowledge, REGULA is the first model to capture the tem-
poral visiting patterns of users and their friends with the help of Temporal
and Friendship features.

The work presented in this chapter has resulted in a publication at ACM
SIGSPATIAL 2015. In the next chapter, I present how we can utilize my REGULA
model to recommend regions of interests in the context of a Call Detail Records(CDR)
based LBSN.

3.7.1 Limitations

REGULA is a feature based model where I need to compute the distance, tem-
poral and friendship scores for all locations in the dataset before I recommend
a set of new locations to users. Further, every time a user requests a recom-
mendation, I need to compute all the scores, this procedure is not scalable in
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a real-world system. I overcome these limitations with the help of a deep neu-
ral network based recommendation model presented in Chapter5| Finally, the
Brightkite LBSN dataset was collected at a time when users were leaving their
service. It has led to a significant drop in the number of active users who could
be recommended a new location.



Chapter 4

REGULA for CDR-based LBSN

4.1 Introduction

In this chapter, I show how I utilize Call Detail Records (CDR) to construct a new
CDR-based LBSN. I show that users of CDR-based LBSN also exhibit regular mo-
bility behavior through the 5 analytical tests. I describe how a recommendation
model can be used in the context of CDR. Finally, I compare the performance of
REGULA with other models in recommending new regions to users of a CDR-based
LBSN

This chapter is structured as follows: In Section I will present how I
construct a CDR-based LBSN and its characteristics. Section presents the
results of five analytic tests to show that users of CDR-based LBSN also exhibit
regular mobility behavior. Section presents the evaluation of REGULA based
on two performance metrics and compare it with other recommendation models.
Section concludes the Chapter.

4.2 CDR-based LBSN Dataset

Quadri et al.|[2014] leverage a large anonymized dataset of Call Detail Records
(CDRs) Naboulsi et al.|[[2015]] capturing voice calls, short text messages (SMS)
and Internet traffic of about 1 million subscribers of an international mobile op-
erator. They operate on a dataset restricted to the metropolitan area of Milan for
a period of 67 days, from March 26 to May 31, 2012. This two months of dataset
contains a total of 63 millions phone-call records and 20 million SMS records.

99
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Call Detail Records(CDRs) collection and pre-processing

When a user makes a call or sends a text message the following information gets
recorded: 1) user ID of sender, 2) user ID of receiver, 3) cell ID of tower sender
is connected to, 4) cell ID of tower receiver is connected to, 5) date and time of
contact. In Figure shows a small sample of the recorded information.

CALL RECORDS
"source","destination","date","time","start_cell","end_cell","dir","duration"
574864,574865,"2012-03-27","13:36:54",47615,47615,"0",0
574864,574867,"2012-03-27","13:55:59",15824,15825,"0",46
574870,574864,"2012-04-02","22:37:41",16677,16677,"",14

SMS RECORDS

"source","destination","date","time","cell","dir"
1916062,574864,"2012-03-27","21:48:53",16676,"I"
2267867,574864,"2012-03-30","21:59:05",16676,"I"

Figure 4.1. Sample of CDRs reporting call and text message.

SMS and call records are the primary data source to understand the complex
structure of the interactions mediated by on-phone communications. Such a
complex structure is often represented by a network whose nodes are users and
links connect two users who call/text each other. However the choice of drawing
a link depends on the purpose of communication. In fact, call or text messages
have not all the same social value; this is especially the case of advertisements
and commercial messages or communications issued by call centers. Moreover,
in the dataset observe a curious behavior: nearly 40% of calls have a duration
equal to 0. Besides missed or unanswered calls, such a large amount of rings is
echoing a common practice in Italy to use rings for meaning "‘Call me back soon"
or "I'm just arriving", for instance, to get synchronized at a meeting. Due to the
difficulty to discriminate O-duration calls on the base of their social meaning, in
this analysis we decided to remove these records from the dataset, which finally
turns out to be composed of 41 million calls and 20 million SMS. Furthermore,
according to the literature on mobile phone cleansing Lambiotte et al.[[2008]];
Blondel et al.|[[2015]; [Karsai et al.| [2012]; Li et al.| [[2015a]], we filtered out calls
involving other mobile operators, both incoming and outgoing, thus maintaining
only activities involving subscribers of the same operator. This way we eliminate
the bias between operators.
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CDR-based Social Network

On the basis of the obtained CDR dataset, they construct two preliminary on-
phone social networks one for each communication channel, that are then pro-
cessed to extract only those interactions with social relevance. For the in call
graph, they consider the pairs of users whose sum of call duration exceeds the
minute and whose total number of interactions is higher than 3, while in the
SMS graph, the only relevant pairs are those with a total number of interactions
higher than 3. After filtering and pre-processing, the processed data contains 7
millions calls, 317,000 hours of conversations and 4 million SMSs generated by
about 420,000 people.

CDR-based LBSN

Call Detail Records represent a valuable data source which enables us to cap-
ture the social relationships among the operator’s customers. In fact, they are
considered an essential tool to analyze social dynamics of a large population.
Also, CDRs provide the location of the users, enhancing the connection between
communications mediated by mobile devices and habits and relationships in the
real world. So, mobile phone data are the most valuable form of data to perform
user-centric analysis, especially when related to mobility and sociality.

The combination of social networking and geographic information is also typ-
ical of location-based social networks (LBSN), so we can report our CDRs dataset
into the LBSN modeling framework. The geographic information is represented
as a graph where users and cells/locations represent nodes and edges indicate
whether a person has been attached to the cell at least once in two months. The
social information is also represented as a user-user graph where, edges repre-
sent the number of calls and text messages exchanged between users.

The final processed dataset contain 118 million visits to 901 locations (or cell
regions). The un-directed friendship network consists of 688,302 nodes with
1,432,938 edges. Table presents the characteristics of our CDR-based LBSN
dataset.

4.3 Experiments to understand mobility of users in CDR-
based LBSN

I conduct the same analytic tests described in Section on users of our CDR-
based LBSN to check if the five hypothesis presented for standard LBSN datasets
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Table 4.1. Dataset Characteristics of CDR-based LBSN

| | CDR-based LBSN |
Time period of Check-ins 68 Days
Number of Users 688,302
Number of Locations 901
Number of Check-ins 118,752,518
Number of Friendship links | 1,432,938

are also applicable these users. The five hypothesis described in Section are
as follows:

H1: Regularity- Users regularly (or habitually) visit a set of locations i.e., their
Frequently Visited Locations (FVLs).

H2: Vicinity- Users visit places in the vicinity of their FVLs.

H3: Recency- Users are more likely to go places that were visited recently by
others.

H4: Sociality- Users are more likely to go places that were visited by their friends.

H5: Inertia- Users are more likely to go places geographically close to their
present location.

4.3.1 Hypothesis 1: Regularity

Similar to tests on standard LBSN datasets, the test to validate my hypothesis
was conducted in a sequential manner. For example, a test conducted on 30th
day will take into account all check-ins during the first 30 days. For each user
with check-in data in the first 30 days, I find out if they have any FVLs. The goal
of this test is to measure what fraction of users have one or more FVLs.

Since CDR-based LBSN data was collected in 68 Days, the tests were con-
duced in an interval of 15 days i.e., at days t = {30,45}. Figure shows the
fraction of users with atleast one FVL at different testing times in CDR-based
LBSN dataset. We observe that more than 80% of users regularly visit atleast
one location.
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CDR-based LBSN

I With FVL
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Percentage of users
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Testing Time (in Days)

Figure 4.2. Fraction of users with atleast one FVL at different times in Gowalla,
Brightkite and CDR-based LBSN datasets

4.3.2 Hypothesis 2: Vicinity

Similar to the analysis done in Section I test this hypothesis in a sequential
manner at different times (t). For each test, I measure the fraction of users
that have a new check-in within a distance of 1 km / 2.5km / 5 km from their
FVLs. Figure [4.3|presents the fraction of users who have visited atleast one new
location within a range of 1 km / 2.5km / 5 km of their FVLs in CDR-based LBSN
dataset. Once again, we observe that more than 80% of users visit locations close
to their FVLs. This test confirms my hypothesis is also applicable to users of a
CDR-based LBSN.

4.3.3 Hypothesis 3: Recency

I conduct similar analysis described in Section to test Recency Hypothesis
on users of our CDR-based LBSN dataset. From my tests, I found that all users
go to places that were visited by others in the previous day. Since, the number of
users in our CDR-based LBSN dataset is ~3.5 times greater than users in Gowalla
dataset the probability that somebody had visited a given location on the previous
day is very high.

4.3.4 Hypothesis 4: Sociality

Like in tests described in Section I conducted tests to check whether a
user is affected by their social network friends. For each user, I find out the
total number of unique new location visits and then measure what percentage
of them were recently visited by their social friends. Figure presents how
friends influence new places visited by a user in our CDR-based LBSN dataset. We
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Figure 4.3. Fraction of users with new check-ins within a certain distance from
their FVLs at different times (Days) in CDR-based LBSN dataset.
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Figure 4.4. Distribution of users who have visited a new location after their
social friends.
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Figure 4.5. Distribution of how far do people travel between two consecutive
locations.

observe that a significantly large number of users have at least one new location
that was previously visited by their social friends.

4.3.5 Hypothesis 5: Inertia

My final hypothesis is that people exhibit a lot of inertia and often tend to go
nearby places. I conducted tests similar to the one described in Section [3.3.5]
where for each new location visited by a user, I measure its geographical distance
from locations visited before to see whether they exhibit inertia or not. Figure 4.5
presents a distribution of distance traveled for a new location visit by all users
in our CDR-based LBSN dataset. We observe that almost 90% of new locations
visited by users are within a range of less than 1km. It confirms my hypothesis
that people prefer going to places geographically close to their present location.
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4.4 Recommendation in CDR-based LBSN

In this section, I describe the procedure to evaluate recommendation algorithms
on CDR-based LBSN using the Precision performance metric described in Section
Since, I apply REGULA to a new kind of LBSN i.e., CDR-based LBSN I con-
duct extensive evaluation by varying all the parameters of REGULA and measure
its impact on the recommendation performance.

In traditional item recommendation datasets like Movies (|Gomez-Uribe and
Hunt [2016]]), Factorization based models are found to perform better than col-
laborative filtering algorithms Bobadilla et al. [[2013]]. These models have be-
come popular after outperforming filtering based methods in the NetFlix compe-
tition Koren et al.|[2009]. Therefore, in this chapter I compare the performance
of REGULA with LibFM Rendle [2012]], a standard factorization based models and
GeoMF [Lian et al.|[[2014]] a state-of-the-art factorization model (refer in Section
that incorporates spatial constraints because people’s mobility patterns
tend to cluster around specific locations .

Similar to the test procedure described in Section the evaluation was
conducted in a sequential manner at different times in intervals 15 days. REGULA
and other algorithms were evaluated (or recommendations were provided) at
days t = {30,45}. The training data considered for an evaluation at time t are
all check-ins in the interval of (0, t). All check-ins in the interval of [ ¢, t+15) were
considered as testing data. In each evaluation, recommendations were provided
only to active users (who have atleast one new check-in in the testing data).

4.4.1 Performance of REGULA

I vary the independent parameters of my REGULA model and measure its impact
on the performance metrics. The different independent parameters of REGULA
are:

1. FVL — The number of Frequently Visited Locations control the regions
from where candidate locations are selected. I perform a grid search over
FVL € {10, 20, 30,40, 50} and measure its impact on the performance met-
rics.

2. bbox — The Bounding box (bbox) represents a rectangular region of inter-
est. Bounding boxes placed around every FVL capture the set of candidate
locations. Therefore, the total number of candidate locations to rank de-
pends on the size of Bounding Box. A larger bounding box will capture
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more candidate locations than compared to a smaller bounding box. I per-
form a grid search of bounding box size over bbox € {1km,2.5km,5km}
and measure its impact on the performance metrics. The bounding box
size is the diagonal length of the rectangle.

3. lastk — This parameter controls how many of the locations visited in
the recent past contribute to the distance feature value of a candidate
location (refer to Section [3.4.1). I perform a grid search over lastk €
{10, 20, 30,40,50} and measure its impact on the performance metrics.

4. alpha (a) - It controls the impact of friendship ties between users on the
ranking of candidate locations. I perform a grid search over a € {10, 50, 100,200}
and measure its impact on the performance metrics.

For each experiment, I vary any of the above four independent parameters,
together with K - the number of locations recommended to a user u - and measure
its impact on the performance metrics. Results of experiments performed on the

30th day and 45th day are shown in Figures and Figures

[4.1T] respectively.
In the following sections I demonstrate that REGULA is able to utilize informa-

tion about the frequently visited locations of a user to provide better recommen-
dations compared to the baseline algorithms. I also show that considering new
locations within a small distance from the FVLs lead to better recommendations.

4.4.2 Impact of Frequently Visited Locations on Precision

Figures and show how the performance of REGULA varies for differ-
ent FVLs and a fixed bounding box of 1km. They also show the difference in
performance when lastk is varied from 10 to 50. For brevity, I only show the
performance when lastk is 10 or 50 (for all intermediate values of lastk refer
to Figures in Appendix [8]). We observe that for a fixed K as the number of FVLs
is increased from 10 to 50, the set of candidate locations obtained within a fixed
bounding box increases along with difficulty to correctly rank them. Adding
more FVLs increases the noise to rank candidate locations. The phenomena be-
hind this effect has been presented in Barabasi’s work Gonzalez et al.| [[2008b]:
people tend to be inertial. Therefore, they will hardly visit places far away from
current location. Thus, places that are close to far away FVLs are unlikely to be
visited. Further, when I increase the number of location recommended K, the
total number of locations that need to be ranked correctly also increases. There-
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fore, as expected, we observe that with increasing K the performance decreases,
independently from the other parameters.

In Figures [4.9]1 show the performance of REGULA for different FVLs and
a fixed bounding box of size 2.5km. When K is varied from 5 to 30, we observe a
significant change in the pattern of performance of REGULA compared to the 1km
bounding box. For a user with a certain number of FVLs, when the bounding
box size is increased from 1km to 2.5km the number of potential un-visited lo-
cations of user increases because a bigger bounding box around FVL will contain
more number of candidate locations than compared to a smaller one. Analyzing
our CDR-based LBSN dataset, we observe that, on an average, each user in the
tests conducted on 30th and 45th day have visited 15 locations, that is: the av-
erage value of |V,| is 15. When K increases from 5 to 10, REGULA ’s performance
improves because it can correctly rank the top-k locations. However, when k is
increased beyond 10, the performance reduces because, as I said above, with an
higher value of K the total number of locations that need to be correctly ranked
increases, but the 2.5km bounding box is unable to capture all potential candi-
date locations.

In Figures [4.11]1 show the performance of REGULA for different FVLs
and a fixed bounding box of size 5km. We observe that there is no difference in
performance for different FVLs because the 5km bounding box captures all the
potential candidate locations for all users. Therefore, whether we consider 10
or 50 FVLs of a user the total number of candidate locations to rank is same, as
the large 5km bounding box already includes all un-visited locations. When K is
varied from 5 to 15 the performance of REGULA increases because it can correctly
rank the top-K locations. Since each user in our CDR-based LBSN dataset has
visited on an average 15 locations the theoretically best performance will be at
K = 15, where the set of recommended locations and visited locations could
be same. Therefore I observe the best performance of REGULA when K is 15.
Beyond 15, the performance of REGULA drops because the intersection between
the set of recommended locations and visited locations is maximum at 15, while
the increase in K or number of recommended locations negatively impacts the
performance.



69

4.4 Recommendation in CDR-based LBSN

Training period: 30 days

0.056

0.054

0.051

Precision

0.048F

0.046

0.044 1

0.0421

0.04

—*—FVL-10
—+—FVL - 20
—+—FVL-30
—+—FVL - 40(]
—+—FVL-50

0.052F—

5

Figure 4.6. Performance (p@K) of REGULA on CDR-based LBSN for different

15 20

Precision

10 25 30
K — Number of locations recommended, lastk—-10

(a)

0.058 .
——FVL-10

* —+—FVL-20||
0.056 —+—FVL-30
——FVL-40

0.054( ——FVL-50[|

0.052:

e
1=
a

0.048

0.046

0.044

0.042

5

Training period: 30 days

10 15 20
K = Number of locations recommend

(b)

FVLs, a=10, Box=1km, and 30 days for training.

Training period: 45 days

0.048

0.046%—

Precision
o
>
:
R

0.0421

0.041

0.038F

0.036,

—+—FVL-10
—+—FVL-20||
—+—FVL-30
—+—FVL-40
—+—FVL -50]]

o

Figure 4.7. Performance (p@K) of REGULA on CDR-based LBSN for different

20

10 15
K — Number of locations recommend

(a)

Precision

25 30
ed, lastk-10

0.052

0.05

0.048

=4
o
R
>

=4
o
R
iS

0.042f ~
St
TR
0.04f S
~
0.038 : ‘
5 15 20

Training period: 45 days

25 0
ed, lastk—-50

—+—FVL-10
—+—FVL - 20
—#+—FVL - 30(]
—+—FVL-40
—+—FVL-50(]

10
K — Number of locations recommend

(b)

FVLs, a=10, Box=1km, and 45 days for training.

25 30
ed, lastk-50



70 4.4 Recommendation in CDR-based LBSN

Training period: 30 days Training period: 30 days

0.042 : 0.043 , :
—*—FVL-10 —+—FVL-10
0.0411 —+—FVL-20|] —+—FVL - 20
’ —+—FVL-30 0.042} —+—FVL - 30}
——FVL-40 ——FVL-40
0.04f —+— FVL - 50]]| —+—FVL - 50
0.041
c 0.039 c *
S S
2 0.038f 2 004
o o
& 087} &
0.039,
0.036T
0.0381
0.0351

0.034

0.037,

15 20

15 20 10 25 30
K = Number of locations recommended, lastk—-50

10 25 30
K — Number of locations recommended, lastk—-10
(a) (b)

Figure 4.8. Performance (p@K) of REGULA on CDR-based LBSN for different
FVLs, a=10, Box=2.5km, and 30 days for training.

5 5

Training period: 45 days Training period: 45 days

0.038 : 0.038 :
——FVL-10 ——FVL-10
0037} —+— FVL - 20|{ o037} —+— FVL - 20||
——FVL-30 i ——FVL-30
0.0361 —+—FVL - 40[] —+— FVL - 40
—+—FVL-50 0.0361 —+—FVL - 50]]
0035/
c 0034} < 0.035p
S S
2 0.033}, 2 0.034 N
8 8 RN
o b o
0.032 o033l =3
0031}
0.032
0.03
0.029 0.031y
0.028 : ‘ 0.03 : ‘
5 15 20 0 5 15 20

10 25 3 10 25 30
K — Number of locations recommended, lastk—10 K — Number of locations recommended, lastk-50

(a) (b)

Figure 4.9. Performance (p@K) of REGULA on CDR-based LBSN for different
FVLs, a=10, Box=2.5km, and 45 days for training.



71 4.4 Recommendation in CDR-based LBSN

Training period: 30 days Training period: 30 days

0.038 0.04
0.036} 1 0.038}
0.034} 0.036
S 0.032 S 0034
1] Kz
(53 (5]
[ [
& 003f 1 & 0.032f 1
VTS —+—FVL-10
—+—FVL-20
0.028} —+—FVL-20| ] 0.03f 1
e RVL-30 ——FVL-30
o FVL-40
0.0261, FVL - 401 0.028] —+—FVL-50| |
—+—FVL-50 -
0.024 : : 0.026 : ;
5 15 20 5 15 20

10 25 30 10 25 30
K — Number of locations recommended, lastk—-10 K = Number of locations recommended, lastk—-50

(a) (b)

Figure 4.10. Performance (p@K) of REGULA on CDR-based LBSN for differ-
ent FVLs, a=10, Box=5km, and 30 days for training.

Training period: 45 days Training period: 45 days

0.03 0.036
0028l 0.034
0.032
0.026F
S & oo3f
2 0.024} 2
[} [l
o a 0028 —+—FVL-10
0.0221 —+—FVL-20|1 —+—FVL-20
—+—FVL-30 0.026¢ ——FVL-30
0.0 —+—FVL-40| | —+—FVL-40
024 —+—FVL-50 0.0241 ——FVL-50| |
0.018 . . 0.022" . .
5 10 15 20 25 30 5 10 15 20 25 30
K — Number of locations recommended, lastk-10 K — Number of locations recommended, lastk-50

(a) (b)

Figure 4.11. Performance (p@K) of REGULA on CDR-based LBSN for differ-
ent FVLs, a=10, Box=5km, and 45 days for training.



72 4.4 Recommendation in CDR-based LBSN

4.4.3 Impact of bounding box size on Precision

I highlight here the impact of distance that is reflected by the bounding box
parameter (bbox) already seen in the previous subsection by fixing FVL = 10,
a = 10 and lastk = 10, which are the values for which I observed best results.
Figure shows how the performance of REGULA varies with the size of the
bounding box for experiments performed on 30th and 45th day. As the size
of the bounding box (bbox) is increased from 1km to 5km the total number of
candidate locations within the bounding box increases. It is also evident from my
analysis (refer to Section related to Vicinity hypothesis (H2) that shows
that as the size of the bounding box is increased the number of users with a new
location around their FVLs increases. An increase in the size of the bounding
box also increases the percentage of un-related locations in the candidate set
that are very far from the places regularly visited by the user. Locations that are
far away from the FVLs might be closer to the lastk recently visited locations
that lead to a rise in the distance score (Equation and an increase in the
overall recommendation score (Equation assigned to it. An increase in the
bounding box increases the noise in the overall ranking of candidate locations.
Thus, a smaller bounding box will lead to a reasonable number of candidate
locations that can be ranked efficiently.
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Figure 4.12. Performance (p@K) of REGULA on CDR-based LBSN for dif-
ferent size of Bounding Box, a =10, FVL =10, lastk=10, and 30/45 days for
training.
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4.4.4 TImpact of Last Visited Locations lastK on Precision

From Figures we observe that REGULA performs best when we consider
a small number of recently visited locations lastk. Increase in the parameter
lastk adversely impacts the performance because locations visited in the distant
past reduces the impact of locations that were visited most recently. Therefore
the performance of REGULA reduces as lastk is increased from 10 to 50.

4.4.5 Impact of alpha on Precision

I performed multiple experiments on 30th and 45th day to study the impact of
friendship ties by varying a. I perform a grid search of a over a € {10, 50, 100,200}
and found that the performance of REGULA does not vary meaningfully. Therefore

I conclude that the variable a used to compute the impact of friendship score on
the recommendation does not have a significant influence on the overall perfor-
mance.

4.4.6 Performance Comparison
Performance of Baseline Algorithm: LibFM

Figure [4.13] shows the performance of LibFM for different number of recom-
mended locations K. Based on my experiments we observe that LibFM assigns
very similar scores to all the candidate locations of a user. Since there are only
900 locations in our CDR-based LBSN dataset, LibFM is unable to utilize the
limited number of interactions between user and locations in training data, to
correctly score the candidate locations in testing data. As K is varied from 5 to
30 the probability for a visited location to be part of the top k increases that leads
to an increase in precision. However, the performance of LibFM is still very low
than compared to REGULA . Based on my additional experiments we observe that
p@K of LibFM reduces beyond K = 50.

Performance of Baseline Algorithm: GeoMF

In Figure I show the performance of GeoMF for different number of recom-
mended locations K. Similar to standard recommendation algorithms that rank
all un-visited locations in the training data of a user, as K increases the precision
reduces because of the increased in difficulty to correctly rank the top K loca-
tions. As K is increased from 5 to 30, we do not observe a proportional increase
in the number of visited locations that are part of the top K recommendations.
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We find that GeoMF performs best when every user and location are modeled by
a latent factor of size 32.
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Figure 4.14. Performance (p@K) of GeoMF on CDR-based LBSN.

Comparison of REGULA with Baseline Algorithms

In Figures I compare the performance of REGULA , LibFM, and GeoMF
for experiments performed on 30th and 45th day. For true comparison, I select
the best parameters for each algorithm i.e., for REGULA {bbox = 1km, FVL =10
and lastK = 10}; for GeoMF {Factors = 32}; for LibFM {Factors = 128}.
When we recommend 5 locations to each user, i.e., K = 5, REGULA performs six
times better than 1ibFM and two times better than GeoME When K is increased
from 5 to 30, REGULA still outperforms GeoMFE, but we observe a reduction in
the performance gap because 1km bounding box of REGULA does not capture all
potential candidate locations.

Further, concerning the contribution of different features (i.e., temporal score,
distance score and friendship score), once again the temporal score contributes
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the most in providing relevant locations to users in CDR-based LBSN because
it captures the global time-varying preferences of users for different locations.
Different from standard LBSNs the friendship score contributes the least because
the social ties captured by CDR is not that strong compared to social ties in LBSN.
The second most important feature in CDR-based LBSN is the distance score be-
cause people visit places close to their homes/office and the CDR-based LBSN is
constructed based on users in the Milan metropolitan area.

4.5 Conclusion and Limitations

In this chapter, I introduced a CDR-based LBSN and how we can construct it
using CDR data. I presented the analytical tests I conducted on users of our CDR-
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based LBSN to prove that they also exhibit the five behavior patterns: Regularity,
Vicinity and Recency, Sociality and, Inertia.

Later, I presented a comprehensive evaluation of REGULA based on Precision
performance metric. I measured the impact of the four independent variables
of REGULA i.e., 1) Frequently Visited Location (FVL), 2) bounding box size, 3)
lastk and 4) alpha, on precision. I presented the comparative performance of
REGULA with two state-of-the-art factorization based algorithms and show that it
outperforms them due to the features that capture the regularity in mobility of
users. The key findings of this chapter are:

* [ present a new direction of research, where CDR data can be used by mo-
bile operators to recommend regions of interests to their customers. The
results of a recommendation algorithm can also be used by mobile oper-
ators to proactively allocate network resources to handle mobile connec-
tions.

* To the best of my knowledge, REGULA is the first model to recommend re-
gions of interests to users based on their Call Detail Records (CDR).

* Ipresent the unique characteristics of a CDR-based LBSN compared to stan-
dard LBSNs. Since people always carry their mobile phones with them, a
CDR-based LBSN is closest to capture the real mobility of people and my
analysis shows that they exhibit a very high degree of regular mobility.

* REGULA performs 6 times better than standard LIBFM recommendation
models as it better able to model the regular mobility patters of a large
number of users at comparatively small set of locations.

The work presented in this chapter has resulted in a publication at COM-
PLENET 2018 and one journal paper is under submission to Pervasive and Mo-
bile Computing. The model presented in this chapter only takes into account
the precise temporal aspects like when was the location visited. However, it still
does not handle time-aware recommendations i.e., recommended locations do
not vary with time. In next chapter, I will present my deep learning based model
called DEEPREC which provides time-aware recommendations.

4.5.1 Limitations

REGULA is a feature based model where I need to compute the distance, temporal
and friendship scores for all locations in the dataset before I recommend a set of
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new locations to users. Further, every time a user requests a recommendation,
I need to compute all the scores, this procedure is not scalable in a real-world
system. I overcome these limitations with the help of a deep neural network
based recommendation model presented in Chapter5] Finally, the CDR-based
LBSN dataset was built based on the CDR of users. Therefore, the social ties
captured by it is not as strong compared to users who are friends in a social
network and visit location together.

4.6 Remarks

The work done in this Chapter is done in collaboration with Dr. Matteo Zignani,
Prof. Sabrina Gaito, Prof. Gian Paolo Rossi of Universitd degli Studi di Milano,
Milan, Italy and it is under submission to Pervasive and Mobile Computing Jour-
nal.
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Chapter 5

Deep Neural Network based
Recommendation Model

5.1 Introduction

In this chapter, I present a neural network based model that can learn the prefer-
ences of users by understanding their complex visiting patterns at different loca-
tions. Recent advances in the parallel processing hardware like graphic cards has
enabled us to perform large scale computations, that is critical to train a neural
network model. This has enabled researchers to design complex neural networks
and train them to learn complex patterns in data. For example, neural network
models have outperformed state-of-the art models in recognizing complex pic-
tures like handwritten digits, real world objects like flowers, car number plates
and human faces. Specifically, in the domain of recommendations, neural net-
work models are able to learn personalized preferences of users from very large
data-set of user check-ins.

In this chapter, I first present a Feed Forward Neural Network (FFNN) model
that is able to learn time-independent location preferences of people based on
their visits to multiple locations. I will show why a FFNN is able to learn loca-
tion preferences of people better than one of the most successful recommenda-
tion model i.e., a matrix factorization based model. I will also present a FFNN
model that incorporates geographical constraints of neighborhood locations to
ensure that locations that are within a small geographical region share similar
geographical preference than compared to locations that are far away. I refer to
the combination of two FFNNs that learn time-independent location preferences
of users along with spatial constraints as DEEPREC model.

This chapter is structured as follows: In Section 5.2} I present the recommen-

79



5.2 Location Recommendation Model: Matrix Factorization vs Neural
80 Network

dation process and basic assumptions of a standard matrix factorization based
model. I also present how a neural network model overcomes the limitations
of matrix factorization based model and performs better than it. Section
presents a FFNN model can be trained to learn the time-independent preferences
of users and locations. Section|[5.4] presents how I capture the geographical con-
straints between locations using a different type of feed forward neural network
model. Section presents my joint neural network model that I refer to as
DEEPREC along with the procedure to train it. Section presents the evalu-
ation of DEEPREC and its comparative performance with state-of-the-art recom-
mendation models along with REGULA on a large dataset that contains check-ins
of users located in the city of Beijing, China. Finally, Section concludes the
Chapter.

5.2 Location Recommendation Model: Matrix Factor-
ization vs Neural Network

The problem of location recommendation has some unique and different charac-
teristics compared to other online recommender systems. In traditional recom-
mender systems like recommending movies, or products in a website, the goal is
provide a list of movies/items based on the profiles and previous behavior of the
user. Whether a movie/item is of interest to the user is validated by whether the
user has clicked that particular online movie/item. So the feedback and behav-
ior of user towards the movie/item is much faster and the cost of accepting the
recommended movie/item by the user is low. In the case of location recommen-
dation, the possibility that a user visits a recommended location depends also on
other real world factors like physical distance to the recommended place from
the user’s present location.

Collaborative filtering based models are one of the most successful recom-
mendation models, especially matrix factorization based models. I will first de-
scribe how a basic matrix factorization based model recommend locations to
users. What are the underlying assumptions and limitations of factorization
based models?. Later I present how a neural network model is able to overcome
the limitations of factorization based models to provide better recommendations
to users.
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Figure 5.1. Factorization methods aim to decompose a sparse check-in matrix
C into user factor matrix P and location factor matrix Q. The preference of a
user for a location is given by the dot product of their latent factors i.e., user
and location factors interact independently.

5.2.1 Matrix Factorization Model

Matrix Factorization (MF) based models are the most popular recommendation
models that have shown to perform very well Koren et al. [2009]]; Lian et al.
[2017]]. MF based models characterize the preferences of each user and loca-
tion by vector of factors and the interaction between users and locations can be
captured by the interaction between their latent factors or feature vectors.

Let a sparse matrix C € NM*N capture the mobility interaction between M
users and N locations. Every element c; ; € C represents the visiting frequency
of user u; to location [;. The matrix C captures the implicit feedback of user’s
preference for locations. The matrix is sparse because it contains information
only about known user visits. MF based models assume that each user and loca-
tion can be mapped to joint latent factor space and the preference of a user for a
location can be approximated by their dot product in the latent factor space. If
every user and location is mapped to a latent factor space of dimension d then,
the goal of any MF based model is to decompose the sparse matrix C € N**¥
into two matrices P € RM*4 and Q € RV*? that represent the latent factors of M
users and N locations respectively. Figure shows the general procedure to
decompose matrix C into two matrices P and Q. The latent factor of user u; can
be represented as p; € R which is the i*" row of matrix P. The latent factor
of location [; can be represented as q; € R'*? which is the j** row of matrix Q.
The elements of vector q; measure the extent to which location [; posses the d
factors. While the elements of vector p; measure the interest of user u; for such
d factors or features. The predicted preference of user u; for location [; is given
by the following equation:
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éi,j = Pi-qu (5.1)

The goal of MF based methods is to find the set of user and location latent
factors that minimizes the squared error in the predicted preference of known
user check-ins.

Iﬁg Z (Ci,j _éi,j)z (5.2)

(uz,lj)eC

Optimization algorithms like Stochastic Gradient descent (SGD) Bottou [2012]];
Ruder [[2016]] are used to minimize Equation for the best set of user and lo-
cation factors. Once we obtain the latent factors of all users and locations then
for each user we compute the predicted preference for all its un-visited or new
locations using Equation Top-k new locations with highest predicted score
are recommended to the user.

The goal of different MF based models is to obtain the optimal set of user and
location factors that best represent the interactions between users and locations.
The basic assumption of MF based models is that each one of the d latent factors
of a user/location are independent of each other. Also, the k" factor of user
interacts only with the k" factor of location as shown in Figure Further, MF
based models assume equal weighted interaction of user and location factors.
We can relax the assumption that latent factors interact independently by using
a neural network model that can learn the interaction between all latent factors
of a user and location.

In this next section, I will first present the basic component of a neural net-
work based model i.e., an artificial neuron. Later, I will present how a neural
network can be built using artificial neurons. Then, I will present how a neural
network model can be trained to learn a specific task. Finally, I will describe how
a neural network model can be used to learn the interaction between all latent
factors of a user and location.

5.2.2 Neural Network Model

Artificial Neuron

An artificial neuron is a function that maps a given input to a desired output.
Perceptron, is one of the first artificial neuron developed that takes multiple real
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Figure 5.2. Perceptron neuron that operates on 3 inputs (X) and produces an
output (¥y) with a certain bias b.

valued inputs and produces a binary output Rosenblatt [[1962]]. The perceptron
also assign’s importance to different inputs with the help of different weights.
Figure show a simple perceptron that assigns weights w;, w, and wy to its
three inputs x;, x, and x5 respectively. The output of the perceptron with a
certain bias b is given by the following function:

1 D>.xw;+b>0
f(xX)= (5.3)
0  Otherwise
Input vector X = [x,x,x5]" (5.4)

The weights and bias of a perceptron control how it responds to the input
and produces the desired output. Since, the perceptron’s output is binary, it can
be trained to learn a binary classifier.

A Sigmoid neuron is another artificial neuron that outputs a range of values
between 0 and 1 instead of just 0 or 1. The output of sigmoid neuron with the
same input vector X and bias b is given by the following sigmoid function (o):

1
1+exp(—Y,, x;w; —b)
Input vector X = [x;x,X5]" (5.6)

oX)=

(5.5)

Figure presents the shape of output of sigmoid neuron. The primary ben-
efit of using a sigmoid neuron is that small changes in the input leads to small
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Figure 5.3. Sigmoid neuron that operates on 3 inputs (X) and produces an
output (¥y) with a certain bias b.

changes in the output. Where as in the case of a perceptron small changes in the
input leads to large variance in the output.

Neural Network Model

When multiple artificial neurons are connected they form an artificial neural net-
work. Figure shows a simple neural network with different layer of neurons.
The leftmost layer is called input layer because it takes the input data. The right-
most layer is called output layer because it outputs data processed by all neurons.
The middle layers are called hidden layers since neurons in these layers don’t di-
rectly receive the input nor do they directly provide the output.

A Feed Forward Neural Network (FFNN) is a special form of neural network
where all neurons in a layer feed information to neurons in the next layer only.
Figure is an example of a FFNN because all the neurons in a layer receive
input only from the previous layer. My DEEPREC recommendation model also
utilizes a FFNN.

I represent the output of a neural network model as a function of input and
model parameters that can be represented as follows:

YX)=f(X,0) (5.7)

Where X is the input given to the neural network, ¥ (X) is the predicted out-
put of the neural network, and 6 represents the neural network parameters i.e.,
collection of weights and biases of all neurons in the network.
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Figure 5.4. A Feed Forward Neural Network (FFNN) with input layer of 4
neurons, 2 hidden layer of neurons and an output layer with 1 neuron.

Training a Neural Network Model

The purpose of training a neural network model is to teach it a certain task. We
can train a neural network model to classify input data. For example, if we want
to train a neural network model to recognize pictures of cats then, the input is
an image vector and the expected output is 1, if there is a cat in the image or
0 otherwise. By providing multiple pictures with and without cats we can train
the neural network model as a binary classifier of images with cats. The Neural
network model presented in figure can be trained as a binary classifier for 4
dimensional input data.

The overall process to train a neural network model can be divided into 3
steps:

1. For each training sample pair i.e., input X and expected output Y (X), feed
the input X to neural network model and obtain the predicted output ¥ (X).

2. Define a cost function that will measure how far is the predicted output
from the expected output; for example a quadratic cost function for the
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neural network model presented in Figure [5.4]is defined as:
cost(6) = D, I (X)— Y X)|” (5.8)
VX

Where 6 is model parameters or collection of weights and biases associated
with all neurons.

3. Utilize an optimization algorithm like gradient descent that minimizes the
cost function by finding the optimal set of weights and biases of all neurons
in the network.

ngn COSt(6) (5.9)

The cost function and the optimization algorithms used to train my DEEPREC
model is presented in Section [5.5.1

5.3 A Neural Network model to learn time-independent
preferences

As discussed in Section [5.2.1} matrix factorization based methods aim to obtain
the optimal set of user and location factors that best capture the mobility behavior
of users (refer to Figure [5.I). The primary drawback of these methods is that
they assume independent interaction between the latent factors of users and
location. We over come these limitations, by utilizing a neural network to learn
the interaction between latent factors of all users and locations.

Let set C be set of all check-ins of M users at N locations. Each element of
set C' can be represented as < u;, L, tut, > where u; € M and [; € N and b,
represents the time stamp of check-in. Also, let P € RM*? and Q € R¥*¢ represent
the d latent factors of M users and N locations respectively.

Since, we want to learn the interaction between user and location factors,
the input to FFNN-sigmoid will be the latent factor of any user u; (i.e, p; € R1*%)
and any location [; (i.e., q; € R¥™4). Figure presents a sample FFNN with
multiple hidden layers that capture the interaction between the latent factors
and provide as output the predicted preference of user u; for location [;. The
predicted preference (7; ;) can be defined by the following equation:

Fij= Y(X)=f(X,6,)= f(Pi»q;, 0) (5.10)



87 5.4 A Neural Network model to incorporate Spatial Constraints

Input Layer Hidden Layers

P

Latent Factors
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Figure 5.5. A Feed Forward Neural Network that learns the interaction between
latent factors of any user u; and any location [; (FFNN-sigmoid). The predicted
preference of user u; for location [; is given by the sigmoid output.

Where 6, is the collection of weights and biases associated with all neurons of
the FFNN that learns the latent factor interaction between user and location. The
expected output (Y (X)) of the FFNN is 1, if u; visited [; or the tuple < u;, [;,>€ c.
While, the expected output (Y (X)) of the FFNN is 0, if u; has not visited [; or the
tuple <u;,l;,>¢ c

In Section [5.5.111 describe the cost function that will be used to train the
above feed forward neural network model.

5.4 A Neural Network model to incorporate Spatial Con-
straints

Multiple studies on human mobility patterns have ascertained that humans tend
to visit places close by |Gonzalez et al. [2008b[]; Papandrea et al. [2016]. A lo-
cation recommendation model must capture the spatial constraints in people’s
mobility patterns by incorporating geographical distance between locations. In
the context of my neural network model with latent factors as input, the geo-
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graphical distance between locations must be able to captured by the network.
The network must ensure that geographically close locations are given similar
preference than compared to geographically far locations.

Let [; € N and [, € N be two locations visited by user u; € M. Also, let
GPSCoord; and GPSCoord, be the GPS coordinates of locations [; and [, re-
spectively. Let G be the number of groups into which the geographical distance
between any pair of locations is normalized. For example, if we normalize ge-
ographical distance in two groups i.e., G = 2, then one group will contain all
location pairs that are within a distance of less than x km and another group
will contain all location pairs where distance between then is greater than x
km. Figure shows a sample FFNN with 2 hidden layers and a softmax out-
put layer that categorizes location pairs in two groups. The softmax layer out-
puts a normalized probability distribution over 2 different possible outcomes. In
Figure where G = 2 with input X, the softmax output $(X) will be a 2-
dimensional vector where, $(X)[1] represents the predicted probability that the
distance between the two locations is less than 1Km and $(X)[2] represents the
predicted probability that distance is greater than 1Km. Thus, if the geographical
distance between two locations is less than 1Km and if the FFNN network is able

1
to correctly group it then the expected output S(X) of the softmax is ol More

generally, the output of a softmax layer is a G-dimensional vector of probabilities
S(X) where the elements sum to 1 i.e., Z?ﬁ(X)[i] =1.

Figure [5.7] presents a generic FFNN with multiple hidden layers that cap-
ture the interaction between the latent factors of any two locations and provide
as output a G-dimensional vector of probabilities that represents the probabil-
ity distribution of geographical distance over G different groups. The predicted
output is the group with highest probability and can be written as:

7,(x) = TEE S0 (5.11)

I represent the entire feed forward neural network model with softmax output
as a function (g) of input and model parameters that can represented as follows:

S(X)=g(X,6y) (5.12)

Where 0, is the collection of weights and biases associated with all neurons of
the FFNN including the softmax output layer.

In Section [5.5.1]1 describe the objective or cost function that will be used to
train the above feed forward neural network model.
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Figure 5.6. A Feed Forward Neural Network model that constraints the factors
of two locations [; and [, based on their geographical distance d; into two
groups

5.5 DEEPREC: A joint neural network model

In Section I have presented how we can utilize a neural network model to
learn the time-independent preferences or latent factors of a user for a location.
In Section I have presented another neural network model that can enforce
constraints on the latent factors of two locations that are geographically close to
each other. Figure presents a combined neural network model that will be
used to jointly learn time-independent preference of a user for a location along
with enforcing geographical constraints on latent factors of locations. I refer to
this combined neural network model used to recommend locations as DEEPREC .

The feed forward neural network model that learns the latent factor interac-
tion between a user and location shown in Figure [5.5|is represented as FFNN-
sigmoid in Figure because the output layer contains one sigmoid neuron.
Similarly, the feed forward neural network model that enforces geographical con-
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Figure 5.7. A Feed Forward Neural Network model that groups any two lo-
cations [; and location [, based on their geographical distance into G groups
(FFNN-softmax)

straints between latent factors of two locations shown in Figure(5.7|is represented
as FFNN-softmax in Figure [5.8|because the output layer is a softmax that outputs
a normalized probability distribution.

5.5.1 Training DEEPREC model

Every location visited by a user represents the implicit preference of the user
for those locations. Similarly users who visit a particular location represent the
characteristic of that location. So we can utilize each check-in to learn the time-
independent location preference of a user. Since our goal is also to constrain the
latent factors of geographically close locations I perform pair-wise sampling of
training data i.e., for each user u; I consider two check-ins: 1) a positive sample
i.e., user has visited the location [; or < u;,[;,>€ C/, and 2) a negative sample
i.e., user has not visited the location [, or < u;,l,,>¢ C’. A negative sample
is created by randomly sampling the un-visited locations of a user. I train the
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Figure 5.8. DEEPREC model learns the interaction of a user u;’s latent factor
with latent factors of two locations [; and [, using FENN-sigmoid network. The
FFNN-softmax network incorporates geographical distance between locations
l; and [.

j k

neural network model with both positive and negative sample to ensure that the
model does not over fit to training data.
Therefore for each triplet (u;,[;,[;) we need to train two neural networks:

1. A feed-forward network that captures the time-independent location pref-
erence of the user (Figure |5.5)

2. Afeed-forward network that constraints the latent factors of geographically
close locations (Figure [5.7).

The overall process to jointly train both the neural network models can be
divided into 3 broad steps:

Step 1: For each training triplet (u;,[;,[;). I combine the latent factors of user
u; and locations [;, [, to create vectors X; and X, respectively. 1 combine
the latent factors of two locations [;, [, to create vector X; (as shown in
Figure|5.8)).

(a) I feed the input X; to FFNN-sigmoid network to obtain the output
¥ (X,) that represents the predicted preference of user u; for location
l;. Since location [; is a part of the training data of u; (or positive
sample), the expected output Y (X;) is 1
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(b) I feed the input X, to FFNN-sigmoid network to obtain the output
¥ (X,) that represents the predicted preference of user u; for location
[,. The expected output Y (X,) is O since location [ is not part of the
training data of u; (or negative sample).

(c) IfeedtheinputX, to FFNN-softmax network to obtain a G-dimensional
output $(X,) that represents the predicted probability distribution of
geographical distance between locations [; and [, over G different
groups. The expected output Y,(X;) € [0, G] is actual group which
belongs to the geographical distance between locations [; and ;.

Step 2: Define a cost function that will measure how far is the predicted output
from the expected output. We utilize a Cross Entropy Cost function (de-
scribed below) to train FFNN-sigmoid network and a Log Likelihood Cost
function (described below) to train the FFNN-softmax network.

(a) Cross Entropy Cost

—log(Y (X,), for positive sample
COS t( Gul) ==
—log(1—Y(X,))), for negative sample

6, is collection of weights and biases of all neurons in the FFNN-sigmoid network

(b) Log Likelihood Cost

COSL(6)) = —1og(8(X;)[ V. (X5)])

6;; is collection of weights and biases of all neurons in the FFNN-softmax network

The cost function of entire joint model is sum of individual cost functions.

COSt(0) = cost(6,,) +cost(6,)

Where 6 is model parameters or collection of weights and biases associated
with all neurons in the joint model shown in Figure
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Step 3 Utilize Adagrad |Duchi et al.|[2011]] optimization algorithm to minimize the
cost function to obtain the optimal set of weights and biases of all neurons
in the network.

m@in COSt(6) (5.13)

The process of training DEEPREC is detailed in Algorithm

Algorithm 4: Training Procedure of DEEPREC

foreach triplet (u;, 1;, ) do

/* Prepare input for Neural Network models */
1: Append latent factors of u; and [; to create vector X,
2 Append latent factors of u; and [, to create vector X,
3: Append latent factors of [; and [, to create vector X,
/* Feed-Forward Neural Network (FFNN) models */
4 Input X; and X, to FFNN-sigmoid and compute cost : cost(0,;)
5: Input X, to FFNN-softmax and compute cost : cost(6;;)
/* Total Cost */
6: cost(0) = cost(6,;) + cost(6;;)
/* Train FFNN models */
/* Compute Gradients to update parameters x/
7: Gradient w.r.t to FFNN-sigmoid model parameters : E?C%Z(IQ)
8: 0,=06,— %ﬁe) // update parameters
9: Gradient w.r.t to FFN-softmax model parameters : acgs—gflm
10: 0,=06,;— 5625—9[1(19) // update parameters
end

5.5.2  Recommend locations using DEEPREC

Once the FFNN-sigmoid and FFNN-softmax neural networks part of my DEEPREC
model are trained, I utilize the FFNN-sigmoid to recommend new locations to
user. The overall process to recommend new locations to users is given by the
following four steps:

1. For each user in the training data, obtain the list of un-visited locations i.e.,
new locations where the user has not checked in in the training period.
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2. Obtain the latent factors of all those un-visited locations along with the
latent factor of the user that is being given a recommendation.

3. Utilizing the FFNN-sigmoid neural network compute the predicted prefer-
ence of the user for each one of its un-visited locations.

4. The top-K un-visited locations with highest scores are recommended to the
user.

5.6 Evaluation

In this section, I first describe the dataset used to evaluate the effectiveness of my
DEEPREC model to recommend new locations to users. I also describe the pro-
cedure to evaluate DEEPREC model. I measure the the performance of DEEPREC
model using Normalized Discounted Cumulative Gain (NDCG) metric and com-
pare it with baseline recommendation models.

5.6.1 Dataset

The dataset was constructed by crawling SinaWeibo (China’s Twitter), the largest
social networking website in China, that provides location-based services such as
check-ins. Sina Weibo allow their user’s to share their check-ins publicly through
their tweets. This dataset was constructed by my colleagues at Microsoft Re-
search Asia. Table presents the characteristics of dataset constructed using
Sina Weibo open APIs from January 2012 to August 2013.

Table 5.1. Sina Weibo Dataset Characteristics

| | Sina Weibo
Time period of Check-ins | 599 Days
Number of Users 325,447
Number of Locations 79,592
Number of Check-ins 2,348,571

5.6.2 Evaluation procedure

In my evaluation, I first clean the dataset by filtering out all those users and lo-
cations who have less than 10 check-ins in the entire dataset. I split the entire
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check-in data by time into two parts. All the check-ins between January 2012
to May 2013 were used to train the model, while check-ins from June 2013 to
August 2013 were used to test the model. The training data was used to jointly
train the FFNN-sigmoid and FFNN-softmax neural networks that constitute my
DEEPREC model. For each user, we use the trained FFNN-sigmoid neural network
model to compute their predicted preference for all their un-visited locations as
discussed in Section The top-K un-visited locations with highest prefer-
ence is recommend to the user.

5.6.3 DEEPREC model parameters

I evaluated the performance of DEEPREC that learns the time-independent in-
teraction between latent factors of users and location with different number of
hidden layers. Based on multiple experiments I found the best performance for
the following neural network parameters:

FFNN-sigmoid: A neural network with 3 hidden layers. The structure of
the neural network to learn the time-independent interaction between user
and location factor is: [512, 256, 128, 64, 1]. The first number (512)
represents the size of input layer, the next three numbers represent the sizes
of three hidden layers. The 5th number represents one sigmoid neuron that
takes as input the output of fourth hidden layer (i.e., 64). Since the input
is a joint vector of user and location factors, the size of user/location latent
factor is a vector of length 256 (512/2).

FFNN-softmax: A neural network with 1 hidden layer. The structure of
neural network to learn the geographical distance between latent factors of
locations is: [512, 256, 200]. The first number (512) represents the size of
input layer, the second number represents the sizes of hidden layer. The 3rd
number (200) represents the number of groups into which the euclidean
distance between two locations is divided into. A group corresponds to
locations that are within a certain distance. Group O corresponds to all
pairs that are within [0-2km), group 1 corresponding to all pairs that are
withing [2-4km), group 3 corresponding to all pairs that are withing [4-
6km) and so on. Since the input to FFNN is a joint vector of user and
location factors, the size of user/location latent factor is a vector of length
256 (512/2).

Utilizing the insights obtained by Glorot and Bengio [[2010b]] in the difficulty
to train deep neural networks. I use Xavier method (/Glorot and Bengio [2010al])
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to initialize the model parameters i.e., weights and biases of all neuron in my
DEEPREC model. I use tanh activation function ( /Goodfellow et al. [2016]) for
all neurons in the DEEPREC joint model. For all my experiments, I fix the learning
rate to 0.01 i.e., all the model parameters of FFNN-sigmoid and FFNN-softmax
are updated in steps of 1072, To improve the learning process, I employ the
dropout technique |Srivastava et al. [2014] at the output layer with the dropout
rate set to 0.5. I train the entire model for one epoch and observe the results
to surpass the state of the art location recommendation algorithms. I utilize
Adagrad |Duchi et al. [2011]] optimization method to find the optimal values for
model parameters.

5.6.4 Performance metrics

I evaluated the performance of DEEPREC model and all baseline algorithms using
a Normalized Discounted Cumulative Gain (NDCG) ( Jarvelin and Kekaldinen
[2002]) metric that jointly measures not only whether a user has visited a rec-
ommended location but also takes into account the ranking of recommended
location in entire recommendation list.

Discounted cumulative gain (DCG) is a metric that captures the quality of
ranking. The metric takes into account the order in which a relevant location ap-
pears in the recommend set. For example, let user A be recommended a set of two
locations B Q by two different recommendation models M1 and M2. Let the rec-
ommended set by model M1 be: [Q P], while model M2’s recommended set be:
[P Q]. Also, let us assume that user A has visited location Q in future. Given that
both models recommend location Q, the traditional performance metric value
i.e, Precision (refer Section [3.5.2]) would be equal because location Q appears
in the set of locations recommended by both models. Therefore, we cannot use
Precision metric to measure which recommendation model is better. However,
we know that the rank of location Q in the list recommended by model M1 is 1
while, in the case of model M2 the rank of Q is 2. Therefore, if we consider the
rank of location part of the recommended set then model M1 must be assigned
a higher performance metric that compared to model M2. We can capture the
ranking of locations in recommend set using DCG metric.

Let S, (k) be the set of top K locations recommended to a user u and V, be
the set of new locations visited by user in the testing data. The DCG of set of
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locations recommended to user u is given by the following equation:

1if S, (i) €V,

21 —1
. > ri = (5.14)
logy(i+1) 0 Otherwise

K
DCG,@K =

i=1

The DCG of the testing set is called Ideal discounted cumulative gain (IDCG)
i.e., what would be the ideal DCG when all the locations in testing set are part
of the recommended set in the exact same order. The IDCG of set of un-visited
locations part of the testing data of user u is given using the following equation:

[Vl 1

IDCG, = —_— 5.15
! ; log,(i+1) (5.15)

The Normalized Discounted Cumulative Gain (NDCG) of the set of recom-
mendations provided to all users is computed as follows:

N
1 < DCG,@K
NDCG@K = — » ——i—
@K =5 2 o,

N (5.16)

u=1

5.6.5 Baseline Algorithms

I compared the performance of DEEPREC model with the following standard fil-
tering based recommendation models:

* LibFM Rendle [2012] is a factorization based model that characterizes
users and locations by a vector of factors inferred from the user-location
visits. The vectors are in the same latent space and, the preference of a user
for locations is modeled as inner products in that space. In my evaluation,
I perform a grid search of factor size over Factors € {32,64,128,256} to
select the best parameters.

* GeoMF |[Lian et al.|[2014] is another factorization based model that aug-
ments the user’s and location’s latent factors to incorporate the spatial
constraints. In my evaluation, I perform a grid search of factor size over
Factors € {16,32, 64,128,256} to select the best parameters.

* SVD++ Koren|[2008] is another factorization based model that also incor-
porates the similarities between different items or locations. In our evalu-
ation, we evaluate it for a factor of size 16.
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Figure 5.9. Performance of LIBFM model for its different parameters.

5.6.6 Performance Comparison

Figures present the Normalized Discounted Cumulative Gain
for different number of recommended locations (i.e., K) for different baseline
algorithms. In general the NDCG increases with K because of an increase in the
possibility that top-K locations could be part of the set of new locations visited
by user. In other words, the Discounted Cumulative Gain increases with K while
the Ideal Discounted Cumulative Gain remains constant.

In Figure |5.9, we observe that the best performance for LIBFM recommenda-
tion is obtained when it models the preferences of a user/location with a latent
factor of size 256. As the size of factor is increased the basic factorization model
is able to capture the check-ins of users at different location much better than
compared to smaller factor size.

In Figure for GeoMF model we observe that the performance is very
similar for different latent factors this indicates that GeoMF is able to capture the
user and location preferences with small number of latent factors and increasing
the number of factors does not have a significant positive impact on the recom-
mendation performance. In Figure a similar increase of NDCG with K is
observed in the recommendation performance of SVD++ model.

Comparing the performance of different models, we observe that for our Sina
Weibo dataset (described in Table , the performance of LIBFM is better than
SVD++ and performance of GeoMF is even better than compared to LIBFM.

5.6.7 Performance of DEEPREC model

In my DEEPREC model the size of latent factor that is to learned using a neu-
ral network for each user and location is 256 (refer to Section [5.6.3)). Fig-
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ure presents the comparative performance of my Feed forward neural net-
work based recommendation model i.e., FFNNREC with the baseline algorithms.
We can clearly observe that my neural network based model outperforms base-
line models with a significant margin. In order to show the relative performance
I present the values of NDCG metric in log scale. When 10 locations are recom-
mended to each users DEEPREC model performs 10 times better than compared
to GeoMF model which is the best among the baselines considered.

The performance of my DEEPREC model is better that other factorization based
model because of the neural network’s ability to better learn the interaction be-
tween all the latent factors of a user and location. A small neural network with
just 3 hidden layers is able to learn the interaction better than compared to other
factorization based models. How is it able to learn better has been explained
in detail in Section In addition, my FFNN-softmax neural network that is
a part of DEEPREC model is able to capture the spatial preferences of user by
constraining the latent factors of geographically close locations.

These experiments clearly highlight the ability of neural networks to model
the time-independent preferences of users and locations.

Comparison with REGULA

The SinaWeibo dataset used to evaluate my DEEPREC model is very large as it
contains check-ins gathered over a duration of 599 days. As discussed in Sec-
tion REGULA computes scores to each un-visited location before it provides
a recommendation to user. Due to time and space complexity, I could not train
REGULA for such a large dataset and therefore evaluate it on a smaller subset of
SinaWeibo dataset.

I created a smaller dataset that contained check-ins between January 2012
to April 2012. All check-ins between January and March 2012 were considered
as training data and testing data contained all check-ins in the month of April
2012.

The NDCG@10 for REGULA is 0.0152, while for my DEEPREC model it was
0.0243 which is 1.6 times better than compared to the feature based REGULA
model. DEEPREC outperforms REGULA because it is able to capture the time-
independent preferences of users for different location better by learning the
interaction between the latent factors of users and locations. DEEPREC is also
able to incorporate the spatial constraints between geographically close locations
while REGULA does not incorporate those spatial constraints, it only uses them to
filter out candidate set of locations.

Based on my analysis and comparison I conclude that DEEPREC provides better
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Figure 5.12. Comparison between the performance of DEEPREC, LibFM,
GeoMF and SVD++ for their best parameters

recommendations that compared to state-of-the-art recommendation models.

5.7 Conclusion and Limitations of DEEPREC

In this chapter, I first presented a brief overview of how factorization based rec-
ommendation algorithms model the time-independent preferences of users and
locations. Later, I described the general procedure to obtain these latent factors.
I also presented the basic components of a neural network model and how it can
be used to obtain better factors compared to matrix factorization based models.

I presented two neural network models: 1) FFNN-sigmoid that was used to
learn the latent factors of users and locations based on the check-in informa-
tion, 2) FFNN-softmax that incorporates spatial constraints into latent factors of
locations. I combine the two models to form a DEEPREC and jointly train them
using two cost functions: Cross Entropy and Log likelihood using ADAGRAD op-



102 5.8 Remarks

timization method. I presented the comparative performance of DEEPREC with
three state-of-the-art factorization based models and show that it outperforms
them due to neural network’s ability to identify better latent factors to capture
the preferences of users and locations. The key findings of this chapter are:

* I present how the time-independent preferences of users and locations rep-
resented as latent factors can be learned using a combination of two feed
forward neural network models.

* To the best of my knowledge, DEEPREC model is the first to capture the
geographical constraints between locations using a feed forward neural
network with softmax output model.

* DEEPREC performs 10 times better than state-of-the-art GeoMF recommen-
dation model due to the inherent ability of a neural network to model the
function that captures the interaction between latent factors of users and
locations.

5.7.1 Limitations

The output of a feed forward neural network (FFNN) depends on fours things: 1)
the input information, 2) input layer i.e., weights and biases of input neurons, 3)
hidden layers i.e., weights and biases of all hidden neurons, and 4) output layer
i.e., weights and biases of output neurons. Therefore, the predicted preference
of a user for location depends only on the current latent factors and the current
state of the entire neural network. In other words, the output of FFNN at time ¢t
does not have any impact on the output of FENN at time ¢ + 1.

Further, a FFNN does not store the previous network states (or neuron weights
and biases) and therefore cannot capture the historical interaction between users
and locations. Therefore a FFNN can only capture time-independent interaction
between the latent factors of user and location. In this section, since we are
interested to only to learn the time-independent preferences of users and loca-
tion, I don’t utilize the time information in training the FFNN. In next chapter,
I will present another deep learning based model called DEEPTREC that models
the time-dependent preferences of users.

5.8 Remarks

The work presented in this Chapter was done in collaboration with Dr. Defu Lian
(Big Data Research Center, UESTC, Chengdu, China), Dr. Xing Xie (Microsoft
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Research Asia, Beijing, China) and Danyang Liu (Ph.D. student of Dr. Xing Xie)
and it is under submission to Ubiquitous Intelligence and Computing (UIC 2018)

conference.
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Chapter 6

Deep Recurrent Neural Network based
Recommendation Model

6.1 Introduction

Humans are creatures of habit and exhibit time dependent mobility patterns
Noulas et al. [2011]]; Cho et al.|[2011b] i.e., type of locations visited in the af-
ternoon is different from those visited in the evening. Therefore, a model that
recommends new locations to people must learn the time varying mobility be-
havior of a user and recommend new locations accordingly.

In previous chapters, I have presented REGULA , a feature based model and
DEEPREC , a feed forward neural network based model that can provide time-
independent location recommendations i.e, the set of recommendations do not
change with time. While, in this chapter, I first introduce neural network mod-
els that are able to learn and memorize patterns in data. These unique models
are called Recurrent Neural Networks (RNN). Specifically, I present the Gated
Recurrent Unit (GRU) model that I used learn the temporal mobility patterns of
users. One GRU model for each user and location is used to learn the temporal
preferences of users and locations. I refer to the combination of GRU models
that learn time-dependent preferences both users and locations as DEEPTREC

This chapter is structured as follows: In Section [6.2] I will present the ba-
sic structure of a generic recurrent neural network model along with the GRU
model. Section presents the DEEPTREC model that is a combination of user’s
and location’s GRU models and can be trained to learn the time dependent pref-
erences of users and locations. Section presents the procedure to train the
DEEPTREC model. Section presents how I combine the time-independent
model DEEPREC and time dependent model DEEPTREC to form a JOINTDEEPREC

105
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model that learns the combined preferences of users and locations. Section[6.5.2]
presents the evaluation of JOINTDEEPREC and its comparative performance with
state-of-the-art recommendation models along with REGULA on a large dataset
that contains check-ins of users located in the city of Beijing, China. Finally,
Section concludes the Chapter.

6.2 Recurrent Neural Network Model

Multiple experiments on human mobility patterns Noulas et al.| [2011]]; [Cho
et al.|[[2011b] and my own analysis on different Location Based Social Network-
ing (LBSN) datasets like Gowalla, Brightkite has shown that the preference of
users for different locations can be defined as a combination of: 1) stationary
preferences that don’t change with time and 2) temporal preference that differ
with time. In Section of Chapter [5] I described how stationary preferences
of users and location can be obtained by using DEEPREC , a feed forward neural
network based model. To learn the temporal preferences of users and locations
I utilize a recurrent neural network based model.

6.2.1 Artificial neuron network with memory

The Recurrent Neural Network(RNN) is a class of neural network that allows
cyclical connections between input and output. Unlike the feed-forward neural
network that maps the input to output, a RNN maps the historical input to each
output. Figure[6.I|(a) presents a sample Feed Forward Neural Network (FFNN)
model where the output of neurons in one layer is given as input to neurons in the
next layer and Figure (b) shows a similar Recurrent Neural Network (RNN)
model where neurons in a layer also have cyclical connections i.e., the current
output of neuron depends and the historical input and output of the neuron.
Further, RNNs have memory that enables them to capture historical states of
neurons and is referred to as hidden state of the RNN.

Figure presents a generic RNN model where, the hidden state (h,) of
the RNN model gets updated based on the current input (x,) and previous hid-
den states (h,_;). The output (y,) of the RNN model depends on the current
input (x,) and updated hidden state (h,). The followings equations define the
parameters of a generic RNN model:

ht = ¢(thxt3 Uhhht—l)
Y= "lj(nyxt: Whyht)
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Figure 6.1. A sample Feed Forward Neural Network (FFNN) and a similar
Recurrent Neural Network (RRN) with cyclical connection between neurons.

The parameter W, controls how input impacts the hidden state or memory of
the network and the parameter U,; controls how the hidden state gets updated.
The parameters W, and W, control how output of the model is impacted by
the input and hidden states respectively. The functions ¢, ¢ and the different
parameters of the model depend on the specific type of unit being used to build
a RNN.

6.2.2 Gated Recurrent Unit (GRU) based RNN

Long short-term Memory (LSTM) proposed by |Hochreiter and Schmidhuber
[1997] is one type of basic unit that can be used to build a RNN. LSTM is one
of the most popular and widely used RNN units that have been used in a wide
range of applicaitons from speech recognition to image processing. Gated Recur-
rent Unit(GRU) proposed by (Chung et al.[[[2015]] is an improved model that can
be trained to learn long term sequences better than LSTM and also overcomes
the problem of gradient loss better than an LSTM unit. Figure presents the
architecture of a GRU unit. It consists of a cell, a reset gate and a forget gate.
The cell state (h,) is responsible to store historical values of the unit, it is also
referred to as memory of GRU. The reset gate (r,) is an sigmoid neuron that
controls how the cell state gets reset or updated based on the input. The forget
gate (z,) is also a sigmoid neuron that controls how information stored in the cell
state is removed or thrown away. The following equations define how GRU unit
operates on the input, outputs the hidden state of the cell and records previous
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Figure 6.2. A generic Recurrent Neural Network model that updates its hidden
states

hidden states.

ro=o0W,.x, +Wy,h,_;+b,) (6.1)
2. =0(W,x,+Wy,h,,+b,) (6.2)
h, = tanh(W,,x, + Wy, (r, © h,_;) + by) (6.3)
h,=(1—2)0h,_,+z Oh, (6.4)

These functions control how the GRU model is going to remember the previ-
ous hidden states and how its going to reset its memory or cell state. I represent
the above set of equations with the following equation

) (6.5)

GRU

GRU
he=¢ (h_,x.,0
Where 07 represents the model parameters of GRU i.e., the weights and
biases associated with activation functions described in Equations to
Since, the output of an RNN is a function of its hidden state and its input, I

represent the output of a GRU with the following equation:

GRU

ye=" (h,x,0..) (6.6)
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Figure 6.3. Architecture of Gated Recurrent Units (GRU) with different units

Where 9005;} represents the parameters of a neural network that operate on the
hidden state of a GRU (h,) and input (x,) to the model.

I utilize one GRU model for representing every user and one GRU model for
representing every location. Since the GRU has the ability to remember the pre-
vious hidden states we could teach a user GRU model to learn from the sequence
of locations visited by the user. Similarly we can teach a location GRU model
to learn about the sequence of users that have visited it. The goal is to utilize
the hidden states of user and location GRU’s to predict which user might visit a
location in the next step.

6.3 DEEPTREC: A GRU based RNN to learn time-
dependent preferences

Let set C' be set of all check-ins of M users at N locations. Each element of
set C' can be represented as < u;,l;,t >, where u; € M and [; € N and t €
N:S =1,2,3,4,5,6,7 represents the check-in’s day of week (i.e., Monday/Tues-
day/.../Sunday) . Let P € RM*? and Q' € RV*¢ represent the d latent factors
of M users and N locations respectively that capture the temporal preferences.
Since, I want to learn the time-dependent preferences of all users I represent
their daily preferences with a latent factor matrix Td[ily € R74, Similarly, let

TdLay € R7*? represent the d temporal latent factors of all locations. The 7 dif-

ferent factors represent the preferences for each day of the week. Based on my
experiments I found that a much higher granularity i.e., 24 hours is not feasible
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because we do not have the hourly visiting patterns of all users.
The latent factor of user u; can be represented as p; € R which is the i‘"
row of matrix P . The latent factor of location ! j can be represented as q;. € R4

which is the j™ row of matrix Q . The temporal latent factor of all users for k"
day of week (k € [1,7]) can be represented as tff e R™ which is the k™" row
of matrix le; " The temporal latent factor of all locations for k** day of week
(k €[1,7]) can be represented as t- € R™*? which is the k" row of matrix TdLay.
The elements of vector q;. measure the extent to which location [; posses the d
factors. While the elements of vector p; measure the interest of user u; for such

d factors or features.

6.3.1 A GRU model for each user

The location preferences of a user is learned based on the locations visited by
the user itself. Since, each user has different visiting patterns I use separate GRU
models for each user. When a user u; visits a location [; on k" day of the week,
the input to the u;’s GRU will be the latent factor of location [; i.e., q;. € R and
the temporal latent factor for k" day of week i.e., t” € R

Using Equation the change in hidden states and output of u;’s GRU model
can be represented by the following equation:

GRU / GRU
hi|t+1 = (;bi (hilts qj, f;g, ei ) (67)
Where GiGRU represents the model parameters of user u;’s GRU. h;, represents
the hidden state of u;’s GRU at time ¢.

6.3.2 A GRU model for each location

The preferences of a location is learned based on the users who visit the place.
Since, each location is visited by different set of users I use separate GRU models
for each location. When a location [; is visited by user u; on k" day of the week,
the input to the [;’s GRU will be the latent factor of user y; i.e., p;. € R and the
temporal latent factor for k" day of week i.e., t; € R,

Using Equation the change in hidden states and output of [;’s GRU model
can be represented by the following equation:

R = ¢, (hjeDp;th, 0, ) (6.8)

Where GJ.GRU represents the model parameters of location [;’s GRU. h

sents the hidden state of [;’s GRU at time ¢.

j|c TEpre-
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6.3.3 Combining GRU models to learn time-dependent preferences

Each user’s GRU model learns the temporal location preferences of the corre-
sponding user and each location’s GRU model learns the temporal user prefer-
ences for the corresponding location. I define the preference of a user u; to visit
location [; at time t +1 to be a function of the combined hidden state of user and
location GRU models at time t. The hidden state outputs of u;’s GRU (h;.,,) and
l;’s GRU (h;.,,) are combined to create vector X; ;.,;. The predicted preference
(7 jje+1) of user u; for location [; at time t + 1 can be defined by the following
equation:

fﬁi,j|t+1 = Y(Xi,j|t+1) = O'(Xi,j|t+1a Gul) ;Xi,j|t+1 = [hi|t+1: hj|t+1:| (6.9)

Where: h;, and h;, hidden state outputs of user and location GRUs given
by Equation and respectively. 9;1 represents the weights and biases of
the the sigmoid neuron that takes as input the hidden states of user and location
GRUs. Figure [6.4|presents the entire process of obtaining the preference of user
u; for location [; based on the hidden states of corresponding user and location
GRU models.

6.3.4 Training DEEPTREC Model

The locations visited by a user at a specific time represents the implicit temporal
preference of the user for those locations. Similarly users who visit a particular
location at certain times represent the temporal preferences of that location. So
we utilize each user-location check-in along with check-in time to learn the time-
dependent location preference of a user and time-dependent user preference of
a location.

As described in Section the overall process to train any neural network
model can be divided into 3 steps:

1. For each training sample pair i.e., input X and expected output Y (X), feed
the input X to neural network model and obtain the predicted output ¥ (X).

2. Define a cost function that will measure how far is the predicted output
from the expected output; for example a quadratic cost function for the
neural network model presented in Figure |5.4{is defined as:

COSt(0) = Z I17(X) =Y (X)|]2 (6.10)
VX
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Figure 6.4. Recurrent Neural Network models: a) User GRU Model learns
from the latent factor of locations visited by the user; b) Location GRU Model
learns from the latent factor of users who visit it. The preference of a user

for the location depends on all the previous hidden states of user GRU and
location GRU models

Where 6 is model parameters or collection of weights and biases associated
with all neurons.

3. Utilize an optimization algorithm like gradient descent that minimizes the
cost function by finding the optimal set of weights and biases of all neurons
in the network.

min( cost()) (6.11)

Since DEEPTREC model consists of user specific GRUs and location specific
GRUs. The goal of training DEEPTREC model is that every user’s GRU must learn
the temporal locations preferences of the user and every location’s GRU must
learn the temporal user preferences of the location. Therefore, for user-location
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check-in we need to train two GRU models: the user’s GRU and the location’s
GRU. I utilize an alternative subspace descent strategy where I first train all the
user GRU models by fixing the parameters of location GRUs and then train all
the location GRU models by fixing the parameters of user GRUs. This strategy is
similar to the Alternative Least Square (ALS) optimization method Koren et al.

[2009].

Given a check-in triplet (< u;, [}, t >) the procedure to jointly train user and
location GRU models can be broadly divided into 6 steps:

1. Initialize user u;’s GRU model and location [;’s GRU model

2. For each check-in triplet (< u;, lj, t>).

(@

(b)

()

I combine the latent factors of user u; i.e, p; and location’s temporal
latent factor t; to create vectors X;, (as shown in Figure . I feed
the input X;;, to [;’s GRU model to update its hidden state and obtain
the hidden state output h;,, using Equation

I combine the latent factors of location [; i.e, q;. and user’s temporal
latent factor tg to create vectors X . I feed the input X, to u;’s GRU
model to update its hidden state and obtain the hidden state output

h; .41 using Equation

I combine the hidden state outputs of u;’s GRU (h;.;,) and [;’s GRU
(hjc41) to create vector X ;... I feed the input X, ;.,; to a sigmoid
neuron to obtain the output }A’(Xi’jhﬂ) that represents the predicted
preference of user u; for location [; at time t + 1. Since we only con-
sider locations visited by user to train user and location GRUs, for all
user-location check-ins the expected output Y (X ;1) of the DEEPREC
model is 1.

3. Define a cost function that will measure how far is the predicted output
from the expected output. I utilize a Cross Entropy Cost function to train
the GRU models.

(@

Cross Entropy Cost

COSt(0) = —log(?(Xi,j|t+1))

Where 6 is collection of weights and biases of all neurons in the DEEPTREC
model

4. Train u;’s GRU model only
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(a) I fix the parameters of [;’s GRU model i.e., GJGRU and only update u.’s
parameters i.e., 07V, I utilize Adagrad Duchi et al.[[2011]] optimiza-
tion algorithm to minimize the cost function to obtain the optimal set
of weights and biases of all neurons part u;’s GRU.

min
Q_GRU( COSt(0)) (6.12)
1

5. Train [;’s GRU model only

(a) I fix the parameters of u;s GRU model i.e., 6%V and only update I;’s
parameters i.e., GJGRU . T utilize Adagrad Duchi et al. [2011] optimiza-
tion algorithm to minimize the cost function to obtain the optimal set
of weights and biases of all neurons part [;’s GRU.

min
e.GRU( COSt(6)) (6.13)
J

6. Train sigmoid neuron in the last layer

(a) Utilize Adagrad Duchi et al. [2011]] optimization algorithm to mini-
mize the cost function to obtain the optimal set of weights and biases
of sigmoid neuron

min
o ( cost(9)) (6.14)

ul

The process of training the joint model is detailed in Algorithm

6.4 JOINTDEEPREC Model:

In Chapter [5.3|1 described how the time-independent preference of a user u; for
location [; can be obtained using my DEEPREC model that consists of two Feed
Forward Neural Networks (FFNN). In Section I described DEEPTREC model
that utilizes GRU models for each user and location to learn about the time-
dependent preference of a user for a particular location. I combine DEEPREC and
DEEPTREC models to learns both time-independent and time-dependent prefer-
ences of users and location. I refer to the combined model as JOINTDEEPREC
We can consider the preference of a user u; for location [; to be a combination
of the time-independent preferences given by Equation and time-dependent
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6.4 JOINTDEEPREC Model:

Algorithm 5: Training Procedure of DEEPTREC

A L

10:

11:

12:

foreach triplet (u;, [, t) do

/* Prepare input for Neural Network models x/
Append latent factor of u; and temporal factor of [; to create vector X,
Append latent factor of [; and temporal factor of u; to create vector X,
/* Gated Recurrent Unit (GRU) models x/
Input X, to u;’s GRU and obtain the hidden state output : hjj.44

Input X;;, to [;’s GRU and obtain the hidden state output : h;,,
Append hidden state outputs h;.,; and h;.,; to create vector X ;.4
Input X; ;.41 to sigmoid neuron and compute cost : cost(6)

/* Train user GRU model */

/* Compute Gradients to update parameters x/
dcost(6)
aeiGRU

// update user GRU parameters

Gradient w.r.t to user GRU’s model parameters :
GRU _ nGRU __ Jcost(6)
91' - 91‘ 395RV

/* Train location GRU model */

dcost(6)
9HORU
j

Gradient w.r.t to location GRU’s model parameters :

QGRU — QGRU _ Jcost(0)
J J

sgorv. // update location GRU parameters
J

/* Train sigmoid neuron x/
Jcost(0)
20,
// update sigmoid neuron parameters

Gradient w.r.t to sigmoid neuron’s model parameters :

9 9/ _ dcost(0)

/
u — Yu 206’
ul

end
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preference given by Equation We utilize the two equations to obtain the
combined predicted preference (7, ;,4,) of a user u; for location [; at time t + 1
using the following equation.

?i,j|t+1 = 1?(Xi,jltﬂ)"'Y(X) (6.15)

Where ?(Xi’ jle+1) 1s the predicted preference of user u; for location [; at time
t + 1 obtained from DEEPTREC model and Y (X) is the time-independent prefer-
ence of user u; for location [; obtained using DEEPREC model.

6.4.1 Recommend locations using JOINTDEEPREC

Once the Feed Forward Neural Networks (FFNN) part of the DEEPREC model are
trained and GRU models of all users and locations part of the DEEPTREC model
are trained, I utilize the FFNN-sigmoid neural network part of the DEEPREC and
trained user and location GRU models to recommend new locations to user. The
overall process to recommend new locations to users is given by the following
four steps:

1. For each user in the training data, obtain the list of un-visited locations i.e.,
new locations where the user has not checked in in the training period.

2. For each user I split the testing data by weeks for example if testing data
contain check-ins for 4 weeks then I divide the data into 4 parts, one for
each week. I split the entire testing data into weekly data because we want
to evaluate the temporal recommendation of JOINTDEEPREC model.

3. For each day of the week i.e., Monday to Sunday k € {1,2,3,4,5,6,7}

(a) Calculate the time-aware predicted preference of user for all un-visited
locations to visit on k" day of the week

i. Obtain the time-aware latent factors of all those un-visited loca-
tions along with the time-aware latent factor of the user that is
being given a recommendation. Also obtain the temporal latent
factor of the user for k" day.

ii. Utilize user’s GRU model and each un-visited location’s GRU model
to compute the predicted preference of user for each one of its
un-visited locations to visit on k + 1" day.

!Please note that if k==7 i.e., Sunday then k+1 refers to k=1 i.e, Monday
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(b) Calculate the time-independent predicted preference of user for all
un-visited locations

i. Obtain the time-independent latent factors of all those un-visited
locations along with the time-independent latent factor of the
user that is being given a recommendation.

ii. Utilizing the FFNN-sigmoid neural network of DEEPREC model to
compute the predicted preference of the user for each one of its
un-visited locations.

(c) Add the time-aware and time-independent predicted preference of
user for all un-visited locations for k + 1t day.

(d) The top-K un-visited locations with highest predicted scores are rec-
ommended to the user.

6.5 Evaluation

In this section, I first describe the dataset used to evaluate the effectiveness of
my JOINTDEEPREC model to recommend new locations to users. I also describe
the procedure to evaluate JOINTDEEPREC model. I measure the the performance
of JOINTDEEPREC model using Normalized Discounted Cumulative Gain (NDCG)
metric and compare it with baseline recommendation models.

6.5.1 Dataset

The dataset was constructed by crawling SinaWeibo (China’s Twitter), the largest
social networking website in China, that provides location-based services such as
check-ins. Sina Weibo allow their user’s to share their check-ins publicly through
their tweets. This dataset was constructed by my colleagues at Microsoft Re-
search Asia. Table presents the characteristics of dataset constructed using
Sina Weibo open APIs from January 2012 to August 2013. The same dataset was
also used to evaluate the DEEPREC model. The properties of dataset are presented
in Table

6.5.2 Evaluation procedure

In my evaluation, I first clean the dataset by filtering out all those users and
locations who have less than 50 check-ins in the entire dataset. I split the entire
check-in data by time into two parts. All the check-ins between January 2012



118 6.5 Evaluation

Table 6.1. Sina Weibo Dataset Characteristics

| | Sina Weibo |
Time period of Check-ins | 599 Days
Number of Users 325,447
Number of Locations 79,592
Number of Check-ins 2,348,571

to May 2013 were used to train the model, while check-ins from June 2013 to
August 2013 were used to test the model. The training data was used to jointly
train the FFNN-sigmoid and FFNN-softmax neural networks that constitute my
DEEPREC model. Later, the training data was used to train GRU models of all
users and locations that are part of my DEEPTREC model. For each user, I use
the trained FFNN-sigmoid neural network model and GRU models to compute
their predicted preference for all their un-visited locations as discussed in Section
The top-K un-visited locations with highest preference is recommend to
the user.

6.5.3 Model parameters

In Chapter |[5.6.3] I presented the neural network parameters to obtain the best
performance for DEEPREC model. The neural network parameters of DEEPREC
model used in evaluating the JOINTDEEPREC model are:

FFNN-sigmoid: A neural network with 3 hidden layers. The structure of
the neural network to learn the time-independent interaction between user
and location factor is: [512, 256, 128, 64, 1]. The first number (512)
represents the size of input layer, the next three numbers represent the sizes
of three hidden layers. The 5th number represents one sigmoid neuron that
takes as input the output of fourth hidden layer (i.e., 64). Since the input
is a joint vector of user and location factors, the size of user/location latent
factor is a vector of length 256 (512/2).

FFNN-softmax: A neural network with 1 hidden layer. The structure of
neural network to learn the geographical distance between latent factors of
locations is: [512, 256, 200]. The first number (512) represents the size of
input layer, the second number represents the sizes of hidden layer. The 3rd
number (200) represents the number of groups into which the euclidean
distance between two locations is divided into. A group corresponds to
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locations that are within a certain distance. Group O corresponds to all
pairs that are within [0-2km), group 1 corresponding to all pairs that are
withing [2-4km), group 3 corresponding to all pairs that are withing [4-
6km) and so on. Since the input to FFNN is a joint vector of user and
location factors, the size of user/location latent factor is a vector of length
256 (512/2).

I evaluated the performance of DEEPTREC that learns the time-aware inter-
action between latent factors of users and location with different size of hidden
states. Based on multiple experiments I found the best performance when the
size of hidden state vector is 64.

Utilizing the insights obtained by Glorot and Bengio| [[2010b]] in the difficulty
to train deep neural networks, I use Xavier method to initialize the model param-
eters i.e., weights and biases of all neuron in my DEEPREC and DEEPTREC models.
[ use tanh activation function for all neurons in the DEEPREC and DEEPTREC mod-
els. For all my experiments, I fix the learning rate to 0.01 i.e., all the model
parameters of FFNN-sigmoid and FFNN-softmax are updated in steps of 1072,
To improve the learning process, I employ the dropout technique |Srivastava
et al.| [2014] at the output layer with the dropout rate set to 0.5. I train the
entire model for one epoch and observe the results to surpass the state of the
art location recommendation algorithms. I utilize Adagrad Duchi et al.|[2011]
optimization method to find the optimal values for model parameters.

6.5.4 Performance metrics

I evaluated the performance of JOINTDEEPREC model and all baseline algorithms
using a time-aware Normalized Discounted Cumulative Gain (NDCG) metric that
takes into account recommendations that vary with time (or day of the week).
NDCG jointly measures not only whether a user has visited a recommended lo-
cation but also takes into account the ranking of recommended location in entire
recommendation list.

For the evaluation, I performed experiments with different temporal infor-
mation like recommending locations for each hour of the day and for each day of
the week and found that the SinaWeibo dataset does not contain enough number
of check-ins for each day to model the location visiting patterns for each hour.

Discounted cumulative gain (DCG) is a metric that captures the quality of
ranking. The metric takes into account the order in which a relevant location
appears in the recommend set. Let S'(k) be the set of top K locations recom-
mended to a user u on t" day of the week and V! be the set of new locations



120 6.5 Evaluation

visited by user in the testing data on t‘" day of the week. The DCG of set of lo-
cations recommended to user u on t'* day of the week is given by the following
equation:

1if SI(i) e V!

K
2i—1
DCG!@K = ) (6.16)

= =
= [0g,(i+1) 0 Otherwise

The DCG of the testing set is called Ideal discounted cumulative gain (IDCG)
i.e., what would be the ideal DCG when all the locations in testing set are part
of the recommended set in the exact same order. The IDCG of set of un-visited
locations part of the testing data of user u for t'* day of the week is given using
the following equation:

v,
- 1
IDCG' = ) ——— (6.17)
“ ; log,(i+1)
The Normalized Discounted Cumulative Gain (NDCG) of the set of recom-
mendations provided to all users is computed as follows:
~,DCG' @K

1
NDCG@K = Z 7237 IcG, (6.18)

6.5.5 DBaseline Algorithms

I compared the performance of JOINTDEEPREC model with the following standard
filtering based recommendation models:

* timeSVD++ Koren|[2008] is one of the most popular time-aware factoriza-
tion based recommendation model that has also shown good performance
on Netflix dataset. In my evaluation, I performed a grid search of factor
size over Factors € {16, 32,64} to select the best parameters.

* Regularized Content-Aware Tensor Factorization (RCTF) [Lian et al.| [2016]]
is another time-aware factorization based model that also augments the
user’s and location’s latent factors to incorporate the spatial constraints.
In my evaluation, I perform a grid search of factor size over Factors €
{16,32,64,128,256} to select the best parameters.

I do not compare the performance of JOINTDEEPREC with baseline algorithms
(LFBCA, UCE LCE LIBFM, SVD++, GeoMF) compared in previous chapters be-
cause they do not provide time-dependent location recommendations.
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6.5.6 Performance Comparison

Figures present the Normalized Discounted Cumulative Gain (NDCG)
for different number of recommended locations (i.e., K) and for different day
of the week for different baseline algorithms. In general the NDCG increases
with K because of an increase in the possibility that top-K locations could be
part of the set of new locations visited by user. In other words, the Discounted
Cumulative Gain (DCG) increases with K while the Ideal Discounted Cumulative
Gain (IDCG) is remains constant.

Figure presents the recommendation performance for different days of
week for RCTF model when every user and location preference is represented by
a latent factor of size 16. We observe that the model is able to model the tempo-
ral characteristics of users on Monday’s, Friday’s and Saturday’s better than com-
pared to other days because people are most likely to visit the places near office
on Monday’s and visit frequently visited recreational places on Friday evening
and Saturday’s. In addition, the model is able to capture temporal characteris-
tics of users on Wednesday’s better than Thursday’s and Sunday’s because people
are very likely to be at work mid week and visit nearby places for lunch or dinner.
People in Beijing often have lunch and dinner at work or nearby office as they
tend to work till late in the evening.

Figure presents the recommendation performance for different days of
week measured in terms of NDCG for timeSVD++ model. We observe that it
performs significantly bad than compared to the RCTF model due to its inabil-
ity to capture spatial constraints between locations. As discussed in detail in
Chapter humans exhibit a lot of inertia and are more likely to visit geo-
graphically close locations. timeSVD++ does not incorporate this information in
its model while RCTF incorporates it. Comparing the performance of RCTF and
timeSVD++ highlights the importance of incorporating spatial constraints in a
recommendation model along with temporal dynamics.

Comparing the performance of different models, we observe that for our Sina
Weibo dataset, the performance of RCTF model is better than SVD++.

6.5.7 Performance of JOINTDEEPREC model

In my JOINTDEEPREC model the size of latent factor that is to learned using a
neural network for each user and location is 256 (refer to Section [6.5.3). Fur-
ther, the cell state size or memory size of each user and location GRU is 64. (refer
to Section [6.5.3). Figure presents the comparative performance of my neu-
ral network based recommendation model i.e., JOINTDEEPREC with the baseline
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from Monday to Sunday. The number of user and location factors is 64
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algorithms for different days of the week. We can clearly observe that my neu-
ral network based model outperforms baseline models with a significant margin.
In order to show the relative performance I present the values of NDCG metric
in log scale. When 10 locations are recommended to each users JOINTDEEPREC
model performs 10 times better than compared to RCTF model which is the best
among the baselines considered.

The performance of my JOINTDEEPREC model is better that other factoriza-
tion based model because of the DEEPREC neural network model’s ability to learn
time-independent preferences of users and locations by capturing the interac-
tion between the latent factors of all users and locations. In addition, DEEPREC
also capture the spatial preferences of user by constraining the latent factors
of geographically close locations. Further, DEEPTREC model is able to learn the
time-dependent preferences of users and locations with the help of a GRU based
Recurrent Neural Networks (RNN). The GRU models enable DEEPTREC to learn
daily preferences of users and locations because it models their temporal prefer-
ences using a day based latent factor matrix (described in Section [6.3)). A small
neural network with just 3 hidden layers is able to learn the time-independent
preferences of users and 64 dimensional cell state of GRU is able to learn the
time-dependent preferences of users and locations. How is it able to learn better
has been explained in detail in Section .

These experiments clearly highlight the ability of neural networks to model
the time-independent and time-dependent preferences of users and locations.

6.6 Conclusion and Limitations of JOINTDEEPREC

In this chapter, I first presented the basics of a Recurrent Neural Network (RRN)
and how due to its memory it is able to remember recurrent patterns in a given
data. I described how we can utilize a specific RNN called GRU to learn the time-
dependent location preferences of users and time-dependent user preferences of
locations. Later, I described the DEEPTREC model that learns the temporal latent
factors of users and locations by combining GRU models of users and locations.
Finally, I described how we can learn the time-independent and time-dependent
preference of users and locations by combining the DEEPREC model presented in
Chapter 6 with DEEPTREC model to form a JOINTDEEPREC model.

In Section I presented basic structure of an RNN and how a GRU-a vari-
ant of RNN remembers historical information with the help of a cell state and
interacts with current and previous information with the help of reset and for-
get gates. In Section I described the DEEPTREC model where every user’s
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and location’s temporal preferences is captured by their own specific GRUs and
I jointly train them using an alternative subspace descent strategy. I utilize a
Cross Entropy Cost function to train user and location GRUs. In Section I
presented how I combine DEEPTREC model with DEEPREC model that learn time-
independent preferences of users and locations. I presented the comparative
performance of the combined model i.e., JOINTDEEPREC with two state-of-the-art
factorization based models and show that it outperforms them due to neural net-
works that are part of DEEPREC and DEEPTREC to identify better time-independent
and time-dependent latent factors to capture the preferences of users and loca-
tions. The key findings of this chapter are:

* I present how the time-dependent preferences of users and locations rep-
resented as temporal latent factors can be learned using a combination of
two Gated Recurrent Unit (GRU) based Recurrent Neural Network (RNN)
model.

* To the best of my knowledge, JOINTDEEPREC is the first model to learn
the temporal location preferences of users and temporal user preference of
locations in the context of a location recommendation.

* JOINTDEEPREC model performs 10 times better than state-of-the-art Regu-
larized Content-Aware Tensor Factorization (RCTF) recommendation model
due to the inherent ability of a GRU to remember the regularly mobility
patterns of users and regularity of people who visit a location.

Further, with the advent of GPUs, the ability to train and update neural net-
work based models has increased by many orders of magnitude compared to
CPUs concerning computation time. This ability to retrain and evaluate models
using GPUs will significantly allow JOINTDEEPREC to learn from a new stream of
user check-ins continuously. Since each user and location has its own dedicated
GRU model, the ability to provide location recommendations using JOINTDEEPREC
is scalable to significantly a large number of users and locations.

6.6.1 Limitations

Given that I utilize a GRU model for each user and location, the computational
complexity is high as it requires many days to train all GRUs. There is a need
to find better procedure to train such complex models that combine different
neural networks. Multiple research works are already underway to improve the
training procedures of neural networks, as finding the right weights and biases
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of all hundreds of neurons is important for a neural network model to learn
correctly and predict accurate information.

Since, each GRU model is also provided temporal information i.e., check-
in’s day of visit, there is a need to have enough data available for each user for
each day of the week to be able to learn meaningful information about the user’s
preferences. Therefore, datasets with much higher granularity of data is need to
accurately train and test the effectiveness of RNN based model that aim to learn
the temporal preferences of users and locations.

6.6.2 Remarks

The work presented in this Chapter was done in collaboration with Dr. Defu Lian
(Big Data Research Center, UESTC, Chengdu, China), Dr. Xing Xie (Microsoft
Research Asia, Beijing, China) and Danyang Liu (Ph.D. student of Dr. Xing Xie).
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Chapter 7

Conclusions

7.1 Summary and Contributions

A Recommendation system helps users to discover products they may like and
also provide a scalable way to offer personalized products and services for a
broad set of users in multiple scenarios. Recommendations not only help peo-
ple to find what they are looking for but also enable them to narrow down their
choices. The spread and extensive usage of mobile applications has led to the
rise of Location-based social networks (LBSNs) services like Foursquare, Jeipang,
Yelp, etc. The novelty-seeking behavior of people has led to the growth of loca-
tion recommender services that aim to provide new places of interest to people
based on their interests and habits. In particular, providing relevant location
recommendations to users of an LBSN is essential to drive customer engage-
ment with the mobile application and is also an important research topic. This
dissertation focused on the research problem of providing time-aware location
recommendations or Point of Interests (POIs) to users of a Location Based So-
cial Network (LBSN). In Chapter 2, I presented the state-of-the-art approaches
in the literature to provide time independent and time-aware locations recom-
mendations. I also highlighted research works on deep neural networks based
location recommendations. The different research challenges addressed in this
dissertation towards achieving the goal of designing a novel time-aware location
recommendation are:

R1 How to capture and combine geographical, temporal preferences of users
along with influence of their social peers to provide better location recom-
mendations them?

R2 How to build a scalable model than can continuously learn the locations

129
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preferences of users from their check-in history and recommend new loca-
tions to them? In addition, How to capture the geographical constraints of
neighboring locations in a location recommendation model?

R3 Location preferences of users change with time. How to design a model
that can learn the time-varying location preferences of users?

The first research challenge (R1) was addressed in Chapters 3 and 4. In
Chapter 3, I presented the experimental analysis done on two LBSN datasets to
test 5 hypothesis I have formulated about mobility behavior of users. Based on
these tests, I designed three key features: a) Temporal feature that captures the
influence of time in user visits; b) Distance feature that captures the geographical
influence of user visits; and c) Friendship feature that captures the influence of
the social friends on user visits, to capture the spatial and temporal mobility of
people along with influence of social peers. These features were used to build
my feature based location recommendation model REGULA .

In Chapter 4, I presented my first research work on recommending new cell
regions to people based on their Call Detail Records (CDR). I showed how we
could utilize CDRs to construct a new CDR-based LBSN and conducted analyt-
ical tests to demonstrate that CDR users also exhibit regular mobility behavior.
Finally, I presented a variant of REGULA used to recommend new cell regions to
users based on their CDR. REGULA can potentially be used by cell phone opera-
tors to recommend new places that are relevant to their customers by tying up
with multiple businesses. It can also be used to identify cell regions that could
potentially face increased network workload and deploy infrastructure resources
accordingly so that their customers don’t face inconvenience like call drops.

Chapter 5 presents how I addressed the second research challenge (R2). In
Chapter 5, I presented DEEPREC , a deep neural network based recommenda-
tion model that provides time-independent location recommendations to users.
DEEPREC learns the location preferences of users by understanding their com-
plex visiting patterns at different locations. I presented why and how DEEPREC
captures the user and location preferences better than existing state-of-the-art
factorization based techniques. DEEPREC utilized two Feed Forward Neural Net-
works (FFNN-sigmoid and FFNN-softmax) to learn the preferences of users and
locations along with capturing the geographical constraints between neighbor-
hood locations.

Finally, Chapter 6 presents how I addressed the last research challenge (R3).
In Chapter 6, I introduced DEEPTREC a recurrent neural network based model that
uses multiple Gated Recurrent Units (GRU) to learn the time-varying locations
preferences of users. I also presented how I combine DEEPREC and DEEPTREC to



131 7.2 Directions for future research

form a JOINTDEEPREC that learns time-independent and time-varying preferences
of users to provide time-aware location recommendations.

All the deep learning based models were evaluated on one of the largest
check-in dataset constructed by crawling Sina Weibo (China’s Twitter), the largest
social networking website in China. My DEEPREC and JOINTDEEPREC models have
outperformed the state-of-the-art by a factor of 10. My recommendation models
can be used in application domains that consist of users interacting with multiple
locations, e.g., OpenTable, Yelp, Foursquare, etc.

7.2 Directions for future research

This dissertation focused on providing time-aware location recommendations to
users. I will now present some future research directions that can be addressed
to extend the work presented in this dissertation.

7.2.1 Utilize user generated content

Multiple mobile applications that provide information about interesting places to
people like Foursquare, OpenTable, etc., also allow their users to rate and com-
ment on the place they visit. These rating and comments represent the explicit
feedback of users. Further, the users also provide some meta-data like demo-
graphics, preferred places, etc. This explicit feedback of users and metadata
information can be utilized to improve the process of learning the user prefer-
ences and provide better location recommendations to them. There exist some
deep neural networks that can the learn the preferences of users based on the
comments and pictures shared by them.

7.2.2 Capture social influence

In this dissertation, due to lack of information, the deep learning based recom-
mendation models DEEPREC and JOINTDEEPREC do not incorporate the social ties
among users in learning the preferences of users. Humans are social animals, and
their social peers do influence the places they visit as highlighted in Chapter
The deep learning based models presented in this dissertation can be extended
to learn the factors that capture the influence of a user’s friends on their locations
preferences.
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7.2.3 Differential importance to Locations visited both in Time
and Space

The new locations visited by a person depends on multiple spatial factors like
where are they currently, which are the different places they have been to re-
cently, which are the places they regularly go. It also depends on multiple tem-
poral factors like what is the current time, what are the times during which they
usually visit a new place etc. These numerous spatial and temporal factors have
different importance and are unique to each person. Recently, a new class of
neural networks called attention based neural networks enable them to assign
differential importance to temporal factors. These networks are found to mem-
orize things better that simple recurrent neural networks like LSTM or GRU.
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Figure 8.14. Performance (p@K) of REGULA on Gowalla for different size of
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Figure 8.20. Performance (r@K) of REGULA on Gowalla for different size of
Bounding Box, a =100, FVL = 30, lastk=10.
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Figure 8.22. Performance (r@K) of REGULA on Gowalla for different size of
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Figure 8.25. Performance (p@K) of REGULA on Brightkite for different size
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Figure 8.26. Performance (p@K) of REGULA on Brightkite for different size
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of Bounding Box, a =100, FVL =50, lastk=10.
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Figure 8.28. Performance (r@K) of REGULA on Brightkite for different size
of Bounding Box, a =100, FVL =10, lastk=10.
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Figure 8.29. Performance (r@K) of REGULA on Brightkite for different size
of Bounding Box, a =100, FVL = 20, lastk=10.
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Figure 8.30. Performance (r@K) of REGULA on Brightkite for different size
of Bounding Box, a =100, FVL = 30, lastk=10.
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Figure 8.31. Performance (r@K) of REGULA on Brightkite for different size
of Bounding Box, a =100, FVL =40, lastk=10.
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Figure 8.32. Performance (r@K) of REGULA on Brightkite for different size
of Bounding Box, a =100, FVL =40, lastk=10.
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ent FVLs, a=10, Box=1km, and 30 days for training.

10 1 2 25 30
K — Number of locations recommended, lastk—-40



167

10 25
K — Number of locations recommended, lastk-30

()

Training period: 45 days Training period: 45 days
0.0524 ! ! : , 0.054 . . . .
—+—FVL-10 —+—FVL-10
—+—FVL-20|| —#— FVL - 20|
0.05 FVL 30 0.0521 —+—FVL-30
—+—FVL-40 —+—FVL-40
0.0487- —+—FVL - 50]] 0.05¢ ——FVL - 50]]
o 0.0465 o 0.048
2 B gl
2 0.044} 2 0.046=
Qo <
a o
0.042- 0.044
0.04f 0.042
0.038f 0.04
0.036 : : : . 0.038 : : . :
5 10 15 20 25 30 5 10 15 20 25 30
K - Number of locations recommended, lastk-10 K — Number of locations recommended, lastk-20
(a) (b)
Training period: 45 days Training period: 45 days
0.052 . : . , 0.052 . : . .
——FVL-10 E ——FVL-10
—+—FVL-20 —+—FVL-20
0.051 —+—FVL - 30]] 0.05 —+— FVL - 30[]
—+—FVL-40 —+— FVL-40
0.048) o FVL-50) 0.048} - FVL - 50))
5 0.046F & 0046
(%2} (%2}
2 2
o <
o 0.044 & 0.044
0.042 0.042
0.04 0.04
0.038 : : : : 0.038 : : : .
5 15 20 30 5 15 20

10 25 30
K — Number of locations recommended, lastk—40

(d)

Training period: 45 days

0.052 . .
1 —+—FVL-10
—+—FVL-20

0.05f —+— FVL - 30[|
—+—FVL-40

—+— FVL - 50||

0.048

o
o
=
>

Precision
o
>
»
IS

0.042

A
S N
0.04} SN
SN
S
0.038 ‘ ‘ ‘ ‘
5 10 15 20 25 30

K = Number of locations recommended, lastk—-50
(e)

Figure 8.34. Performance (p@K) of REGULA on CDR-based LBSN for differ-
ent FVLs, a=10, Box=1km, and 45 days for training.
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Figure 8.36. Performance (p@K) of REGULA on CDR-based LBSN for differ-
ent FVLs, a=10, Box=2.5km, and 45 days for training.



170

Training period: 30 days Training period: 30 days
0.038 ! ! . . 0.04 . . . .
0.036f E 0.038F E
0.034f E 0.036F
S o0.032f S 0.034}
2 2
B 3
& 003f o 00327
L FVL-10 —+—FVL-10
0.028 —+—FVL-20/4 0.03 FUL -20] |
 FVL-30 —+—FVL-30
—+—FVL-40
0.026 FVL - 40, ] 0.028 1
% FVL-50 | —+—FVL-50
*
0.024 : : : . 0.026 : : . :
5 10 15 20 25 30 5 10 15 20 25 30
K — Number of locations recommended, lastk—10 K — Number of locations recommended, lastk—20
(a) (b)
Training period: 30 days Training period: 30 days
0.04 . . . . 0.04 . . . .
0.038f E 0.038F E
0.036f 0.036F
S 0.034f & 0.034F
[72] (7]
2 2
£ 0.032} 2 0.032}
a ——FVL-10 o ——FVL-10
0.03 —+—FVL-20| | 0.03 —*—FVL-20| |
—+—FVL-30 —+—FVL-30
——FVL-40 ——FVL -
0.028 E 0.028 FVL-40) ]
FVL - 50 ¢ —#—FVL-50
0.026 : : : : 0.026 : : : .
5 10 15 20 25 30 5 10 15 20 25 30
K — Number of locations recommended, lastk—-30 K — Number of locations recommended, lastk—40

(c) (d)

Training period: 30 days
0.04 . . .

0.038 q

0.036

o
o
@
'

Precision
o
S
W
N

5 10 15 20 25 30
K = Number of locations recommended, lastk—-50

(e)

Figure 8.37. Performance (p@K) of REGULA on CDR-based LBSN for differ-
ent FVLs, a=10, Box=5km, and 30 days for training.



171

Training period: 45 days Training period: 45 days
0.03 ! - . . 0.032 ! - . .
0.028f 0.03F
0.026 0.028F
= <
2 gl
2 0.024} 2 0.026
Qo <
a « o
FVL-10 —«—FVL-10
0.022 —+—FVL-20 0.024 FVL - 20
—+—FVL-30 e FVL-30
0.02] FVL - 40| 0.022] ——FVL-40] 1
—+—FVL-50 j e FVL-50
0.018 : : : . 0.02 : : . :
5 10 15 20 25 30 5 10 15 20 25 30
K — Number of locations recommended, lastk—10 K — Number of locations recommended, lastk-20
(a) (b)
Training period: 45 days Training period: 45 days
0.032 . - . . 0.036 ! - . .
0.03 0.034F i
0.032F E
0.028
8 S 003 ]
2 0.026 2
2 2 0.028} E
& 0004 e —+—FVL-10
: 0,026 —+—FVL-20| |
—+—FVL-30
0.022 0024} ——FVL-40| |
—+—FVL-50
0.02 . . . . 0.02 . . . .
5 10 15 20 25 30 5 10 15 20 25 30
K — Number of locations recommended, lastk—-30 K — Number of locations recommended, lastk—40

(c) (d)

Training period: 45 days

0.036 : ‘
0.034f 1
0.032f |

S 003}

@

3

o 0028 ——FVL-10 |

—4—FVL-20
0.026 —+—FVL-30| |
e FVL-40
0.024 i FVL-50] |
00223 L L L L
5 10 15 20 25 30

K = Number of locations recommended, lastk—-50
(e)

Figure 8.38. Performance (p@K) of REGULA on CDR-based LBSN for differ-
ent FVLs, a=10, Box=5km, and 45 days for training.
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