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We present a class of systems for which the signal-to-noise ratio always increases when increasing the
noise and diverges at infinite noise level. This new phenomenon is a direct consequence of the existence
of a scaling law for the signal-to-noise ratio and implies the appearance of stochastic resonance in some
monostable systems. We outline applications of our results to a wide variety of systems pertaining to
different scientific areas. Two particular examples are discussed in detail. [S0031-9007(96)01331-2]
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Stochastic resonance (SR) [1–11] is a phenome
wherein the response of a system to a driven perio
signal is enhanced at an optimized nonzero noise le
Although increasing the noise level in order to ena
us to more easily detect a signal was considered cou
intuitive, this constitutes one of the most surprising res
of the SR. It seems obvious, however, that the signa
noise ratio (SNR) must go to zero as noise is increa
indefinitely. Contrarily, in this Letter we present a cla
of systems in which the SNR always increases when
noise is increased and diverges at infinite noise le
instead of exhibiting a maximum at a particular va
of the noise. This result implies the presence of SR
monostable systems for which a maximum in the S
at nonzero noise level has never been observed be
These findings open up new possibilities concern
the application of SR to a great variety of physic
chemical, and biological systems. To be explicit,
have applied our results to two particular cases; nam
a ferromagnetic particle and a standard model of ne
excitable medium.

The class of systems we will discuss is described
only one relevant degree of freedom whose dynamic
governed by the following Langevin equation:

dx
dt

 2hstdx112n 1 jstd , (1)

where hstd  kf1 1 a sinsv0tdg, with k and a (,1)
constants,n is an integer number, andjstd is Gauss-
ian white noise with zero mean and second mom
kjstdjst 1 tdl  Ddstd, defining the noise levelD. The
system can be characterized by the quantityy which is
a function of the variablexstd. This quantity is some
times referred to as the response to the oscillating fo
The effect of this force may be analyzed by the pow
spectrum

Psvd 
Z 2pyv0

0
dt

Z `

2`

kystdyst 1 tdle2ivtdt . (2)

To this purpose we will assume that it consists
a delta function centered at the frequencyv0 plus a
function Qsvd which is smooth in the neighborhood
v0 and is given byPsvd  Qsvd 1 Ssv0ddsv 2 v0d.
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Then, the SNR is defined by SNR; Ssv0dyQsv0d and,
consequently, has dimensions of inverse of time.

The existence of a characteristic timet in our system
will enable us to propose the form of the SNR through
simple scaling law

SNR  fsa, v0tdt21, (3)

wheret21  Dnys11ndk1ys11nd andfsa, v0td is a dimen-
sionless function, provided thatysxd does not introduce
another characteristic time. We will suppose that fo
given value oft the limit of SNR whenv0 goes to zero
exists. As such, the following expression for small dr
ing frequencies holds

SNR ø fsa, 0dt21. (4)

Let us now discuss the main characteristics of
model upon varying the exponentn. If n  0, one finds
the exact result SNR fsa, v0k21dk, which does not
depend on the noise level. Even more interesting
the behavior obtained for the casen . 0. The scaling
of the SNR indicates that it increases when increas
the noise level, achieving the behavior SNR~ D as
n goes to infinity. A particular and common situatio
illustrating this case corresponds to the potentialV1sxd 
1
4 hstdx4 [Fig. 1(a)], obtained whenn  1, for which
SNR increases as

p
D. In Fig. 1(b) we have depicte

the SNR corresponding toV1sxd. Here the magnitude
giving the response of the system has been takenysxd 
x2. Our result is obtained from numerical simulatio
by integrating the corresponding Langevin equation
means of a standard second-order Runge-Kutta me
for stochastic differential equations [12,13]. In order
verify the scaling law proposed through Eq. (4) we ha
fit the values of the SNR by a power law in the range
D from 1 to 1000 for the potentialV1sxd. SNR is given
by aDb with b  0.498 6 0.004 and a  0.76 6 0.02,
which is in good agreement with the theoretical va
b 

1
2 . The power spectrum corresponding toV1sxd for

two values of the noise levels is shown in Fig. 1(c). Bo
the signal and noise background increase when increa
D, but the signal increases faster.

In spite of its simplicity, our model encompasses a gr
variety of common situations. Around an equilibriu
© 1996 The American Physical Society 2863
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d
ower
FIG. 1. (a) PotentialsV1sxd, V2sxd, and V3sxd, for the maximum value ofhstd (solid line) and for the minimum value (dashe
line). Herek  1, a  0.5, andv0y2p  0.1. (b) Behavior of the SNR for the three potentials presented previously. (c) P
spectrum corresponding toV1sxd for D  0.1 andD  1000.
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state most systems may be approximated by a parab
potential. Thus forn  0 our model describes a system
around an equilibrium state in a force field whose intens
varies periodically in time. A physical realization of suc
a system could be a dipole under an oscillating field. F
n  0, however, the SNR is independent ofD. In order
to understand the behavior of the SNR, asD is increased
we must take into account the corrections to the parab
approximation. Commonly, these corrections are giv
by a term proportional tox4. Two particular realizations
of this situation have been analyzed numerically result
in an increase of the SNR [Fig. 1(b)] with the nois
level. For V2sxd  hstd s 1

2 x2 1
1
4 x4d [Fig. 1(a)], which

basically corresponds to a potential that around
minimum grows faster than a parabolic one, we exp
that the SNR is an increasing function of the noise, sin
for low noise level the potential behaves as1

2 hstdx2,
whereas for high noise level as14 hstdx4. A slightly
different potential isV3sxd 

1
2 x2 1

1
4 hstdx4 [Fig. 1(a)],

which differs from the previous one only in the behavi
at low noise level. Since under this circumstance th
potential reduces to1

2 x2 and, consequently, it is no
modulated byhstd, SNR goes to zero for lowD. For
n  1, our model describes the dynamics of a syste
at the critical point of both the pitchfork and Hop
bifurcations [14], occurring in many systems including,
mention just a few [15,16], chemical reactions, models
populations, convection in liquids, lasers, and instabiliti
in semiconductors.
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The divergence of the SNR is due to the fact that
potential is unbounded. It is obvious that for a bound
potential the noise can completely destroy the respo
of the system. An important consequence follows fro
the previous results: If the SNR grows for low noi
level (when the potential around the minimum can
approximated by a potential likeV2 or V3) and the
potential is bounded (which implies that SNR goes
zero for large noise) then the SNR exhibits a maximu
thus indicating the appearance of SR. To illustrate t
point we report results of numerical simulations for t
dynamics of a ferromagnetic particle [17–19] under
external magnetic field and with energy of anisotro
hstd sin4 u, with u being the angle between the magne
moment and the axis of easy magnetization. The exte
magnetic field is then applied in the direction of th
easy axis of magnetization and its intensity is as high
the system becomes monostable. The dynamics of
magnetization may be described by the Langevin equa

du

dt
 2 sinu 2 hstd sin3 u cosu 1 jstd , (5)

where the first term on the right hand side accounts
the interaction with an external magnetic field, the seco
for the anisotropic effects, and the third is a noise sou
due to a random field or to thermal fluctuations. T
parameterhstd is assumed to be oscillatory, the reas
being, for example, the presence of oscillations of
pressure of the medium surrounding the particle. T
response of the system is now given by cosu, i.e., by
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the magnetization. For low noise, the potential [Fig. 2(a
and the magnetization reduces to12 u2 1

1
4 hstdu4 and

1 2
1
2 u2, respectively. Therefore our previous resu

apply to this case. The corresponding SNR is shown
Fig. 2(b) and exhibits a maximum at a finite noise leve
This result clearly shows the existence of an optim
noise level for which the system is more sensible
periodic changes of the environment. In Fig. 2(c) we ha
represented the power spectrum for some values of
noise level. Measurements of the SNR of a ferromagne
particle under an external magnetic field and with ener
of anisotropy have been performed in Ref. [20]. Althoug
the experimental conditions are slightly different from th
ones of our example a maximum in the SNR is al
found. Further experiments, similar to the ones repor
in [20], could be carried out to corroborate the remaini
predictions of our model.

The next example to be considered corresponds t
standard model of a neural excitable medium. This mo
characterizes the activity generated in a slab of neu
tissue comprising a very large number of closely pack
and coupled nerve cells [21–23]. We will consider th
case of all-to-all connectivity in which spatial dependen
may be ignored. The model of neural excitable mediu
is given by the following equation [21]:

C
dU
dt

 2R21U 1 fsUd 1 P , (6)
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describing the dynamics of the spatial average of
transmembrane potentialU. Here C is the membrane
capacitance,R is the membrane resistance, andP is
an external current applied to the net. The nonlin
term fsUd is proportional to the gain of the neuron a
accounts for its mean firing rate. Its form is usually tak
to be a sigmoidal, e.g.,

fsUd  ´s1 1 e2nsU2udd21, (7)

wheren is a constant, fixing the sensitivity to excitatio
of the population,u is the threshold mean voltage, an
´ is a parameter depending on the structure of the
and the characteristics of the neuron. We will consi
that the external current applied to the net fluctua
and that it may be approximated by a Gaussian w
noise [kPstdl  0 and kPstdPst 1 tdl  Ddstd]. The
potential function [Fig. 3(a)] corresponding to the variab
U is given by

V sUd 
1
C

µ
1
2

R21U2 2
´

n
ln

≥
1 1 ensU2ud

¥∂
. (8)

The membrane resistanceR can be modified through
small changes in the permeability of a suitable ion. Le
consider that this modification is periodic in time. The
exists a range of parameters for which the neurons of
net are not excited, i.e.,U  0, consequently this stat
is not affected by small variations ofR. The situation
changes drastically with the addition of noise. For sm
FIG. 2. (a) Potential energy of the ferromagnetic particle [Eq. (5)] as a function ofu for the maximum value ofhstd (solid line)
and for the minimum (dashed line). The parameters are takenk  0.3, a  3y2, andv0y2p  0.1. (b) SNR for the previous
values of the parameters obtained through computer simulations. (c) Power spectrum forD  0.05, 0.15, 0.35, and1.
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FIG. 3. (a) Representation of the potential functionV sUd for
the maximum value ofR21  hstd (solid line) and for the
minimum value (dashed line). The parameters used here
C  1, u  2, ´  1, n  10, and the resistanceR21  hstd,
with k  2, a  0.5, and v0y2p  0.01. (b) SNR for the
previous parameters.

values of the noise, when the termfsUd is irrelevant, the
dynamics of this model may be described by Eq. (1), w
n  0. In this case, the SNR fory  U2 is independen
of D, but in this system the interesting variable isU
instead ofU2. For small noise values, the potential
symmetric inU, thus giving a zero SNR for the variab
U. When increasing the noise level the symmetry is l
since positive fluctuations ofU may cause firing of the
neurons. Variations ofR then modulate the amplitud
of the fluctuations ofU, giving rise to periodicity in the
firing rate of the neurons, which implies a nonvanish
SNR. Further increasing of the noise level then le
to the restoration of the symmetry. Consequently,
model exhibits SR as has been shown in Fig. 3(b).
is interesting to remark that, in contrast with previo
results concerning the appearance of SR for a si
neuron [24,25], our results refer to the prediction of
phenomenon for an ensemble of neurons.

Our analysis has revealed the presence of SR
wide variety of situations, embracing different scient
areas, which have not been considered up to now
methodological aspect to be emphasized, and that c
be used in subsequent studies, is that arguments as s
as scaling laws or considerations about the symmetry
help us in predicting the enhancement of signals via
Our work, then, offers new perspectives on what conce
the consideration of SR as a general phenomenon
might apply to diverse systems.
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