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#### Abstract

In recent years, several authors have revised the calibrations used to compute physical parameters ( $M_{v}$, $\left.T_{\text {eff }}, \log g,[\mathrm{Fe} / \mathrm{H}]\right)$ from intrinsic colours in the $u v b y H_{\beta}$ photometric system. For reddened stars, these intrinsic colours can be computed through the standard relations among colour indices for each of the regions defined by Strömgren (1966) on the HR diagram.

We present a discussion of the coherence of these calibrations for main-sequence stars. Stars from open clusters are used to carry out this analysis. Assuming that individual reddening values and distances should be similar for all the members of a given open cluster, systematic differences among the calibrations used in each of the photometric regions might arise when comparing mean reddening values and distances for the members of each region.

To classify the stars into Strömgren's regions we extended the algorithm presented by Figueras et al. (1991) to a wider range of spectral types and luminosity classes.

The observational ZAMS are compared with the theoretical ZAMS from stellar evolutionary models, in the range $6500-30000 \mathrm{~K}$. The discrepancies are also discussed.
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## 1. Introduction

Strömgren photometry is widely used in many fields of research: analysis of open clusters and associations, binary systems, the structure and kinematics of the Galaxy, test of stellar evolutionary models, among others. Although it was primarily designed to study early main sequence stars, it has also been used to investigate late type, metal deficient, supergiant stars, etc. This system has become a
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key in determining physical parameters such as absolute magnitudes and effective temperatures and enables the age of stars to be determined.

Standard relations among intrinsic colour indices have been established using unreddened and non-evolved stars and stars from open clusters, with reference to a given metallicity. The lower envelope of non-evolved stars in a suitable colour-colour diagram defines an observational ZAMS. Furthermore, the calibrations take in account the evolutionary status and the specific metallicity, and hence reddening and absolute magnitudes can be derived from observed colours. Effective temperatures and surface gravities can be obtained from the intrinsic colours through models of stellar atmosphere and subsequently, the stellar evolutionary models allow the age and mass of the stars to be computed.

However, since different colour indices are related with effective temperature and luminosity depending on the region of the HR diagram, different calibrations have been built for each of these regions.

The aim of the present paper is to analyze the agreement among these calibrations for main sequence stars by comparing the mean values of reddening and the distance modulus of open cluster members. We built a sample containing 24 open clusters with $u v b y H_{\beta}$ photometry available, covering a wide range of ages, and the selection of cluster members was made by following photometric criteria. The calibrations analyzed are those used most extensively at present. Unfortunately, the lack of independent photometric data for supergiant stars belonging to open clusters meant it was impossible to extend the analysis to the calibrations of supergiants. Empirical or observational ZAMS are compared with theoretical ZAMS from stellar evolutionary models.

In addition, this paper deals with the algorithm of star classification into "photometric" regions of the HR diagram and the description of the standard relations used to compute reddenings and absolute magnitudes in each of the regions. In a previous paper, Figueras et al. (1991) discussed the determination of physical parameters for the main sequence A-type stars while Jordi et al. (1992)
and Comerón et al. (1993) used calibrations to treat main sequence B- and F-type stars and B supergiants, respectively. Thus, the present paper seeks to extend our previous studies by building a tool which can determine the stars' physical parameters from $u v b y H_{\beta}$ photometry covering as much of the HR diagram as possible.

## 2. Classification of stars

Photometry of narrow and intermediate passband constitutes a useful technique for classification of the stars. Although less accurate than the spectroscopic technique, the simplicity of photometric observations, even for faint stars, has led to the design of several photometric systems (Geneva, Vilnius, Walraven, Strömgren, etc.) that measure the spectral characteristics of the stars and allows them to be classified on an HR diagram.

Spectral classification of the stars with the $u v b y H_{\beta}$ system was first carried out by Strömgren (1966) who defined three regions: early, intermediate and late according to strength of the absortion in the Balmer lines, the intermediate group being the stars around the Balmer maximum, i.e. the spectral range A0-A3 for main-sequence stars. This division is, in fact, a classification according to the effective temperature of the star.

### 2.1. Classification of stars according to $T_{\text {eff }}$

The behaviour of the colour indices within the three regions has been described in detail elsewhere (Strömgren 1966) and the classification in these three groups was fully described, and illustrated in Figueras et al. (1991) for main sequence A-type stars. Following the same classification scheme, O- and B-type stars are classified within the early region while F- and G-type stars are classified in the late region.

To cover late A-, F- and G-type stars different calibrations have been published, and since $\beta$ is a good indicator of effective temperature, we divided the late region into three subregions, according to the calibrations:

$$
\begin{array}{ll}
\quad \beta>2.72 & \text { late A-type stars } \\
2.72 \geq \beta>2.58 & \text { F0 - G2 type stars } \\
2.58 \geq \beta & \text { from G3 onwards }
\end{array}
$$

### 2.2. Classification of stars according to luminosity

Once the stars has been classified in the regions according to the effective temperature, criteria of luminosity were applied.

The supergiant stars (including luminosity classes I and II) can be isolated from the rest of the stars by using a suitable colour-colour diagram. For the early and intermediate regions the most suitable diagram is $[u-b]-\beta$ and for the late regions the $\beta-\left[c_{1}\right]$.

Philip et al. (1976) and Jakobsen (1985) present different limits for isolating early supergiants in the $[u-b]-\beta$
diagram. These limits are shown in Fig. 1, together with a sample of early-type stars (the sample is described in the following section). As the separation between supergiants and non-supergiants is not clearly defined, any criterion are open to discussion. Jakobsen's relation identifies a large number of non-supergiant stars as supergiants, while Philip et al.'s relation is less efficient in detecting supergiants in the very early region. We therefore decided to use a new criterion that combined elements from both relations. We accepted Philip et al.'s criterion for stars with $[u-b]>0.5^{\mathrm{m}}$ and modified Jakobsen's relation for stars with $[u-b]<0.5^{\mathrm{m}}$ in order to be continuous with Philip et al. The new limit is also shown in Fig. 1.


Fig. 1. $[u-b]-\beta$ diagram for stars with spectral types O-A3. The solid line represents the criterion given by Philip et al. (1976), while the long dashed line represents the criterion used by Jakobsen (1985) to isolate supergiant stars. The dotted line represents our proposed modification for stars with $[u-b]<0.5^{\mathrm{m}}$

In the case of the late regions (Fig. 2), criteria based on $\delta c_{0}$ (Philip et al. 1976; Olsen 1988) are sufficient to isolate the supergiant stars up to about F5-type stars $\left(\beta>2.65^{\mathrm{m}}\right)$. For A4-A9 stars we used $\delta c_{0}^{\prime}$ instead of $\delta c_{0}$ in order to take into account metallicity and rotation (Guthrie 1987). For cooler stars the supergiants appear mixed with main sequence stars on the $\beta-\left[c_{1}\right]$ diagram and the previously used criteria are inefficient in isolating them. However, the $\left[c_{1}\right]-\left[m_{1}\right]$ diagram (Fig. 3) shows that a separation is possible in terms of an index $\Delta\left[m_{1}\right]=\left[m_{1}\right]-\left[m_{1}\right]_{\text {standard }}$, which is computed from Crawford's (1975) relation for luminosity class V, using [ $\left.c_{1}\right]$ as free parameter. $\Delta\left[m_{1}\right]>0.18^{\mathrm{m}}$ isolates those supergiants with $\left[c_{1}\right]<0.5^{\mathrm{m}}$ that cannot be recognized in the plane $\beta-\left[c_{1}\right]$.

Table 1 summarizes the criteria adopted for the separation of supergiant stars. The bracket indices were computed according to Crawford \& Mandwewala (1976) for each region and each luminosity class.

As with main sequence stars, those stars classified as supergiants can be classified into different regions according to their temperature. As $\left[m_{1}\right]$ is a good indicator of $T_{\text {eff }}$ (see for example Gray 1992), the supergiants were divided into groups according to existing calibrations:


Fig. 2. $\beta-\left[c_{1}\right]$ diagram for the A4-G2 stars. The solid line represents Crawford's $(1975,1979)$ standard relation; the dashed line indicates the limit of supergiants according to Philip et al.'s (1976) and Olsen's (1988) criteria

As the giant stars are rather mixed with the main sequence stars in a colour-colour diagram, no attempt was made to isolate the giants. In the present paper "main sequence" includes luminosity classes V, VI and III. Oblak et al. (1976) also recognized the difficulty in isolating luminosity class III from main sequence by studying the mean colours as a function of spectral type and luminosity class.

The full algorithm provides eight photometric regions. The approximate spectral types corresponding to each photometric region are shown in Table 2.

### 2.3. Efficiency of the classification

In order to test the efficiency of the algorithm of classification, we selected a sample of stars with known spectral type and with complete $u v b y H_{\beta}$ photometry. The sources used in building the catalogue were:


Fig. 3. $\left[m_{1}\right]-\left[c_{1}\right]$ diagram for A4-G2 stars. Solid line is the standard relation by Crawford $(1975,1979)$; dashed line corresponds to $\Delta\left[m_{1}\right]=0.18$

Table 1. Criteria adopted in considering a star to be supergiant. The criteria were taken from Philip et al. (1976) for O-A9 stars and from Olsen (1988) for stars from F0 onwards. The criteria marked with an asterisk are those proposed in this paper

| $\overline{\text { SP }}$ | Criterion |
| :--- | :--- |
| $\mathrm{O}-\mathrm{A} 3$ | $[u-b]<0.5 ; \beta>2.5475+0.1[u-b]^{*}$ |
|  | $[u-b] \geq 0.5 ; \beta>2.5+0.195[u-b]$ |
| A4-A9 | $\delta c_{0}^{\prime}>0.28 \quad \Delta\left[m_{1}\right]>0.18^{*}$ |
| F0-G2 | $\delta c_{0}>0.25 ; \quad \Delta\left[m_{1}\right]$ |
| from G3 on | $\delta c_{0}>0.25$ |

Table 2. Approximately spectral types corresponding to the photometric regions. The regions labeled as main sequence also include the giants

| Region | SP |
| :---: | :--- |
| 1 | main sequence O-B9 |
| 2 | main sequence A0-A3 |
| 3 | main sequence A4-A9 |
| 4 | main sequence F0-G2 |
| 5 | main sequence from G3 onwards |
| 6 | supergiants O-B9 |
| 7 | supergiants A0-F5 |
| 8 | supergiants from F5 onwards |

- Hauck \& Mermilliod (1990, hereinafter HM) catalogue containing uvby $H_{\beta}$ photometry for about 40000 stars, complete photometry being available for roughly 25000 of them,
- Figueras et al. (1991) and Jordi et al. (1996) containing $u v b y H_{\beta}$ photometry for about 700 main sequence Atype stars,
- The Hipparcos Input Catalogue (Turon et al. 1992, hereinafter HIC) containing 118209 stars as a source for spectral types, information about duplicity, variability, etc., and
- Open Cluster Data Base (Mermilliod 1992) as source for spectral types, information about duplicity, variability, etc. of stars belonging to open clusters.

The main primary sources for spectral types were the Michigan Spectral Survey and the SIMBAD Data Base, operated at CDS in Strasbourg. For stars in HIC ( $92 \%$ of the sample), the agreement between the quoted spectral types and the $B-V$ Johnson index was checked and can consequently be considered an accurate determination of spectral types.

These sources give a total sample of 15803 stars with complete $u v b y H_{\beta}$ photometry and known spectral type. The number of stars in the sample depending on spectral type and luminosity class is shown in Table 3. Table 4 gives information about quoted particularities in the spectrum. Our sample does not include stars with more than one particularity in the spectrum.

Table 3. Number of stars in the sample according to their spectral type and luminosity class

|  | O | B | A | F | G | K | Total |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| VI | 0 | 0 | 1 | 7 | 7 | 1 | 16 |
| V | 35 | 1363 | 1829 | 3013 | 722 | 77 | 7039 |
| IV-V | 1 | 97 | 111 | 283 | 41 | 7 | 540 |
| IV | 5 | 320 | 312 | 446 | 83 | 7 | 1173 |
| III-IV | 0 | 53 | 63 | 88 | 26 | 3 | 233 |
| III | 7 | 443 | 217 | 242 | 111 | 70 | 1090 |
| II-III | 0 | 56 | 12 | 18 | 5 | 1 | 92 |
| II | 5 | 98 | 19 | 63 | 12 | 4 | 201 |
| Ib-II | 0 | 22 | 5 | 18 | 1 | 0 | 46 |
| Ib | 7 | 58 | 17 | 25 | 15 | 2 | 135 |
| Iab | 6 | 23 | 13 | 10 | 0 | 1 | 53 |
| Ia | 7 | 60 | 21 | 13 | 6 | 0 | 107 |
| Unknown | 72 | 377 | 1524 | 2631 | 455 | 30 | 5105 |
| Total | 145 | 2970 | 4144 | 6857 | 1484 | 203 | 15803 |

The classification algorithm was applied to the "normal" single stars (i.e. non-Am, non-peculiar, without quoted emission lines) with known luminosity class and undoubtful spectrum. The subdwarfs were not considered and the stars quoted as variable in HIC or HM were also rejected. The sample of "normal" single stars amounted to 8542 stars ( $54 \%$ of the total sample). The results of the classification were:

Table 4. Number of stars in the sample according to quoted particularities in the spectrum. Only stars with a single particularity were considered

| Am | 333 |
| :--- | :---: |
| Bp and Ap stars | 227 |
| Emission lines | 66 |
| Multiple systems | 1976 |
| Variables | 554 |
| Doubtful spectrum | 90 |

Table 5. Percentages of correctly classified "normal" single stars ( 7585 stars) within each spectral type and luminosity class

| O | B | A | F | G | K | Total |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Stars classified into regions 1 to 5

| V | 100 | 97 | 89 | 95 | 86 | 96 | 93 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| IV-V | 100 | 97 | 97 | 90 | 81 | 100 | 92 |
| IV | 100 | 97 | 89 | 84 | 59 | 75 | 86 |
| III-IV |  | 91 | 87 | 83 | 67 | 100 | 84 |
| III | 100 | 94 | 83 | 69 | 67 | 48 | 82 |
| II-III |  | 90 | 44 | 54 | 0 |  | 76 |

Stars classified into regions 6 to 8

| II | 0 | 7 | 67 | 69 | 17 | 0 | 33 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Ib-II |  | 7 | 50 | 71 |  |  | 39 |
| Ib | 75 | 24 | 87 | 88 | 50 | 0 | 50 |
| Iab | 0 | 53 | 100 | 100 |  |  | 72 |
| Ia | 50 | 77 | 100 | 71 |  |  | 78 |
|  |  |  |  |  |  |  |  |
| Total | 84 | 89 | 89 | 91 | 80 | 77 | 89 |

- For 7585 stars (89\%) the "photometric" classification in the eight regions described in Table 2 agrees with their spectral type and luminosity class. However, for $465(6 \%)$ their photometric indices fell outside the range of validity of the calibrations used to compute intrinsic colours or absolute magnitudes (see Sect. 3). Mainly, these were giant stars of late types or extreme Pop II stars.
- 847 stars ( $10 \%$ ) have a spectral type or a luminosity class which is incompatible with their "photometric" classification. A large number of these stars are early supergiants which the algorithm could not isolate from non-supergiant stars. Other cases may be due to erroneously quoted spectral types, errors in the photometry, or the presence of peculiarities not quoted in the spectral type.
- The algorithm was unable to classify 110 stars (1\%) as their colour indices were incompatible with the $\beta$ index.

The fraction of "normal" single stars classified correctly within each spectral type and luminosity class is

Table 6. Classification of non "normal" stars

|  | "Photometric" <br> classification in <br> agreement with SP (\%) | "Photometric" <br> classification in <br> disagreement with SP (\%) | Stars not <br> classified by <br> the algorithm (\%) |
| :--- | :---: | :---: | :---: |
| Am | 89 | 7 | 1 |
| Bp and Ap stars | 67 | 28 | 5 |
| Emission lines | 56 | 44 | 0 |
| Multiple systems | 86 | 13 | 2 |
| Variables | 81 | 16 | 3 |
| Doubtful spectrum | 70 | 29 | 1 |

shown in Table 5. The low detection rate of very early supergiants is evident.

When the algorithm is applied to the remaining stars (Table 6) i.e., those with recognized particularities in the spectral type, a large number are classified in agreement with their spectral type, their colour indices being compatible with the standard relations for "normal" stars. Most of these stars fall in the range of validity of the calibrations and so the algorithm calculates intrinsic colours and absolute magnitudes, although they might be inaccurate. In particular, it is difficult to separate peculiar stars and stars with emission lines from normal stars and for both the calibrations for "normal" stars are not suitable. Photometric classification confirms the quoted spectrum for about $70 \%$ of stars for which the spectrum is doubtful. The photometric classification of $15 \%$ of the stars with unknown luminosity class disagrees with their quoted spectral type.

## 3. Empirical calibrations

As mentioned above the physical parameters are related to different photometric indices depending on the region of the HR diagram. So, it is necessary to establish empirical calibrations for each spectral range and luminosity class. The usual way to deal with the problem has been to define standard relations among photometric indices for unreddened and non-evolved stars with a metallicity of reference and then to consider corrections which depend on their evolutionary status and specific metallicity. The series of papers by Crawford (1975, 1978 and 1979) describing the B-, A- and F-type stars provides a clear discussion on how to build these standard relations.

In this work we adopted calibrations from the literature that cover a wide range of the HR diagram, i.e. from about O-K spectral types and V-Ia luminosity classes, although the range of luminosities depends on the spectral type. The zones of the HR diagram not covered by the calibrations are the subdwarfs and the G and K giants. The calibrations used to obtain absolute magnitudes are more restrictive than those used to obtain intrinsic colour. The calibrations are valid for stars of Pop I and non-extreme Pop II and are the most widely used at present.

### 3.1. Main sequence

The calibrations used to compute intrinsic colours and absolute magnitudes have been described in Figueras et al. (1991) and Jordi et al. (1992) and are summarized in Table 7.

The following comments on these calibrations are of interest:

## - Dereddening procedure for A0-A3 type stars

For the intermediate region, Hilditch et al. (1983) proposed using $m_{0}$ as the free parameter to compute $E(b-y)$, but $m_{0}$ is sensitive to differences in chemical composition as it was designed to measure the blanketing. Hilditch et al.'s procedure, slightly modified by Moon (1985), usually overestimates the colour excess. This overestimation of reddening creates empty zones in a colour-colour diagram (see Fig. 4) which are translated onto a histogram of ages as a "deficiency" of stars in certain age ranges. These empty zones are not present in the observed colour-colour diagrams and as such, they are probably an artifact of using $m_{0}$ as the free parameter. In the present work we dereddened the stars using Grosbøl (1978), which does not produce this effect.

- Dereddening procedure for F stars

In the standard relation for F stars (Crawford 1975) we adopted the values modified by Olsen (1988), corresponding to $\beta=2.59$ and $\beta=2.58$.

- Dereddening procedure for G3 onwards type stars

We adopted the dereddening expressions of Moon (1985) based on Olsen's (1984) calibration for the region 5 (from G3 onwards). The fact that the calibration by Olsen is only preliminary means that the results for this region should be regarded as being less accurate. The stars with $(b-y)_{0}$ greater than 0.65 are not dealt with by our algorithm.


Fig. 4. Intermediate stars in the $m_{1}-(b-y)$ plane. Solid line is the standard relation Hilditch et al. (1983). a) Observed diagram. b) Intrinsic colours using the procedure proposed by Hilditch et al. (1983) modified by Moon (1985). c) Intrinsic colours using Grosbøl (1978)

### 3.2. Supergiants

A preliminary calibration of the intrinsic colours of early supergiants was conducted by Zhang (1983) on 157 B-type stars with luminosity classes Ia, Iab, Ib and II. Kilkenny \& Whittet (1985) enlarged Zhang's sample up to about $250 \mathrm{O}, \mathrm{B}$ and early A supergiants, and standard relations among $(b-y)_{0}, c_{0}$ and $m_{0}$ were given for each luminosity class.

An iterative process, similar to that of main sequence stars, was introduced in the algorithm to determine intrinsic from observed colours.

Gray $(1991,1992)$ discussed the problem of standard calibrations for A, F and G supergiants. He used a sample of supergiants belonging to open clusters, binary systems or near supergiants with published Strömgren photometry to built a new calibration. Arellano Ferro \& Parrao (1990) proposed another calibration that partially covers the same spectral types. Here, we chose Gray's calibrations as they cover the full spectral range and, according to the author, were built to be continuous with Kilkenny \& Whittet's (1985) calibration for early supergiants.

Dambis (1991) established an absolute magnitude calibration for stars with $0.12<\left[m_{1}\right] \leq 0.23$ (about A4-F3) while Arellano Ferro \& Parrao (1990) established a calibration for non-cepheid F0-G8. Both calibrations were built from supergiants belonging to open clusters and associations. For the range of $\left[m_{1}\right]$, where both calibrations were suitable (spectral types F0-F3), we adopted that proposed by Arellano Ferro \& Parrao. Absolute magnitudes for the early supergiant stars were computed following Balona \& Shobbrook (1984).

Table 8 summarizes the calibrations used for the supergiants.

Table 7. Calibrations used in each main sequence photometric region

| Region | Intrinsic colour | $M_{v}$ |
| :---: | :---: | :---: |
| 1 | Crawford (1978) | Balona \& Shobbrook (1984) |
| 2 | Grosbøl (1978) | Strömgren (1966) |
| 3 | Crawford (1979) | Crawford (1979) |
| 4 | Crawford (1975) | Crawford (1975) |
|  | + Olsen (1988) | + Olsen (1988) |
| 5 | Olsen (1984) | Olsen (1984) |

Table 8. Calibrations used in each supergiant photometric region

| Region | Intrinsic colours | $M_{v}$ |
| :---: | :---: | :---: |
| 6 | Kilkenny \& |  |
| 7 | Whittet (1985) | Shobbrook (1984) |
|  | Gray (1992) | Dambis (1991) |
|  |  |  |
| 8 | Gray (1991) | Parrao (1990) |
|  |  | Parrano Ferro \& (1990) |

## 4. Analysis of the coherence of the calibrations

Since the calibrations used in each region are different, systematic differences in computed colour excesses or distances could be present. The application of the algorithm to stars from open clusters was used as a test of the continuity and agreement among the various calibrations.

The supergiant stars with photometric data belonging to open clusters were used to build the calibrations and so there are no independent data to test them. Thus, the present analysis has been restricted to the main sequence regions.

### 4.1. The sample of open clusters

The open clusters were selected from the Open Cluster Data Base (Mermilliod 1992). About 60 clusters have more than 20 stars with $u v b y H_{\beta}$. Among the "normal" (in the sense described in Section 2.3) stars in the field of an open cluster we selected the "photometric members": $E(b-y)$ and distance modulus were computed for each star together with the mean and standard deviation $(\sigma)$ for each cluster. A star was considered a member of the cluster if its $E(b-y)$ and its distance modulus were both inside the interval mean $\pm 2 \sigma$. In some cases, two or three iterations were needed until the result was self-consistent. In the case of Mel 20 ( $\alpha$ Per), Mel 22 (Pleiades) or Mel 25 (Hyades) we also consulted the published list of members (Prosser 1992; Van Leeuwen et al. 1986; Schwan 1991). This procedure was applied to main sequence stars belonging to photometric regions 1-4 (O-G2 type stars). A star in region 5 was considered a member if being dereddened using the mean $E(b-y)$ of the cluster, its $(b-y)_{0}$ was in agreement with its spectral type and its distance modulus was compatible with that of the cluster. The reason for this different treatment is the provisional character of Olsen's (1984) calibration, which might disturb the selection of members for the other regions. After the selection of members, the stars in region 5 were dereddened with the algorithm.

The final sample was formed by those clusters satisfying the following criteria:

- clusters with 15 members at least, and
- members in at least two different photometric regions.

Furthermore, we rejected six clusters (NGC 129, NGC 1342, NGC 1502, NGC 7039, NGC 7062 and IC 4756) that showed very large discrepancies among regions or very high standard deviations in the values of $E(b-y)$ or $V_{0}-M_{v}$. These were probably due to strong differential reddening or misclassification of members.

The final sample contained 24 open clusters and 841 stars, listed in Table 9 in ascending order of age. The number of accepted members in each main sequence region is also shown in the table.

Table 9. Selected open clusters and number of "photometric" members in each Main Sequence photometric region

| Ident. | 1 | 2 | 3 | 4 | 5 | Total | Age |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| NGC 1976 | 33 | 3 | 9 | 10 |  | 55 | $6.60^{(a)}$ |
| IC 2602 | 13 | 7 | 2 | 2 |  | 24 | $7.00^{(b)}$ |
| NGC 2264 | 15 | 2 |  | 3 |  | 20 | $7.30^{(c)}$ |
| IC 2391 | 9 |  | 5 | 3 |  | 17 | $7.56^{(d)}$ |
| IC 4665 | 11 | 3 | 6 | 5 |  | 25 | $7.56^{(d)}$ |
| Bl 1 | 6 | 3 | 3 | 13 | 2 | 27 | $7.70^{(e)}$ |
| Mel 20 | 27 | 5 | 17 | 34 | 4 | 87 | $7.72^{(a)}$ |
| NGC 2422 | 12 | 2 | 1 | 4 |  | 19 | $7.89^{(d)}$ |
| Mel 22 | 9 | 5 | 17 | 26 |  | 57 | $8.00^{(a)}$ |
| NGC 7243 | 21 | 3 | 5 |  |  | 29 | $8.03^{(d)}$ |
| NGC 2516 | 29 | 7 | 27 | 13 |  | 76 | $8.15^{(a)}$ |
| NGC 1039 | 11 | 9 | 8 | 1 |  | 29 | $8.25^{(a)}$ |
| NGC 6475 | 7 | 8 | 13 | 7 |  | 35 | $8.35^{(a)}$ |
| NGC 2287 | 17 |  | 1 | 4 |  | 22 | $8.38^{(a)}$ |
| NGC 7092 | 3 | 8 | 5 | 1 |  | 17 | $8.43^{(d)}$ |
| NGC 3532 | 12 | 7 |  |  |  | 19 | $8.50^{(a)}$ |
| Mel 111 | 2 | 2 | 11 | 27 | 1 | 43 | $8.60^{(f)}$ |
| Mel 25 |  |  | 26 | 33 | 11 | 70 | $8.82^{(d)}$ |
| NGC 2632 |  |  | 25 | 29 | 15 | 69 | $8.82^{(d)}$ |
| NGC 6633 |  | 4 | 12 |  |  | 16 | $8.82^{(a)}$ |
| NGC 5822 |  | 3 | 11 | 2 |  | 16 | $8.95^{(g)}$ |
| NGC 752 |  |  | 2 | 25 |  | 27 | $9.25^{(a)}$ |
| NGC 2682 |  | 2 | 4 | 14 |  | 20 | $9.60^{(a)}$ |
| vd Bergh 99 | 18 | 3 | 1 |  |  | 22 |  |

(a) Meynet et al. (1993).
(b) Whiteoak (1961).
(c) Palous et al. (1977).
(d) Mermilliod (1981).
(e) Perry et al. (1978).
${ }^{(f)}$ Philip et al. (1977).
${ }^{(g)}$ Hirshfeld (1978).

### 4.2. Results

In analyzing all the clusters together, for each star we computed the difference between the individual $E(b-y)$ and the mean $E(b-y)$ for the corresponding cluster. The analogous difference was computed in the case of distance modulus. Table 10 shows the mean of these differences for each region and the corresponding standard deviation.

Variance analysis shows coherence at a significance level of $95 \%$ between the reddening values computed for the late regions ( 3 and 4), and statistically significant differences for reddenings computed for regions 1,2 and 5. The differences decrease by removing NGC 1976 and NGC 2516 clusters from the sample. NGC 1976 is the youngest cluster in the sample with cool stars placed above the ZAMS, which could be pre-main sequence stars. If the $E(b-y)$ for these stars was inaccurate this would artificially introduce a large difference with the reddening of the early region. A large reddening scatter has been reported by several authors (see for example Snowden 1975) for NGC 2516. This scatter can interfer with a right choice of photometric members and might explain the discrepancy among regions.

The use of other calibrations (Hilditch et al. 1983 or Claria 1974) for the intermediate region does not improve the results. The differences are practically the same. The mean differences in region 5 are of the same order as those in other regions, but with a higher standard deviation.

The difficulty in selecting members accurately, the presence of pre-main sequence or unknown binary stars or the differential reddening are several factors that contribute to the differences among regions, which, in any case, are lower than the internal errors associated with the calibrations. Taking these facts into account we can conclude that there is good coherence among the calibrations used.

For the distance modulus, variance analysis shows coherence among regions 3,4 and 5 and between regions 1 and 2 , but statistically significant differences between these two groups. The differences among regions are lower than the accuracy of the calibrations, which take in from $0.2^{\mathrm{m}}$ for A-type stars to $0.5^{\mathrm{m}}$ for early B-type stars. It should be borne in mind that an error in $E(b-y)$ causes an error in the determination of $V_{0}$ equal to $-4.27 \Delta E(b-y)$ and also in the distance modulus. It is easy to verify from Table 10 that this induced error in $V_{0}$ is smaller than the discrepancies among regions. So, the differences are mainly due to disagreements in the absolute magnitude calibrations. The calibrations for the cooler stars were mainly built from trigonometric parallaxes of nearby stars while for the early and intermediate regions they were based on star members of open clusters. As the former calibrations are more accurate, we propose correcting the absolute magnitude of the early and intermediate regions, in such a way that the differences quoted in Table 10 disappear.

Table 10. Mean values of $\Delta E(b-y)$ and $\Delta\left(V_{0}-M_{v}\right)$ in the sense $\overline{E(b-y)}_{\text {region }}-\overline{E(b-y)}_{\text {cluster }}$, and the same for $V_{0}-M_{v}$

| Region | $\Delta E(b-y)$ | $\Delta\left(V_{0}-M_{v}\right)$ | Number <br> of stars |
| :---: | ---: | ---: | :---: |
| 1 | $0.005 \pm 0.014$ | $0.04 \pm 0.34$ | 255 |
| 2 | $-0.006 \pm 0.015$ | $0.10 \pm 0.29$ | 86 |
| 3 | $-0.001 \pm 0.016$ | $-0.05 \pm 0.29$ | 211 |
| 4 | $-0.002 \pm 0.014$ | $-0.03 \pm 0.25$ | 256 |
| 5 | $0.006 \pm 0.039$ | $-0.09 \pm 0.30$ | 33 |

## 5. Observational and theoretical ZAMS

When the stars are plotted on a colour-colour diagram, in which one colour indicates effective temperature and the other luminosity, the lower envelope of the stars constitutes the location of the non-evolved stars (ZAMS). Figure 5 shows various ZAMS defined for the early, inter-
mediate and late photometric regions together with the stars which are members of the clusters in Table 9. For the early and late regions empirical ZAMS were taken from Crawford (1978, 1975, 1979). We refer to Balona \& Shobbrook (1984) for the comparison of several ZAMS for the early region. For the intermediate region, Strömgren (1966) placed the ZAMS at $r=0$. We modified by hand this relation in order to take into account the continuity with the contiguous regions. Table 11 shows the ZAMS adopted for the intermediate region.

Table 11. ZAMS defined for the intermediate region

| $a_{0}$ | -0.042 | -0.025 | 0.000 | 0.025 | 0.050 | 0.075 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $r$ | 0.006 | 0.004 | 0.002 | 0.001 | 0.002 | 0.004 |

Effective temperatures and surface gravities of the stars were derived from intrinsic colour indices through Napiwotzki et al.'s (1993) code based on the grids of Moon \& Dworetsky (1985) for solar abundance covering the range $6500-30000 \mathrm{~K}$ in $T_{\text {eff }}$ and $2.5-4.5$ in $\log g$. The grids were built from the stellar atmosphere models of Kurucz (1979). In line with Jordi et al. (1994), the correction to $\log g$ proposed by Napiwotzki et al. for early type stars was not applied. Comparison of the values obtained for early type stars with Moon (1985) and Castelli (1991) codes based on the same grids were discussed in Jordi et al. (1994). They found that the systematic differences with determinations of $T_{\text {eff }}$ from Geneva photometry were removed using Napiwotzki et al.'s (1993) code, but that the systematic differences in $\log g$ remained. New grids based on revised stellar atmosphere models (Kurucz 1991) are currently being built (Smalley 1995). Preliminary results show the same discrepancy in the surface gravity for early type stars.

The observational ZAMS translated onto the plane ( $T_{\text {eff }}, \log g$ ) using the methods described above are shown in Fig. 6 with the stars belonging to the sample of open clusters. Theoretical ZAMS of stellar evolutionary models reported by Schaller et al. (1992) and Schaerer et al. (1993) at different metallicities are also plotted.

A comparison of different ZAMS was presented by Jordi et al. (1994) for the O-B region and a good agreement was found between the theoretical and Crawford's (1978) observational ZAMS up to 20000 K. The differences in $\log g$ for intermediate and late A-type stars (regions 2 and 3 ) were of 0.1 dex, well within the uncertainty of the $\log g$ determinations. As for the early region, good agreement was also reported.

At lower temperatures, the observational ZAMS is a good lower envelope of open cluster stars, but it shows a more pronounced slope than the theoretical one, even taking into account different metallicities. The observational ZAMS is placed on the limits of the validity range of the


Fig. 5. Observational ZAMS for a) early, b) intermediate and $\mathbf{c}$ ) late regions. Dots are the members of open clusters in Table 9
grids. The determination of $T_{\text {eff }}$ and $\log g$ may be uncertain, but whether this is the reason for the discrepancy, or whether it is due to a real difference between observational and theoretical ZAMS is a matter that requires further research.

The conclusions drawn from this comparison are similar if the theoretical models by Claret \& Giménez (1992) are considered instead of those of Schaller et al. For a comparison among recent stellar evolutionary models see Asiain et al. (1997).


Fig. 6. Observational and theoretical ZAMS plotted with the open cluster star members of Table 9. Thin lines represent the theoretical ZAMS proposed by Schaller et al. (1992) and Schaerer et al. (1993) at different metallicities. The thick line represents observational ZAMS (see text)

## 6. Conclusions

We have described an algorithm to classify stars into photometric regions based on Strömgren indices. The algorithm enlarges that described in Figueras et al. (1991) and covers as much of the HR diagram as possible, including the supergiant stars. The application of the algorithm to a large sample of stars shows its validity: about $90 \%$ of "normal" single stars are photometrically classified in agreement with their spectral type and luminosity class; for peculiar, emission line or binary stars this percentage is slightly lower.

The calibrations used to calculate intrinsic colours and absolute magnitudes in each photometric region have been presented and discussed. To study the coherence of the calibrations we applied them to stars from open clusters. Some differences were found between the mean values for each photometric region. In the case of the absolute magnitudes there was a discrepancy between the results obtained for the early and intermediate regions and those for the late region. We can conclude that there is a good agreement among currently available calibrations for $E(b-y)$, but not for those of $M_{v}$. This would suggest the need for a correction in the $M_{v}$ calibration for early and intermediate regions.

The agreement between observational and theoretical ZAMS has also been studied. It was found to be satisfactory within the uncertainty of the determinations in $T_{\text {eff }}$ and $\log g$, for B and A type stars. However, for F-type stars there is an evident discrepancy between observational and theoretical ZAMS.

The availability of new data, especially accurate trigonometric parallaxes from Hipparcos satellite, and the revision of stellar atmosphere models, should help to improve the calibrations and thus avoid existing discrepancies.
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