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Objectives: To assess the effectiveness of two usability evaluation methods, cognitive walk-

through (CW) and think aloud (TA), for identifying usability problems and to compare the

performance of CW and TA in identifying different types of usability problems.

Methods: A CW was performed by two usability evaluators and 10 physicians were recruited

to perform a TA usability testing of a CPOE system (Medicator). The severity of identified

usability problems was determined and the usability problems were categorized based on

the User Action Framework (UAF). The potential of usability problems to cause medica-

tion errors was also determined. The thoroughness, validity and effectiveness of the two

methods were compared.

Results: Fifty seven unique usability problems of different severity, spread over the four

phases of interaction as defined by the UAF, were identified. The effectiveness of the TA

method for identifying usability problems was 0.08 higher than that of the CW (0.70 vs. 0.62).

The thoroughness (the extent to which a method can identify existing usability problems)

of the TA was higher for the “Planning” and “Assessment” phases and lower for the “Trans-

lation” phase (as defined by UAF). The thoroughness of TA for identifying problems that may

potentially result in medication errors was higher than that of CW (0.81 vs. 0.68). The num-

ber of usability problems identified by each of the methods was significantly less than the

total number of detected real usability problems in Medicator (p < 0.001). The observed dif-

ferences between the number of real usability problems identified by CW and TA (38 vs. 41),

the difference between the average severity of the detected problems by CW and TA (2.37 vs.

2.41), and the difference for identifying problems potentially resulting in medication errors

(15 vs. 18) were not statistically significant (p > 0.4).

Conclusions: This study shows that although TA showed a slightly better effectiveness, there

is no significant difference between the performance of the CW and the TA methods in

terms of number of usability problems identified and the mean severity of these problems.

Since no single evaluation method will uncover all of the usability problems a combination
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of methods is advised as the most appropriate approach, especially if usability problems

can lead to potentially fatal outcomes.

© 2011 Elsevier Ireland Ltd. All rights reserved.

1. Introduction

Computerized clinical applications have the potential to
improve patient safety and to support clinicians in making
clinical decisions [1] but the lack of adoption of these sys-
tems has become a key issue in healthcare [2,3]. Studies have
shown that usability problems are among the factors nega-
tively affecting the adoption [2,4] and effectiveness [5–7] of
clinical applications. Usability problems of these systems can
result in suboptimal user–system interactions, which in turn
lead to user frustration, inefficiency and have the potential to
negatively influence patient outcomes [8,9].

An important requirement in effective user interface
design is to minimize the cognitive demands that a sys-
tem imposes on the user when interacting with the system
[10]. Thus, by revealing interface design characteristics
that hinder users in different phases of interaction the
system’s usability can be improved. To identify these user-
interface problems several usability evaluation methods
(UEMs) from the field of Usability Engineering and Cogni-
tive Psychology have been applied for evaluating interactive
healthcare applications, individually or in combination with
other UEMs. The selection of a specific method seems to
depend on the difficulty to carry it out and the amount of
resources available. However, when considering a specific
UEM, one also should take into account its effectiveness
to reveal user interface problems. The effectiveness of
UEMs has been researched in other domains than health-
care. Studies that compared the application of several
UEMs focused mostly on their cost-effectiveness [11]. Most
studies counted the crude number of detected usability
problems as a measure of UEMs’ effectiveness without relat-
ing this number to the total number of usability problems
as detected by all methods considered [12]. The number
of identified problems for assessing the effectiveness of
a method is only meaningful when it is compared to an
estimate of the total number of existing problems (thorough-
ness).

The quality of UEM comparisons in terms of the num-
ber of revealed usability problems depends on the evaluator’s
behavior and precise analysis and classification of usability
problems. Therefore a formal approach of analyzing and clas-
sifying usability problems seems essential when comparing
the output of UEMs.

The User Action Framework (UAF) [13] is a structured
knowledge base for the classification of usability concepts,
issues and situations. UAF focuses on the different phases
of user–system interaction and provides a consistent way to
code usability problems. Classification of usability problems
using UAF makes it possible to compare the effectiveness of
the UEMs for identifying usability problems related to different
phases of interaction.

The cognitive walkthrough (CW) (a usability inspection
method) and think aloud (TA) (a user-testing method) meth-
ods are among the UEMs most often applied. Previous studies
compared specific types of user-testing methods with CW
[14,15] but those methods differed extensively from the TA
method as defined by Ericssom and Simon [16]. From the eigh-
teen studies that compared UEMs identified by Hartson [17]
only one study [18] compared CW with TA. This study which
evaluated the usability of a website merely focused on the
severity of problems identified by each method. Also, stud-
ies focusing on the difference in effectiveness of these two
methods in the domain of healthcare information systems are
lacking. Usability problems of healthcare information systems
may cause life threatening situations because they can poten-
tially lead to medical errors. Existing UEMs do not consider
these consequences. In this paper the results of two usability
evaluation studies (a CW [8] and a TA [19]) of a computer-
ized physician order entry (CPOE) system were used to assess
the potential of each method for identifying certain types of
usability problems.

2. Background

A variety of analytic and empirical evaluation methods can
be used to assess the usability of an interactive computer
application, among which CW, an analytic method, and TA,
an empirical method. Analytic methods are based on exam-
ination of the design characteristics of a prototype, or final
system. Empirical methods are based on observation of the
performance of the system in use [20]. Both CW and TA focus
on users’ tasks and have the goal of identifying usability
flaws in an interactive computer system but differ in their
approaches and resources required.

2.1. Cognitive walkthrough

CW is a usability inspection method which evaluates the
ease with which a typical new system user can successfully
perform a task using a given interface design [21]. It is espe-
cially appropriate for the development of applications where
users must (or prefer to) master a new application or func-
tion by learning through exploration. The CW methodology
is based on a theory of learning by exploration proposed by
Polson and Lewis [22]. The input to a CW session includes a
detailed design description of the user interface, a task sce-
nario, explicit assumptions about the user population and the
context of use, and a sequence of actions with which a user
could successfully complete the task using the (prototype) sys-
tem under evaluation. During the walkthrough process, the
reviewers step through the actions, considering the behav-
ior of the interface and its effect on the user, and attempt
to identify those actions that would be difficult for the aver-
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age member of the proposed user population to choose or to
execute.

In a preparation phase basic system information is gath-
ered and recorded. For example, the suite of tasks to be
evaluated is identified and profile information concerning the
typical user population is noted. Then an evaluator inspects
the user interface by a stepwise approach, using knowledge
about how a hypothetical user would process certain tasks
while navigating through the system. Finally all information
gathered and recorded from the CW process is interpreted.

2.2. Think aloud

This method is used in a number of social sciences such
as cognitive psychology to gather data on the way humans
solve problems but also in usability testing of interactive com-
puter system designs. In the case of usability research, the
primary concern is to support the development of usable sys-
tems by identifying design deficiencies [23]. The TA method
was introduced in the usability field by Lewis [24] and was fur-
ther refined by Ericssom and Simon [16]. TA protocols involve
participants thinking aloud as they are performing a set of
specified tasks. TA sessions can be held in the user’s con-
texts of work or in simulation environments similar to the real
working environment of the users. Equipment for video and
audio recording of users, a prototype or final system, and a
task scenario are required as input for a TA.

In the preparation phase participants are instructed how to
think aloud. Then a representative sample of approximately
5–8 end users is asked to interact with the (prototype) system
according to a predefined set of scenarios while verbalizing
whatever thoughts come to their minds when performing the
tasks in the system. During thinking aloud, interruption by
evaluators is usually limited to reminding them to keep talking
when a short period of silence (15–60 s depending on the goal)
occurs. Video and audio data of the users and the screen shots
of the system under use are recorded in this phase. Finally the
data collected during the users’ testing sessions are reviewed
and analyzed by the usability evaluators to find the usability
problems that participants experienced while interacting with
the system.

We used these two methods to evaluate the usability of
a CPOE (a medication ordering system) and studied the per-
formance of each method in identifying different types of
usability problems concerning each of the phases in the inter-
action.

2.3. The User Action Framework

The UAF is a standardized classification of usability prob-
lems. The UAF was built by adapting and extending Norman’s
theory of action model [25] into what is called the interac-
tion cycle. The interaction cycle includes the concepts from
all of Norman’s stages of human–computer interaction, but
organizes them pragmatically in a slightly different way. Like
Norman’s model, the interaction cycle depicts how the inter-
action between a user and a machine takes place in terms
of cognitive and physical user actions. The UAF classification
provides insight into what the users think, perceive and do
throughout each cycle of interaction with a computer system.

The purpose of the interaction cycle is to model the flow of
user interaction in any interactive system. The UAF interac-
tion cycle contains four phases; planning, translation, physical
actions and assessment (Fig. 1). We use the example of ‘retriev-
ing the record of a patient’ in a computerized patient record
system (CPR) to explain the different phases of the interaction.
In the planning phase, the user looks at the CPR interface and
decides what to do to be able to start this task (e.g. search-
ing for the patient’s name or patient identification number).
After planning what to do, in the translation phase, the user
looks for the physical objects on the screen (e.g. entry fields
and buttons) that can be used to carry out the task. When the
user knows which objects to manipulate and which actions to
do, in the physical action phase, (s)he executes the actions by
manipulating the physical objects (e.g. entering the name of
the patient in the entry field and pushing the search button).
Finally, when the actions are completed, in the translation
phase, the user evaluates the state of the system to evaluate
if the action is performed by the system and if the appro-
priate results are achieved (displaying the patient’s record or
information).

3. Methods

3.1. Study setting and the system

This study was conducted at the Academic Medical Cen-
ter (AMC), a large university hospital in Amsterdam, the
Netherlands. The AMC introduced in 2000 a commer-
cially available CPOE system for medication ordering called
Medicator®, which is used in 30 clinical departments of the
AMC. Moreover, 15 other hospitals in the Netherlands also
implemented the Medicator system. Medicator provides deci-
sion support in terms of alerts for medication interactions,
overdose and double medication based on the pharmacy drug
database and the national drug database (the Z-index of the
Royal Dutch Association of Pharmacists). Next to the possi-
bility to enter individual orders Medicator also provides the
functionality to select predefined order sets based on clinical
protocols. A more detailed description of Medicator is given
by Kalmeijer et al. [27].

3.2. Usability evaluation

The results of two usability evaluation studies of a CPOE sys-
tem (a cognitive walkthrough [8] and a think aloud [19] study)
published elsewhere were used as input for this investigation.

3.2.1. Cognitive walkthrough
Two usability evaluators independently walked through dif-
ferent ordering tasks based on a realistic clinical scenario.
The clinical scenario was designed by an expert in develop-
ing clinical protocols, validated by a clinical specialist and
tested by two usability evaluators so that the scenario cov-
ers almost all Medicator functionalities for ordering different
medications. This scenario required ordering two types of
medication related to a clinical protocol for a leukemic patient.
This scenario concerned the prescription of two medications,
Idarubicine and ATRA (Vesanoid), for the first course of consol-
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UAF category

Physical action is all about the user's execution of the plan by manipulation of the physical 
objects (e.g. buttons) on the screen. Physical action is about the ability of the users to do the 
action that has been decided about.

Physical actions

Translation is about user's ability to determine (know or not know) how to do a task step in 
terms of what physical actions to make on which objects. The user translates intentions into 
plans for physical actions. The user draws on cognitive affordances in the interaction design 
to determine, establish, or ascertain an action plan to carry out the intention.

Translation

Planning is concerned with the user's ability to understand the overall computer application 
in the perspective of work context. It is about users knowing or not knowing what tasks they 
want to do, including what task to do first.

Planning

Description

Assessment is about knowing whether you did the right thing. It's about the design of 
feedback and display of results helping user know if actions worked. Feedback is a dialogue 
from the system about the status of the task being executed and information display relates 
to successful task completion and presentation of results of the task to the user.

Assessment 

Fig. 1 – User Action Framework phases defined by Andre [13,26].

idation chemotherapy. For this task all (correct) actions were
stepped through and analyzed by the evaluators to determine
potential usability problems a (novice) user with the expected
clinical background may encounter in ordering medication in
Medicator. The evaluators were taught how to use the sys-
tem before the actual evaluation. CW was carried out in a
laboratory situation with dummy patient data.

3.2.2. Think aloud
Ten physicians from the AMC’s Hematology and Oncology
department were asked to participate in the TA user testing
sessions. Medicator experience of the physicians ranged from
one week to more than three years. Four of them had less than
one year experience with the system. TA sessions took place in
the actual working place of the physicians. Before starting the
TA sessions, participants were instructed to think aloud while
performing the ordering tasks. Each participant was asked to
order medications while verbalizing his/her thoughts. These
tasks required the participant to order medications based on
the same scenario used in CW. In performing the test in this
way, the evaluation of all Medicator functionalities concerning
both ways of medication ordering was made possible. Morae®

version 2.0 (TechSmith Corporation, Okemos, Michigan), a
usability evaluation tool, was used to record the sessions.
Both video and audio tracks of the participants while perform-
ing the tasks as well as the corresponding screen sequences,
changes and movements (e.g. mouse clicks and keystrokes)
were recorded by Morae.

3.3. Data collection

Each of the two CW evaluators independently evaluated the
system by analyzing the execution of every action and result-
ing system state to identify usability problems and provided
a list of usability problems and their descriptions. These
two separate lists were compared by the two evaluators and
merged into one master problem list. First, problems identified
by both the evaluators were added to the list. Then, problems
identified by either one of the evaluators were discussed and
were added to this list if confirmed by the second evaluator.

Recordings of the TA sessions were reviewed and analyzed
by two usability evaluators using the Morae® manager. Pro-
tocol analysis was performed on all verbal utterances of the
participants [16]. The evaluators independently provided a list

of usability problem descriptions encountered by the partici-
pants. Identified usability problem descriptions were merged
into a unique master problem list and disagreements were
resolved through review of video and audio data and subse-
quent discussion.

3.4. Data analysis and measurements

The analysis of the usability problem descriptions from the
CW and the TA evaluations involved the following steps:

1. Usability problems were coded by two evaluators, having
expertise in usability evaluation, using the User Action
Framework (UAF) [13]. Two usability evaluators reviewed
the usability problem descriptions to determine how the
user was affected by the Medicator design when perform-
ing cognitive or physical actions and coded the usability
problems for each phase of interaction. The two evalua-
tors reviewed their codes in a meeting and discussed the
discrepancies until they reached agreement. Any remain-
ing disagreement was resolved through discussion with a
third evaluator.

2. The severity of usability problems was determined accord-
ing to Nielsen’s classification [28], presented in Fig. 2. As
the inter-rater reliability of an individual’s rating is low
compared to group rating [29], the severity rating of each
problem type was assigned by consensus of three usabil-
ity evaluators. For assigning a severity rating the frequency
with which a problem (might) occur (red), the (potential)
impact of the problem on the users and the (potential) per-
sistence of the problem were taken into account [30]. Any
interaction issue that was identified as usability problem
by one evaluator but was not confirmed by the other eval-
uator(s) was not considered a real usability problem and
removed from the analysis.

3. To determine the potential of each method for identifying
usability problems that may result in medication errors,
each problem description and the corresponding state of
the system interface were reviewed. Usability problems
that may result in the following medication errors were
identified: wrong medication name, dosage, frequency and
duration.

4. To compare the performance of CW and TA in identify-
ing usability problems, the total set of usability problems
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0 = this is not a usability problem at all
1 = cosmetic problem only -need not be fixed unless extra time is available on project
2 = minor usability problem-fixing this should be given low priority
3 = major usability problem-important to fix, so should be given high priority
4 = usability catastrophe- imperative to fix

Fig. 2 – Nielsen’s severity rating for usability problems [28,30].

identified by both methods [17] was used as a standard-of-
comparison usability problem set. The following measures
were used for examining and comparing the two usabil-
ity evaluation methods on their performance in identifying
usability problems.

a. Thoroughness is the extent to which a usability evaluation
method can identify real usability problems. Thoroughness
is measured as the ratio of the number of real usability
problems found using each usability evaluation method to
the total number of real problems existing in the user inter-
face of the system (given by the standard-of-comparison
usability problem set) [31]:

Thoroughness = number of real usability problems found by the evaluation method
total number of real usability problems

The thoroughness of each method was also determined for
each UAF phase and for identifying problems that may lead
to medication errors. In addition the thoroughness of the
methods as a function of the severity level of the problems,
the weighted thoroughness based on these severity levels
(for both nominator and denominator each problem is mul-
tiplied by its severity and the products are summed) and
the average severity of the problems were compared. The
next formula is used for determining the weighted thor-
oughness where s is the severity of a usability problem (1,
2, 3, or 4):

Weighted thoroughness =
∑

‘number of real usability problems found by the evaluation method with severity s’ × s
∑

‘total number of real usability problems at severity s’ × s

b. Validity is the extent to which a usability evaluation
method accurately identifies usability problems. Validity
is measured as the ratio of the number of the real usabil-
ity problems found by a method to the number of issues
(all system design aspects that may be considered as an
obstacle to the effective and efficient accomplishment of a
specified task by a specified user) the method (correctly or
incorrectly) identified as usability problems:

Validity= number of real usability problems found
number of issues identified as usability problem

c. Effectiveness is the ability of a usability evaluation method
to identify usability problems related to the user interface
of a specific system:

Effectiveness = Thoroughness × Validity

3.5. Statistical analysis

Data were analyzed descriptively using frequencies, means,
standard deviations, and percentages. Differences in the total
number of real usability problems in the Medicator system and

those identified by the two usability evaluation methods were
tested using the chi-square test (and Fisher’s Exact Test when
necessary). The Kruskal–Wallis test was used to compare the
mean severity of the real usability problems identified by both
methods and those identified by only one of the methods. A
post hoc Bonferroni correction was carried out to adjust our
alpha level. Differences between the methods in identifying
problems that may lead to potential medication errors were
tested by Fisher’s Exact Test. A p value of <0.05 was considered
significant. Al1 analyses were performed using SPSS 16.0 (SPSS
Inc., Chicago, IL).

4. Results

The CW and the TA evaluation methods identified respec-
tively 41 and 42 issues as usability problems in the Medicator
system user interface. Three of the issues identified by CW
and one of those identified by TA were rated severity “0” (not a
usability problem) in the consensus meeting of evaluators and

were removed from the lists of usability problems. In total 57
unique usability problems of different severity, which can be
encountered by users in the four phases of interaction with
the system, were identified in this study. Table 1 presents the
number of real usability problems identified by the two meth-
ods, both as a function of the severity rating as well as of the
UAF interaction cycle phases.

From the total number of identified usability problems
(n = 57), 39% were found by both methods and 61% were identi-
fied by either one of the two methods. The difference between
the total number of real usability problems in the Medica-
tor system and those identified by each of the two methods
separately was statistically significant at the p < 0.001 level
according to the �2 test. Fisher’s Exact Test showed that the
observed difference between the number of real usability
problems identified by CW and TA (38 vs. 41) was not signifi-
cant (p = 0.68).

Nineteen of the usability problems were rated as highly
severe (major and catastrophic) of which 32% (n = 6) were iden-
tified only by the TA and 16% (n = 3) only by the CW method.
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Table 1 – Real usability problems identified by CW and TA in terms of number, severity and UAF phases.

CW No (%) TA No (%) CW and TA No (%) CW not TA No (%) TA not CW No (%)

Usability problems 38 41 22 16 19
Severity

1 2 (5) 3 (7) 0 (0) 2 (12) 3 (16)
2 23 (61) 22 (54) 12 (55) 11 (69) 10 (53)
3 10 (26) 12 (29) 8 (36) 2 (12) 4 (21)
4 3 (8) 4 (10) 2 (9) 1 (6) 2 (10)
Severity (average) 2.37 [SD = 0.71] 2.41 [SD = 0.77] 2.55 [SD = 0.67] 2.13 [SD = 0.72] 2.26 [SD = 0.87]

UAF
Planning 3 (8) 4 (10) 1 (4) 2 (12) 3 (16)
Translation 13 (34) 12 (29) 9 (41) 4 (25) 3 (16)
Physical actions 7 (18) 7 (17) 5 (23) 2 (12) 2 (10)
Assessment 15 (40) 18 (44) 7 (32) 8 (50) 11 (58)

Fig. 3 – The number of identified problems by each method
that potentially could lead to medication errors.

From the 38 low severity (cosmetic and minor) usability prob-
lems the number of problems that were identified only by
one method was the same for the CW and the TA. Although
the average severity of problems identified only by the TA
method was higher than the average severity of those iden-
tified only by the CW (2.26 vs. 2.13), the Kruskal–Wallis test
showed no significant difference between them and with the
average severity of the total number of problems identified by
the two methods (p = 0.4).

Fig. 3 presents the number of identified problems that
potentially could lead to medication errors. Of the total
57 usability problems 22 could potentially lead to medica-
tion errors of which 11 problems were identified by both
methods. From the remaining 11 problems 7 were iden-
tified only by the TA method and 4 were identified only
by the CW method. Fisher’s Exact Test showed that the
observed difference between the CW and TA for detecting
usability problems that could potentially result in medi-
cation errors (15 vs. 18) was not statistically significant
(p = 0.49).

Fig. 4 presents the thoroughness of the two methods as a
function of the severity of problems, the UAF phases, and their
potential for causing medication errors. The thoroughness of
the TA method in identifying problems of severity level 1, 3
and 4 was noticeably higher than that of the CW, but there
was not much difference between the methods in weighted
thoroughness (Fig. 4(a)).

Fig. 4 – The thoroughness of two usability methods (a) as a
function of the severity of usability problems and the
weighted thoroughness, (b) as a function of the UAF
phases, and (c) as a function of the potential for causing
medical errors.

Inspection of the categorization of usability problems as a
function of the UAF phases showed that among the problems
identified by only one method the number of problems iden-
tified by TA concerning the phase “Assessment” was higher
than that identified by the CW. Looking at Fig. 4(b) the thor-
oughness of the TA was higher for the phases “Planning” and
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Fig. 5 – Thoroughness, validity and effectiveness of two
usability methods.

“Assessment”, and lower for the phase “Translation”. The thor-
oughness of TA for identifying problems that may potentially
result in medication errors was higher than that of CW (0.81
vs. 0.68). On a scale from zero to one, overall thoroughness and
validity of the TA method were 0.05 and its effectiveness was
0.08 higher than those of the CW method (Fig. 5).

On average problems that were identified by both methods
were encountered twice as much (8.5 vs. 4.2 per problem) by
the physicians during TA than problems that were identified
with the TA approach only. Qualitative analysis of the usabil-
ity problems identified specific themes in those problems that
were difficult to detect by one of the evaluation methods. The
following themes were identified in the problems revealed by
the CW but not by the TA method:

Previous experience with the same or a similar system: CW identi-
fied some issues as usability problems that were no problem
for users who used the system previously and thus TA did
not detect them. For example, a problem with the location of
the functional buttons for initiating, changing and canceling
orders, which was the opposite of the usual place of buttons
in a user interface (for Left-to-Right languages) was identi-
fied by CW but it did not present any problem to users in the
TA sessions. Participants in TA sessions had previous expe-
rience with the system and were familiar with the location
of these buttons whereas this is not the case for an evaluator
simulating a novice user.
Different possible ways of carrying out a task: If a task can be
carried out in several ways there may be usability problems
associated with some of the ways to carry out this task.
This problem can be identified by CW because the evaluators
explore all possible ways the task can be carried out. Users
in TA will not experience this problem if they carry out the
task in a way not associated with problems. For example, to
initiate an order a patient can be searched via the patient’s
name, the date of birth or the patient number. CW identified
a usability problem in the search procedure using the date
of birth. This problem was not identified by TA because all
users searched patients by their patient numbers.
Situation dependent problems: Some problems were identified
by CW but none of the TA users experienced those problems.
For example, CW revealed that the system allows entering
an administration date in the past. This problem was not
revealed by TA because users did never enter a date in the
past.

The following themes were identified in the problems
revealed by the TA but not by the CW method:

Problems concerning user preferences: Users in TA mentioned
that they prefer a different way of information presentation
than the current one. This sort of problems was not revealed
by CW. For example, TA users preferred to see an overview
of the total number of medication administration days over
the start and end date of administration. Presentation of the
administration start and stop dates was not identified as a
usability problem by CW.
Situation dependent problems: A CW evaluator might not antic-
ipate all situations a user might experience. For example, in
selecting an item from the list of clinical protocols one of
the TA users inadvertently clicked on an adjacent item. CW
evaluators did not expect this problem to occur.
Domain knowledge dependent problems: In TA, a user may
encounter problems because of insufficient domain knowl-
edge. Because CW evaluators suppose that the potential
users of the system know their own domain, the CW might
miss this type of usability problems. For example, when a
user searched for ATRA the system retrieved other names
(generic and trade name) of the medication (Tretinoine and
Vesanoid). This caused confusion for a TA user because he
did not know that these were other names of the same med-
ication.

5. Discussion

5.1. Principal findings

The results of this study showed that the number of usability
problems identified by each of the methods was significantly
less than the total number of usability problems of the sys-
tem determined by both methods. The TA method showed 0.08
better effectiveness in identifying usability problems than the
CW method but these two methods do not differ significantly
in terms of number of identified usability problems and the
average severity of these problems. Dependent on the users’
characteristics and context of use some of the problem may
not be detectable by either CW or TA.

Although there was a slight difference in the effective-
ness of the CW and the TA methods, there was no significant
difference in the number and mean severity of problems iden-
tified by these methods in our study. Karat [15] and Jeffries
[14] compared the effectiveness of empirical usability testing
with some analytic methods including CW for office system
user interfaces. The results of Karat [15] showed that usability
testing detected a higher number of usability problems and a
significantly higher number of relatively severe problems than
CW. The results of Jeffries [14] were consistent with our study
as Jeffries identified almost the same number of usability prob-
lems using either CW or usability testing. Jeffries pointed out
that the higher mean severity of problems for usability test-
ing may reflect a bias on the part of the raters. Our study
differs from Jeffries’ [14] and Karat’s study [15] in the sense
that in the TA method used in our study evaluators extracted
users’ data from the audio and video recordings of TA ses-
sions while in the usability testing method used by Jeffries
and Karat users merely described the usability problems they
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encountered to the usability evaluators during the sessions.
Distraction of users in our TA was limited to reminding them
to think aloud if a user went silent, while in the usability test-
ing by Jeffries and Karat users had to stop the interaction and
explain each problem they encountered to the evaluators. In
this type of usability testing the user’s role is more like that of
an evaluator.

The ability of the CW and the TA method to identify low-
priority problems was the same but TA identified 16% (n = 3)
more serious usability problems than CW. Of the problems
identified by one method only, TA identified twice as much
high severity problems (major and catastrophic) than CW (6
vs. 3) and the same number of low severity problems (cos-
metic and minor) (13 vs. 13). This is consistent with Jeffries
[14] findings where usability testing identified twice as much
severe problems than CW and substantially less least severe
problems. Karat [15] also found that empirical testing was
better than CW in identifying relatively severe problems. We
considered cosmetic and minor usability problems as having
low-priority, and major and catastrophic problems as serious.

Many of the studies comparing usability evaluation meth-
ods used the number and severity of identified usability
problems to compare their effectiveness. We broke down
the identified problems using the UAF classification [13] as
well to determine whether different UEMs have a different
effectiveness in detecting problems in the various phases of
user interaction. In our study the capability of both methods
to identify problems in the planning, translation and physical
action phases was the same. Only for the assessment phase
the TA method had a better performance.

Usability problems of healthcare information systems may
affect patient outcomes. Therefore, we assessed the potential
of each method for identifying problems that may lead to
medication errors. Although the difference between CW and
TA for identifying this type of problems was not significant,
the TA method showed a relatively higher thoroughness. This
can be because TA method can find more severe problems
than CW as it was shown by the results of this study and
the study by Jeffries [14]. However, when assigning severity
to usability problems, which is usually according to Nielsen’s
classification [28], their potential effect on task outcome is
not taken into account. We therefore suggest making an
investigation of the impact of usability problems on patient
outcome a standard component of the usability evaluation of
health information systems.

The small difference in the validity of the CW and TA
results can be explained as follows. Thinking aloud takes
place automatically while a user solves a problem [32]. The
evaluators of the TA sessions analyze what usability problems
a real user experienced during system interaction while CW
evaluators are hypothesizing about what problems a partic-
ular novice user with a certain background could encounter
during system interaction. In CW the evaluator determines
whether the system supports a potential user in selecting
and executing the correct actions and if the user will notice
and understand the results of the action. Therefore, CW may
also identify some issues as problems that would not actually
hinder users [31].

Many of the low and high severity problems found in the
study were identified by only one of the two methods, but

not both. For example in the TA method users with differ-
ent profiles (e.g. regarding domain and system knowledge and
experience) may encounter different types of usability prob-
lems. Since in a CW the evaluators only use the users’ basic
computer knowledge as input to the test, they can miss some
of the problems that might be experienced by users having less
domain knowledge or experience with a different interface
of a similar application. The walkthrough process focuses on
learnability by exploration and the evaluators examine each
individual step in the correct action sequence and try to find
a plausible reason why the prospective user would choose
each action. This approach does not predict what activities
the user might engage in when carrying out a step [33] but
focuses on the usual sequence of actions in the interaction
process where users are likely to encounter problems [31]. As
users in TA may not follow the correct action sequence and
sometimes perform a wrong series of actions, the TA analy-
sis may identify problems that are not detected by CW. For
example later in the ordering process a user may recognize
that he has carried out a wrong action in a previous step and
try to undo that action while the system does not provide an
undo button at the current step. It is unlikely that evaluators in
the CW will identify this sort of problems because they follow
the correct sequence of actions. Likewise some problems were
not detected by the TA, for example when there are different
ways to perform some (sub) tasks (e.g. initiation of a new order
in Medicator). In CW when the system offers alternative cor-
rect action sequences for carrying out a task, all sequences
are analyzed [34]. Users usually take the most straightforward
or the most familiar sequence to accomplish a task. There-
fore CW identified a number of usability problems, related to
alternative correct action sequences that were not encoun-
tered by users, who followed one specific sequence for their
actions. Moreover TA protocols are not necessarily complete
because a subject may verbalize only part of his thoughts [32]
increasing the risk of overlooking specific usability problems.
Usability problems with low persistence (problems that bur-
den the user only in the first encounter) may not hinder users
in TA if they have become familiar with the system and had
previous encounters with similar situations. Due to the focus
on the interaction behavior of a beginning system user, these
types of problems are usually detected by the CW. This sug-
gests that when selecting a usability evaluation method the
users’ characteristics, such as previous computer experience,
earlier experience with similar system(s) and domain knowl-
edge levels should be seriously taken into account. The same
problem can be encountered during TA several times. Prob-
lems that were only identified by TA were encountered less
often than the problems that were identified by both meth-
ods.

This study has two limitations. First, since we are not sure
that we have discovered all usability problems present in the
evaluated CPOE system, according to a suggestion by Hartson
et al. [17] we used the set of usability problems as identified by
either method as a standard-of-comparison usability problem
set. Therefore, the reported thoroughness of the methods may
not be totally correct. Second, like Jeffries [15] we compared the
usability evaluation methods by evaluating a single system.
The inclusion of more systems in the usability assessment
would have resulted in more generalizable results.
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To our knowledge this is the first study that compared CW
and TA in the domain of healthcare. Our results did not dif-
fer much from results obtained in other domains. However, as
stated earlier, in the healthcare domain attention should also
be paid to medical errors resulting from the usability prob-
lems.

5.2. Meaning of the study and directions for future
research

About 40% of the usability problems were found by both
methods and the users in the TA method encountered these
problems twice as much as the problems that were identified
by the TA method only. It is promising that either of the meth-
ods can reveal the problems that users encounter often, but
selecting either one of the two usability evaluation methods
may result in missing quite a number of low to high severity
problems. The results of this study suggest that a combination
of these methods gives the best results. However, decisions
to employ only one method should be made with caution as
the evaluation outcome is highly dependent on factors such as
the interest for revealing specific types of problems, context of
use and the resources available for evaluation. Some authors
introduced “usability testing” as the gold standard for making
a standard usability problem set that can be used for evaluat-
ing other methods [17]. Our study and studies by others [14,15]
do not support this conclusion as the results of these studies
showed that TA failed to reveal many low-severity and serious
problems, which were identified by the CW method.

An issue that should be taken into account in any usabil-
ity evaluation is that the way in which problem descriptions
are written down affects the judgment of the evaluators. In
our study first evaluators independently provided two sepa-
rate lists of identified problems. When trying to merge the lists
and resolve discrepancies between these evaluators we real-
ized that part of the disagreement was caused by a different
description and interpretation of the same problem. Karat [15]
likewise observed that the language that was used by walk-
through evaluators to write down the problem description was
difficult to understand and interpreted differently by other
evaluators. In this study the evaluators had expertise in both
usability evaluation methods and the users in the TA sessions
had previous experience with the Medicator system. Although
some studies have been done concerning the effect of usabil-
ity expertise [35,36], further study is necessary to determine
to what extent the users’ system experience influences the
results of evaluation studies.

6. Conclusions

This study shows that although TA showed a slightly better
effectiveness, there is no significant difference between the
performance of the CW and the TA methods in terms of num-
ber of usability problems identified and the mean severity of
these problems. None of the methods can detect all usability
problems that exist in a system. Since no single evaluation
method will uncover all of the usability problems a combina-
tion of methods is advised as the most appropriate approach,
especially if usability problems can lead to potentially fatal
outcomes.

Summary points
What was already known:

• While the effectiveness of some usability evaluation
methods (UEMs) has been studied in certain domains,
studies on the effectiveness of these methods in the
health care domain are lacking.

• Previous studies mostly compared usability evalua-
tion methods on their cost effectiveness and resources
needed. Although these studies compared the effec-
tiveness of the methods based on the crude number
of usability problems encountered, they did not take
into account the thoroughness of the methods and
they also did not study the nature of the usability prob-
lems that were commonly identified by the evaluated
methods.

• It has been shown that some usability evaluation
methods are better able to detect problems of a spe-
cific severity but the effectiveness of the methods for
detecting usability problems related to the different
phases of user interaction was not studied.

What the study has added to our knowledge:

• UEMs are not uniformly effective during all phases of
user interaction. For example, think aloud (TA) has a
better performance for identifying usability problems
in the “Assessment” phase of the interaction.

• Because of the user characteristics and context of use
some problems may not be detectable by certain UEMs.
For example, TA may not identify certain problems if
users have previous experience with the same or a
similar system.

• Problems that are commonly found by the CW and the
TA methods are likely to be encountered by users more
often than the problems that are detected by only one
of the methods.

• In the domain of health care the total effectiveness
of the TA method is slightly better than that of the
CW method but the methods do not differ significantly
in terms of the number and severity of the detected
problems. However, in evaluation studies of health
information systems the effectiveness of methods for
identifying usability problems that affect patient out-
come should also be investigated.
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