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Zusammenfassung xiii

Die Milchstraße unterscheidet sich nicht wesentlich von anderen weit entfernten Spiral-
galaxien. Allerdings erlaubt es uns unsere Lage innerhalb der Milchstraße, ihre Sternpopu-
lationen mit einer Genauigkeit zu studieren, wie sie für extragalaktische Quellen undenkbar
wäre. Der “Bulge” der Milchstraße (d.h. die Sternpopulation innerhalb von ∼ 3 kpc vom
Galaktischen Zentrum) ist die massereichste der verschiedenen Komponenten der Milch-
straße, die sehr alte Sterne beherbergt (& 10 Milliarden Jahre). Die Untersuchung der
Eigenschaften dieser Sternpopulation kann deshalb Aufschluss geben über die Entstehung
und Entwicklung der Milchstraße als ganzes, und von Spiralgalaxien im breiteren Kontext.
Bislang herrscht weitgehend Konsens bezüglich der globalen kinematischen, chemischen
und strukturellen Eigenschaften der Bulge-Population. Das Alter der Sterne im Bulge,
oder besser gesagt die Altersverteilung, ist noch nicht vollständig verstanden.

Das Ziel dieser Arbeit ist es, bei den Fragen “Wie alt ist der Bulge?” und “Gibt es
einen räumlichen Altersgradienten im Bulge?” anzusetzen, indem das Alter von Sternen
in mehreren verschiedenen Feldern bestimmt wird, die alle innerhalb einer Zone von 300
Quadratgrad um das Zentrum des Bulges liegen.

Zum Einsatz kommen Aufnahmen des “VISTA Variables in the Vı́a Láctea” (VVV)
Surveys, in denen durch Fitten der Point Spread Function die genauen Magnituden und
Farben von einer halben Milliarde Sterne im Bereich des Bulges extrahiert werden. Die
neu erstellten photometrischen Kataloge, die auch dafür genutzt werden, die Extinktion in
Richtung des Bulges zu ermitteln, werden der gesamten wissenschaftlichen Gemeinschaft
öffentlich zugänglich gemacht. Der Beitrag der vorgelagerten Disk-Population entlang der
verschiedenen Blickachsen in Richtung Bulge wird mit Hilfe eines statistischen Verfahrens
ermittelt und entfernt, um einen finalen Satz an Sternen zu erhalten, der ausschließlich
die Bulge-Population repräsentiert. Das Alter der Sterne in verschiedenen Feldern wird
durch den Vergleich der Beobachtungen mit synthetischen Sternpopulationsmodellen bes-
timmt, welche sorgfältig so konstruiert wurden, dass Beobachtungseffekte berücksichtigt
werden (Streuung in der Entfernung, differenzielle Rötung, photometrische Vollständigkeit,
photometrische und systematische Unsicherheiten). Die Simulationen zur Generierung der
synthetischen Poulationen wurden auf zweierlei Arten durchgeführt: i) ein Modell, das eine
spektroskopisch bestimmte Metallizitätsverteilung verwendet, dient als A-priori-Verteilung,
so dass das Alter als einzig freier Parameter übrig bleibt; ii) ein genetischer Algorithmus
findet aus allen möglichen Kombinationen von Alter und Metallizität die beste Lösung
heraus (entsprechend einer uniformen A-priori-Verteilung in Alter und Metallizität).

Wir schlussfolgern letztlich, dass der Bulge selbst über seine gesamte Ausdehnung hin-
weg (|l| < 10◦ und −10◦ < b < +5◦) im Schnitt alt zu sein scheint (> 9.5 Milliarden Jahre),
mit einem schwachen Altersgradienten von 0.16 Milliarden Jahren pro Grad in Richtung
Galaktisches Zentrum.



xiv Abstract

The Milky Way (MW) galaxy is not much different from its faraway cousins. However,
our position within the MW allows us to study the properties of its stellar populations
with exquisite detail in comparison to extragalactic sources. The bulge of the MW (i.e.
the stellar population within ∼ 3 kpc from the Galactic center) is the most massive stellar
component of the MW that also hosts very old stars (&10 Gyr), therefore the study of its
stellar population properties can shed light on the formation and evolution of the MW as
a whole, and of other spiral galaxies at large. So far, there is a general consensus on the
global kinematic, chemical and structural properties of the bulge populations, however the
age, or rather, the distribution of the ages of the stars in the bulge is yet to be completely
understood.

In this work we aim at addressing the questions ”How old is the bulge?” and ”Is there
a spatial age gradient in the bulge?” through the determination of the stellar ages in the
different fields sparsely distributed within a region of 300 deg2 centered on the bulge.

We use VISTA Variables in the Vı́a Láctea (VVV) survey images to extract accurate
magnitude and color of half a billion stars in the bulge area using point spread function
fitting. The newly derived photometric catalogs, used in addition to probe the extinction
towards the bulge, are made publicly available to the entire community. The contribu-
tion of the intervening disk population along the bulge lines of sight has been detected
and removed by using a statistical approach in order to obtain a final stars sample that
is representative of the bulge population only. The determination of the stellar ages in
different fields is provided through the comparison between the observations and synthetic
stellar population models, which have been carefully tailored to account for the observa-
tional effects (i.e. distance dispersion, differential reddening, photometric completeness,
photometric and systematic uncertainties). The simulations leading to the construction of
synthetic populations have been carried out by using two different methods: i) a model
that uses a spectroscopically derived metallicity distribution functions as prior, leaving the
age as the only free parameter; ii) a genetic algorithm that finds the best solution within
all possible combinations of age and metallicity (i.e. uniform prior in age and metallicity).

We ultimately find that the bulge itself appears to be on average old (> 9.5 Gyr)
throughout its extension (|l| < 10◦ and −10◦ < b < +5◦), with a mild gradient of about
0.16 Gyr/deg towards the Galactic center.



Chapter 1

Introduction

In this chapter I briefly summarize the current understanding of the Milky Way bulge as
constrained from the physical properties of its stellar content. Particular emphasis is given
to the kinematics, chemical content and morphology of the bulge probed by photometric
and spectroscopic surveys, such as: the Optical Gravitational Lensing Experiment (OGLE
- Udalski et al., 1992, 2015), the Bulge Radial Velocity Assay (BRAVA - Rich et al.,
2007b; Howard et al., 2008), the Abundances and Radial velocity Galactic Origins Survey
(ARGOS - Freeman et al., 2013), the GIRAFFE Inner Bulge Survey (GIBS - Zoccali et al.,
2014), Gaia ESO Survey (GES - Gilmore et al., 2012; Randich et al., 2013), the Apache
Point Observatory Galactic Evolution Experiement (APOGEE - Majewski, 2012; Majewski
et al., 2015), and VISTA Variables in the Vı́a Láctea (VVV - Minniti et al., 2010).

The Milky Way (MW) is an ordinary spiral galaxy not much different from its nearest
big neighbor, Andromeda, and much like uncountable other spiral galaxies in the Universe.
However, it is only in the MW that we are able to resolve stars individually in all evolu-
tionary sequences, therefore understanding the Galactic formation and evolution from the
detailed properties (e.g. structure, kinematics, age and chemical abundances) of its stellar
content. From an observational point of view, this brings both advantages and disadvan-
tages. If on one hand being inside the MW (i.e. closer view) allows us to reach a level of
detail that is unattainable for extragalactic studies, on the other hand it requires to map a
very large area on the sky (i.e. hundreds of square degrees) and as such it is observationally
very time-consuming, not to mention that the closer to the plane we observe, the higher the
extinction gets, becoming prohibitive for any study based on optical passbands. Hence,
it should come as no surprise if the current knowledge of the MW structure, formation
and evolution has tremendously improved with the advent of the stellar spectroscopic and
photometric surveys.

Within the MW, we usually distinguish three major stellar components; the halo, the
disk and the bulge. The oldest known stars are in the Galactic halo, which is its most volu-
minous stellar component, extending well beyond 50 kpc from the Galactic center (Helmi,
2008; Xu et al., 2018, and references therein), albeit making up . 1% of the total stellar
mass of the MW (Robin et al., 2003). Nevertheless, these very old and metal-poor field
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and cluster stars in the halo, are essentially the fossil records of the Galaxy’s past, and are
mainly exploited by Galactic archaeology to shed light on the formation of the MW, and
by extension, that of other spiral galaxies (Zoccali & Valenti, 2016, and references therein).

The disk is instead the most massive stellar component of the MW, accounting for about
three quarters of the stellar mass in the galaxy. It comprises two distinct components: the
thin and thick disks, with exponential height scales of 300 pc and 900 pc, and length scales
of 2.6 kpc and 3.6 kpc, respectively (Jurić et al., 2008). The stars in the thin disk are
overall younger, more metal-rich and kinematically colder than stars in the thick disk (see
e.g. Bensby et al., 2007, 2014, and reference therein). Therefore, although much more
massive than the halo, the disk hosts stars whose ages span a very large range (from
recently formed to several-Gyr old), but on average much younger than the halo.

Finally, with a stellar mass of 2.0× 1010 M� (Valenti et al., 2016) the MW bulge repre-
sents the most massive component that also hosts very old stellar populations (> 10 Gyr).
As such, the detailed study of its stellar content provides the best way to understand how
the bulk of the MW formed and evolved.

1.1 The Galactic bulge: a global view

Despite its importance as one of the major stellar components of the MW, until about a
decade ago the bulge was still poorly explored, especially in its innermost regions. This was
mostly due to the combination of: i) the large and patchy extinction that makes optical
observations difficult, if not impossible, along many lines of sight; ii) the very limited
performance of the past generation of near-infrared (near-IR) instrumentation; and iii) the
relatively scarce availability of multiplexing capabilities, both in the optical and infrared
domain. Consequently, our understanding of the MW bulge was mostly based on the study
of the stellar population in few small low-extinction windows located close to the minor
axis, i.e. Baade’s Window at (l = 1◦, b = −3.8◦), the Plaut field at (l = 0.9◦, b = −8.5◦) or
the SgrI-SWEEP field at (l = 1.25◦, b = 2.65◦).

The analysis of the color-magnitude diagrams (CMDs) of these few sampled fields
suggested a purely old (> 10 Gyr) population (Ortolani et al., 1995; Kuijken & Rich, 2002;
Clarkson et al., 2011; Zoccali et al., 2003), while the spectra of few tens of stars in Baade’s
Window and other external fields found the bulge population to be mostly metal-rich, with
a mean peak around solar value and [α/Fe] enhancement (Rich, 1988, 1990; McWilliam
& Rich, 1994; Rich & Origlia, 2005; Fulbright et al., 2006, 2007; Rich et al., 2007a). The
general consensus was that the MW bulge experienced an early and very fast formation,
and as such, it was believed to be the best template for the study of ellipticals and S0
spirals, due to the similar formation scenarios and other similarities that can relate bulges
to these galaxies (see Falcón-Barroso et al., 2002).

However, the emerging picture based on the properties of the stellar population, probed
across the bulge by the numerous recent photometric (i.e. OGLE, VVV) and spectroscopic
(BRAVA, ARGOS, GIBS, GES, APOGEE-S) surveys, is much more complicated than we
used to believe. The MW bulge is indeed a very complex structure.
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Figure 1.1: The MW bulge as seen from the North Galactic pole (left) and edge on (right).
Numbers give the surface density of red clump stars in pc−2, contours define isophotes
separated by 1/3 mag. Figures reproduced from Wegg & Gerhard (2013).

1.1.1 Morphology and 3D structure

The first insights into the global morphology of the MW bulge come from the Cosmic
Background Experiment (COBE) and Diffuse Infrared Background Experiment (DIRBE)
(Weiland et al., 1994), which provided the first low angular resolution map of the bulge in
the wavelength range between 1.25µm and 4.9µm. The surface brightness distribution of
the bulge, as revealed from the infrared map, was consistent with a triaxial bar. Although,
a bar in the inner Galaxy was first suggested much earlier by de Vaucouleurs (1964), from
HI line profile at 21 cm observations.

Over the decades many different tracers have been used to confirm the presence of
the bar and to constrain its properties. Nevertheless, the most compelling observational
evidence for the existence of a bar in the bulge comes from studies of red clump (RC)
stars, which can be used as standard candles to derive the stellar density distribution in
the inner region of the Galaxy (see Zoccali & Valenti, 2016, for a recent review).

As a reminder note, RC are core helium-burning stars that can be used as distance
tracers because their magnitude are fairly standard, changing slowly and smoothly with
age and metallicity, an well represented in stellar evolution models (Salaris & Girardi,
2002).

Wegg & Gerhard (2013) used the VVV-DR1 (Saito et al., 2012a) to map the RC distri-
bution across the inner 2.2×1.4×1.1 kpc of the bulge. They find a strong boxy/peanut/X-
shaped structure, with a bar orientation with respect to the Sun-Galactic center line of sight
of ∼ 27◦, and whose near-side points towards the first Galactic quadrant (0◦ ≤ l . 30◦).
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As shown in Figure 1.1, the outer bulge regions appear indeed as a boxy/peanut/X-shaped
structure, which is a signature of the bulges formed out of dynamical instabilities in disk
galaxies (see e.g. Debattista et al., 2006, and references therein). In particular the X-shape
is produced by bending and buckling of elongated stellar orbits, the so-called banana and
anti-banana orbits and even brezel-like orbits (see e.g. Portail et al., 2015).

From the observational point of view, the X-shaped structure (see right panel in Fig-
ure 1.1) causes a split (bimodality) in the RC magnitude distribution for fields in the outer
bulge regions (|b| > 5◦) along the minor axis (McWilliam & Zoccali, 2010; Nataf et al.,
2010; Saito et al., 2011; Gonzalez et al., 2015a). Specifically, this split in the RC distribu-
tion is the signature of two southern arms of the X-shaped structure crossing the line of
sight.

Finally, the RC distribution towards the Galactic center suggests also the presence of
an axisymmetric structure in the innermost ∼250 pc (Gonzalez et al., 2011; Gerhard &
Martinez-Valpuesta, 2012; Valenti et al., 2016), and of a long bar with semi-major axis of
∼4.6 kpc, which appears to be the natural thin extension of the main bar at larger radii
(Wegg et al., 2015).

1.1.2 Metallicity

The peak and the shape of the metallicity distribution function (MDF) of a given system
provide crucial constraints on the initial mass function (IMF), star formation efficiency, as
well as to the possible gas infall timescale (Matteucci et al., 1999; Ferreras et al., 2003). As
such, over the decades many spectroscopic studies focused on the determination of the bulge
MDF by targeting small samples of K or M giants in few fields sparsely located along the
bulge minor axis (see e.g. Rich et al., 2012, and reference therein). The general agreement
then was that the bulge population is on average metal-rich, although spanning a fairly
broad metallicity range (e.g. −1.5 . [Fe/H] . +0.5, where [Fe/H]? ≡ log10(NFe/NH)? −
log10(NFe/NH)�). In addition, the presence of a metallicity gradient across the bulge has
been debated at length since Minniti (1994) showed the first evidence by using a sample of
globular clusters distributed within 3 kpc from the Galactic center (see Zoccali et al., 2008;
Rich et al., 2012). However, the first comprehensive overview of the metallicity distribution
in the bulge was provided only later by Gonzalez et al. (2013), who used a combination of
VVV and 2MASS (Kleinmann, 1992) data to construct the first photometric metallicity
map of the bulge. As clearly seen from the derived map (see Figure 1.2, left panel), the
mean metallicity of bulge stars becomes progressively more metal-rich towards the Galactic
center.

The detailed and systematic study of the MDF shape and its variation across the
bulge became possible only thanks to the recent spectroscopic surveys (ARGOS, GIBS
and GES), which all together have provided spectra for more than 20,000 RC stars across
a large bulge area. Besides confirming the metallicity range constrained in previous stud-
ies, the most important finding (common to all surveys) is the presence of a composite
population in the bulge. Specifically, all derived MDFs are best reproduced when con-
sidering two populations, metal-rich (MR) and metal-poor (MP), whose relative fraction
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Figure 1.2: Left: Photometric metallicity map of the bulge based on VVV and 2MASS
data. Figure reproduced from Gonzalez et al. (2013). Right: MDF of RC stars at constant
latitudes based on GIBS data. The fraction of metal-poor stars compared to the total is
given in each panel. Vertical dashed lines mark the limits of the metal-poor and metal-rich
population. Figure adapted from Zoccali et al. (2017).

changes along different lines of sight, hence producing the observed mild vertical gradient
found in earlier studies. As is evident in the right-hand panel of Figure 1.2, the peaks of
the MP and MR components are roughly constant across varying longitudes, and centered
around [Fe/H]MP ∼ −0.33 and [Fe/H]MR ∼ 0.25 in all observed fields. MP stars dominate
in the outer bulge regions, while MR stars become more numerous moving towards the
plane. However, Zoccali et al. (2017) also found evidence that in the innermost fields (i.e.
|b| < 3◦, see first 2 top right panels of Figure 1.2), the MP component becomes important
again as its relative fraction starts increasing close to the plane. This new finding has
been further investigated by Zoccali et al. (2017) by scaling the relative fraction of MP
and MR component, as traced by the RC stars, to the total number of RCs in the bulge
provided by the stellar density map of Valenti et al. (2016). This surprising result is shown
in Figure 1.3, where the spatial distribution across the bulge of the MP and MR compo-
nent is presented separately. The MP component displays an axisymmetric distribution,
concentrated mostly within |l| . 3◦ and |b| . 4◦. On the other hand, the MR map has
a distinctive boxy distribution, dispersed around |l| . 6◦ and |b| . 3◦, following the bar
morphology.

An additional confirmation that MP stars do not trace the strong boxy/peanut/X-
-shaped structure is presented by Ness et al. (2012) and Rojas-Arriagada et al. (2017).
These two studies have shown that only MR stars exhibit the split in the RC distribution,
the typical signature of the X-shape (see §1.1.1).

Finally, studies of RR-Lyrae (RRL) (Dékány et al., 2013; Pietrukowicz et al., 2015; Gran
et al., 2016) and Type II Cepheids (Bhardwaj et al., 2017), which are excellent tracers of
old (> 10 Gyr) and MP population, reached the same conclusion.
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Figure 1.3: Density map of MP (left) and MR (right) RC stars obtained using the MDF of
GIBS fields and the total number of RC stars from Valenti et al. (2016). Figure adapted
from Zoccali et al. (2017)

1.1.3 Kinematics

With over six thousand spectra of M-giants in 42 fields distributed mostly across the outer
bulge regions (i.e. b . −4◦) the BRAVA survey provided the first systematic study of the
bulge kinematics. The study of the observed radial velocity and velocity dispersion (σ) of
stars as a function of the position within the bulge revealed that overall the bulge rotates as
a bar. Specifically, the radial velocity distribution of bulge stars gets steeper when moving
towards the center (i.e. as function of the longitude), while showing very little spread
at fixed longitude but different height from the plane. This trend, known as cylindrical
rotation indicator, is characteristic of bulges that originate from the buckling instability of
a, previously settled, rotating bar. When viewed edge-on, the stars are expected to show
little difference in their mean rotation velocities measured at different scale height from
the plane of the galaxy.

The cylindrical rotation has been later confirmed by the ARGOS survey at larger
latitudes and longitudes, as well as by the GIBS survey that instead probed the innermost
regions up to b = −1◦. In addition, the GIBS survey found the presence of a high σ peak
in the central ∼ 200 pc (Zoccali et al., 2017), which matches a peak in the mass density
profile obtained by Valenti et al. (2016). Very recently, Valenti et al. (2018) constrained
and measured the central velocity dispersion peak within a projected distance from the
Galactic center of ∼ 280 pc, reaching σ = 140 km/s at b ± 1◦. There it is shown that the
central σ peak is symmetric with respect to the Galactic plane, with a longitude extension
at least as narrow as predicted by GIBS.

Finally, it is important to mention that only M- and K-giants are found to trace a
cylindrical rotation pattern. Indeed, Kunder et al. (2016) showed that the kinematics of
RRL stars (i.e. MP and old stars) do not rotate cylindrically.
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Figure 1.4: Spatial trends of the galactocentric radial velocity dispersion for the MP (left)
and MR (right) component, respectively. The contours mark the constant-σ lines, with
the respective numeric value, in km/s. Figure adapted from Zoccali et al. (2018).

1.1.4 Global properties of MP and MR components

As highlighted already in §1.1.2, the bulge MR and MP components have clearly different
properties in terms of spatial distribution, that is, the MR component traces the bar while
the MP one is much more spherically concentrated. When coupling the metallicity and
kinematics information derived over the years from different surveys, it became evident
that MP and MR stars in the bulge differ also in their kinematic properties.

By studying the vertex deviation, which is the angle formed by the velocity dispersion
ellipsoid in radial velocity vs. longitudinal motion (vr vs. µl), as a function of the stellar
metallicity, Babusiaux et al. (2010) showed that MR stars display elongated orbits, which
are typical of galactic bars, whereas MP stars generally exhibit isotropic orbit distribution,
as axisymmetric spheroids.

Overall, the bulge rotates cylindrically like a bar (Rich et al., 2007b; Kunder et al., 2012;
Ness et al., 2013b; Zoccali et al., 2014; Ness et al., 2016), however as shown in Figure 1.4,
MR stars show a steep velocity dispersion (σ) gradient as a function of the latitude, from
σ ∼ 50 km/s at b = −8◦ up to σ ∼ 140 km/s at b = −1◦. Instead, the MP component
has a dispersion that ranges from ∼80 km/s in the outer region to ∼120 km/s at b = −1◦

(Zoccali et al., 2017; Rojas-Arriagada et al., 2017).
Zoccali et al. (2018) provided the fractional contribution of MP and MR stars to the

total stellar mass budget of the Galactic bulge, and its variation across the bulge area.
They find that MP stars make up 48% of the total stellar mass of the bulge, within the
region |l| < 10◦, |b| < 9.5◦, with the remaining 52% made up of MR stars. The MR
component dominates the mass budget at intermediate latitudes |b| ∼ 4◦, but becomes
marginal in the outer bulge (|b| > 8◦). While the total σ has a trend that follows the total
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stellar mass, when one examines the σ of each component individually (see Figures 1.3 and
1.4), it is evident that the high central σ peak is actually due to the MR component, in
a region where MR stars make up a smaller fraction of the stellar mass. This is due to
the kinematic (i.e. orbits) and spatial distribution of the two metallicity component being
significantly different.

1.1.5 Formation mechanisms

Historically, following the prescription of Kormendy & Kennicutt (2004), bulges have been
classified into two main categories according to their formation: classical and pseudo bulges.

A structure that is the result of gravitational collapse of primordial gas or from the
effects of early mergers is called a classical bulge. These systems share fundamental prop-
erties with elliptical galaxies, and experienced fast and early formation. As such, the bulge
formed before the disk and its stellar population is sharply old and α-elements enhanced.

The Pseudo-bulges would form due to dynamical instabilities of the disk induced by
the presence of a bar, meaning that they would be mostly disk-like, although still having
characteristic properties (Zoccali & Valenti, 2016). The bar heats up the disk in the vertical
direction, giving rise to the typical boxy/peanut/X-shape. In this case the emerging bulge
shows bar-driven kinematics (i.e. cylindrical rotation) and the age and chemical content of
the stellar population correspond to the properties of the disk at the bar formation time.

The formation mechanism of either classification of bulge also often implies that the
classical bulge would be a spheroid (as is formed from collapse and chaotic mergers), while
the pseudo-bulge would often be associated with the presence of a bar (Zoccali & Valenti,
2016). However, observations of high-redshift gas-rich disks hint towards a more complex
scenario, where the bulge formation mechanism may be linked to the merging of smaller
dense star forming clumps originating from the disk itself (see e.g. Bournaud et al., 2009,
and reference therein).

In this context, it is therefore worth emphasizing that the profound differences be-
tween the spatial and kinematics properties of the MW bulge MR and MP components,
as presented in the previous sections, do not necessarily imply a different origin scenario.
Although it might be tempting to assign a classical and pseudo-bulge origin to the MP
and MR components respectively, from a purely observational perspective, it is not possi-
ble to separate bulge populations on the basis of a given formation mechanism. Different
models of bulge formation are being developed, arguing that a spheroidal shape can be
obtained through different formation scenarios (see e.g Di Matteo, 2016; Debattista et al.,
2017; Fragkoudi et al., 2017), which do not invoke a gravitational collapse but rather the
evolution of disks with various properties. As observers, we can instead provide detailed
description of the MR and MP components in terms of spatial, kinematics, chemical abun-
dances, but most importantly age properties. In this way, future bulge formation models
can be constrained much better than before, hopefully allowing us to definitely discard
some scenarios in favor of the others.
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Figure 1.5: Bulge stellar ages derived from photometric and spectroscopic studies. Left:
CMD of the Sgr-I-SWEEP field decontaminated by disk stars using proper motion com-
pared with isochrones of different metallicity and age. Figure adapted from Clarkson et al.
(2008). Right: Age versus [Fe/H] for a microlensed dwarfs sample. Figure reproduced from
Bensby et al. (2017).

1.2 The bulge age: current view and tension

While there is a general agreement regarding the properties of the bulge morphology (i.e.
3D structure), metallicity and kinematics, an unanimous consensus on the age is still
missing. Indeed, in the recent years the age of the bulge stellar population has been the
most controversial problem because of a number of contradicting results based on different
approaches.

Dating bulge stars is a very complicated task, challenged by the stellar crowding, the
large and high differential extinction, the uncertainties in the distance modulus, the dis-
tance spread due to the spatial depth of the bulge/bar along the line of sight, the metallicity
dispersion, and finally the contamination by foreground disk stars. The different contribu-
tions of all these factors prevent accurate location, in terms of magnitude and color, of the
main sequence turn-off (MS-TO) for the bulge population, so far among the most reliable
age diagnostics (Renzini & Fusi Pecci, 1988). Historically, the earliest age constraint by
van den Bergh & Herbst (1974) in the Plaut field along the bulge minor axis at b = −8◦

(∼1 kpc) indicated a globular cluster-like age. Terndrup (1988) fitted the photometry of
bulge fields at a range of latitudes with globular cluster isochrones of varying metallicity,
but lacking a certain distance for the bulge, only a weak age constraint (11-14 Gyr) was
derived. Ortolani et al. (1995) solved the problem of the distance uncertainties by com-
paring the bulge population with the two clusters NGC 6528 and NGC 6553. Specifically,
by measuring the difference between the RC and the MS-TO magnitudes in the bulge field
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and in the clusters, for the first time they showed that the relative ages of the bulge and
metal-rich cluster population could not differ by more than 5%. Feltzing & Gilmore (2000)
used the counts of stars brighter and fainter than the MS-TO observed in their Hubble
Space Telescope (HST) based photometry of Baade’s Window and another low extinction
field known as Sgr-I-SWEEP at l = 1.25◦ and b = 2.65◦, to argue in favor of an old age.
The case for a purely old bulge has been further strengthened by later studies based on
more accurate HST (see e.g. left panel of Figure 1.5) and ground based photometry of
different bulge fields located mostly along the minor axis (Kuijken & Rich, 2002; Clarkson
et al., 2008, 2011; Zoccali et al., 2003), but also at the edge of the bar (Valenti et al.,
2013). Unlike previous works, the problem of contamination from foreground disk stars
was tackled either by a kinematic decontamination by using proper motions (Kuijken &
Rich, 2002; Clarkson et al., 2008, 2011), or statistically by considering control disk fields
(Zoccali et al., 2003; Valenti et al., 2013). From the analysis of optical and near-IR decon-
taminated CMDs, these studies found the majority of the bulge stellar population to be
old (i.e. > 10 Gyr), with no evidence of significant age differences between the field and old
MW cluster population. In particular, Clarkson et al. (2011) provided an upper limit of
∼3.4% for a bulge component younger than 5 Gyr, although arguing that the majority of
the stars brighter than the old MS-TO in their CMD could be blue straggler stars (BSS).

There is, however, a clear discrepancy between the ages inferred from the determination
of the MS-TO in the observed CMDs and those derived by the microlensing project of
Bensby and collaborators (Bensby et al., 2013, 2017), which derives individual stellar ages
from the effective temperature and gravity (i.e. from isochrones in the [Teff , log g] plane)
as obtained from high resolution spectra. Bensby et al. (2017) observed a sample of 90 F
and G dwarf, turn-off and subgiant stars in the bulge (i.e. |l| . 6◦ and −6◦ < b < 1◦)
during a microlensing event, which amplifies the light of the otherwise too faint dwarf
and allows for high-resolution spectra studies to be carried out even as far as the bulge.
They found that about 35% of the MR stars ([Fe/H] > 0) span ages in between 8 Gyr and
2 Gyr, whereas the vast majority of MP ([Fe/H] . −0.5) are 10 Gyr or older (see right
panel of Figure 1.5). In addition, from the derived age-metallicity and age-α elements
distribution the authors concluded that the bulge must have experienced several significant
star formation episodes, about 3, 6, 8 and 12 Gyr ago. Comparable results have been found
by Schultheis et al. (2017), who presented the age distribution of 74 giants in Baade’s
Window as a function of stellar metallicity. Specifically, the relation of Martig et al. (2016)
calibrated on asteroseismic data has been used to link the [C/N] abundances measured from
APOGEE spectra to the stellar age. While the age distribution of the MP ([Fe/H] < −0.1)
giants peaks at 10 Gyr with a decreasing tail towards younger age (as young as 2 Gyr), MR
([Fe/H] > −0.1) stars can be either young or old. Indeed, their age distribution appears
bimodal, with two peaks at 4 and 11 Gyr.

Different concepts have been explored and proposed to partially reconcile the spectro-
scopic and photometric ages. In this respect the first attempt was presented by Nataf
& Gould (2012) and Nataf (2016) who proposed a higher helium enrichment factor than
currently adopted for the MR isochrones. The use of standard isochrones on He-enhanced
stellar populations would lead to photometric and spectroscopic ages that are over- and
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under-estimated, respectively. Therefore, the discrepancy could be interpreted under the
assumption that the chemical evolution of the bulge is He-enhanced. On the other hand,
Haywood et al. (2016) suggested the discrepancy being caused by the effect of the age-
-metallicity degeneracy that makes it hard to distinguish in the CMD a young MR star
from an old MP one. They compared the MS-TO color spread observed in the CMD
of Clarkson et al. (2011) with that of synthetic CMDs obtained by using two different
age-metallicity relations: i) the one presented by Bensby et al. (2013), based on a total
sample of 59 micorlensed dwarfs, and ii) one that extends from [Fe/H] = −1.35 dex at
13.5 Gyr to [Fe/H] = +0.5 dex at 10 Gyr. When taking into account distance, reddening
and metallicity effects, Haywood et al. (2016) showed that the MS-TO color spread of a
purely old stellar population would be wider than what is observed, and thus advocating
for the presence in the bulge of a conspicuous population of young and intermediate-age
stars. Very similar results have been presented by Bernard et al. (2018) who calculated the
star formation history (SFH) of four bulge fields, including that of Clarkson et al. (2011).
Their findings suggest that over 80% of the stars are older than 8 Gyr, but also the presence
of star formation as recent as ∼1 Gyr.

1.3 The goal of this project

Clearly, as of today the age distribution of the bulge is still not universally understood,
and in particular its spatial variation across the large area of the bulge has not been
explored. In this framework, the use of near-IR deep photometry provided by the VVV
survey represents a unique opportunity, as it covers the central ∼ 300 deg2. of the bulge
and can penetrate the high extinction near the plane that the optical studies avoid.

With this in mind, we have set off to obtain photometrically derived age estimates of
the bulge, with the ultimate ambitious goal to produce an age map.

To do so, we derive a new set of point-spread function (PSF) fitting photometry in
JKs for the whole VVV bulge area (|l| < 10◦, −10◦ < b < +5◦), which is better suited to
handle the highly crowded fields near the Galactic plane than aperture photometry. This
new photometry includes completeness values to assess how many stars at given JKs values
we are not observing, as well as a new high resolution extinction map for the whole area.

We use the CMDs derived from the new photometry in several bulge fields and we re-
move the contamination from foreground disk by using a statistical approach. The resulting
clean bulge CMDs are then compared with synthetic populations, specifically tailored for
each field such as to include the effects of differential reddening, distance dispersion, and
photometric and systematic uncertainties associated with the observations.

The comparison between observed and synthetic CMDs finally leads to the stellar age
determination. However, this is done by using two different approaches.

On method exploits the advantage of knowing the metallicity distribution of the bulge
stars from the GIBS survey, so by imposing the observed MDF the age is the only free
fitting parameter. The second method uses neither age nor metallicity initial assump-
tions, allowing a genetic algorithm to define the best solution in what would be the SFH
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reconstruction, or the ’ignorance model’.
Lastly, we compare the ages from these results with a set of N -body simulations, dis-

cussing the new results with respect to earlier studies.



Chapter 2

The new bulge photometry

This chapter provides and overview of the new photomerty I have obtained for a bulge
region of ∼ 300 deg2 around the Galactic center. It includes the methodology used to obtain
calibrated photometric catalogs from the available images, as well as some interesting
applications. Most of the details discussed here are presented in Surot et al. (2018b, in
prep), with the exception of §2.6 and §2.7.

2.1 The dataset

In this work, we have used a combination of J and Ks images from the VVV survey (Minniti
et al., 2010) collected with the wide field near-IR imager VIRCAM mounted on the VISTA
4-m telescope on ESO Paranal Observatory.

The VVV survey mapped an area of about 300 deg2 centered on the Milky Way bulge
(−10◦ < l < +10◦, −10◦ < b < +5◦), and 250 deg2 covering a portion of the southern disk
(−65◦ < l < −10◦, |b| < 2◦). It is divided into observational groups called tiles, which cover
roughly 1.6 deg2 each, for a total of 196 tiles in the bulge (designated b201-b396) and 152
in the disk (called d001-d152). The survey used two observing modes, one providing quasi
simultaneous single-epoch observations in ZY JHKs passbands, and another following a
variability multi-epoch study in Ks. However, at the end of the survey, all bulge fields
ended up having effectively 2 epochs also in J.

VIRCAM is equipped with a mosaic of 16 detectors with gaps about the size of the
detectors themselves between them. The average pixel scale of the detectors is 0.399′′, with
percent-level variations across the whole detectors ensemble, resulting in each detector
covering ∼ 133 arcmin2 on the sky. A single VIRCAM frame is called pawprint, and it
consists of 16 single-detector images (SDIs).

The VVV observing strategy was designed to obtain a pair of pawprints jittered by
∼ 20′′ to account for detectors bad cosmetics, at 6 different positions. The combination of
the paired jittered pawprints is referred to as stacked pawprint (see left panel of Fig.2.1).

The offsets pattern between the 6 positions was properly defined in order to get a
nearly homogeneous sky coverage of ∼ 1.5 × 1.2 deg, the so-called tile. The right panel
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of Figure 2.1 shows a schematic view of the pattern of offsets for any given detector of
the stacked pawprint. In summary, a single tile is composed of 16×6 SDIs (i.e. a stacked
pawprint ×6 positions), per epoch, per filter.
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Figure 2.1: Left panel: Representation of a stacked pawprint. Right panel: Schematic
pattern for any given SDI in the 6 stacked pawprints. Colours and numbers denote the
order in which the 6 exposures are taken, and the semi-transparent shaded areas around
them the corresponding field of view.

The exposure time per pawprint and epoch was only 4 sec for Ks and 2 × 6 sec for J.
With this strategy almost every pixel within a tile gets exposed at least twice, yielding
effective exposure time of 8 sec for Ks and 24 sec for J-band for the stacked pawprints.
However, the overlap areas between stacked pawprints and edges of the tiles had 2-6 times
higher exposures causing the noise distribution within a tile to vary strongly with position
in the sky. For this reason we decided to work on the stacked pawprint images (i.e. average
of the two jittered exposures at each pawprint position), rather than using the final tile
images. Such images are available for download at Cambridge Astronomy Survey Unit
(CASU1), after the corresponding raw science and calibration frames are processed by the
VISTA data flow system pipeline (Lewis et al., 2010). For a more detailed description see
Saito et al. (2012a).

Figure 2.2 shows schematically the bulge area covered by the observations, and the
official VVV tiles numbering used also in this work. Tiles for which 2 epochs in J and
Ks have been used are highlighted in green. In principle we could have used 2 epochs
for all 196 tiles because they have been observed twice in J-band and up to 290 times in
Ks. However, to enabling the study of the age and age variation across the bulge a basic
requirement is to obtain CMDs as deep and accurate as possible. This is achieved when all
images in both bands have similarly good image quality (IQ). Only 65% of the tiles satisfies
this images selection criterion for both filters in 2 epochs. The complete list of stacked
pawprint images used in this work amounts to 3912 (corresponding to 3912× 16 = 62592
SDIs). The average IQ of the selected images is 0.75′′±0.1 and 0.54′′±0.04 for J and Ks

bands, respectively.

1http://casu.ast.cam.ac.uk/
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Figure 2.2: VVV survey bulge area and tile numbering. The color code refers to the number
of epochs used to construct the photometric catalog of each tile: green for 2 epochs and
blue for only 1 epoch.
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2.2 PSF photometry

The bulge region studied here is characterized by a very large star density, especially
close to the Galactic plane (|b| < 3◦, & 1500-3000 stars per arcmin2), therefore to obtain
accurate stellar photometry we used point spread function (PSF) fitting algorithms on
each SDI, independently. In this regard, each SDI has its own PSF, and as such, it is
expected to represent an independent photometric system (i.e. zero-points). Therefore,
to obtain the final photometric catalog of any given tile we must first calculate and apply
an internal detector-by-detector photometric calibration, and then combine all the SDI
catalogs together. In addition, we need to assess the photometric and systematics errors
affecting the derived magnitude, as well the completeness level (i.e. fraction of observed
to truly present/recovered stars per color-magnitude bin).

To this end, we make use of an ad-hoc customized pipeline based on DAOPHOT,
ALLSTAR (Stetson, 1987), and ALLFRAME (Stetson, 1994) to extract the magnitudes
from the SDIs. Later for quick image coordinates transformations and internal cross-
matching we use DAOMASTER (Stetson, 1993).

2.2.1 Initial parameters

The first step towards the catalog creation, is to propose a set of initial parameters to the
DAOPHOT routine. For this purpose we first set the gain2 and read-out noise (RON3)
levels, as published in the ESO Health Check monitor for the VIRCAM instrument. From
this database, we have taken the closest values to the time of observation for each SDI.

From the VIRCAM manual4 we obtain for each detector the recommended analog-to-
-digital unit (ADU) value corresponding to the linearity régime. However, we found that
the values listed in the manual not always reflect what is observed in the SDIs, possibly
because the reduction process due to dark correction, flat-fielding and combination of
the jittered pair frames, has slightly changed the baseline counts for each FITS. In fact,
visual inspection of the SDIs revealed that very bright stars (that should be and look
like completely saturated) do not show the expected plateau in the counts, but rather a
hole with near-zero counts in their center, surrounded by a somewhat smooth ring (see
Figure 2.3).

We argue that this is due to the handling of overflow values, when a high number
count is reset to some negative number following a misinterpretation of a sign bit, and it
is smoothed out by the jitter combination. Using this kind of stars as a guideline, we have
defined our highest count limit to 18,500 counts, which is roughly the level at which we can
still find star-like (i.e. PSF) signals, minus some arbitrary conservative margin of 1,000
counts. In case of detector #5, which has a notoriously lower listed high-count limit in the
instrument manual, we have decided to reduce the high-count limit value to 15,500. We
will henceforth refer to this as our saturation limit, even though, as stated here, it is not

2http://www.eso.org/observing/dfo/quality/VIRCAM/reports/HEALTH/trend report GAIN AVG HC.html
3http://www.eso.org/observing/dfo/quality/VIRCAM/reports/HEALTH/trend report READNOISE AVG HC.html
4http://www.eso.org/sci/facilities/paranal/instruments/vircam/doc.html
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Figure 2.3: Zoom in to a saturated star in detector #5. The top panel shows a heatmap
of the ADU counts, while the bottom panel is an horizontal cut through the center of the
star. In cases like this very bright star the fault is evident, but for moderately saturated
stars the central dip is much more subtle and cannot be filtered out simply.

directly to the point of actual saturation, but to when the images start being indirectly
affected by it.

By taking the brightest stars in the images and measuring the approximate radius from
their center at which the ADU rises well above the local sky level, we have arrived at 15
pixels to be a reasonable value for the PSF radius. This value has been adopted throughout
the whole reduction procedure that leads to the catalog extraction, regardless of detector.

As the next step, we need to determine the Full Width at Half Maximum (FWHM) of
the stars. It turns out that the FWHM values stored in the image headers are sometimes
at odds with what is seen in the image, and in our earliest results we found several ex-
ceptions that forced us to produce an independent measure of the FWHM. In the end, we
favored a brute force approach, where we select 2,000 stars by using the DAOPHOT/PICK
subroutine (pick-stars) from each image, estimate their FWHM from their profiles based
on their maximum number of counts and the surrounding background, and obtained a
general FWHM for the image from the median of the ensemble. Several tests on different
fields and images, showed that this was sufficiently close to the original value in general,
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and once we started using this estimator on the most problematic fields, the related issues
were resolved and the CMDs were consistent across neighboring tiles and SDIs. We use
the so-derived FWHM as the PSF fitting radius.

2.2.2 PSF calculation

To construct the PSF model for each SDI we select 450 bright isolated stars that are still
well below the saturation limit (see §2.2.1) by using the DAOPHOT/PICK subroutine.

We then proceed to iteratively filter out stars with a bad profile shape and bad pixels,
as defined by DAOPHOT, until no star has bad-pixels in its fitting radius and the final
sample has no profile outliers.

Once the selection of PSF-stars have been made, we calculate their profile using a
Moffat distribution5 with β = 2.5 and allowing for a quadratic XY variation. The so-
-derived PSF-model is used as input parameter in the ALLSTAR routine, allowing to
remove neighboring stars, and subsequently re-fitting the PSF profile. An iteration of 5
times usually led to a convergent profile for most SDIs. However, for certain problematic
cases, it was necessary to reduce the counts saturation limit (i.e. in steps of 1,000 ADU).
The computational routine leading to the final PSF-model is schematically reproduces in
Figure 2.4 in the form of a flow diagram.

2.2.3 SDIs mosaic and catalog calibration

In short, PSF-fitting photometry is performed independently on each SDI by using the
ALLFRAME routine and the PSF-model as derived in §2.2.2. However, in practice the
entire photometric procedure is very complex because of the need to process a large number
of individual images, and the requirement of being able to produce a coherent mosaic of
the corresponding catalogs with accuracy.

To match all catalogs we need to transform the in-image stellar positions (i.e. XY
coordinates) into a new common reference system (i.e. X’Y’ coordinates) by applying
coordinate transformations equivalent to a simple shift and rotation. Accurate coordinates
transformation are best obtained if derived on overlapping regions that are sufficiently large
and uniform. However, the SDIs themselves are not uniform due to the ∼ 60 pixel jitter
applied during the observations (see §2.1), and coordinate transformations based mostly
on the overlapping edges of the SDIs (i.e. the vertical overlap area in the right panel
of Figure 2.1) were characteristically unreliable. For this reason, following the references
given in the right panel of Fig 2.1, for each detector we decided to group the SDIs and
corresponding catalogs of the 6 stacked pawprints into two sides: left (stacked pawprints 1,
2 and 3) and right (stacked pawprints 4, 5 and 6). Each side would then have a particular
XY-to-X’Y’ transformation, based on the coordinates system of stacked pawprint 2 for the

5fMoffat(x, y, β) = γ
(

1 + x2

α2
x

+ y2

α2
y

+ αxyxy
)−β

, where γ, and the α coefficients are free parameters set

by the fit.
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Figure 2.4: Flow diagram of the computational routine used to obtain the PSF model of
each SDI

left, and 5 for the right. In case of multi-epoch observations (i.e. 12 stacked pawprints per
filter), the reference is taken from the earliest epoch set.

What follows is the detailed description of the procedure applied to 3 SDIs of one of
the two sides (i.e. left or right), for one of the 16 detectors. To aid the reader, such
procedure is also schematically shown in Figure 2.5 as flow diagram. As a first step,
for a given detector we run the ALLSTAR routine on each SDIs-side in order to obtain
the corresponding preliminary photometric catalogs, that are used exclusively for mosaic
construction purposes.

DAOMASTER is then used on each side set to derive the coordinates transformation,
and to create a mosaic of combined SDIs-side (steps 1 to 3 in Figure 2.5). We process the
so-derived side mosaic images (one per filter and epoch) with ALLSTAR only to obtain the
corresponding list of stars centroids in the new coordinates system (step 4 in Figure 2.5).
We finally perform PSF-fitting photometry with ALLFRAME on all J and Ks side SDIs,
by using also the coordinate transformations that lead to the mosaic, and the PSF models
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Figure 2.5: Flow diagram of the computational routine used to obtain the photometric
catalog of a given detector SDIs-side. See text for further details.

as derived in §2.2.2 (see steps 5.1 to 5.3 in Figure 2.5). The advantage of ALLFRAME over
ALLSTAR is that the former allows for a better refinement of the sources centroid, enabling
to derive a deeper photometry. The output products are photometric catalogs containing all
stars detected in a given detector, per side and filter (step 6 in Figure 2.5). This means that
for each one of the 196 bulge tiles, we ended up having a total of 16 (detectors) × 2 (sides:
left and right)× 2 (filters, J and Ks) single band catalogs. The joint JKs catalogs containing
all stars from a given detector and side are then obtained through cross-correlation by using
again DAOMASTER and the previously derived coordinate transformations (steps 7 and
8 in Figure 2.5).

The absolute magnitude calibration of the photometric joint JKs catalogs is obtained
through cross-correlation with the catalogs produced by CASU for the same set of images.
Specifically, we first transform the XY position of the detected sources in these catalogs
into the absolute system RA-DEC by using the WCS recorded in each image header. Then
the match with the CASU catalogs is done with STILTS (Taylor, 2006), using a RA-DEC
separation criterion with a tolerance of 0.5 arcsecs, roughly 1.5 pixels. Overall, the match
presents a natural spread of about ±(0.02− 0.03) mag for J and usually a 50% higher for
Ks (see Figure 2.6).

We also perform internal crosschecks within different pawprint images for which we have
significant overlap. From these matches, the general result is a well centered dispersion of
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Figure 2.6: Example plot for the CASU-ALLFRAME calibration for detector #8 of tile
b249. Top panel refers to the left side, while the bottom panel to the right side. Displayed
is the magnitude difference in J between CASU and ALLFRAME catalogues vs. CASU
reference. The black circles follow all the matches, while the red dots mark the selected
magnitude range where the zero-point is calculated. The title of each plot refers to the
linear fit performed on the red dots, as well as the number of stars from which it is
derived. Also shown in the legend is the source catalog, the estimated zero-point and the
corresponding uncertainty. The criterion to select the red dots is dependent on a window
from which we have the minimum spread in the ∆m relation.
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magnitude difference, ∆m, around 0 with nominal spread within 0.5σ, with an intrinsic
scatter of ±0.01 mag for J and, again, about 50% higher for Ks. Exceptions arise, however.
For instance, the stars from detector #16 show systematically redder colors in the upper
third part of the detector (Y & 1400), for all images. This is due to a known defect in the
CCD with filter-dependent sensitivity. This caveat in described below in §2.3.

2.3 Completeness

The level of completeness of the new photometry is assessed through artificial star exper-
iments. The basic idea is to add to the SDIs synthetic stars with the observed PSF and
J and Ks magnitude spanning the range observed in the data. Then re-process the entire
dataset containing the artificial stars of known true magnitudes by following the same
procedure described in §2.2. The fraction of recovered stars with respect to those added
provides an estimate of the photometric completeness.

In practice, for each detector-side JKs catalog, we first define a color-magnitude mask
covering almost the whole corresponding CMD. This mask is used to construct a uniform
2D distribution in color-magnitude space, from which we draw pairs that define the J
and Ks magnitude of the injected stars (min atlas). This allows us to have completeness
information virtually on all stars present in the observed CMD with no waste in CPU time.

The artificial stars are then spatially distributed (i.e. XY) around a grid properly
customized to avoid artificially increasing the crowding (see Zoccali et al., 2003). Specifi-
cally, we use a hexagonal grid with distance between nodes of 30 pixels (∼ 2×PSF radius).
Such choice allows us to keep the crowding under control (i.e. similar to the data) and to
minimize the number of simulations by optimizing the density of injected stars given the
distance restriction. Indeed, with respect to a square grid, the hexagonal one allows for
∼ 15.4% more nodes within the same area.

To obtain a statistically robust completeness function we decided to inject ∼ 120,000
artificial stars per detector-side, which means doubling that quantity per detector. How-
ever, given the limitation imposed by the grid, only ∼ 11,000 stars per side can be arranged
at the time. Therefore, this process must be repeated 10 times to reach the desired total
number of injected stars.

We proceed to randomly assign a JKs pair from the min atlas to every node in the
defined XY grid. Because the sides are actually composed of 3 × Nepochs SDIs, we use
the transformation provided by DAOMASTER in the photometric procedure to properly
divide the grid and the associated JKs in the constituent SDIs.

This effectively produces a set of injection catalogs with XY JinKs
in entries, one for each

SDI, so that the artificial stars in any one detector-side are coherent (i.e. in the overlapping
areas of each SDI pair, the injected stars are in the same absolute position with the same
magnitudes). These catalogs are then fed to the ADD subroutine of DAOPHOT, together
with the calculated PSF-model from §2.2.2, to produce modified images with the artificial
stars injected.

These modified images are then processed in exactly the same way as described in §2.2,
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with the exception of the coordinate transformations that are recycled from the photometry
process, rather than redefined. This produces, for each detector, 2 catalogs JKs (left and
right).

We note that since the catalogs themselves have joint JKs, that is, there is no measure
in one filter without the other, the final product is a completeness value that is a function
of both magnitudes: p = p(J,Ks).

Finally, side-by-side, we cross-correlate these catalogs to the injection ones using STILTS,
with a separation criterion in XY of at most 1.5 pixels (similar to the calibration run), pro-
viding us now with a recovered magnitude mrec match to the corresponding min.

We consider a star as recovered if |min − mrec| < 0.75 mag (see Sollima et al., 2007).
Thus, the final completeness value p(J,Ks) is simply defined as the ratio between the
number of recovered stars and the number of injected stars per (J − Ks) − Ks bin. Of
course, this assumption provides a very good measurement as long as the uncertainties,
due to the combination of photometric error and systematics, are within the adopted
magnitude and color bin. Here we have decided to use a unique (J − Ks) − Ks bin of
0.14 × 0.13 mag2, which turned out to stabilize the uncertainty variation of p itself when
moving across the CMD.

We note that the completeness in general is different from one detector to another, with
nominal ±0.2 variations around the p = 0.5 level, regardless of actual stellar density.

Finally, in the available technical documentation at the CASU website6 several known
issues are highlighted regarding the VISTA image quality. Most of them are either un-
avoidable or resolved by the time of the observations, but there are two precautions we
thought would be best to take, and that was to not include detectors #4 and #16 in the
completeness analysis. In the case of detector #4, the problem is mild and not always
present, but we decided to exclude it regardless. For detector #16, however, the defect is
persistent and too hard to correct effectively.

2.4 Final photometric catalogs

The final product of the procedure described in the previous sections is a compilation of
196 photometric catalogs, one per each VVV bulge tile, (see Fig.2.2) covering a total of
∼ 300 deg2 around the Galactic center.

For each star detected in a given tile, the catalog provides: the equatorial and galactic
coordinates (RA, DEC, l, b); the magnitudes with the corresponding photometric errors
(J,Ks, σJ, σKs) ; the completeness value (p(J,Ks)); the extinction (E(J−Ks), σE(J−Ks), AJ,
AKs) as derived from the reddening map of Gonzalez et al. (2012); statistics describing
the quality of the PSF-fit (sharpness, χ2); the magnitude combined errors (∆J,∆Ks); the
number of times a particular star was detected (rep); and a binary (i.e. base 2) flag tracing
the detector(s) of origin of the entry.

It is worth mentioning that to properly assess the photometric quality of each catalog
one should not exclusively use the tabulated photometric errors, but rather the combined

6http://casu.ast.cam.ac.uk/surveys-projects/vista/technical/known-issues
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errors that are obtained considering the photometric errors and the uncertainty derived by
the repeated and controlled injection of artificial stars. Indeed as we show in Figure 2.7,
the combined effect of systematics and photometric uncertainties produces a spread in
the recovered vs. injected magnitudes (black solid line) that is considerably larger than
what one would expect from the photometric error alone (colored points). In addition,
Figure 2.7 evidences the known issue related to the saturation/non-linearity of bright stars
in the VVV Ks-band images (Ks ∼ 12). Of course this problem is also present in the
J-band, but the uncertainties up to J ∼ 10 are well in line with the rest of the profile, from
both photometric and simulated sources.

The provided χ2 and sharpness (s) values can be additionally used to flag and filter
out poor and/or false detections from the catalog. The χ2 refers to the quality of the star
PSF-fitting, and its value should be distributed around 1 (i.e. χ2 = 1 for the ideal fit),
therefore any considerably deviant value points to a poor fit. The sharpness (s) provides
a measurement of how round the recovered detection looks in the image. This is a number
centered around 0 for perfectly round detections, up to some internally filtered value that
usually moves in the (extreme) ranges of |s| . 10. However, |s| . 2 is much more common.

In our analysis, we have adopted a number of quality filters that have different prop-
erties, fine-tuned to the characteristics of a given catalog tile, but whose common effect is
removing the poor and false detections (e.g. stars with either a poor fit, |χ| >> 1, and/or
elongated sources in the image, |s| & 1.5). Such unlikely stars appear more evidently as
a diffuse feature in the raw CMD, and generally have minimal effect of the global shape
of the CMD. Extended sources, such as background distant galaxies, can still pass the
photometric internal quality cuts and therefore appear in the final CMD.

The first quality filter, and the most effective in nominal (i.e. not very crowded) fields,
is obtained in the [J vs. s] plane, where we take bins in J and use iterative σ-clipping to get
rid of the most deviant s stars per J bin. This usually results in removing a small portion
of the stars in the derived CMD, but targeting mostly the outliers in the s distribution.

For the most crowded fields, the former filter is not effective enough because the high
star density produces more frequent blending events, which skews the s(J) distribution
enough to prevent effective cleaning. For these fields, we use the index s × (χ2 − 1), and
produce a 3D histogram of [Ks vs. (J − Ks) vs. s × (χ2 − 1)] space, and simply remove
the stars within the least populated cubic bins. Removing the lower 1-4% least populated
quantiles seems to solve the problem, although with a non-zero removal of bona fide stars.
However, the removed true stars are not particularly concentrated in the CMD, but rather
more or less uniformly distributed within the outer CMD contours.

Finally, we stress here that particular care must be paid to ensure that the adopted
quality filters do not alter the shape of the CMD, and do not remove too many stars in
relation to the total numbers, otherwise a non-negligible correction in the completeness
estimates of the catalog would become necessary.
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Figure 2.7: Photometric error profile for a sample field. The 2D histogram in each panel
displays the σKs vs. Ks distribution of detected stars within a given detector (the detector
number is labeled in each panel). Color coded for the density in each 2D histogram, from
low (magenta) to very high (dark red) relative densities. The split or broadened sequences
are due to the error mitigation in overlapping areas of a side ensemble. Detections in
overlapping areas have smaller uncertainty. The black solid line refers to the combined
errors: ∆Ks vs. Ks, as calculated from the completeness experiments (except for detectors
#4 and #16, for which no completeness is available).
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Table 2.1: Position and average color excess of the tiles sample for which we show the
derived CMDs. The total number of detected sources in each tile is also given.

Name (l, b) < E(J−Ks) >
a Detected

stars
b208 (+1.11◦,−9.67◦) 0.058± 0.014 1,748,959
b249 (−0.45◦,−6.39◦) 0.151± 0.046 2,704,933
b272 (−7.79◦,−4.23◦) 0.389± 0.091 2,853,891
b283 (+8.28◦,−4.21◦) 0.253± 0.038 3,196,013
b292 (+0.97◦,−3.14◦) 0.333± 0.063 4,133,744
b333 (−0.49◦,+0.16◦) 3.236± 0.668 2,850,439
b376 (+0.98◦,+3.38◦) 0.888± 0.248 3,830,302
b384 (−7.78◦,+4.51◦) 0.249± 0.053 3,363,181
a Color excess from Gonzalez et al. (2012), average and
standard deviation are taken over the whole tile.

2.4.1 Derived Color-Magnitude Diagrams

The entire photometric dataset is very extensive and varied, therefore we show here the
derived CMDs and corresponding completeness maps only for a sample of 8 tiles sparsely
distributed across the bulge area (see Table 2.1). The fields have been selected such as,
through the relative comparison of their CMDs, the reader can easily and quickly appreciate
how the quality of the photometry varies along the bulge minor axis or at large longitudes
(see Table 2.1) because of the different stellar density and extinction.

Note that, when using standard point-scatter plots, the large number of detected stars
in each tiles (routinely 1- 5 million) saturates the plot for Ks > 15, thus preventing us
from distinguishing different evolutionary sequences such as the sub-giant branch (SGB)
and the MS-TO. Therefore, in this work any CMD is shown as Hess density diagram. In
addition, the first quality filter described in §2.4 has been used to marginalize the number
of poor and false detections, whose severity depends mostly upon the field crowding. The
result of this cleaning procedure for the 8 selected fields is shown in Figure 2.8.

With the exception of the tile b333, the common features of all CMDs are: the well
defined bulge red giant branch (RGB- reddest vertical sequence Ks & 16), the bright
portion of the main sequence (MS) of the disk (bluest vertical sequence Ks & 16), the
bulge RC (stellar overdensity along the brightest portion of the bulge RGB and generally
between 14 > Ks > 12), the brightest end of the evolved disk population (vertical plume
departing from the RGB towards the blue in the CMD at Ks . 11), and the bulge MS
that overlaps with the faint portion of the disk MS.

The color spread of all sequences in the bright part of the CMD (Ks & 16) is mostly
caused by the differential reddening, metallicity spread and distance depth, whereas at faint
magnitudes the photometric and systematic errors become predominant, smearing out the
color of MS stars over a broad magnitude range. The photometric limit is obviously quite
constant (Ks ∼ 19.5) within the sample tiles, however as expected because of the different
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Figure 2.8: Hess diagram of selected fields with typical color and magnitude errors shown
as crosses at their respective Ks reference level (left panel), and corresponding photometric
completeness map (right panels). The VVV name of the field is labelled in each plot.



28 2. The new bulge photometry

Figure 2.8: (continued)
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Figure 2.8: (continued)
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Figure 2.8: (continued)
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crowding and extinction, the photometric completeness varies substantially within the
fields. The bulge MS-TO is close to the hot spot, i.e. most dense area in the Hess diagrams,
however due to the superposition of young disk MS and the increasing dispersion, it is
impossible to ascertain this evolutionary phase easily. That said, in the subsequent chapters
we demonstrate that we can determine the age, and age distribution of bulge population
sampled by different tiles, providing that enough attention is paid to the observational
effects.

The fields b208, b249 and b333 deserve special attention because, given their location,
the derived CMDs show peculiar features. Specifically, in the CMD of b208 one can identify
the local K and M dwarf sequence as the vertical plume ( Ks & 16, (J−Ks) ∼ 0.8), redder
than the bright disk MS and bulge RGB. This sequence is usually only evident in the
outskirts of the bulge area, at very large heights from the plane (i.e. b . −8◦, see also
Saito et al., 2012b). Moving towards the center, because of increasing reddening and stellar
density, the local dwarf sequence progressively fades away and is swallowed by the bulge
RGB.

Tile b249 is particularly interesting because is located in the region where the X-shape
of the bulge (see §1.1) is clearly evident. Indeed, from the derived CMD one can observe
the presence of 2 well separated RC (i.e. two apparent overdensities along the RGB at
Ks ∼ 12.9 and Ks ∼ 13.2), which are the signatures of two southern arms of the X-shape
structure crossing the line-of-sight.

Tile b333 is also peculiar because it is located on the Galactic center region, and as
such it is the most heavily reddened field in our sample (i.e. AKs > 5, Gonzalez et al.,
2012). The derived CMD is the shallowest in the sample, and barely covers the entire
RC population with a 50% completeness level. However, because the large extinction
affects only the bulge, the blue plume corresponding to the intervening evolved disk stars
is clearly traceable in the CMD (see vertical sequence in the range 1 . (J − Ks) . 2.5
and 8 . Ks . 12). In this respect, for studies of the evolved disk populations along the
bulge line-of-sight, the innermost tiles affected by large reddening are ideal because the
bulge-disk separation is quite clear.

2.5 Overview of the global photometry

Containing nearly 600 millions stars, the whole new photometry represents one of the most
accurate and complete census of the evolved and un-evolved stellar population in the Milky
Way bulge.

As such this photometric database represents a treasure trove for the whole community,
enabling different studies beyond those described in this thesis. This is the reason why
we decided to make all catalogs available for download at the CASU website, along with
a set of figures (i.e completeness map, stellar density map, Hess diagram) that describe
the main properties of the entire photometric compilation, and at the same time provide
a quick look at the global bulge morphology and stellar content.

In Figure 2.9 we provide an overview of the global photometric completeness as a
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Figure 2.9: Observed mean Ks (left panel) and reddening-corrected Ks0 magnitude of stars
with ∼ 50% completeness level (p = 0.50 ± 0.03) across the whole bulge area studied in
this work.

function of the position within the bulge, in the form of the mean Ks and Ks0 (Ks corrected
by extinction from Gonzalez et al., 2012) magnitudes of the stars at 50± 3% completeness
level. By providing a global view of the photometric quality as a function of the star
magnitude and position, the maps in Figure 2.9 help to quickly understand the potential
and usefulness of the photometry according to the type of studies that one is interested in.

For instance, in this work we need a good sampling of the old MS-TO region in the
observed CMDs. We know that for a 10 Gyr old population of solar metallicity, and at
the distance of the bulge, the MS-TO is expected at Ks0 ∼ 17. Therefore, by looking at
the reddening-corrected completeness map (Figure 2.9, right panel), we can quickly assert
that, with some exceptions at l = ±10◦, any field within |b| . 3.5◦ is likely not complete
enough for stellar dating. Therefore, we should either discard or treat with particular
caution any results derived from such regions. On the other hand, if the science goal is
to study and make a census of the RC or bright RGB populations (Ks < 14), then the
photometric catalogs of all but the most central two tiles of the bulge are adequate.

As expected the overall completeness of the derived photometry increases when moving
from the center outwards because of the decreasing extinction and stellar density (i.e.
confusion). In fact, the silhouette of the bulge emerging from the completeness map closely
resembles the boxy-peanut shape that is pictured in the stellar maps shown in Figure 2.10.
Some Galactic globular clusters located in the VVV area reveal themselves in Figure 2.10
as blue and cyan small dots because of their locally higher stellar density.

To provide a global and quick view of the stellar content within the VVV area, in
Figure 2.11 we show the CMD obtained by stacking together all 196 tiles. In the [Ksvs(J−
Ks)] plane (left panel of Figure 2.11) the effect of the large reddening is clearly evident,
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Figure 2.10: Stellar density map of the whole bulge area as derived by counting all stars
with Ks < 16 (top panel), and by correcting the star counts for completeness on a detector-
by-detector basis (bottom panel). In the cases of detectors #4 and #16, we have used the
mean completeness of the tile as a general value for all stars within them (see text).
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Figure 2.11: Hess diagram of all 196 tiles stacked together in the observed [Ks, J − Ks]
plane (left panel), and de-reddened [Ks0, (J− Ks)0] plane (right panel) by using Gonzalez
et al. (2012) color-excess map and (Nishiyama et al., 2009) extinction law (right). The
CMDs comprise nearly 600 million stars.

smearing the stars’ color over a huge magnitude range (i.e. −1 . (J − Ks) . 6), and
making the RGB and RC sequences very blurred and hard to identify. On the other
hand, when we correct the photometry by using the Gonzalez et al. (2012) reddening
map and the extinction law from Nishiyama et al. (2009) (i.e. AJ = 1.526E(J − Ks) and
AKs = 0.528E(J − Ks), shown in right panel of Figure 2.11) the sequences of the evolved
bulge stellar populations stand out clearly. We note that the color spread in the blue
part of the CMD at Ks . 16 is somehow artificial because it is the result of applying the
bulge extinction correction to the bright MS disk stars along the line-of-sight that, unlike
background bulge stars, are not affected by such high reddening. In other words, the large
extinction is confined within the bulge only, and not between us and the disk.

Finally, we reckon that because of the large differential extinction and distance depth,
for detailed study of the stellar populations along the bulge line-of-sight one should not
use Figure 2.11, but instead consider smaller CMDs obtained within smaller sub-regions.

2.6 Tracing the RC distribution

With accurate PSF photometry in hand, we can now properly trace the RC population
across the whole VVV area. This is a rather crucial piece of information because RCs are
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useful standard candles and their distribution in the near-IR CMD plane can be safely
used as anchor when comparing CMDs of different fields and observations vs. models.

Figure 2.12: Example of the procedure adopted throughout this work to trace the RC
distribution, for a typical field where the X-shape of the bulge is detected (see text). Left
panel: observed Hess diagram of b249 tile, with a black polygon acting as the selection
window used to isolate RC and RGB stars, and to construct the corresponding luminosity
function reported in the right panel. The black cross shows the final estimate of the mean
RC position, together with its effective width in color and magnitude. Right panel: kernel
estimate of the selected RC and RGB luminosity function (black solid line). Also plotted
are the fit to the RGB distribution (violet line), and three gaussian components used to fit
the RCs (apricot and cyan) and RGB-bump (magenta). The global fit using all components
is shown as dashed red line. In this example, the mean and σ of the gaussians component
are: Ks = 12.82 ± 0.21 mag, 13.36 ± 0.22 mag, for the RC, and 13.86 ± 0.28 mag for the
RGB-bump.

We start by making an educated color-magnitude cut in the CMD such as to enclose
evolved stars only (e.g. RGB, and RC) down to the magnitude and color levels where their
sequence is still distinguishable from the bright MS of the disk (see left panel in Figure 2.12).
Then we estimate the Ks-magnitude star density (i.e. very similar to luminosity function
histogram, but without depending on the arbitrary choice of a starting bin position) with
a narrow enough gaussian kernel as to not introduce extra dispersion. We fit the so-
-derived luminosity function with a 4th-degree polynomial by excluding the magnitude
region around the RC. By subtracting the fit to the RC region, the residual corresponds
to the distribution of RC and RGB-bump stars only. Finally, to trace the RC population
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in term of mean magnitude and star counts we fit the residual with gaussians (see right
panel in Figure 2.12).

Because of the bulge X-shape, we know that some fields (|b| > 4◦, |l| . 4◦) show a
prominent bimodality in the RC profiles, therefore in those regions we have opted to use
at least 3 gaussians to fit the RC profile: two for the RC and one for the RGB-bump. It
is worth mentioning that in principle, in the fields showing the split of the RC we should
expect also 2 RGB-bumps. However, because the luminosity of RGB-bump corresponding
to the brightest RC (i.e. the southern arm of the X-shape closer to us) overlaps with the
luminosity range spanned by the second and fainter RC, its detection is usually very hard,
and a proper characterization is impossible. Here we remind the reader that, indeed, the
RGB-bump is much less populated than the RC.

In general, we have a set of n+ 1 gaussians, where n is the number of RC components.
Even though we can (and will) treat each individual RC component as a tracer for its own
population (i.e. two populations set a few kpc apart), most of the time we will need a
single set of JKs RC values to match overall distances over different fields. For this we
combine the individual measurements into a global RC. Each RC gaussian has a centroid
µi, a variance σ2

i and a scale ai. Therefore, the Ks magnitude of the global RC position is
given by:

KRC
s =

n∑
i=1

µiai (2.1)

Where we have set
n∑

i=1

ai = 1. For the global RC color, we define a weight for the N

stars within the selection area as:

ωk =
n∑

i=1

aiΦ(Ksk, µi, σ
2
i ) (2.2)

Where Φ(x, µ, σ2) defines the normal distribution density function of mean µ and vari-
ance σ2 at position x. At last, the global color of the RC is defined as:

(J−Ks)
RC =

N∑
k=1

(J−Ks)kωk (2.3)

Where, once again, we have set
N∑
k=1

ωk = 1.

It is important to note, that this approach necessarily implies a contamination from
RGB stars when estimating the RC color. However, the effect of the interlopers is negligible
for the vast majority of the fields because the high stellar density makes easier to identify
the sequences. On the other hand, it can be quite significant in the peripheral fields (i.e.
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b . −6◦) where the bulge stellar density drops drastically (see maps in Figures 2.10 and
2.13). Nevertheless, the natural alignment between RC and RGB alleviates the error in
this estimator.

Finally, to provide an example of the possible uses of the RCs, enabling the study of the
global bulge structure and morphology, in Figure 2.13 we show the stellar density map as
derived by combining the RC distribution from Valenti et al. (2016) (for the region |b| ≤ 4◦)
and from this study (for the outer regions). In this case, the RC stars are used as tracers
of the intermediate-to-old population, that should exclude most of the disk contamination,
effectively producing a map that traces instead the density of stars in the bulge alone.

Figure 2.13: Density map in the Galactic longitude-latitude plane based on RC star counts.
Star counts for the region at |b| ≤ 4◦ are taken from Valenti et al. (2016), whereas from
this study for the outer region.

2.7 A new bulge extinction map

As repeatedly mentioned, in this study we use the extinction map from Gonzalez et al.
(2012), which has been found to be accurate enough to study the fields located in regions
at |b| > 3◦. However, while inspecting the extinction corrected CMD of some fields at
lower heights from the Galactic plane, we noticed some odd features suggesting a possible
underestimation of the extinction. Here, we briefly note that Gonzalez et al. (2012) de-



38 2. The new bulge photometry

rived the color excess map from the RC distribution as traced in the VVV area by using
aperture-photometry based catalogs for regions at |b| > 3◦, and for the inner regions a set
of PSF-fitting catalogs obtained with DoPhot software (Alonso-Garćıa et al., 2018). In
regions characterized by large reddening and stellar density, the crowding may contribute
to blending signals of the RC, thus resulting in a wrong determination of the extinction.

To check this hypothesis, possibly caused by a limitation of the method used by Gon-
zalez et al. (2012) in such regions, we decided to estimate the color excess by using a
slightly different approach that takes full advantage of the superior accuracy and depth of
this work’s photometry. The new approach does not exclusively rely on the RC profiles
detected in all tiles, but rather exploits the fact that in the near-IR plane the RC and RGB
sequences overlap in color (i.e. they are practically vertically aligned).

Specifically, on each observed CMD we identify a region where we find both RC and
RGB components. In the CMD, we then create a selection window by extending this region
towards redder colors and fainter magnitudes following the reddening vector, which here has
been defined by using the extinction law of Nishiyama et al. (2009) (AJ = 1.526E(J−Ks)
and AKs = 0.528E(J − Ks)). We then define an auxiliary catalog consisting of only stars
enclosed in the selection window. From the auxiliary, we pick a random subsample of
stars that is 1/30th of the original, and use the stars (l, b) coordinates to create a Voronoi
tesselation (following an euclidean metric approximation dl2 + db2 = 0), using convex (l, b)
hull of the complete catalog as the outer boundary. This results in a division of the (l, b)
plane that follows roughly the stellar density in the auxiliary catalog (i.e. the higher the
local stellar density is, the smaller the area of the polygons). On average each Voronoi tile
includes ∼ 30 stars, for which we calculate the median color with a 3-MAD clip (adjusted
median absolute deviation, so that for a normal distribution, 1-MAD equals 1-σ), and then
assign this value as the statistic color of the Voronoi tile area. For a given VVV field, this
method produces a tesselation of the sky area covered by the auxiliary catalog in up to
12,500 tiles (this limit to prevent excessive CPU time usage), each one with its statistic
color.

We repeat the procedure, from the random sampling of the auxiliary onward, about
600 times, such as each iteration produces a different tesselation with different values of
the statistic color. Due to the random nature of the pick, we can expect each of these
tesselations to have roughly the same properties (e.g. number of stars per tile), thus
allowing us to combine them by a simple average to finally obtain a mean median color
map. Indeed, if there exists a correlation of (l, b) position with color, then it should be
reconstructed in the end, with a probe that is comparable to the local stellar density of
the auxiliary. Also, by using the color as the proxy for extinction, we take advantage of its
higher sensitivity compared to Ks magnitude alone (i.e. AJ-AKs = 0.998 vs. AKs = 0.528).

The final, and very important step of the whole procedure, is the calibration of the
so-derived map in order to convert this statistic color into a proper color excess, E(J−Ks).
As a first approximation, we simply take the difference between Gonzalez et al. (2012) and
these mean median color maps, and apply the corresponding additive correction. For the
low-to-mid extinction fields this calibration works well, however when applied to central
areas (i.e. |b| . 2◦) where the absolute and differential extinction are higher, the local
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differences between the two maps are too large. To account for these complicated fields,
we decide to use the difference in the RC color determination (as derived by using the
method described in §2.6) in the CMDs corrected with Gonzalez et al. (2012) and this new
extinction map, for a few fields where both maps still have some general agreement, but
allowing for some difference between the two. We recognize that this calibration approach
is equally subjected to uncertainties, especially given that foreground disk stars have a
different reddening than the bulge population. However, we consider that making the RC
coincide in the corrected CMDs is a good enough approximation to properly calibrate the
map, as it would produce the final result that the CMDs corrected with Gonzalez et al.
(2012) map and the new one, would align at the RC level.

In Figure 2.14 we use the VVV tile b331 as an example to show the selection window,
and the resulting CMD when the extinction correction is performed by using the new map.
Moreover, a direct comparison of the two maps in the b331 region is also provided to show
the superiority of the new map.

In Figure 2.15 we show one of the most extreme discrepancies between Gonzalez et al.
(2012) and this map, as well as the difference in the dereddened CMDs when the two maps
are used. The new map does not only have a higher spatial resolution, but it appears to
better representing the higher-extinction areas of the local map. This is supported by the
similar but more compact appearance of the RC distribution in the CMD corrected for the
new extinction values.

Finally, the complete extinction map derived for the whole VVV area is shown in
Figure 2.16. Its spatial resolution goes from ∼ 2′ in the peripheral fields down to ∼ 0.3′

near the Galactic plane. However, it is worth mentioning that the high limit in resolution
is mostly due to the constraints imposed on the Voronoi tile number (see above), and it is
driven exclusively by the need to keep this calculation within schedule. Therefore, in the
future the resolution can be further improved if needed.
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Figure 2.14: Four panels plot exemplifying the adopted procedure to map the color excess
for the case of b331 tile. Upper left: Observed CMD with the auxiliary selection window
(solid black lines) used to derive the color excess (see text). Upper right: De-reddened
CMD using the new extinction map. Solid black contours are isodensity curves spaced by
1%, 5% and then from 1/12 to 11/12 of the maximum density, in steps of 1/6. Lower left:
Color excess map for the b331 tile from Gonzalez et al. (2012). Lower right: Color excess
map for the b331 tile as derived by the method in §2.7.
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Figure 2.15: Four panels plot showing the comparison of Gonzalez et al. (2012) map and
of this work for the b328 field, arguably the most prominent discrepancy in the dataset.
Upper panels: De-reddened CMD (left) by using the extinction map (right) from Gonzalez
et al. (2012). Lower panels: Same as in upper panels, but using the color excess map
derived in this study. Black contours as in Figure 2.14.
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Figure 2.16: Color excess map derived in this work for the whole VVV bulge area. This is
mostly in agreement with Gonzalez et al. (2012), with the exception of the high extintion
areas. Also, this map has ∼ 10× higher resolution. However, note the recurring twin line
features, especially evident in the low extinction fields (b < −7◦ and l < 0◦) where it can
be seen as an evenly spaced artifact of slightly increased color excess; this comes from
detector #16, which has already been flagged as unreliable in §2.4.



Chapter 3

The bulge clean sample

In this chapter, I describe the method used to decontaminate the observed CMD from
foreground disk population by using an independent set of disk fields, which serve as
control sample of the disk population. I make a concrete example of one of the fields in the
new photometry. The content of this chapter is equivalent to the publication Surot et al.
(2018a, submitted).

3.1 Sample- and control-fields

The bulge photometry for a field at (0◦,−6◦) (b249) has been selected from the new VVV
catalogs compilation to serve as a concrete example for the procedure we will be using for
the foreground disk decontamination. In addition, 8 disk fields with latitudes in the range
−8◦ < b < +4◦, and longitude −30◦ and +20◦ were observed in Service Mode as part
of the programme 095.B-0368(A) (PI: Valenti) by using exactly the same VVV observing
strategy. These are the disk control-fields. Their multiplicity, as well as their distribution
in the sky is to provide adequate coverage along the minor axis of the disk CMDs, which
we expect to vary with distance to the Galactic plane, as well as to have a set at different
longitudes where we, of course, we expect no bulge to be present. The variations between
control-field CMDs may come from different reddening, population mixtures, geometric
distances, stellar densities, etc; we cannot discern the specific reason, but we assume them
to be sufficiently similar to the disk population in one of the bulge fields to serve as a
representative disk CMD. The control-field images are processed in the exact same way as
the main dataset (see Chapter 2), producing photometric JKs catalogs for each one, with
a corresponding simulation atlas to construct their completeness functions.

In Table 3.1 we list these fields along with their central coordinates, number of detected
stars and an estimate of the global color excess from Gonzalez et al. (2012) for b249, and
from a new map derived as described in §2.7 for the control-fields.

The simulations show that the photometric catalogs of b249 and the disk control-fields
are more than 50% complete above J ∼ 18.5 and Ks ∼ 18 (see top-right panel of Figure 3.1,
and right panels of Figure 3.2). This is a rather important fact, because we expect the old
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Figure 3.1: Observed CMDs of the VVV field b249 (top-left) shown as a Hess density
diagram, with the corresponding photometric completeness map (top-right) as detailed
in Section 3.1. Bottom panel shows the reddening-corrected CMD of the same field using
Gonzalez et al. (2012) color excess map and Nishiyama et al. (2009) extinction law. Typical
color and magnitude errors are shown as crosses at their respective reference Ks level in all
cases.
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Table 3.1: Example bulge and disk control-fields. Provided are their central coordinates,
their average color excess and related standard deviation, as well as the total number of
detected stars per catalog. Color excess values are from Gonzalez et al. (2012) for the
bulge field and §2.7 for the disk fields.

Name (l, b) < E(J−Ks) >
a Detected

stars
b249 (−0.45◦,−6.39◦) 0.150± 0.047 2,728,265
c001 (−30.00◦,−2.97◦) 0.217± 0.041 2,069,471
c002 (−30.00◦,−5.97◦) 0.066± 0.022 1,153,139
c003 (−30.00◦,−7.98◦) 0.045± 0.018 723,786
c004 (−30.00◦,+3.98◦) 0.335± 0.070 1,537,790
c005 (+19.99◦,−2.97◦) 0.424± 0.078 2,555,073
c006 (+20.00◦,−5.98◦) 0.191± 0.041 1,524,750
c007 (+19.99◦,−7.98◦) 0.126± 0.028 1,044,536
c008 (+19.99◦,+3.97◦) 0.577± 0.066 1,711,455
a Color excess from the stellar average and
standard deviation over the whole tile.

MS-TO to be around Ks ∼ 17, and its critical to have decent completeness ratios at this
level (& 50%) for age determination.

3.2 The Observed Bulge Color-Magnitude Diagram

The observed (Ks, J−Ks) CMD b249 is shown in the left panel of Figure 3.1.
The observed CMD shows a well populated RC at Ks ∼ 13 and (J − Ks) ∼ 0.8; a

prominent Red Giant Branch (RGB) easily traceable down to Ks ∼ 16; and the MS-TO
at Ks ∼ 17 and (J − Ks) ∼ 0.5. On the other hand, the SGB is barely visible because it
is heavily contaminated by the foreground disk population. Indeed, the two vertical blue
sequences departing from the bulge MS-TO and RC upwards correspond, respectively, to
the foreground disk MS and its RC descendants.

In the magnitude range 10 ≤ Ks ≤ 17.5, the observed spread in all sampled evolutionary
sequences is mostly due to the combination of metallicity and depth effect, whereas in the
fainter range the contribution of the photometric errors becomes predominant. In b249 the
differential reddening is not dramatically large (∆E(J− Ks) ∼ 0.047 mag, see Table 3.1),
and in fact when we correct for the extinction by using the VVV-based extinction map
from Gonzalez et al. (2012), the dereddened CMD shows very similar magnitude spread
(e.g. compare top-left and bottom panels in Figure 3.1).

Finally, as expected the characteristic double RC signature of the well known X-shape
bulge structure is clearly detected at Ks0 = 12.75 and 13.27 mag. Indeed, as demonstrated
by several authors (see §1.2) the X-shape structure is detected only in the outer bulge, at
latitude |b| > 5.5◦ and longitude |l| ≤ 4.5◦.
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Figure 3.2: Observed CMDs of the 8 disk-control fields (left panels) and the corresponding
photometric completeness map (right panels). Typical color and magnitude errors are
shown as crosses at their respective reference Ks level.
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3.3 Disk decontamination procedure

As shown in Figure 3.1, the MS of the disk hits the bulge CMD exactly on top of its
MS-TO, hence preventing any reliable age determination. Therefore, prior to any attempt
to age-date the bulge population from its observed CMD, special care must be paid to
remove the contribution of the intervening disk population along the line of sight. This
can be done either by using proper motions (see Clarkson et al., 2008, 2011; Kuijken &
Rich, 2002; Bernard et al., 2018), or statistically with a disk control-field (e.g. Zoccali et al.,
2003; Valenti et al., 2013). Both methods require some assumptions, and therefore have
their own pros and cons.

In principle, the proper motions selection yields more accurate decontamination, pro-
vided that bulge and disk populations have clear distinct kinematics along the line of sight
of interest, which is not always the case. In fact, as evident from Figure 4 of Bernard
et al. (2018), along different lines of sight the proper motion distributions of disk and
bulge largely overlap, therefore some kinematics assumptions (i.e. cuts on the µl and µb

distributions) are needed, and generally at the expense of the final bulge clean sample. In
addition, from the observational point of view, the determination of proper motions is very
time consuming, and as such this method has been always limited to very small regions
(i.e. < 2 arcmin2).

On the other hand, the statistical approach best suits the case of large surveyed areas
such as that presented here, but it relies on the assumption that the adopted control-field
is representative of the disk population along the bulge line of sight. In this respect, the
selection of the disk control-field is crucial and must take into account that the contamina-
tion of the bulge CMDs from foreground disk stars strongly depends on latitude. Finally,
it is worth mentioning that the proper motions provided by Gaia (DR2) do not allow a
proper cleaning of the bulge CMDs. Being severely limited by both crowding and redden-
ing already at b = −6◦, the Gaia photometry is too shallow and does not fully sample
the old MS-TO, which would at least impose a severe bias on the maximum age we can
determine, or even make the age-dating impossible.

3.3.1 Comparable Populations

Figure 3.2 shows the derived Hess density diagram in the (Ks, J− Ks) plane of the 8 disk
control-fields studied here, together with the corresponding completeness map obtained
from the artificial star experiments (see §2.3).

In the blue side of the diagram for (J − Ks) . 0.5, one can easily identify the very
well populated MS, while the redder vertical sequence corresponds to the evolved RC
population. At fixed latitude, the sampled disk population in the fields at longitude +20◦

and −30◦ has fairly similar CMD, with the major difference being the overall reddening,
which appears to be smaller at −30◦. As a consequence, the color of the MS and RC stars
is generally bluer that what is observed at +20◦.

As expected from an exponential disk density profile, at fixed longitude, the number
of detected stars increases in fields closer to the Galactic plane, whereas at given latitude,
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the fields at +20◦ are systematically more populous than their counterpart −30◦ (see
Table 3.1).

The first step of the decontamination process is the selection of the field that best
represents the disk population observed along the bulge line of sight. This is done by com-
paring the bright portion of the CMDs (Ks . 15) in the bulge and disk fields. Specifically,
we trace the profile of the young disk MS and the RGB by means of a series of gaussian
fits to their (J−Ks) color distribution per Ks magnitude bin (see Figure 3.3). It is worth
mentioning that these sequences lie on the bright and most complete part of the CMD,
and as such have the smallest error and dispersion in general.

A shift in color and magnitude along the reddening vector (see Nishiyama et al., 2009;
Gonzalez et al., 2012) is applied uniformly to all disk control-fields to match the profile of
the young blue MS with that observed in the b249 field. In doing this, we are ignoring
distance distribution differences between the bulge and control fields. However because
of the lack of secure and recognizable standard distance features (e.g. a RC) in the disk
sequences, there is no way to properly account for them. We compare the relative dif-
ferences between the profiled young MS in b249 and in all disk fields, and select the one
with the lowest dispersion of the residuals, which are in turn defined by the distance of
the control profiled young MS, interpolated on the observed bulge counterpart. Following
this procedure, the disk field c002 located approximately at the same latitude of the target
bulge region turns out to be the most appropriate for decontamination purposes.

After choosing the best candidate control field, the next important step is to make
sure that its dispersion in color and magnitude due to the combination of systematics and
photometric uncertainties (see §2.3) is comparable to the one observed in the bulge field.
We have in principle two kinds of uncertainties. The first is related solely to the PSF-
fitting procedure, and to the counts of the individual star profiles in an image taken with
the photometric filter M : σM (i.e. M = J,Ks). This is our photometric error, which is tied
to the shape and brightness of the star. The second one comes from the measured dispersion
in the completeness experiments: How artificial stars with similar injected magnitude min

disperse into randomly different recovered magnitudes mrec. We call this ΣM = Σfield
M (M),

which is mostly a function of J,Ks, unique to each field (i.e. detector and image), and
likely comprising the systematics in the data. To estimate the latter, for each detector
we use a 4th-degree polynomial to fit the binned min vs. MAD(min −mrec) profile, where
MAD is the adjusted median absolute deviation (i.e. 1-MAD is equivalent to 1-σ from a
normal distribution).

We need to take into account differences in observing conditions and crowding for the
observed disk and bulge fields, which result in differences in PSF-fitting and the associated
error profiles. Given these differences between images as well as when considering individual
detectors, we must be sure that the i-th star in the control field catalog, with magnitude
M i, has a similar error than an equivalent star would have in the bulge catalog. To do
this, we define a value ς iM for the i-th star in the control field, as the maximum between
its photometric error, completeness dispersion Σc002

M (M i) and the corresponding Σb249
M (M i)
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Figure 3.3: Color coded Hess density diagram of b249 compared to the gaussian young MS
profile (black dots). Points with crosses refer to the calculated sequence mean color and
width from the gaussian fits, and to the Ks bin width used to estimate them.
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from the observed bulge field.

ς iM = max
(
σi
M ,Σ

c002
M (M i),Σb249

M (M i)
)

(3.1)

Similarly, as mentioned in § 2.3, each field and detector have their own completeness
pfield(J,Ks), therefore a further step to guarantee a proper statistical subtraction is to
correct the control field by its completeness and then apply the completeness of the observed
bulge field. In practice, this can be achieved by assigning a weight ωi to the i-th star in
the control catalog, defined as:

ωi = pb249(Ji,Ki
s)/p

c002(Ji,Ki
s) (3.2)

Finally, we must calculate the bulge-to-disk normalization factor, which gives us the
number of stars to be removed from b249 for each given disk star observed in c002. To do
so, we select a region in the b249 CMD where one is likely to find only the disk population
(i.e. (J − Ks) . 0.5, and Ks . 16), as previously done by Zoccali et al. (2003); Valenti
et al. (2013). This factor is a single scalar applied uniformly throughout the CMD.

3.3.2 Kernel approximation and subtraction

To take into account the effects of the error bars and systematics in the bulge and disk
CMDs, we adopted a bivariate gaussian kernel smoothing map. This is similar to modelling
any given star in the [Ks, J−Ks] plane as a bivariate normal distribution, whose centroid
is just the color-magnitude position of the star, and its covariance matrix constructed from
the errors of J and Ks. We then stack/add all the gaussians, and evaluate the result on
a finer grid, so that now the integral of this yields the expected number of stars in any
given region of the CMD. As σKs and σJ, we take the corresponding ςM from (3.1), and
approaching the problem as if all stars had errors defined by this quantity.

Because the errors and dispersion are a function of the J and Ks magnitudes for any
given star, there is not an unique kernel valid for any given catalog. Therefore we divide
the dataset in ςJ-ςKs bins, calculate the kernel map for each, and add them together.

After all this, the kernel map represents the approximate CMD distribution of the
control-field, as if it was observed in the bulge field, considering its incompleteness and
different error profiles.

Once the kernel map is constructed, we scale it by using the bulge-to-disk normalization
factor (see § 3.3.1) in order to ensure that the expected number of stars in the kernel map
and in the observed bulge CMD is the same. This last step also ensure that each color-
-magnitude bin in the kernel map tells us how many stars we need to remove from the
observed CMD to obtain a bulge-only sample. So, for each one of these bins, we extract
the corresponding number of stars by randomly picking from the observed catalog entries
within. After the removal, we count the number of stars within the window we defined
for the bulge-to-disk normalization factor in the CMD, and compare it with the original
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Figure 3.4: Left: Intensity kernel map for c002, as constructed from b249 dispersion. Right:
CMD of the stars removed from b249 by using the kernel map shown in the left panel.

observed catalog in order to get a new scale factor (usually a small correction of the order
of 10%) and reapply the subtraction.

The remaining stars represent the effective bulge clean sample.
It is important to note that this procedure yields bulge-like and disk-like catalogs ac-

cording to their CMDs only. In other words, being in the clean catalog does not mean
bulge memberships for the stars in them; if we had kinematic data to distinguish between
disk and bulge stars, we would find a mixture of bulge and disk in the clean sample. Nev-
ertheless, the clean catalog CMD would be bulge-like, while the removed catalog CMD
would be disk-like. It is very important that we emphasize this property, since it means
that we cannot correct for reddening; there are disk stars in the clean bulge sample, which
are not affected by the same reddening as the bulge, and thus if corrected would only add
noise to the CMD.

3.4 The bulge clean sample

We performed the decontamination procedure described in § 3.3 on the observed bulge
field b249 by using c002 as disk control-field.

In Figure 3.4 we show the kernel map of c002 (left panel), and the density map of the
stars subtracted from b249 (right panel). The overall similarity of the two maps provides
a first sanity check, demonstrating that the procedure worked well.
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Indeed, for Ks . 19 and 0 . J − Ks . 1.2 the maps are virtually indistinguishable,
except for the 2 faintest magnitudes in the plot, where the kernel shows a wing extending
redwards that is not reflected in the removed set. In this case, the wing extends towards
rapidly declining completeness (i.e. see Figure 3.1), which is not taken into account in the
kernel map but only considered in the weight of the entries of the control catalog.

The final result of the decontamination procedure is presented in Fig. 3.5, where we
show the CMD of the bulge b249 clean sample, consisting of 1,654,603 stars, which is about
66% of the original catalog.

By removing the foreground disk population, one can now more easily recognize the
bulge main evolutionary features: the double RC Ks = 12.83, 13.35 and (J−Ks) = 0.79),
the RGB (Ks . 15.5, (J−Ks) & 0.5), the SGB (16.5 & Ks & 15.5, and 0.4 . (J−Ks) .
0.7), and the hot-spot near Ks ∼ 17 with a shape resembling a MS-TO. The halos silhou-
etting the subtracted young disk MS are outliers that could not be removed completely.
However, their signal in the Hess density diagram is very weak (i.e. ∼ 4000 stars, < 0.2%
of the maximum density value, and ∼ 11% of the original observed in the same region),
therefore they can be safely neglected. The blue feature near (J−Ks) ∼ 0.1 and Ks ∼ 16.5
is likely an artefact due to stars mostly located at a corner of detectors 2, 8 and 16. The
diagnostic values (shape and χ2 from PSF-fitting) of these artefact have different distri-
butions to that of normal stars, but they still overlap, making an usual cut (e.g. in χ2)
ineffective to clean them. This feature was of course present also in the observed CMD (i.e.
Figure 3.1), but since it is not real nor present in the control field, it became highlighted
after the decontamination.

Finally, in Fig. 3.5 we also show a collection of BaSTI isochrones for the MR régime from
GIBS ([Fe/H] = +0.08±0.16) with ages 5, 7.5 and 10 Gyr, and also MP ([Fe/H] = −0.35±
0.17) for 11 Gyr. It is evident that any attempt to deriving the age of the bulge population
cannot rely on simple isochrones fitting because the observational effects introduce a color
and magnitude spread in the CMD larger than that produced by the age and metallicity
on the isochrones. As is detailed in §4.1, the use of synthetic population models accounting
for observational effects represents instead a more adequate approach.
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Figure 3.5: Hess diagram of the bulge b249 field as statistically decontaminated from the
foreground disk population. Solid black contours are isodensity curves spaced by 1%, 5%
and then from 1/12 to 11/12 of the maximum density, in steps of 1/6. Also plotted are
BaSTI isochrones for ages (bluest to reddest) 5, 7.5, 10 and 11 Gyr, following the metal-
-poor régime from GIBS for the oldest (grey lines), and metal-rich for all others (dotted
line). The isochrones have been shifted so that their RC and RGB loosely match the
observed ones.
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Chapter 4

Mapping the bulge stellar age

In this chapter I focus on the determination of stellar population ages in 12 bulge regions,
sparsely located within the area mapped by the VVV, through the comparison between
synthetic and observed CMDs. First, I describe the method used to simulate synthetic
population catalogs carrying out the same observational effects of the observed bulge fields,
then I present the adopted procedure to infer the stellar ages.

To tackle the problem of constraining the age of the bulge fields I have followed two
different approaches. One method is to produce synthetic populations with MDFs spectro-
scopically inferred by the GIBS survey but different ages mixtures, whereas the second is
to use the IAC-POP/Minniac suite (Aparicio & Hidalgo, 2009; Hidalgo & Aparicio, 2016)
to find the optimal solution that matches the observed and synthetic CMDs with no partic-
ular assumption on the age and metallicity spread. I discuss advantages and disadvantages
of both approaches, as well as their limitations and present these in the context of fields
with different extinction and crowding, hence different photometric completeness. Finally,
I use the results I obtained for the selected fields to build the first age map of the Milky
Way bulge. I also compare the age-map and individual points with N -body simulations of
an evolved disk galaxy.

The content of this chapter has been partially published in Surot et al. (2018a, submit-
ted).

4.1 The case of b249

We start by developing a proof-of-concept. Specifically, we use b249 field again as a test
case to show the comparison of the bulge clean sample with synthetic populations models,
and the selection of the best-fit model. A discussion on what is needed to improve the fit
in terms of age is also provided.

As shown in the previous chapter, simply fitting isochrones to the clean sample does
not yield meaningful results because of the spread in color and magnitude induced by the
observational effects around the expected MS-TO (see Figure 3.5), as well as the nominal
increase in dispersion with fainter Ks magnitudes. In addition, because we are studying a
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complex stellar population over a large surveyed area, the metallicity and large distance
spread further complicate the analysis, with a dispersion in color and magnitude that
cannot be qualitatively taken into account by using only isochrones. Instead, we resort
to the comparison of the bulge clean sample with synthetic populations of known age and
metallicity.

4.1.1 Simulation of synthetic populations

To create a realistic model dataset to be directly compared to the observed bulge clean
sample we must introduce the observational effects in the simulations, i.e. dispersing each
artificial star according to the photometric errors, systematics, reddening and distance
spread etc. In other words, we need to take into account all the effects that transform the
true brightness of a given star located in a particular patch of the sky into a pair of JKs

magnitude obtained following the reduction procedure described in §2.

One way of achieving this is using a model that relates the observed magnitudes to the
true ones (i.e. gaussian errors, shot noise, crowding, etc). However this implies a rather
perfect and extensive knowledge of all processes involved in the magnitude extraction, and
the feasibility of implementing this into the synthetic populations.

On the other hand, to bypass the problem that we do not have such model, a more
empirical approach is to simply let the data tell us how this transformation from true
to recovered magnitudes works. The key ingredient to successfully simulate the observa-
tions is a specialized form of the completeness experiments from §2.3. As described in
Appendix A, we can use the relation between (binned) injected vs. recovered magnitudes
to approximately emulate the observational effects.

For this purpose, we add ten times as many artificial stars per detector with a color and
magnitude distribution constrained by the injection window shown in Figure 4.1, which
defines the locus where a complex stellar population, with metallicities 0.0001 ≤ Z ≤ 0.04
and ages between 30 Myr to 13.5 Gyr, is expected to be. Note that the injection window has
been further expanded (∼ 30%) in size to account for spread in distance and reddening, and
divided into smaller subsections (e.g. bright stars, RC, MS, MS-TO, faint end) to increase
the relative density of injected stars over key or incomplete features (see Figure 4.1). The
hexagonal injection grid in XY remains exactly the same as described in §2.31.

We need this enhanced number of artificial stars (about a million per detector) because
the denser the injected CMD is, the more accurately we can disperse the stars and hence
minimize the noise we add through this process. In particular, a sufficiently dense injected
CMD means we can pick a set of injected JKs magnitudes in the artificial star atlas within
a very small color-magnitude bin, and still get enough stars to have a robust estimation
of how the injected magnitudes in that bin get dispersed into recovered magnitudes. In
simpler terms, we want to have at least 10 stars within a very small range in injected color
and magnitude, small enough to be comparable to the precision at which we can define

1To run these CPU intensive simulations we used resources of the Computational Center for Particle
and Astrophysics (C2PAP). https://wiki.tum.de/display/c2pap2018/C2PAP
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Figure 4.1: Injection windows for the simulation experiment. Each sub-window has a
different relative density of injected stars. We have chosen to enhance density on the RC
(magenta) and MS-TO (blue) areas, while reducing the number of injection in the less
important (for us) bright stars (cyan).

the magnitudes in our catalogs (i.e. of the order of 0.001 mag). This allows us to add
the photometric and systematic errors, as well as completeness considerations into the JKs

magnitudes of a synthetic catalog, producing a new set of recovered JKs that would look
like as it was actually observed.

Now we have two ways of defining a synthetic population. Both methods carry their
own differences and limitations, which can potentially lead to different results. Following
is a brief description of each method, as well as the reasoning behind the final decision of
using one over the other.

The first method makes use of the BaSTI (Pietrinferni et al., 2004, 2006, 2013, 2014)
isochrones, and creates the population as a series of points along the isochrone dispersed
into a number of stars N , with the corresponding mass and the IMF from Calamida
et al. (2015). Specifically we repeat (A.2) N times for each point in the isochrone. This
method has the advantage of providing an accurate representation of the bulge metallic-
ity distribution (Ness et al., 2013a; Gonzalez et al., 2015b; McWilliam, 2016, and refer-
ences therein) because we can use a set of isochrones spanning a broad metallicity range
(−3.6 dex < [M/H] < +0.5 dex), including α-elements enhanced and solar scaled régimes.
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We can create whatever complex mix of populations with accuracy and complete control
on the number of stars in the final product, with the ability to track both RC and MS-TO
stars from their theoretical values given by the isochrones, to the final JKs values after the
dispersion by the observational effects.

On the other hand, we are unable to properly add the contribution of unresolved binaries
because of the limited mass range, and the procedure to disperse isochrones according to
the field of interest several times such as to cover a relatively large metallicity and age grid
can be very time consuming.

The second method exploits the IAC-STAR (Aparicio & Gallart, 2004) stellar popu-
lation code. Under the assumption of uniform star formation, the code is used to cre-
ate an atlas of synthetic stars of ages between 30 Myr and 13.5 Gyr, and metallicities
0.0001 < Z < 0.04.

Specifically, by adding 35% unresolved binary fraction and using the IMF from Calamida
et al. (2015) while linearly interpolating the slope coefficients according to this binary frac-
tion, we obtain in just one run a full-blown synthetic population atlas, where each entry is
a single star/observation, with its own JKs magnitudes, mass, age and metallicity. Beside
the ability of taking into account the unresolved binaries fraction, this approach has the
additional advantage of being less time consuming because once the atlas is dispersed we
can derive all possible combinations of populations mixes easily, and thus allowing for quick
comparison between models and observations.

However, in this case the drawback is represented by the metallicity range available to
the code, which is limited to [Fe/H] . 0.42 dex and solar scaled enrichment. In the context
of bulge metallicity distribution (see for instance right panel in Fig.1.2), this implies that
we lack a proper representation of the population with metallicity in the most 0.2 dex
metal-rich bin of the whole bulge distribution. Nevertheless, because the difference in
color and magnitude of MS-TO stars with metallicity [Fe/H] = 0.4 dex and 0.5 dex are
∆(J−Ks)MS−TO . 0.006 mag and ∆KsMS−TO . 0.035 mag (for 7 Gyr), which is well within
the error budget, we argue that the use of a metallicity range slightly narrower on the
metal-rich side has a negligible impact of the age determination. At the level of RC, the
differences are higher, ∆(J−Ks)RC ∼ 0.02 mag and ∆KsRC ∼ 0.05 mag, which are both of
the order of the uncertainties at these levels. Yet, for the purposes we use the RC, these
differences are dwarfed by the much larger dispersion from distance, differential reddening
and the rest of the effective metallicity distribution (see §4.1.2). which can compound to a
dispersion of the order of σKs ∼ 0.2 in the general case. In addition, although the fraction
of MR stars increases towards the Galactic plane, the current metallicity restriction yields
a loss of population in average of ∼ 17% and ranging between ∼ 1-25%, within the bulge
region where we restrict the age determination (i.e. |b| & 3.5◦).

Finally, it is fair mentioning that because a simple stellar population born from this
atlas is defined within a given age-metallicity bin, the number of stars in it depends directly
on the width of this bin. In other words, any given simple stellar population will always
have a non-zero spread in age and/or metallicity, and aiming for an increasingly sharp
definition in age and metallicity will necessarily incur in poorer statistics from the reduced
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number of stars.

We have ultimately decided to use the second method to build the synthetic populations
used to compare with observations. The main reason is because the presence of unresolved
binaries in a purely old population may appear in a CMD as if there was a younger
component added into the mix. By using the supported unresolved binary fraction from
the IAC-STAR code, even though we ignore the exact binary ratio of the observed field, a
typical number (35%) is enough to produce more realistic results.

On the other hand, to address the possible problem related to the lack of α-elements
enhancement in the IAC-STAR code, for the representation of the bulge MP old component
(see §1.1), we have recurred to a simple shift in metallicity, given the approximation:

[M/H] ≈ [Fe/H] + [α/Fe] (4.1)

Where the members are, from left to right, relative total metal abundance, iron abun-
dance and α-elements to iron. Although we acknowledge that isochrones following this
equality do differ between each others, we argue that this approximation is sufficiently
good in the magnitude range (or evolutionary phases) relevant for the age determination,
and we will be using this relation only on the metal-poor ([Fe/H] . 0) and old (& 10 Gyr)
populations. We show in Figure 4.2 a comparison between two coeval isochrones of 10 Gyr,
one α-enhanced and the other solar scaled with equaled [M/H] to solar value, as given by
(4.1). The maximum difference is in color for the RC (∆(J−Ks)RC ∼ 0.026 mag) with mini-
mal magnitude difference (∆KsRC ∼ 0.012 mag). At the MS-TO, we see ∆(J−Ks)MS−TO ∼
0.008 mag and ∆KsMS−TO ∼ 0.03 mag. We note that these differences may change with age
and composition and may increase at higher metallicities, but these differences are at or
well below the error budget (see Figure 2.7). Furthermore, considering all the blur added
to the CMD from considerations in §4.1.2, the relative noise added from this approximation
becomes secondary.

With this, we can emulate the effects of α-enhancement of +0.31 dex in a given popu-
lation of metallicity [Fe/H], by simply taking a subset of the IAC-STAR atlas that has a
higher metallicity by a factor equivalent to the enhancement.

4.1.2 Metallicity, reddening and distance dispersion

Having decided how to construct the synthetic simple stellar population, we can now
create whatever mix we want/need. In particular for this proof-of-concept, we adopt the
spectroscopic MDF provided by the GIBS survey (Zoccali et al., 2017) based on 213 RC
stars observed in the b249 field. Here we just remind that the MDF of bulge fields as
obtained from different surveys (see §1.1.2) are best represented by two gaussians defining
a MP and MR component. For the specific case of b249, the MR distribution peaks at
[Fe/H]MR = +0.08 ± 0.16 dex, while the MP at [Fe/H]MP = −0.35 ± 0.17 dex. Moreover,
to further constraining the synthetic populations, we adopt the 1:1.2 ratio of MP to MR,
as suggested by the MDF, with α-elements enhancement of +0.31 for the MP population
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Figure 4.2: Comparison between α-enhanced (solid red line) and solar scaled isochrones
(solid black) from BaSTI of 10 Gyr and with equaled solar [M/H] using (4.1).

(Ness et al., 2013a; Gonzalez et al., 2015b; McWilliam, 2016, and references therein). Note
that as just detailed in §4.1.1, the considerations of an α-enhanced population is purely an
approximation given by (4.1).

Differential reddening is an important factor that we must take into consideration in
the bulge area. Now we take the chance to remind the reader that when mentioning
the observations we are actually referring to the decontaminated bulge sample obtained
by applying the method in §3. We must note that this observation is affected by the
reddening in the original field, and also due to the final caveat pointed out in §3.3.2, it
cannot longer be corrected for extinction. As such, in order to incorporate the reddening
into the analysis, instead of correcting the observations, we redden the synthetic population
before dispersion. In particular, we define a color excess value for each star in the synthetic
population catalog by random draw from the color excess of the stars in the observation,
as obtained with the extinction map in §2.7. Then we redden the JKs values using the
reddening law from Nishiyama et al. (2009) accordingly.

To account for the field depth (i.e. distance dispersion), we exploit the fact that RC stars
are optimal distance candles, therefore the width of their distribution provides information
on the distance spread probed in the observed field. Specifically, we have used the method
in §2.6 to fit at least 2 gaussians to the RC area, including a third for the RGB-bump. For
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each RC-gaussian we estimate a σKs , which should be decomposed as the equation:

σ2
Ks

= σ2
r + σ2

A + σ2
P (4.2)

Where σr, σA and σP are respectively, the gaussian spread introduced by distance
dispersion alone, from differential extinction, and from population-related parameters (e.g.
age, metallicity, etc). We can isolate σ2

A + σ2
P from the synthetic populations previous to

any dispersion, and after applying a randomly drawn extinction. Then σr can be calculated
from a quadratic subtraction. Finally, to emulate the distance dispersion on the synthetic
population we add grey (same shift in J than in Ks) gaussian noise, with variance σ2

r .
We take the chance to note that even though the right hand side of (4.2) should also

include photometric and systematic terms, we argue that the associated errors at the RC
level are small enough to provide a negligible contribution (see Figure 2.7).

The last remaining step is to match the position of the RC (Ks-magnitude and color)
in the observed and synthetic catalogs. To do this, for each gaussian from the RC fitting
of the observations, we create a synthetic population with the steps above, disperse it,
and obtain a fit to the RC of this synthetic population. We then add (J − Ks) and Ks

values to the synthetic population to match the RC to the corresponding RC component
in the observations. Lastly, we combine both using the relative ratio of the RC in the
observations.

The b249 field is located in the region where the X-shaped of the bulge reveals as a
split in the RC distribution (see §1.1.1). Here we opt to assume that the populations from
either RC are identical, regardless from their actual origin. This is mostly to simplify
our calculations, however it should be stressed that so far there is no evidence suggesting
otherwise.

In Figure 4.3 we demonstrate the effect of this dispersion method, from the purely
theoretical synthetic population (top left panel), with distance and reddening additions
(top right panel), to the actual dispersed CMD. In particular, we show the case of an
isochrone for a 7 Gyr old population having a MDF defined from GIBS in the MP régime.
It must be clear that this dispersion is unique to the field b249, as it not only has a
particular RC profile and extinction, but it also provides its own signature uncertainties
and JKs dispersion in the completeness experiments.

Also in Figure 4.3, we have also dispersed an equivalent synthetic population from the
IAC-STAR atlas, and following the discussion in §4.1.1, we show the difference between
the dispersion of a synthetic population built from an isochrone and from the output of
IAC-STAR code (see bottom panel), providing the evidence we needed to decide on the
IAC-STAR atlas as our source of synthetic populations from here on out. In principle, what
is shown in the bottom of Figure 4.3 is the signal in σ|∆N | from the 35% unresolved binary
fraction, plus the age width necessary for a population from the IAC-STAR atlas and the
approximation regarding α-enhancement. Note that the hotspot, the point of highest stellar
density in both the original synthetic population and the dispersed version mostly coincide
in position, meaning that regardless of the observational effects, it provides a good way to
judge at a glance the observed population.
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Figure 4.3: Sample dispersion from a 7 Gyr MP population from b249 data. Top two
panels show (left) the Hess diagram of the synthetic population resulting from the appli-
cation of distance and extinction distribution draws to a series of isochrones of 7 Gyr, that
are distributed in metallicity according to b249 GIBS MDF MP component, and (right)
the result of dispersing said population given the guidelines in §4.1.1. The contour cor-
responds to the undispersed population. The bottom panel shows the difference between
this isochrone-based population to the equivalent that is extracted using a subset of the
IAC-STAR atlas we have at our disposition. The signal observed here is mostly related to
the unresolved binary fraction that is handled by IAC-STAR, but also likely related to the
small age dispersion needed to extract this atlas.
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4.1.3 The atlas

With all these considerations, we follow with a detailed description of the main IAC-STAR
atlas that we will be using and referring to throughout this work.

As mentioned in §4.1.1, the atlas consists of a composite synthetic population created
with a uniform SFH across all permissible ages and Z in the model by IAC-STAR using
BaSTI libraries. These BaSTI libraries are similar to the set we have described in §4.1.1,
but they carry the metallicity limitation of Z < 0.04. The bolometric calibrations to the
VISTA photometric system (ZYJHKs) are done internally. The faintest magnitude for the
synthetic population calculation is set to MKs ≈ 7, and the number of surviving stars in
the atlas (effectively, the number of entries in it) is 150 million, which is a sub-sample from
1.5 billion total calculated. This atlas is universal (i.e. acts simply as the model we use),
and has been calculated only once.

The resulting synthetic catalog is, however, useless without further tailoring it to the
data. Indeed, we must apply the distance and reddening considerations described in §4.1.2,
which for this case are done based on b249, but must be re-performed on a field-to-field
basis, and accounting even for the RC split due to the bulge X-shape (double gaussian,
formally bimodal or not) when necessary. After these considerations, we proceed to assign
a completeness value to each entry based on the specialized completeness tests, and then
use these to simulate the observational effects pertaining to each particular field (see Ap-
pendix A). Throughout this process, we are making the assumption that the completeness,
and the associated dispersion through observational effects, does not change with XY po-
sition in the image. This approximation is founded in a negligible XY variation in these
quantities discovered in early tests, with the exception of areas near to very bright stars,
which were in turn estimated to be negligible for practical and general purposes in the
extensive fields we work with.

The ultimate product of this atlas processing is a catalog with magnitudes ranges
(and RC) roughly equivalent to the referenced field, together with similar dispersion and
differential reddening. Each entry would have JKs magnitudes, along with a corresponding
age and Z value.

4.1.4 Comparing model to observation

Theoretically, once the metallicity, α-enhancement, distance, and reddening of the syn-
thetic population are constrained, as well as a given binary fraction and IMF are assumed,
the age becomes the only free parameter. Hence, in principle we could let the age vary
until we find the best match to the observed clean sample.

According to the models, the observed RC shape suggests that the MP component must
be quite old, between 11 and 12 Gyr, therefore in the simulations we allow only the age
of the MR component to vary. Note that this is also in line with all previous studies (see
§1.2) that found the MP bulge stellar population to be consistently older than ∼10 Gyr.
Indeed, if a significant fraction of a younger population is present then it is likely to be
more metal-rich than the older one.
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We start by a set of six simple scenarios, which are based on observations available in
the literature (Zoccali et al., 2017; Bensby et al., 2017):

• S1: MP = (11± 0.3) Gyr, MR = (10± 0.3) Gyr

• S2: MP = (11± 0.3) Gyr , MR = (7.5± 0.3) Gyr

• S3: MP = (11± 0.3) Gyr, MR = (5± 0.3) Gyr

• S4: age-metallicity distribution from Bensby et al. (2017) as obtained from their
Figure 14 (i.e. from individual stars, see right panel of Fig.1.5).

• S5: MP = (11± 0.3) Gyr,
MR = 40%(10± 0.3) Gyr + 60%(7.5± 0.3) Gyr

• S6: MP = (11± 0.3) Gyr,
MR = 60%(10± 0.3) Gyr + 40%(7.5± 0.3) Gyr

Where it is present, the ±0.3 Gyr denotes a flat age distribution around the alluded
central age, and for all simulations but S4 we adopt the MDF spectroscopically derived by
the GIBS survey (Zoccali et al., 2017) that is best represented by two gaussians for the MR
and MP components respectively. In addition, as mentioned before, we adopt the MR:MP
ratio found in GIBS implying that the number of RC stars in the MR and MP domains
has the ratio 1.2:1.

The results of the simulations for the six scenarios are shown in Figure 4.4, where in
the left panels we compare the Hess density diagrams of the synthetic population with the
isodensity contours corresponding to the clean observed sample as derived in Figure 3.5.

To assess the quality of the match between simulations and observations and deriving
the best-fit model, we create for each simulation the corresponding residuals map (see
right-hand panels in Figure 4.4). Specifically, the noise of the observed CMD has been first
modeled with a bootstrap approach. We repeatedly (∼10, 000 realizations) take a random
resample of the complete observed catalogs, and save the residual between the subtraction
of the original and resampled CMD density for each iteration. This effectively produces
a residual distribution per color-magnitude bin of the observed CMD, which is used to
measure any significant deviation when comparing the synthetic populations by means of:

σ|∆N | =
|hNsim −Nobs| − ¯|N |boot

σboot
(4.3)

Where Nsim, Nobs and ¯|N |boot are respectively, the number of stars in the simulation,
number of stars in the observations and mean of the bootstrap distribution, for any given
color-magnitude bin. h is a scale factor, which we define simply as mean value of Nobs/Nsim

in a box surrounding the RC area of the CMD. σboot is the standard deviation of the
bootstrap distribution at the corresponding color-magnitude bin.
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Figure 4.4: Right-panels: synthetic CMDs corresponding to the six scenarios described in
§ 4.1 compared to the isodensity curves (solid black contours) of the observed clean sample
as derived in Fig. 3.5. Right-panels: residuals map providing the discrepancy (e.g. the
quality of the fit) between the synthetic and observed CMD. Significant mismatch between
the observations and simulations corresponds to σ|∆N | & 7. Regions of the CMD populated
exclusively by simulated stars are marked with black dots. The box marks the region of
the CMD used define h in 4.3
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Figure 4.4: (continued)
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Figure 4.4: (continued)
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Following this approach, the perfect match between simulation and observation should
have a residuals map that is characterized only by noise, hence by the lack of any structures.

The residual maps shown in Figure 4.4 have been scaled to the same color-magnitude
window and identical σ ranges, hence they can be directly compared against each other.
Because for σ|∆N | . 6 there seems to be no structure to the residual map, but rather what
seems like a noisy pixel-to-pixel variation, to be conservative the signal of a given feature
in the map is considered significant if σ|∆N | & 7 (i.e. from green to red according to the
adopted color code in Figure 4.4). In addition, it is worth mentioning that because the
residuals map by construction measures the absolute difference between simulation and
observations in each color-magnitude bin, any difference (i.e. excess or deficit of stars per
color-magnitude bin) always shows up as a positive σ|∆N | (i.e. σ|∆N | > 0 ∀(J,Ks)). In
other words, from the residuals map only we cannot know whether a given structure is
an excess or deficit of stars in the simulations compared to the observations. The answer
is therefore provided by the comparison between the isodensity contours of the observed
CMD over plotted onto the simulation (i.e. left sub-panels in Figure 4.4).

From Figure 4.4 we can rule out the possible presence in the bulge of a significant
fraction of intermediate-young populations (i.e. . 5 Gyr). In fact, the residuals map of
S3 and S4 shows a significant (σ|∆N | & 8) mismatch around the expected MS-TO (the
roundish structure that coincides with the highest isodensity contours). In addition, the
S4 scenario predicts the presence of a large number of stars brighter than Ks ∼ 16 and
0.25 . J−Ks . 0.5. which are not observed (shown as small black dots in the residuals
map of S4 in Figure 4.4).

On the other hand, the case of a purely very old bulge, represented by simulation S1,
provides a good match of the region around the MS-TO, but significantly (σ|∆N | & 12)
underestimates the number of stars observed at 16 . Ks . 16.5 and 0.25 . J−Ks . 0.5
(reddish spot in the S1 residuals map in Figure 4.4). The region at the base of the RGB,
(J−Ks) ∼ 0.75 and Ks ∼ 16, is neither well reproduced, but the presence of this mismatch
in all simulations suggests that it is an artifact caused by the decontamination procedure.
In fact, it corresponds to the bright end of the local M dwarf distribution clearly observed
in the disk fields as the reddest vertical sequence around (J −Ks) ∼ 1. As such, even if
its intensity varies across the simulations, we refrain from taking it into account for the
selection of the best-fit model.

When considering a slightly younger age (i.e. ∼ 7.5 Gyr) for the MR component, as
in S2, S5 or S6, the overall match between the synthetic and observed population further
improves, while the region around the MS-TO is still well matched. Indeed, the deficit
of synthetic stars present in S1 is considerably reduced, up to a factor of ∼ 2 in the S2
case. This would make S2 the best-fitting scenario, however we should stress that in all
simulations presented here we have ignored the presence of BSS even though they have
been observed in bulge fields (Clarkson et al., 2011).

To qualitatively constrain the BSS position in the [Ks, J−Ks] plane, we have used the
near-IR CMD of the bulge cluster NGC 6624 from Saracino et al. (2016), which includes
BSS identified from UV and optical (Ferraro private communication). When accounting
for the difference in distance and reddening between the cluster and the b249 field, we
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found that the BSS are approximately located in the region where S1, S2, S5 and S6 show
a deficit of simulated stars with respect to the observed ones. Therefore, which simulation
among scenarios S1, S2, S5 and S6 best-fits the observed CMD, depends upon the number
of BSS present in the field.

According to Clarkson et al. (2011), the bulge field BSS frequency (SBSS), defined as
the number of BSS scaled to the number of RC stars, is between 0.3 and 1.23, while for
the clusters Ferraro et al. (2003) found 0.1 . SBSS . 1. However, based on a photometric
study of a sample of globular clusters and dwarf spheroidals Santana et al. (2013, 2016)
found that the number of BSS grows almost linearly with the total stellar mass of the
system, therefore the BSS frequency in dwarf spheroidals is much higher than in clusters.
In addition, when considering that the dynamical state of the bulge is expected to be more
similar to that of dwarf spheroidals rather than clusters, it is plausible to believe that the
BSS frequency provided by Clarkson et al. (2011) could be an underestimation for the
bulge.

For the case of the b249 field, SBSS = 1.23 would imply the presence of ∼ 32,000 BSS.
Of course, to properly take into account the BSS in the simulation we would need to have
robust information on their density distribution per color-magnitude bin, which at the
moment is still lacking. In principle, this can be obtained by using a large and statistically
robust sample of observed BSS (Ferraro et al. in prep). Here we just stress that taking into
account a population of ∼ 32,000 BSS uniformly distributed within the region defined by
the cluster NGC 6624, would have the effect of removing completely the mismatch between
the observed and simulated CMD for the S2. On the other hand, higher BSS frequency
values SBSS = 1.66, 2.82, 3.03 need to be assumed to remove the stars deficit highlighted in
the residuals map of scenarios S5, S6 and S1, respectively Finally, the S3 and S4 scenarios
are incompatible with any value of BSS frequency.

The results from S5 and S6 with BSS addition would be in excellent agreement with
the very recent study by Renzini et al. (2018) based on very deep HST CMDs of four
fields located along the bulge minor axis and −2◦ . b . −4◦. By using a combination
of UV, optical and near-IR filters they have photometrically tagged all bulge field stars,
and compared the luminosity function of the most MR and MP with simulated old and
intermediate-age population. They found that MR and MP populations appear essentially
coeval and consistent with a ∼ 10 Gyr old population.

Because BSS mimic a rejuvenated population due to the mass transfer, ignoring their
presence could partially be one of the reasons that led previous studies to advocate for
the evidence of very extended star formation in the bulge (e.g. Bernard et al., 2018).
Therefore, including BSS in the simulation of synthetic CMDs could potentially reduce, or
even remove, the tension between different studies based on the photometric approach.

On the other hand, this alone still does not reconcile the discrepancy between the
photometric and spectroscopic age measurements.

In fact when we allow for the presence of a significant fraction (i.e. > 20%) of intermediate-
-young stellar population (i.e. > 5 Gyr as in scenarios S3 and S4) the synthetic CMD does
not provide a reasonably good fit of the observations.

It should be stressed here that the comparison between simulations and observations
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has been performed on the properties of the entire CMD, not only in terms of color spread
of the MS-TO, as done in some previous studies (e.g Haywood et al., 2016).

Stars as young as 1 Gyr up to ∼ 3 Gyr occupy a region in the CMD that is not popu-
lated in the observations, even considering the CMD before decontaminating it. Because
the observed bulge sample is statistically very robust (> 1.6× 106 stars) due to the large
surveyed area (∼ 1.8 deg2), even a small fraction (i.e. & 10%) of such young component,
if present, would have been detected in the observed CMD, providing they are not in the
disk control-field exactly with the same proportion (which is very unlikely). This means
that we can safely discard the presence of relevant components within that age range.

4.2 Extending the study to other fields

With the ultimate goal of studying the possible age variation across the bulge we have
selected few fields sparsely distributed in the outer and inner regions, where a rather low
and stable reddening is found.

For each field, we apply the decontamination procedure defined in §3, and disperse
the IAC-STAR atlas to produce a set of synthetic populations that carry the same com-
pleteness, photometric and systematic uncertainties of the observed field as described in
§4.1.1.

The age of the observed population in each field is constrained following two different
approaches. The first method is very similar to that applied on b249, the proof-of-concept
in §4.1, therefore using the MDF from the closest GIBS field to constrain the metallicity
of two synthetic populations (i.e. MR and MP component). Such components are then
reproduced by mixing an 11 Gyr MP population with a set of younger populations for the
MR component, taking also into account the BSS contribution.

The second method relies completely on the IAC-POP/Minniac suite to reconstruct the
star formation history with no particular assumption on the observed population, hence
both metallicity and age are free parameters.

In the following sections, we present and discuss the results of these experiments.

4.2.1 Selected fields

In addition to b249, we select 12 fields for which the corresponding photometric catalog is
deep enough to sample the old MS-TO, and thus allowing for a proper age determination.
The fields have been selected to coarsely map as much as possible the entire VVV bulge
area (see Table 4.1), but also based on their global extinction properties. Specifically, we
have chosen tiles showing little differential reddening (i.e. ∆E(J−Ks) . 0.1 mag) to ensure
reliable disk-decontamination results. Indeed, if the reddening variation across a given tile
is small, then we expect the reddening of the bulge and disk components observed across
the line of sight to differ by a single value of E(J − Ks), and therefore ensuring that the
considerations described in §3.3.1 hold true.
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Table 4.1: Summary of the selected fields for which we estimate the stellar ages. Provided
are the tile ID, sky position, mean and standard deviation extinction from §2.7, the mean
Ks of stars with a 50% completeness and finally the total number of stars within the
corresponding catalog (without completeness correction).

Name (l, b) < E(J−Ks) >
a Ks(p = 0.5) Detected

(mag) (mag) stars
b243 (−9.25◦,−6.41◦) 0.113± 0.024 18.52 1,740,675
b247 (−3.39◦,−6.41◦) 0.105± 0.027 18.26 3,367,866
b249 (−0.45◦,−6.41◦) 0.152± 0.049 18.03 2,498,831
b256 (+9.81◦,−6.41◦) 0.188± 0.034 18.30 2,389,120
b259 (−6.33◦,−5.32◦) 0.206± 0.034 18.04 2,757,108
b278 (+0.98◦,−4.23◦) 0.281± 0.055 17.25 3,713,572
b283 (+8.28◦,−4.23◦) 0.227± 0.042 17.65 3,221,126
b287 (−6.34◦,−3.14◦) 0.446± 0.091 17.43 3,301,236
b293 (+2.42◦,−3.14◦) 0.273± 0.052 16.82 4,193,637
b306 (+0.95◦,−2.05◦) 0.469± 0.111 16.28 4,536,525
b363 (+2.42◦,+2.32◦) 0.731± 0.093 16.91 4,463,307
b384 (−7.79◦,+4.51◦) 0.251± 0.059 18.23 3,104,244
b396 (+9.75◦,+4.51◦) 0.372± 0.056 17.81 2,151,730
a Color excess from the stellar average and
standard deviation over the whole tile.
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Figure 4.5 provides a visual reference of the location and extension of the sample fields
by showing the position of the selected tiles within the extinction map already presented
in Figure 2.16.

Figure 4.5: Same as Figure 2.16 but highlighting the position of the selected fields where
the age determination is provided. The boxes represent the actual coverage of the tiles
named within. Fields for which the age estimates are derived by using SFH reconstruction
and GIBS prior methods are marked as solid boxes. Dashed and dotted boxes when only
GIBS prior, and only SFH reconstruction is used, respectively.

Given the high resolution extinction map (see §2.7) we have at disposal, instead of
working with entire tiles we could have extracted subsample of stars from a given region
where the reddening is particularly low and stable. However, we must warn that such
approach would have a number of undesirable consequences. For instance, if the reddening
changes considerably across the tile, it means that the photometric completeness also varies
spatially, therefore by using a subsample of the catalog would inevitably require special
considerations when dispersing the synthetic atlas.

Another important consideration for the field selection is the actual signal of bulge stars
in a given tile, which can be judged at a glance by the number of RC stars in the field
CMD. In Figure 2.13 we showed the RC star density dataset from Valenti et al. (2016) for
the inner bulge (|b| < 4◦) and complemented here to cover the VVV bulge area with data
from this work. There it can be seen how quickly the RC star number decreases as we move
out from the Galactic center and plane. In the case of b249 at b ∼ −6◦ (see Table 4.1)
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we are already at the level of ∼ 20,000 RC stars, which we take as our standard of quality.
At l ∼ 0◦, the number of RC stars drops to ∼ 13,000 at b ∼ −7.5◦, and to ∼ 3,000 at
b ∼ −10.0◦. We are thus limiting our selection of fields to |b| . 6◦, because having a weak
bulge star signal, as traced by the RC star counts, leads to a poor decontamination where
the uncertainties of the method are dominant in the result.

Finally, we must also take the completeness level into consideration, even though this
criterion in practice is coupled with the extinction one. We stress again here that we want
to have the old (> 10 Gyr) MS-TO sampled within the 30% completeness contour, without
reddening corrections. This is because otherwise the IAC-POP/Minniac method prefers
younger solutions, regardless from the actual dominant presence of old stars, essentially
because it cannot see the defining feature of the old MS-TO.

4.3 Using the GIBS MDF prior

As mentioned before, in the following we repeat what done for the proof-of-concept, i.e
using the GIBS MDF as a prior to construct the synthetic populations. The MDF not
only pertains the distribution of the population metallicity, but it also defines the ratio of
MP-to-MR stars, which does have an indirect effect on the derived age given that we let
the age vary only for the MR component. We apply this method to all fields in Table 4.1
except b283, for which the nearest GIBS field is rather anomalous (MP : MR ∼ 5 : 1,
instead of the much more common MP : MR ∼ 1 : 1)

4.3.1 Building the synthetic sample populations

To exploit the possible presence of age variation larger than what we have found in b249,
we perform fits much like in S4, but with MR components of 3, 5, 7.5 and 10 Gyr simulta-
neously, together with the base 11 Gyr MP. All components are modelled as 600 Myr wide
uniform distributions, centred at their respective target age (i.e. 3± 0.3 Gyr, 5± 0.3 Gyr,
and so on). We also allow for a BSS contribution by using the general locus defined pre-
viously, but shifting it in color and magnitude so that its relative position to the observed
RC is always the same. This is to account for (mean) distance and reddening differences
between the sample fields.

Then, for each field we have a set of 8 independent synthetic populations: 4 for each
metallicity component, with various different number of stars within.

It is important to keep in mind the limitation in metallicity mentioned in §4.1.1. For
b249 the corresponding GIBS MDF is well within the limits imposed by the IAC-STAR
atlas, however in several other GIBS fields, the MR MDF extends considerably beyond that
[Fe/H] . +0.42 restriction. For b249, for instance, the population loss due to this restric-
tion is of the order of 1%, while most other fields in Table 4.1 lose 10-20%, and four of them
(b256, b278, b293 and b306) lose 20-40% in the MR component distribution. In practice,
this means that the GIBS MDF cannot be fully reproduced for the MR component, and
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for example, if a gaussian MDF of mean metallicity µM and variance σ2
M lost its 20% most

metal-rich wing, then its new mean metallicity µ′M would become µ′M ≈ µM − 0.35σM .

Now, since the MP:MR ratios defined in GIBS are based on RC stars, we need to
determine the RC for each population (see §2.6), calculate the number of RC stars NRC,
and mix the MP+MR sets so that NRC,MP : NRC,MR equals MP:MR from GIBS in all
mixes. Even though the individual components are corrected (i.e. the relative number of
RC stars are what the GIBS prior defines, regardless of the loss), the resulting global MDF
ends up being different to the one listed in GIBS data, but that particular should be of
little consequence for the fits.

Finally, the population sets are normalized so that the individual MP components in
each one has the same number of stars in their RC.

To account for BSS, an extra component is added in the form of a uniform distribution
about the BSS locus, normalized so that it has the same total number of stars as the
observed RC. Onward and for simplicity, we will refer to the individual synthetic population
mixes (MP+MR) by the age of the MR component (3, 5, 7.5 and 10 Gyr), but bear in mind
that there is always an 11 Gyr MP component in all of them.

4.3.2 Fitting an age for the MR component

The fitting procedure is done interactively and iteratively. We start by using only the
10 Gyr MR component to define JKs offsets to match observed and simulated RCs (inter-
active). A fit is then done to find a set of scalar values {αi} that relate the 2D histograms
of decontaminated observed CMD, the shifted simulation, and the BSS locus set. This is
done along all possible values of the 2D CMD histograms, unlike the previous fits in the
proof-of-concept (see §4.1), that used only a portion of the RC area. We expect the fit to
readily and adequately reproduce RC and MS-TO areas of the observations simultaneously.

The scalar values are set to be always positive αi > 0 ∀i, and in the case of the BSS an
additional constraint is set so that αBSS = SBSS < 1.23, which is the same limit imposed
in §4.1.4 for the proof-of-concept, as the maximum BSS-to-RC stars ratio from Clarkson
et al. (2011), with NBSS . 1.23× NRC.

The residual between the observation and the synthetic simulation is then converted
into a bootstrap map constructed in the same fashion as detailed in §4.1. If this CMD,
constructed only from > 10 Gyr populations, displays a significant discrepancy with the
observations then we proceed with the next iteration, this time adding a 7.5 Gyr component
to the fit and repeating the procedure once again (i.e. MR 7.5 and 10 Gyr, plus 11 Gyr
MP and BSS, all with their own αi value).

If the residual in the new case is not satisfactory, then we add the next younger com-
ponent and repeat until we have either reached an adequate residual or added all available
components (3, 5, 7.5 and 10 Gyr MR) to a simultaneous fit. In some cases this proce-
dure does not completely erase the discrepancy between observed and simulated, even if a
very young (∼ 3 Gyr) population is added. However, when the discrepancies between the
observed and simulated CMDs occur sufficiently close to the vestigial disk sequence, they
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Table 4.2: GIBS MDF prior fitting results summary. Detailed are the tile ID, position,
mean age (plus-minus its standard deviation), and fyoung, the fraction of stars younger
than 6.5 Gyr necessary for the fit (see text). Relevant values have been corrected for
incompleteness.

Name (l, b) < Age >a fa
young

(Gyr)
b243 (−9.24◦,−6.37◦) 10.87± 0.70 -
b247 (−3.36◦,−6.38◦) 9.47± 1.77 -
b249 (−0.45◦,−6.38◦) 9.43± 1.99 -
b256 (+9.80◦,−6.39◦) 10.25± 1.24 -
b259 (−6.29◦,−5.30◦) 9.45± 1.82 -
b278 (+0.99◦,−4.23◦) 8.87± 2.49 -
b287 (−6.29◦,−3.11◦) 8.03± 3.41 0.19
b293 (+2.43◦,−3.12◦) 9.06± 2.89 -
b306 (+0.97◦,−2.03◦) 7.90± 3.90 0.39
b363 (+2.41◦,+2.32◦) 7.65± 3.73 0.45
b384 (−7.76◦,+4.49◦) 9.54± 1.90 -
b396 (+9.74◦,+4.49◦) 10.38± 1.36 -
a From all stars in the simulation with p > 0.3.

can be at least partly be considered as artifacts induced by an imperfect decontamination,
rather than actual signals from a young population component.

The results of the fits are given in Table 4.2, where we provide for each studied field
the mean age (taken as the mean age of all the stars in the simulation with completeness
above the 30% level, and corrected for completeness) with its standard deviation. In
addition we list the relative percentage of stars younger than 6.5 Gyr (fyoung) corrected for
completeness.

The residuals between the observed and best-fit model CMDs are shown in Figure 4.6.
In the residual map of all fields one can appreciate the persistent disk CMD vestiges that
remain after the decontamination, as a thin projection of the young MS at (J − Ks) ∼
0.5 mag and Ks . 16 mag. In addition, we always note a relatively significant roundish
feature concentrated near the blue bright end of the MS, and again notably close to the
vestigial disk sequence. We have assumed in the fit that this is caused by a deficit of young
stars in the synthetic CMD, but due to its particular placement, we cannot discard that
it may be at least in part related to a decontamination issue. Nevertheless, it seems to be
within acceptable levels (σ|∆N | . 7) for almost all the fields in Figure 4.6.

There are also evident excesses of simulated stars at the red and/or blue edges of the
MS locus. These are likely produced due to an imperfect decontamination. Indeed, due
to the rapidly increasing errors towards faint Ks and redder colors, the decontamination
procedure will inevitably remove stars around the edges of the CMD. These artifact is often
paired with another excess near the red knee at the base of the RGB, most likely caused
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by the local K- and M-dwarf population present in the control disk fields (see §2.4.1).
In b243 and b247, the two fields with the lowest bulge signal, we can also note a

relatively small yet extended discrepancy in the faintest part of the CMD (Ks & 18). We
assure that this difference is related to nothing else but the shift that was applied to the
already dispersed synthetic CMDs at the time of RC matching. To be more specific, since
the dispersion is done at a very specific JKs reference, it is also tied to a very specific
completeness effect. For instance, if we shift the synthetic upwards (i.e. brighter Ks),
the stars in the faint limit of the CMD would become brighter, thus improving their
completeness relative to the observed CMD and changing their dispersion properties in
general. In the fitting procedure, these shifts are applied without such considerations
because are thought to be sufficiently small to produce negligible effects. However the
variation of the completeness in the peripheral fields at the faint limit is so strong (compare
completeness gradient in Figure 2.8, panels for b208 and b292) that this assumptions breaks
down moderately. Nevertheless, it should be noted that the described discrepancy is still
below the value at which we consider a signal to be significant (i.e. σ|∆N | ∼ 7).

When excluding the strong residuals in Figure 4.6 mentioned above and likely intro-
duced by the decontamination procedure, there is a general lack of additional significant
signals above the noise pattern, thus suggesting that in most cases the age mix of the
synthetic populations provides a good representation of the observed bulge stars.

However, some notable deviations from the general good agreement between the syn-
thetic and observed CMDs are the central-most fields, b293, b306 and b363, where not
only there appear to be considerable differences in the MS area, but also around the RC.
More specifically, the discrepancies are located between ∼ 0.5-1 mag fainter than the RC
overdensity. Most evident in b306 and b363, this feature below the RC is likely not related
to an actual population difference, but to an improper modelling of the RC. Possibly, we
would need more than just the RGB-bump to justify that difference.

Additional strong discrepancies arise in b306, where despite the youngest MR compo-
nent (3 Gyr) being dominant, it was not enough to reconcile with the observations, even
with BSS considerations. In addition, a new feature appears at the faint end of the CMD,
which can be only partially explained by some completeness mismatch from the shift ap-
plied in the fitting procedure. Indeed, it is still too strong and localized to be disregarded
as such. For the time being, we refer to them as bad fits, but we have found an alternative
explanation regarding unaccounted effects caused by the highly crowded fields near the
Galactic center, which we explore in §4.5.1.

4.3.3 About the effect of BSS and short discussion

As discussed earlier (see §4.1.4), the effect of adding BSS to the fit essentially covers roughly
the same discrepancy than adding a younger component would. That is, we can get similar
residuals of the fit with BSS, than a fit without BSS but overall younger age.

Even a moderate BSS frequency (SBSS < 1.23) can supply for a significant fraction of
young stars in the fit. For the peripheral fields (roughly within 3.5 deg from the Galactic
center), it can reduce the mean age of the mix by up to 1 Gyr, and also completely removing
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Figure 4.6: Observations vs. Simulations with GIBS MDF prior, fitting a MP component
of 11 Gyr plus a mix of MR down to 3 Gyr (see text). The color coded maps are constructed
in a similar fashion as reported in §4.1 and shown in the right panels of Figure 4.4. The
solid lines follow the isodensity contours of the observed decontaminated CMD and the
black dots display the stars from the synthetic population where no stars are present in the
observed decontaminated CMD. Also included in maroon is the locus of the BSS, shifted
to match the same relative difference to the observed RC in each case.
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Figure 4.6: Observations vs. Simulations with GIBS MDF prior (continued).
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Figure 4.6: Observations vs. Simulations with GIBS MDF prior (continued).
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the strong discrepancy that would require the presence of a population younger than 7 Gyr.

However, for the three innermost fields, the locus of the BSS falls near the hotspot in
the Hess diagram, rather than in the blue and bright edge of the MS-TO apparent location,
thus reducing its effect in mitigating the need of a young population.

For b293, the selected limit for SBSS is still sufficient to create a comparatively similar
residual to that of a mix that would include ∼ 37% of stars younger than 7 Gyr.

We ought to reiterate here, that the approach we use to account for BSS is quite
approximate, and a more detailed understanding of this population would be required
in order to produce more deterministic results. However, because their presence in the
bulge has been observed and it is also expected by stellar evolution theory we argue that
studies aimed at deriving stellar ages cannot simply ignore the contribution of BSS. The
current uncertain approach is still more physically realistic and valid than a method that
completely ignores their presence.

4.4 Reconstructing the SFH with IAC-POP/Minniac

In the following sections we present the determination of the stellar age in the same fields
by using a complete ignorance model provided by the IAC-POP/Minniac suite, where
metallicity and age are left to vary in the fitting procedure, and therefore with no par-
ticular assumption attached to them. In principle, the results of this approach produce
reconstructed SFHs of the studied fields. However, because the selected fields are only
marginally eligible for such reconstruction due to the completeness restrictions, and the
lack of α-enhancement tracks for the metal-poor populations, we have opted to use only the
marginalized age distribution provided by the code byproducts. Nevertheless we do show
the complete result here, together with the respective residual map in a similar construction
as previously done in §4.3.2.

A detailed description of the IAC-POP/Minniac suite is given by Aparicio & Hidalgo
(2009); Hidalgo & Aparicio (2016), however here we provide a brief description on how the
code works, what it does and what we can expect from.

4.4.1 General principles of the code

The IAC-POP/Minniac suite can take an atlas of synthetic populations with a convenient
SFH, Ψ(t, Z), and fit it to observed CMDs. One of the strengths of the code is the ability
of generating not the solution for the ensemble, but rather providing an average solution
from a set of small perturbations of a central set of parameters.

The individual solutions are handled by a genetic algorithm that probes the sample
space given an initial grid of ages and metallicities provided by the user. The perturbed
solution comes from small (also input) changes in the age-metallicity grid, and color-
-magnitude shifts, which should in principle help to provide a rather optimized solution
with respect to the restrictions of the initial parameter choice. The results are expected to
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have less dependence on the possible sub-optimal choice of the grid position, or distance
and reddening calibrations done to match observations with the synthetic population atlas.

Each set of perturbations then produces a solution, which can then be smoothed (av-
eraged) to get the most adequate solution in terms of color-magnitude shift, and a higher
resolution in age-metallicity space.

Together with other sub-products, the main result of this algorithm is a surface in
age-Z, that can be translated into a SFH by means of the mass integral from the atlas. It
is then possible to get the marginalized distributions of age and Z individually, which are
what we used in this work.

The uniform SFH function we mention is in practice the IAC-STAR atlas we describe
in §4.1.3 and previous sections, which again, carries not only the model information but
considers several observed characteristics of the field it refers to (distance dispersion, dif-
ferential reddening, etc).

Figure 4.7: Bundle selection example for b249. The Hess diagram is from the processed
atlas. The solid contours are from the observed decontaminated CMD for b249. The black
dashed line defines the main bundle containing MS-TO locus, portion of RGB and limited
by the faint end by the 30% completeness limit. The exclusion bundle, taking out the
empty space where no stars are observed is marked with the red dashed line, while the RC
area is enclosed in green.
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4.4.2 The constraints

IAC-POP/Minniac works better when limiting its working phase space. Age and Z are as
broad as possible, but instead of providing as input the whole observed+synthetic CMD
ensemble we can make intelligent cuts in the color-magnitude space for both. This is meant
to account for the exponentially increasing number of stars as Ks becomes fainter, and the
subsequent change in the minimum bin size in color-magnitude which would contain a
significant number of stars for a 2D histogram comparison.

For example, we can limit our input to the MS-TO sequence locus, or even better, to
the general area in the CMD where we expect the MS-TO to be. The main bundle (i.e.
constraint) is mostly limited by the outer contour of the observed decontaminated CMD,
by the 30% completeness line on the faint end, and by a short section of RGB at the bright
end. This usually means a bright limit at Ks ∼ 15.

We can also add an exclusion bundle, which would tell IAC-POP/Minniac what is
absolutely out of the question. That is, we can select and cut out the areas of the CMD,
where we have no stars in the observations, but we know there can be from the synthetic
atlas. This effectively introduces an educated bias into the reconstructed SFH, because
we can choose an empty section in the observed CMD that also limits the minimum age
expected in the result.

As a third bundle, we choose a small area surrounding the observed RC. This con-
tributes only minimally to the age-Z solution, but hopefully it limits the possible shifts
in color-magnitude of the perturbed solutions, and from the fitted composite population.
Additionally, it help finding the old metal-poor component we need to match RC shapes.

An example of this bundle set is shown in Figure 4.7 for the case of b249.

4.4.3 Reconstructed SFH of the sample fields

We perform the SFH reconstruction only on 9 fields listed in Table 4.1 (i.e. b293, b249,
b256, b259, b283, b306, b363, b384, b396), mostly because of time constrains. For these
fields we produce 24 perturbed solutions from a combination of color-magnitude shifts, and
small changes in the age-Z grid. These solutions are then smoothed out via averaging into
a final SFH reconstruction, presented in Figures 4.8 to 4.15.

For most of the peripheral fields (b249, b256, b259, b384) the results provided by the
SFH reconstruction are generally good, as one can seen from the residual maps. The resid-
ual maps of these fields display some of features discussed in §4.3.2 that are likely caused by
the decontamination procedure, rather than by a mismatch of populations with different
age and/or metallicity (i.e. the vestigial young disk MS, excess simulated stars around the
red edge of the CMD, K+M dwarf sequence signal, etc). We must clarify here, that the
actual fitting is done wholly on IAC-POP/Minniac side, but since the code can add small
shifts in color and magnitude by default, we had to recenter the RC between observation
and solution CMDs for all cases for sake of comparison. Moreover, due to the nature of
the IAC-POP/Minniac fitting, it would favor reduced discrepancies in the Ks & 16 region,
often incurring in marked and unacceptable RC discrepancies. For this reason, we have



4.4 Reconstructing the SFH with IAC-POP/Minniac 83

reverted to the RC normalization as we did for the proof-of-concept simulations in §4.1.4.
Both post-fitting touches (RC shift and re-normalization) and the color-magnitude shifts
applied by IAC-POP/Minniac (compounded by the limitation imposed by the bundling)
are possibly responsible for some of the marked discrepancies for Ks & 16 areas in some
fields (e.g. b283, b396). However, as we have no access to the fitting procedure itself, we
have tried to minimize the residuals in the decontaminated observed CMD, while trusting
that the IAC-POP/Minniac suite has done its job at finding the solution within its pa-
rameters. All peripheral fields are found to be mostly old (> 10 Gyr) with some secondary
slightly younger component, but still older than ∼ 7 Gyr.

When moving to inner fields this method does no longer provide satisfactory results as
the corresponding residual maps are particularly bad, highlighting strong mismatches be-
tween the observations and the simulations all around the CMD. Indeed, we have purposely
excluded b306 and b363 fields from the sample because of exceptionally bad residuals, leav-
ing only 7 fields with acceptable solutions.

We use the case of b293, one of the innermost fields in Table 4.1, to justify the adopted
completeness limit (i.e. ≥ 30% completeness), and to demonstrate what are the effects when
a more conservative limit is assumed on fields with marginal old MS-TO completeness. In
Figure 4.8 we show the results of the SFH reconstruction of this field. Taking a 30% lower
limit in completeness produces a solution in age which is about 60% older than ∼6 Gyr,
with important contributions of a component somewhat younger than 5 Gyr. However,
when the fainter limit of the main bundle is set to the 50% completeness the solution
in metallicity remains roughly the same, but the age distribution changes drastically (see
Figure 4.9) displaying almost no stars older than 6 Gyr. The residuals in both cases are
rather imperfect, worse in Figure 4.9, but overall acceptable and similar.

In light of this example, where a small change in the completeness limit produces such
a sensitive variation in the age solution, we have opted to keep throughout the experiments
a fainter limit of 30%.

When comparing the results obtained with the SFH method shown in Figures 4.8
through 4.15, and summarized in Table 4.3, to the GIBS prior set, we find an overall good
agreement in terms of age distribution, however the comparison in terms of metallicity is
not straightforward. This stems from the fact that due to the approximation we had to
adopt for the α-enhancement, the MP and MR components from GIBS are not strongly
bimodal in [M/H] space (and thus in Z space).

Although for the peripheral fields the two methods provide solutions that suggest a
predominant old (> 10 Gyr) component, with traces of younger wings, the metallicity dis-
tributions are not really consistent. In fact, when the SFH reconstruction method is
used, the derived MDF varies from almost exclusively metal-rich (b283 in Figure 4.13)
to mostly metal-poor (b256 in Figure 4.11). Of course, this can be the consequence of
the age-metallicity degeneracy, or even to the actual resolution we can expect to have in
metallicity when this method is applied (i.e. how different is an simple stellar population
of a given age and metallicity, to another with slightly different parameters). Nevertheless,
we should once again point out that the lack of a bimodal MDF given by a MR and a MP
components in the SFH plots is not consistent with what observed spectroscopically by
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Figure 4.8: (Top left): SFH reconstruction detail for b293 with completeness margin down
to 30%, showing a color coded map in age-Z plane representing the SFH surface, normal-
ized as a distribution. (Top right): Metallicity (Z) marginalized distribution from the SFH
reconstruction. (Bottom left): Age marginalized distribution. (Bottom right): The signif-
icance residual map, as defined in §4.1.4 and shown in Figure 4.4; thin solid lines follow
the isodensity contours of the decontaminated observed CMD; black dots emerge where in
the CMD areas where there are no stars in the decontaminated observed CMD to compare
with; thick solid line box marks the area over which h is defined, as per §4.1.4
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Figure 4.9: Same as Figure 4.8, but with a bundle allowing only down to 50% completeness
for b293.



86 4. Mapping the bulge stellar age

Figure 4.10: Same as in Figure 4.8, but for for b249.
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Figure 4.11: Same as in Figure 4.8, but for b256.



88 4. Mapping the bulge stellar age

Figure 4.12: Same as in Figure 4.8, but for b259.
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Figure 4.13: Same as in Figure 4.8, but for b283.
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Figure 4.14: Same as in Figure 4.8, but for b384.
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Figure 4.15: Same as in Figure 4.8, but for b396.
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Table 4.3: Summary of the SFH reconstruction ages for 7 fields with acceptable residuals
(see text). The presented ages and error come from the mean and square root of the
variance for each marginalized age distribution.

Name (l, b) < Age >a

(Gyr)
b249 (−0.45◦,−6.38◦) 11.23± 1.79
b256 (+9.80◦,−6.39◦) 10.94± 1.80
b259 (−6.29◦,−5.30◦) 12.37± 1.03
b283 (+8.28◦,−4.20◦) 12.06± 1.15
b293 (+2.43◦,−3.12◦) 6.14± 1.93
b384 (−7.76◦,+4.49◦) 11.51± 1.78
b396 (+9.74◦,+4.49◦) 11.65± 1.59
a As integrated from their marginalized
age distribution.

many surveys (including GIBS).
With the exception of b256 and b293 fields, the results suggest that whatever young

component there is, it is more metal-rich than the older one. Finally, considering some of
the rather poor fits evidenced by the residual maps in Figures 4.8 to 4.15 we think that
the ignorance model as applied by the IAC-STAR and IAC-POP/Minniac suites, is not
adequate for the age determinations in the VVV fields, most likely, because it needs a
deeper coverage of the oldest MS-TO and more accurate photometry at that level. The
method using the GIBS MDF prior, although less sophisticated, has proven to be more
reliable.

4.5 An age map for the MW Bulge

The results obtained with the GIBS MDF prior have been used to construct the first mean
age map of the whole bulge.

As done in Valenti et al. (2016), we have assumed a 4-fold symmetry with respect to
the Galactic plane and the bulge minor axis in order to quadruple the total number of
datapoints (i.e. fields) by reflecting their l and b coordinates around the Galactic center. If
the reasonable assumption of a rather symmetric distribution, where the age distribution
of the bulge in one (l,b) quadrant is only a reflection of any of the two contiguous ones is
true, then forcing this 4-fold symmetry on the datapoints has the effect of increasing the
fidelity of the reproduced map, by means of an higher signal to noise (when reflections are
close enough to each other) and by improving the sampling in (l,b). Additionally, such
a symmetry assumption allows for a straightforward interpolation for the age map recon-
struction. We have then used the same mapping method described in §2.7 (i.e. stacking
Voronoi tesselations defined by random draws) to interpolate the age values between the
gaps left by the data, and smoothing the interpolated values by a simple mean around a
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2 degree radius. The result of this procedure is shown in Figure 4.16.

Figure 4.16: Mean age map of the MW bulge as derived by using the GIBS MDF prior. The
big circles mark the position of the selected 8 fields for which we have a direct determination
of the stellar ages through the GIBS MDF prior method. The small black dots refer instead
to the reflection of the observed fields with respect to the l and b axis resulting from the
imposed 4-fold symmetry. Note that the color of the filled points may differ from the
background map, because the latter is produced from an average of the closest few of the
former, rather than a point-by-point interpolation.

When building the map we have decided to use only the outer fields (i.e. |b| & 3◦), for
which we do have robust age estimates as demonstrated by the lack of significant mismatch
between the observed and simulated CMDs (see residuals map presented in Figure §4.6).

Although the innermost regions are poorly constrained by the data, the map in Fig-
ure 4.16 suggests the presence of a very mild age gradient of about 0.16 Gyr/deg towards
the Galactic center, with the outer fields being slightly older (∼ 1-1.5 Gyr) than those closer
to the center.

If we consider the results from the SFH reconstruction in §4.4.3 that are displayed
Table 4.3, we can appreciate that this method suggests a very old bulge (& 11 Gyr), with
the exception of b293, which lies right at the margin of the exclusion zone of |b| < 3◦ we have
defined as the limit for the age determination to produce reliable results. These resulting
ages (minus from b293) are in general older than the results from the GIBS prior set, by
1-2 Gyr, and when put in similar map than Figure 4.16, they show no true age gradient
with (l,b). However, it is also true that the poor sampling provides poor constraining of
a spatial gradient in this case, together with several artifacts in the map, and that by
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construction the GIBS prior set cannot be older than ∼ 11 Gyr. Another characteristic
of the SFH reconstructions, as mentioned already in §4.4.3, is the seemingly inconsistent
derived MDF; we should expect that some of the age variation obtained is tied to these
metallicity differences across the fields, due to the age-metallicity degeneracy present when
using CMDs to define these quantities in a stellar population.

We would need more fields to properly compare both the GIBS prior and SFH recon-
struction sets in terms of spatial age distribution, but we can conclude that in conjunction,
these results do point towards an old (& 9.5 Gyr) bulge population, with little to no need
for anything younger than ∼ 7 Gyr to explain the observations. This at least in the outer
area |b| > 3◦.

Regarding the inner |b| < 3◦ region, Figure 4.16 hints towards a slightly younger bulge
around the Galactic center than in the outer area. Here we do have some overlap with the
data from Bensby et al. (2017), even if just partway, and if we were to agree with their
findings, then we should expect a rejuvenated bulge near the Galactic center. But again,
their age estimates are much too extreme to be compatible with the ones presented in this
work, even considering b293 (l ∼ 2◦, b ∼ −3◦) in the GIBS prior.

4.5.1 Misshapen stars in crowded fields

For the innermost fields it was generally impossible to find satisfactory solutions (i.e. good
residual maps) that did not require some young (< 7 Gyr) component, be it in SFH or
GIBS prior methods. Being this finding rather controversial, for these fields we decided to
inspect every step of the procedures, from the photometry, to the decontamination, to the
dispersion of the synthetic populations.

Nothing unusual was found for the dispersion of the observational effects, but it was
rather clear that the CMD of the disk control-field used for the decontamination was not
properly overlapping with that of the original bulge field. Even the point at which the
disk blue plume diverges from the rest of the CMD was too bright in the central bulge
fields with respect to the control-fields. This led to a previously ignored factor, which is
the stellar quality of the entries in the catalogs.

In §2.4 we briefly explained how some photometric criteria are used to improve the
quality of the resulting CMDs before performing the decontamination procedure. However,
for these problematic cases, the quality filters used are simply not enough. This is evident
from the J vs. s(χ2 − 1) distribution, where there is a significant contribution of a non-
-standard category, such as heavily blended or elongated entries. In these cases the first
filter (σs clipping) eventually removes a considerable number of normal star-like entries
near the RC and red-faint corner of the CMD before efficiently removing the unlikely stars
around Ks ∼ 16. The second filter (3D histogram) would require very aggressive cleaning
of the > 6% quantiles, to have a significant effect, point at which the relative distribution
of bona fide removed stars in the CMD is no longer uniform.

For such extreme cases (i.e. innermost fields), we tried to define an aperture Φ, which
would be simply a fit of one (or more) gaussians to the s(χ2−1) distribution for stars with
14 > J > 12, where we have noted that there are mostly well-behaved stars (i.e. with a
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symmetrical s(χ2−1) distribution around 0, meaning roundish and rather well fitted). We
then use this aperture to assign weights to all the stars in the catalog ωi = Φ(si(χ

2
i − 1)),

based on their quality index, and then build a clean catalog by interpreting this weight as
the probability for the particular entry to form part of the new cleaned catalog.

In practice, this ends up removing an important fraction of the original catalog, but
most stars within very nominal parameters survive, making it a clean sample. However,
due to the selective removal, that is generally stronger near Ks ∼ 16 (and barely reaches
the faintest region of the CMD), this aggressive filter would also likely affect the shape of
the CMD, which goes against the definition of a simple cleaning we give in §2.4.

Nevertheless, we have applied this filter, with a simple gaussian aperture of

Φ(s(χ2 − 1), µ = 0, σ = 0.2) (4.4)

where µ and σ are the true mean and standard deviation of the normal distribution,
respectively. The results are displayed in Figure 4.17 for b293 and Figure 4.18 for b306.

In the case of b293 and b306 fields, when we clean the original raw catalogs by using this
new filter, reapply the decontamination procedure and re-run the GIBS MDF prior fitting,
we obtain substantially different results. Specifically, there is no longer any need for stars
younger than 10 Gyr in the MR component (although we do account for BSS in the regular
fashion). However the residual show an unacceptable discrepancy at the RC level and a
new one near the blue edge of the CMD at Ks ∼ 17 (see bottom left panel in Figure 4.17
and Figure 4.18). Concerning the RC discrepancy, we know that it does not impact the
age determination, except for the MP requirement of an old population (see §4.1). The
discrepancy showing on the blue edge of the CMD resembles similar cases in peripheral
fields (see Figure 4.6, panels b243, b278 and b396, among other milder non-related cases).

These unlikely stars revealed once the aperture filter is used could be the result of
unaccounted blendings, or caused by a bad sky subtraction. The latter is often present
where the crowding is extreme and the background sky monitoring is obtained through
too few jittered images on-target, rather then from off-target positions to relatively sparse
fields.

Without more precise knowledge of the nature of these unlikely stars, or even a model
(or an aperture for them), they cannot be unambiguously removed from the raw catalogs,
nor be included into the considerations for the synthetic population simulation (if they are
not already being accounted for in the observational effects estimation). Thus, we close
this discussion here, giving an alternative explanation for the relatively young bulge we
have derived from §4.5, but without completely discarding the age gradient suggested by
Figure 4.16 (i.e. younger mean population closer to the center).

4.5.2 Comparison with N-body simulations and conclusions

The age map we present here is the first of its kind for the bulge and as such it is interesting
to compare it with the corresponding predictions of N -body simulations and models. For
this purpose, we have been kindly provided a simulation set from Debattista et al. (2017).
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Figure 4.17: Aperture cleaning applied to b293. Top-left: Hess diagram of the cleaned
CMD and contour of the raw catalog. Top-right: Complement of top-left panel, showing the
removed stars from the original raw catalog (∼50% of the original). Bottom-left: s(χ2−1)
distribution for this field, color background is after cleaning, contour is before. Bottom-
right: Residual σ|∆N | map for the cleaned field, using purely old populations (> 10 Gyr).
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Figure 4.18: Aperture cleaning applied to b306. Top-left: Hess diagram of the cleaned
CMD and contour of the raw catalog. Top-right: Complement of top-left panel, showing the
removed stars from the original raw catalog (∼45% of the original). Bottom-left: s(χ2−1)
distribution for this field, color background is after cleaning, contour is before. Bottom-
right: Residual σ|∆N | map for the cleaned field, using purely old populations (> 10 Gyr).
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We first scale the XYZ dimensions of the simulation to match the appearance of the
star density in our observations, as well as the bar feature in the simulation being contained
within the central 4 kpc of the Galaxy. A scale factor of 1.3 seems to be enough to roughly
satisfy these conditions. Also needed, in this particular simulation, is the scale up of the
age of the stars. To roughly match the oldest results in the observed map, we have added
1.5 Gyr to the ages of all the stars in the N -body simulation. Finally, to obtain only a bulge
map we have limited the sample in the simulation to be at most 4 kpc from the center.

The result of the projection, and of averaging the stellar ages to produce a map is
shown in the upper panel of Figure 4.19. For an easy comparison between the N -body
simulations and the observations, in the same figure we also show the map derived in this
work (see bottom panel), both with the original colored circles marking the datapoints
in the restricted (|b| > 3◦) GIBS prior set. In the peripheral fields, observations and
simulations show similar overall trend, with about uniformly old stars (> 10 Gyr) for |b| >
3◦. Both maps do agree in a gradient towards younger ages in the center, although the
central most areas in the N -body simulations predict a much younger mean age than we
have even been able to find in the observations, even considering the central-most field
results (|b| < 3◦) in the GIBS prior set. However, due to the caveats discussed in §4.5.1,
it is likely that the gradient present in the observations, with a rather steep decrease to
younger stars towards the center and plane of the galaxy when considering all the results,
is mostly driven by defects in the data, rather than to true age variation. Thus, we cannot
ascertain that the young feature visible in the observation maps reflects the predicted young
gradient in the simulations.

With the above considerations, it seems to be an agreement in the areas where we have
data (see big colored circles in the maps), or at least when the mean ages are regarded. If
we go to the details, however, we are missing the slight mean age increase that is seen in the
simulations surrounding the Galactic center, seen a the central ∼ 5 deg slightly darker halo
around the Galactic center in the top panel of Figure 4.19, and in fact, from the datapoint
we have at b ∼ 5◦, we find stars becoming younger than in the outer fields. Of course the
scales are not comparable, and given one map is a perfect representation of a model and
the other is an estimate from observations, we are bound to find disagreements. That said,
if we were to simply construct an age map from the N -body simulation data, but restricted
to the same field position and size that we have in the observations, then this map would
be very similar in shape but the overall age gradient we would obtain would be reversed in
sign (younger in the outer bulge, older in the center). However, not only we lack resolution
(fields are too widely distributed) and robustness (only 8 effective datapoints) to make a
comparison to assess the detailed differences between the two sets, but also we have no
data in the critical |b| < 2◦ area, where the N -body simulation shows a deviation from a
uniformly old (& 10 Gyr) bulge.

Another useful diagnostic is the comparison between the age dispersion values (σAge).
In Figure 4.20 we show, side by side, the σAge map for both the N -body simulation and
the map from GIBS prior.

Overall, GIBS prior and the simulation from Debattista et al. (2017) seem to agree also
on the age dispersion level, with differences of about 0.5 Gyr in σAge which are quite small
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Figure 4.19: Mean stellar age map as produced by the N -body simulations from Debattista
et al. (2017) (top panel), and from this work (bottom panel). As in Figure 4.16, we have
included the color-coded filled circles of the fields actually used to make the observation-
based map, where the colors are in the same scale as the background map. Additionally,
for the bottom panel, the black dots show the position of the extra data points produced
by the 4-fold symmetry we have imposed.
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Figure 4.20: Age dispersion maps for N -body simulations (top panel) and the GIBS prior
results (bottom). Both maps are in the same scale in σage. In similar fashion as in Fig-
ure 4.16, we use color-coded filled points to denote the fields from which we have data, and
black circles to mark the datapoints reflections from the imposed 4-fold symmetry.
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considering the rough approach we have taken for the GIBS prior sample (i.e. steps in age
of 1 to 2 Gyr, mandatory widths of 0.6 Gyr in age distribution). However, without access
to the central 2 degrees, we still cannot discard discrepancy between the two, or be able
to favor either formation scenario outlined in §1.

Despite the limitations hereby described, the final conclusion is that considering the ages
we have found for the nominal fields in Table 4.1, the bulge is consistently old (& 9.5 Gyr)
at all longitudes explored and at least for |b| > 3◦, with a rather small gradient towards the
central longitudes. This, of course, excluding any small-scale variation that is not probed
by the wide grid used here, nor anything that may break the imposed 4-fold symmetry.
If we exclude the |b| < 3◦ strip, which contains fields with doubtful quality data, then
the interpolated map suggest an old bulge (& 9 Gyr) throughout the whole extension of
the probed fields. In the case of the GIBS prior results, which are more reliable of those
obtained from the SFH reconstruction, a centrally concentrated population of ∼9 Gyr is
also hinted, with an appropriate central gradient of ∼0.16 Gyr/deg, and between 9 and
10.5 Gyr.

Our results are still at odds with those obtained from the microlensed dwarfs by Bensby
et al. (2017). Despite the fact that the probed area by their study overlaps considerably
with the area in which we either start seeing younger populations or where our data start
failing (which would mean that we simply are not seeing the same stars that they do), the
age ranges we have found is sufficiently different to produce disagreement.

In order to finally provide a direct and complete comparison between both the spectro-
scopic age estimates and the N -body simulations from Debattista et al. (2017), we would
need to reach the innermost regions, closer to the Galactic plane with sufficient accuracy.
This would mean, not only deeper photometry to sample the MS-TO area with sufficient
completeness and smaller errors, but also much more accurate dataset, to resolve the stars
in the most crowded fields effectively. Once a sufficiently high level of accuracy is reached,
an equally accurate (and complex) model would need to be tailored for this observations
and purposes.
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Chapter 5

Summary and future perspective

In this study I have derived a new JKs photometric compilation of about 600 million
stars in the Galactic bulge area by applying accurate PSF-fitting model on VVV images.
These catalogs not only contain magnitudes and positions, but also diagnostic values (i.e.
sharpness and χ2) for photometric quality cleaning, as well as completeness values that
are invaluable for star counting and statistics in the bulge region. Additionally, with the
completeness experiments comes an estimate of the systematic uncertainties of the whole
dataset. The entire compilation of 196 photometric catalogs covering about 300 deg2 across
the bulge will be made public.

These new catalogs allowed me to derive a new extinction map with unprecedented
high spatial resolution, which will be particularly important for the future spectroscopic
surveys (i.e. MOONS) aiming at exploring the innermost bulge fields close to the Galactic
plane. Indeed, this map provides high sensitivity especially towards the Galactic center
and equatorial plane, and it outperforms all currently available extinction maps in the
area. The method used to derive the map is also viable in the disk, as I have tested in the
control fields, but also in the VVV disk area adjacent to the bulge VVV dataset.

The determination of the stellar ages in selected fields across the bulge have been pro-
vided through the comparison between observed and synthetic color-magnitude diagrams
(CMD). Specifically, the observed bulge sample has been first decontaminated from the
contribution of the intervening foreground disk population by using a statistical approach,
and then compared to synthetic populations tailored to the observational biases, such as
distance dispersion, differential reddening and completeness. The comparison between
observations and models is approached in two different ways. One method assumes the
metallicity distribution function (MDF) spectroscopically inferred by the GIBS survey (i.e.
the population age is the only free parameter), while the other approach involves the re-
construction of the star formation history (SFH) in each field, but assuming no particular
prior neither for the metallicity nor for the age (i.e. uniform distributions for both).

The ages derived by either approach are more or less consistent, although with a sys-
tematic difference of about 1-2 Gyr. Both methods find the bulk of the population to be
consistently old (&9.5 Gyr) in the outer bulge regions (|b| & 4◦, |l| > 4◦), advocating for
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the presence of a mild gradient that implies younger stars (i.e. in average ∼9 Gyr) towards
the center of the Galaxy, albeit with different slopes.

In the case of the SFH reconstruction, the gradient is not so certain because the photo-
metric uncertainties of central field (|b| < 3◦) that drives the SFH result prevents reliable
and robust age estimates. Indeed, for the SFH reconstruction to be accurate, the photom-
etry has to be deep enough to sample the oldest main sequence turn-off (MS-TO) with
nominal completeness (& 30-50%), otherwise the fitting procedure will likely prefer younger
solutions.

On the other hand, when excluding the inner region (|b| < 3◦), the GIBS prior method
finds a relatively smooth gradient of 0.16 Gyr/deg towards the Galactic center .

When attempting the determination of the stellar ages in few fields located in the inner
bulge region, |b| < 3◦, we noted that as the crowding becomes more severe there seems
to be an increase in low-quality stars in the corresponding photometric catalogs. That is,
badly fit by the field point spread function (PSF). The position in the CMD of these stars
can mimic the signal of young stellar population components in the residual maps. These
caveats affecting the photometry of innermost fields prevent us to firmly constrain the age
of the stellar population in the innermost regions, where we do not have enough evidence
to either completely discard a young component near the center (.5 Gyr), or to accurately
constrain its relative contribution to the bulge population.

Nevertheless, we show that in the bulge region at |b| > 3◦, the disk-decontaminated
CMDs are best-fitted by using a synthetic populations mix containing mostly old (&10 Gyr)
stars, a proxy for blue straggler stars (BSS), and some fractions of stars not younger than
∼7 Gyr. The latter being necessary only to reproduce the CMD of fields at −3◦ < b . −6◦)

I have used the most robust results (i.e from fields with |b| & 3◦) to build the first map
of the mean age, and age dispersion of the bulge stellar population.

When comparing these maps with those obtained by using the N -body simulations from
Debattista et al. (2017) I find an overall good agreement. However, to firmly testing the
predictions of this model it is crucial to provide observational constrains in the innermost
region, |b| < 3◦, where unfortunately the data at our disposal proved to be not sufficiently
good.

The results obtained in this work are in good agreement with the most recent photomet-
ric determinations based on HST data (Renzini et al., 2018), but still largely inconsistent
with the findings from the microlesend dwarfs project of Bensby et al. (2017).

As final closing remarks, this thesis represents the first systematic and homogeneous
study of the stellar population age across the Galactic bulge yielding the first age and
age dispersion map. The bulge stellar population is found to be old (> 9.5 Gyr) as several
other photometric studies before, although none as extensive in terms of sampled area and
number of detected stars as this work.
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5.1 Future perpective

This study can be extended to as many fields as possible within the |b| < 6◦ strip, with
the mentioned caveats on the inner area (|b| . 3◦). If the reddening issue is properly
addressed/understood it is plausible to add fields with higher differential reddening in
order to obtain more accurate ages for the central plane and center area. The larger the
number of sampled fields is, the more constrained the resulting map becomes. Additionally,
by appropriately sampling the bulge area (i.e. selecting more fields well distributed and
including age determination in the central strip), the map could achieve sufficient resolution
and robustness to adequately constrain the N -body simulations and models.

The ongoing VVV extension, the VVVX (Minniti, 2016), is providing the additional
data to increase the depth and quality of the already presented fields/tiles by providing
more epochs, but also opening the possibility to explore the region at b > 5◦ that was not
covered by VVV.

The internal work, code, and algorithms of this thesis (e.g. decontamination, extinction
map construction algorithm, simulation dispersion, etc), which are part of the legacy value
of this project, can be easily applied to different dataset, such for instance VVVX’s. An
immediate benefit of an increase in the number of epochs, is the extended depth of the
photometry allowing to improve the MS-TO sampling in the marginal fields (e.g. b293,
b ∼ −3◦), as well as possibly extending the effective area in which we can implement the
SFH reconstruction algorithm and recover meaningful results.

On the other hand, in the new region provided by VVVX (i.e. outermost bulge region)
one could start using Gaia proper motions to kinematically separate the bulge from the
disk. This has not been possible for the present study because, due to the severe crowding
and extinction, Gaia-DR2 provides very poor sampling of the old MS-TO already at high
latitude (i.e. b ∼ −7.5◦).

Finally, with the extension of the data, also comes the possibility to develop an ex-
tinction map for these regions too. And not only in the bulge, but also into the disk
area.
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Appendix A

Emulation of observational effects

In this appendix I will explain the method by which we emulate or disperse synthetic
populations from the ideal (Jin,Ks

in) plane into the observed (Jobs,Ks
obs).

What we intend to do, is to take any given model synthetic population, and emulate
the observational effects we see in the observed data. That is, we seek to imprint the
photometric + systematic errors and uncertainties in the photometry extraction procedure
into a theoretical CMD. This is equivalent to convolving it with a kernel that depends
on J and Ks, which we unfortunately do not know nor cannot define conveniently nor
consistently in a closed analytical form.

For the following part, we would like to explain that in the the following descriptions
and objects, when we use injected or recovered we make direct reference to the results of
the completeness experiments described in §2.3 and §4.1.1, but in particular to the results
and criteria pertaining the latter. The end product of these experiments is a catalog
that matches injected magnitude pairs min = (Jin,Ks

in) to recovered mrec = (Jrec,Ks
rec).

Following, we define a brief glossary with connections to what is mentioned in the main
work:

min : one pair of (Jin,Ks
in), the injected magnitudes from the completeness experiments.

mrec : one pair of (Jrec,Ks
rec), coupled to one particular min.

{min
i}Ni=1 : denotes a set of min

i where i ∈ {1, 2, 3, ..., N}

{mrec
i}Ni=1 : denotes a set of mrec

i where i ∈ {1, 2, 3, ..., N}

S : a particular subset of indices i, so that S ⊆ {1, 2, 3, ..., N} and {min
i}S ⊆ {min

i}Ni=1.

We understand that there must exists a function FΨ(J,Ks) = FΨ, that takes as input a
given pair min and outputs a mrec as a random realization of some unknown distribution
Ψ, which may also have non-trivial dependence with J and Ks:

FΨ : min →mrec (A.1)
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In terms of our objective, the theoretical CMD would provide a discrete set of vectors
{min

i}M , for which we want the corresponding image set {mrec
i}M so that FΨ : min

i →
mrec

i ∀i ∈M . Now, we do not know FΨ, but thanks to the completeness experiments, we
have the coupled sets of {min

i}Ni=1 and {mrec
i}Ni=1 that stem from FΨ. This means that

we have in principle the means to construct an empirical estimator of FΨ.

Now, FΨ is not a deterministic function; the image of a given min is a random realiza-
tion of the distribution function (or kernel) Ψ. In that sense, given infinite trials with a
particular min we should be able to reconstruct the underlying image distribution Ψ and
use it to yield a sample set {mrec

i}U . And since we cannot define FΨ without infinite trials

(or a statistical model that works), using an empirical estimator F̃Ψ should suffice, so that:

F̃Ψ : {min
i}S → {mrec

i}S (A.2)

Where now S is an index set, that defines a subset of the coupled vector sets, {min
i}Ni=1

and {min
i}Ni=1. That is, ∀i ∈ S, FΨ : min

i →mrec
i.

Being {min
i}Ni=1 and {mrec

i}Ni=1 as defined above, without having explicit formulation

for the action of FΨ, we still can empirically map F̃Ψ by choosing a sufficiently convenient
index set S.

In this sense, it is enough to have a sufficiently dense {min
i}Ni=1 so that any choice of S

means that a) {min
i}S is as close as possible to a ”point”, or conversely, that the metric

distances between any pair of points in the vector set are as small as possible, and b) that
S is numerous enough to provide sufficient statistics on {mrec

i}S to accurately reconstruct
Ψ given {min

i}S.

Since what we have is the set {mrec
i}S, but we want {mrec

i}U that may be much larger,
it means we need to either make U as an oversampled S, so then {mrec

i}U is composed
entirely of (possibly) repeated members of {mrec

i}S, or we can obtain a {mrec
i}U by

random draws of an empirically estimated density function Ψ̃ defined by {mrec
i}S, as a

proxy for Ψ.

We have opted for the latter, and hereby describe how we construct Ψ̃.

The set {mrec
i}S defines a convex hull region W rec, so that all points in {mrec

i}S are
contained within W rec; take all the points in {mrec

i}S and connect lines to each possible
pair, W rec is then the outermost polygon. W rec is convex by construction.

We arbitrarily expand W rec to 101% of its dimensions (to avoid numerical approxi-
mation issues), and create a Voronoi tesselation of it using the points in {mrec

i}S. We
can now approach the true distribution Ψ from whence it came by defining the empirical
estimator Ψ̃ as a collection of uniform 2D distributions defined in the boundary of each
tile of the tesselation, so that their respective integrals are the same, that is, given a ran-
dom realization each tile would have the same probability of contributing. It follows that
{mrec

i}U can be the random draw from Ψ̃.
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Figure A.1: Ψ̃ for the concrete example where Ψ is a bivariate gaussian in XY with
µX = µY = 0 as centroid, and variances σ2

X = 4 and σ2
Y = 1, and {mrec

i}S is a set of 5,000
realizations of it. The color scale (ρ) is the density, which for each tiles is the inverse of
its area. The color range has been adjusted to prevent saturation for very high localized
densities, currently displaying all values above 0.157 (95% percentile) with dark red. Also
plotted are the 1-4 σ contours for Ψ (solid lines) and the boundary of W rec as described
in text (dashed lines). The black dots mark the individual points of {mrec

i}S.

In a concrete example, let Ψ be a bivariate gaussian in XY with µX = µY = 0 as
centroid, and variances σ2

X = 4 and σ2
Y = 1. Let {mrec

i}S be a set of 5,000 random

realizations of Ψ. Then Ψ̃ would look like in the Figure A.1.
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J. Alonso-Garćıa, R.K. Saito, M. Hempel, D. Minniti, J. Pullen, M. Catelan, R. Contreras
Ramos, N.J.G. Cross, O.A. Gonzalez, P.W. Lucas, T. Palma, E. Valenti and M. Zoccali,
ArXiv e-prints (2018), [arXiv:1808.06139]

A. Aparicio and C. Gallart, AJ 128 (2004), 1465

A. Aparicio and S.L. Hidalgo, AJ 138 (2009), 558
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M. Hempel, A. Renzini and M. Rejkuba, A&A 587 (2016), L6

E. Valenti, M. Zoccali, A. Mucciarelli, O.A. Gonzalez, F. Surot Madrid, D. Minniti, M. Re-
jkuba, L. Pasquini, G. Fiorentino, G. Bono, R.M. Rich and M. Soto, ArXiv e-prints
(2018), [arXiv:1805.00275]

E. Valenti, M. Zoccali, A. Renzini, T.M. Brown, O.A. Gonzalez, D. Minniti, V.P. Debat-
tista and L. Mayer, A&A 559 (2013), A98

S. van den Bergh and E. Herbst, AJ 79 (1974), 603

C. Wegg and O. Gerhard, MNRAS 435 (2013), 1874

C. Wegg, O. Gerhard and M. Portail, MNRAS 450 (2015), 4050

J.L. Weiland, R.G. Arendt, G.B. Berriman, E. Dwek, H.T. Freudenreich, M.G. Hauser,
T. Kelsall, C.M. Lisse, M. Mitra, S.H. Moseley, N.P. Odegard, R.F. Silverberg, T.J. So-
droski, W.J. Spiesman and S.W. Stemwedel, ApJ 425 (1994), L81

Y. Xu, C. Liu, X.X. Xue, H.J. Newberg, J.L. Carlin, Q.R. Xia, L.C. Deng, J. Li, Y. Zhang,
Y. Hou, Y. Wang and Z. Cao, MNRAS 473 (2018), 1244

M. Zoccali, O.A. Gonzalez, S. Vasquez, V. Hill, M. Rejkuba, E. Valenti, A. Renzini,
A. Rojas-Arriagada, I. Martinez-Valpuesta, C. Babusiaux, T. Brown, D. Minniti and
A. McWilliam, A&A 562 (2014), A66

M. Zoccali, V. Hill, A. Lecureur, B. Barbuy, A. Renzini, D. Minniti, A. Gómez and S. Or-
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