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ABSTRACT

The mathematics test is the most difficult test in the GED (General Education
Development) Test battery, largely due to the presence of story problems. Raising performance
levels of story problem-solving would have a significant effect on GED Test passage rates. The
subject of this formative research study is Ms. Stephens’ Categorization Practice Utility (MS-CPU),
an example-tracing intelligent tutoring system that serves as practice for the first step (problem
categorization) in a larger comprehensive story problem-solving pedagogy that purports to raise
the level of story problem-solving performance. During the analysis phase of this project,
knowledge components and particular competencies that enable learning (schema building) were
identified. During the development phase, a tutoring system was designed and implemented that
algorithmically teaches these competencies to the student with graphical, interactive, and
animated utilities. Because the tutoring system provides a much more concrete rather than
conceptual, learning environment, it should foster a much greater apprehension of a story
problem-solving process. With this experience, the student should begin to recognize the
generalizability of concrete operations that accomplish particular story problem-solving goals and
begin to build conceptual knowledge and a more conceptual approach to the task. During the
formative evaluation phase, qualitative methods were used to identify obstacles in the MS-CPU
user interface and disconnections in the pedagogy that impede learning story problem
categorization and solution preparation. The study was conducted over two iterations where
identification of obstacles and change plans (mitigations) produced a qualitative data table used
to modify the first version systems (MS-CPU 1.1). Mitigation corrections produced the second
version of the MS-CPU 1.2, and the next iteration of the study was conducted producing a second
set of obstacle/mitigation tables. Pre-posttests were conducted in each iteration to provide
corroboration for the effectiveness of the mitigations that were performed. The study resulted in
the identification of a number of learning obstacles in the first version of the MS-CPU 1.1. Their

mitigation produced a second version of the MS-CPU 1.2 whose identified obstacles were much



less than the first version. It was determined that an additional iteration is needed before more

quantitative research is conducted.
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PREFACE
Thinking retrospectively over the several decades that I have been teaching, I realize that I've
always been about constructing tools to enable learning to take place via student discourse. It
could be teacher to student; student to student, or computer to student. Building an intelligent
tutoring system to enable GED students to solve story problems is the next iteration of this
teaching paradigm and represents what I believe to be the most effective approach to GED
mathematics instruction as it closely simulates the highly efficient (VanLehn, 2011a) one-to-one
tutor-to-student relationship, is portable, and virtually on demand. The notion that learning takes
place largely through discourse epistemologically places me as a social constructivist using Lev
Vygotsky's Social Development Theory (1978) and Jerome Bruner's Theory of Cognitive Growth
(1966). I expect that the reader of this document would almost certainly come to the same

conclusion.

As a high school mathematics student in a college preparatory curriculum, I had little trouble with
algebra, geometry, and trigonometry. Later, in college, I learned calculus well enough, without
taking a calculus class, to earn a teaching minor in physics. I say this not as a boast, but as a
point of reference because one aspect of mathematical study always gave me considerable
trouble: solving story problems. When I began teaching mathematics to adults in early 2004, that
same difficulty with story problems was evident in nearly all of my students and has shown itself
to be empirically true over the last 90-100 years (Jonassen, 2000) with a large majority of
students in America's junior high and high schools. Teaching mathematics for Arizona's largest
provider of GED Test preparation, I knew it to be true throughout Maricopa County and by

observation and communication with my peers, the state of Arizona as well.

Problem-solving research, and in particular, story problem-solving research to mitigate the
associated difficulties has grown rapidly in the last 50-60 years, and there are now many theories
and methods that have been developed to teach story problem-solving. However, the search to

find a teachable and effective method for leading the mathematically challenged student to
Xi



become successful story problem solvers has so far shown itself to be a very difficult task. This
situation is evidenced by the great majority of people in the US who hate math and story
problems, by poor test performance, and by a large number of people who don't graduate from
high school and either can't pass the GED test or choose not to take it. Almost 20% of the
eligible adult populations in many states are without a high school diploma or a GED certificate

(GED Testing, 2014).

In this paper, I identify the findings of these various research efforts, and then demonstrate how
this knowledge regarding story problem solving can be innovatively synthesized to create the
architecture and pedagogy that draws us closer to that teachable and effective means of
enabling more positive outcomes for students engaged in solving story problems. Expected
contributions will be in the field of mathematics education, where a unique pedagogical
perspective will be employed, and in the field of educational technology, where a traditional
example tracing intelligent tutoring system architecture, named Ms. Stephens Algebra Story
Problem-solving Tutor (MSASPT), employs a comprehensive set of user determinant scaffolding

utilities that provide several pathways to understanding for the student.

My work on the MSASPT intelligent tutoring system began in the winter semester of 2011 at
Arizona State University. It incorporates five major, research supported, pedagogical steps on its
way to the numerical representation of the solution to a story problem. As a neophyte
programmer in the Flash environment, I have completed the first two steps. Each of the three
remaining steps is pedagogically complete and at least skeletally programmed, but still needing a
considerable time investment in completing the programming. Therefore, based on the schema-
theoretic notion that a student's ability to retrieve a particular schema during the problem-solving
process is critically contingent on correctly categorized problems, and with the blessing of my
distinguished dissertation committee, I have limited the scope of this investigation to the first
step in the MSASPT problem-solving process: explicit categorization of story problems. The

formative evaluation research on the categorization step is expected, again, to yield contributions
Xii



in both mathematics education and intelligent tutoring systems on the same basis as the entire

MSASPT as noted above.

In Section I of the Introduction, I will present several arguments for the importance of teaching
GED Test Preparation students how to become effective story problem solvers. In Section II, I
will relate the problems and situations that have contributed to the difficulties that many of these
students have had in solving story problems then explicate how each is mitigated by the MSASPT
in Section 1V. In Section III, a comprehensive review, from a historical perspective, of the
theories and instructional methods that have been advanced to alleviate problem-solving
difficulties will be presented. Section IV, somewhat briefly, is a description of the pedagogical
considerations and learning enhancement features of the MSASPT intelligent tutoring system that
uniquely address the continued difficulty that story problem-solving presents to the adult GED
Test takers and the general scholastic population as well. Section V will explicate the role that
categorization that categorization plays in solving story problems and its importance to the
overall problem-solving task. In Section VI an in-depth review of the various methods that have
been used to enable students to categorize word problems, both implicitly and explicitly, will be
presented. The final section (VII) will present the theoretical framework used to design the
categorization step and a description of the processes in the step that were derived from the

framework.

xiii



CHAPTER 1

INTRODUCTION

Section 1: The importance of the ability to solve story problems...

“Education is not only about knowledge. It is about inspiration. It is about passion. It is about the
belief that what we do in life matters. It is about moral choice. It is about taking nothing for
granted. It is about challenging assumptions and suppositions. It is about truth and justice. It is
about learning how to think” (Hedges, 2015). This most powerful description of education, in
each of its elements, speaks to the humanity of solving problems. Virtually all learning is driven
by the need to solve problems or in preparation thereof. Historically, the people that have been
the most effective at solving problems have also been the most successful regardless of setting
(Jonassen, 2004). Solving problems is part and parcel of the study of mathematics. It is
unfortunate that, to an alarming degree, mathematics has been reduced to exercises and skills so
algorithmic that mathematics become largely devoid of actual problem solving, thus
misrepresenting mathematics as a discipline and shortchanging the students who study it
(Wilson, et al., 1993). Robert Gagne’ stated that the essence of education is to “teach people to
think, to use their rational powers, to become better problem solvers" (1980, p. 85) and
mathematics should contribute extensively toward that goal. However, for any number of
reasons, most of which have been in place at least since education became institutionalized,
applied mathematical problem solving has remained mired in futility, if taught at all, for the great

majority of students.

That we, as educators, administrators, and government continue to permit this essential goal of
education to be unrealized, is a gross disservice to the students that we have been charged to
educate. The consequences of such negligent behavior are situated locally, nationally, and
globally and is reflected in the areas of economics, politics, security, and finance at both personal

and societal levels.



The business of providing solutions to the lackluster performance of America’s educational
systems in this regard has been constant for at least a century. The means-ends-analysis
problem-solving heuristic incorporates the solution of sub-goals to solve the problem statement.
The purpose of this paper is to provide a solution to the sub-goal of raising GED Mathematics
Test performance for those adults without a high school diploma. It is demonstrably true, both
quantitatively and qualitatively, that the most difficult test for GED test-takers is the mathematics
test. Further, the most difficult problem area in the GED Mathematics test for these students has
to do with solving story problems. Providing solutions to this problem will most certainly impact
solutions to other sub-goals in this domain and lead to the meta-goal of successful problem-

solving for all students of mathematics.

Quantitative evidence from statistics kept by the National GED Testing Service function to confirm
this difficulty in mathematics test performance. For all candidates who tested in 2013, the
percentages of those achieving their jurisdiction’s minimum standard score in each content area
(410/800 in the United States and 450/800 in Canada) were greater than 90%, except for
Mathematics. Comparatively, only 80.0% of candidates scored high enough to meet the minimum
standard score in Mathematics (GED Testing, 2014). Moreover, the average test score for the
second most difficult test (writing) was 508/800 and for mathematics was a distant 490/800.
Consider that the 2010 U.S. Census shows more than 39 million adults (18% of the population)
aged 16 and older in the United States, who weren't enrolled in any educational program, were
without a high school diploma or GED credential. Moreover, an astoundingly low 2.1% of this
2010 population even bothered to take the GED test (only 1.4% passed it). I would suggest that
the dismal engagement with any educational advancement opportunity, to a significant degree, is
due to the fear of or discomfort with mathematics and associated story problems that were

internalized as these students moved through the US educational system.



Quialitative evidence of this difficulty is derived from my decade-long experience in adult
education teaching mathematics. Virtually all of the students who persisted in my classes learned
to solve moderately complex first degree and simple second-degree equations. Trouble for them
came when they were required to use their algebraic skills, practically, to solve various kinds of
story problems. As a member of the community of adult education mathematics teachers, I can
accurately state that all of us experience these same problems with most of our students.
Indeed, if story problem-solving were more effectively taught, there would be a much greater
percentage of GED test takers that become GED graduates and almost certainly an increase in
the number of people who would be willing to take the test battery with a new-found confidence
in their ability to solve story problems. This would produce a more educated workforce, greater
employment mobility and increase the number of post-secondary students as they transitioned to
colleges and universities; inarguably, a boon to greater economic stability in our society.
According to the U.S. Department of Labor, the median annual earnings in 2008 of a person with
less than a high school diploma is $8,580 less per year than a high school graduate. The over
825,000 Arizonans without a high school diploma or GED represent over $7,075,000,000 in lost

annual taxable income (Arizona Department of Education, 2010).

Of course, the consequence of a significant segment of the US population that functions poorly in
the domain of practical math is much more than economic. There are personal consequences as
well; in the movie "Stand and Deliver," the mathematics teacher, Jaime Escalante tells his
students that mathematics is the great equalizer. In that classroom context, of course, he meant
that in a racially discriminating society, where the students at Garfield High School were the
disadvantaged, success in mathematics would go a long way to mitigating those disadvantages.
However, that appraisal can certainly apply to anyone who becomes or is mathematically

accomplished, although the benefits may be more for some than others.



And social: according to research sponsored by the National Institutes of Health, the beneficial
effects of higher parental educational levels on their children when the child is young are not
limited to academic achievement throughout the school years, but have long-term implications
for positive outcomes into middle adulthood (i.e., higher educational level, more prestigious
occupations) (Dubow, et al., 2009). The ripple effect of a greater number of GED graduates goes
well beyond the simple passing of a test and makes the endeavor of finding a method that

enhances performance in the solution of GED Test story problems, well worth the effort.

Section 2: Factors that contribute to story problem-solving difficulty

At least as far back in human history as Aristotle and his means-ends-analysis problem-solving
process, teachers, philosophers, mathematicians, and scientists have been devising methods that
might provide success in situations that call for solving problems. In the present day, efforts to
find a story problem-solving pedagogy that is consistently effective continue as they have for the
last sixty some years. Test scores, the general abhorrence of story problems as illustrated by
Gary Larsen and his Hell’s Library with shelves full of story problem books, and a mathematics
curriculum that only dabbles in applications such as story problems, prove the lie to any sort of

progress over these many years in finding such a “holy grail”.

Perhaps the inability to change the less than satisfactory trajectory of story problem-solving
performance lies in the misidentification of the cause or causes of such a situation. This
dissertation hypothesizes that the significant difficulties that students (and most of the rest of
America’s population) have with story problem-solving rooted in a largely singular cause; an
inability to think in the abstract (i.e., conceptually, to make generalizations and accurately apply
them). While there are several dichotomous approaches to types of thinking (system 1 vs.
system 2, sequential vs. holistic, divergent vs. convergent, etc.), the oppositional to abstract

thinking is thinking concretely. In its applications to the domain of mathematics, this particular



thinking dichotomy among students of mathematics is situated much more closely to concrete

than abstract.

In my experiences as a high school mathematics teacher and as a GED Test preparation
mathematics teacher, I took pride in the excellent performances of my students as they
efficiently learned to solve 1st and 2nd-degree algebraic equations. However, my pride and the
excellence of most of my GED student's performances, as well as their feelings of self-efficacy in
mathematics, soon disappeared as we began to consider the practical uses of what they had
learned, which, of course, involved solving story problems. The almost total student mystification
as to how to prepare a story problem for a solution was not only baffling but consistently
present, even of the students who were doing excellent work in the other four subjects of

reading, writing, science, and social studies, found on the GED test.

Why is the contrast between equation solving performance and story problem-solving
performance so stark? The algorithmic solution processes used by GED students in solving
moderately complex algebraic equations require much lower levels of abstract thinking than that
needed in solving a story problem. Abstraction in equation solution is usually found only in the
incorporation of mathematical principles used to support/explain the steps in the algorithmic
process, and these can be represented concretely rather easily. When solving story problems, the
required level of abstractive thought is much more significant. Virtually all existent problem-
solving methods involve "understanding" as not only a first step but an entirely crucial one that
determines solution success or failure. However, the term "understanding"” in many topics and
perhaps more so in mathematics has no widely accepted definition of what it means "to
understand" (Lai, 2009). The concept of "understanding" is not only an abstractive one for those
looking to find a solution to a story problem and, for all but the simplest problems, an opaque

one as well.



The contrast that exists between the manifest necessity of abstract thinking abilities in solving
story problems with the apparent minimal requirement for solving algebraic equations, provides
inductive proof that a deficit in abstraction capability in most students is part and parcel of the
difficulty that they (not just GED students) experience when attempting to solve story problems.
Additionally, Warren Esty and Anne Teppo (1996) write that the inability to think in the abstract
prevents many students from moving from arithmetic to algebraic thinking, where a conceptual
change needs to occur, and the focus of thought must shift from numbers to operations on
numbers and relationships between numbers. It seems, then, that the primary cause of story
problem-solving difficulty has been identified. The solution to the problem then becomes one of
providing knowable (concrete) experiences capable of bootstrapping and scaffolding students so

that they can accomplish the shift in focus that Esty and Teppo write about.

Is this possible? There are a number of sources for student deficits in abstract thought. If the Ms.
Stephens’ Algebra Story Problem-solving Tutor can redirect even a few of them, this dissertation
will have had the desired goal of advancing the field of story problem-solving instruction.

e On the whole, US educational practices and curriculum have been characterized as
insufficiently challenging, diffuse in content coverage, and inhibiting the development of an
in-depth understanding of mathematics concepts and relations (National Education Goals
Panel. 1997).

e Cross-cultural studies (e.g., Stigler, et al., 1986; Xin, 2007) indicate that, compared to some
countries (e.g., Russia, China, Philippines, Finland), U.S. textbooks don't provide adequate
opportunities for students to move beyond using concrete operations so that they can begin
to think symbolically or algebraically.

« David Jonassen maintains that students engage in meaningful learning when they are
presented with a problem to solve. Such situations can occur anywhere and at any time,
regardless of physical venue, but the only legitimate goal of an educational system is

preparing students for successful engagement in their problem-solving efforts. A goal that he
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feels has been largely ignored, hence the difficulty most products of the American education
system have with solving problems in general and story problems in particular (Jonassen,
2005, n/a).

Insufficient teacher expertise contributes significantly to the difficulty that GED students have
with solving story problems and can be attributed to the fact that teachers themselves have
difficulty solving story problems. Teachers whose expertise is outside the domain of
mathematics (and this is a large majority of GED teachers) and who depend on outside
sources for their curriculum, instructions, and explanations, find such information to be as
opaque as it was when they were students. That the information is mostly ill-conceived,
incomplete and lacking in establishing, much less reaching, clear instructional goals
(Jonassen, 2000) considerably exacerbates their inability to connect with learners.

Teachers that do have expertise in the domain of mathematics fare only marginally better as
students often face severe difficulties in understanding solution methods even when they
have received elaborate instructional explanations of the individual solution-steps. These
difficulties may result from the fact that the solution steps are often conveyed in a rather
abstract way so that learners experience difficulties in understanding the connection between
a step and the change(s) that occurred in the problem state as a result of the step (Scheiter,
et al., 2006).

Any solution method that calls upon the student to perform the acutely generalizable terms
of understanding or comprehension, as many story problem-solving methods do (e.g., Newell
& Simon, 1972; Kintsch, 1977; Nathan, 1992; Jonassen, 2000), is going to require a non-
trivial level of abstraction to get to the next step in the solution process. If this requirement
is put in terms of Piaget's four stages of cognitive development, the student must be
competent at the fourth stage, or formal operational. However, recent research has
demonstrated that not everyone reaches the stage of formal operations (the ability to think

abstractly), as Piaget once believed (Keating, 1979; Cole, 1990). Other studies have been



conducted to quantify that condition, showing that less than half of adults ever reach the
formal operational stage (Dasen, 1994). This shortcoming leaves many students without the
tools to understand the problem-solving processes presented to them in spite of their best
efforts. Moreover, reaching the formal operational stage, for those who get there, does not
occur at the same moment in everyone’s intellectual development. A significant portion of the
half that does reach the formal operational stage may do it at a time that is too late in our
industrialized, conveyor belt of an educational system, further exacerbating the juxtaposition
of needing the capability of thinking in the abstract and having it.

» Frank Lester suggests that metacognitive factors such as an inability to judge the difficulty of
a task, to evaluate understanding, to collect and use information towards reaching a goal or
solution, and to assess problem-solving ability, contribute significantly to problem-solving
difficulty. Metacognitive actions are a driving force, along with beliefs and attitudes in
whether or not a student is successful in solving problems in the domain of mathematics.
(Lester, 1994). In a successful instructional strategy, the development of metacognitive skills
enables students to form mental representations of the problem, select an appropriate plan
for solving the problem (schema), and identify and overcome obstacles to the process
(Davidson & Sternberg, 1998). Orienting and self-judging are essential metacognitive skills
that are positively related to problem-solving performance, and they can be learned (Masui &
DeCorte, 1999), which would point to the necessity of measuring or at least encouraging

these behaviors in story problem-solving.

Different cognitive styles, student epistemological stances, affective and conative domain
considerations as well as the level of the problem solver's domain knowledge also figure into the
calculus of abstractive capability and story problem-solving success. There is a growing body of
evidence and argument suggesting that qualitative changes in reasoning take place in the early
adult years and that the changes represent a reorganization of cognitive structures (Kitchener, et

al., 1989). These changes may, in conjunction with MSASPT, reduce the difficulty that most
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adults have in thinking conceptually and lead to story problem-solving success on the GED
Mathematics test. Section IV will examine whether and how these roadblock to story problem-

solving success has been mitigated by the MSASPT.

Section 3: A Historical Review of the Theories and Methods Used to Mitigate Problem-solving
Difficulty:

An ability to solve problems has been a necessity, depending on your stance regarding creation,
for those of the human persuasion for at least many millennia. Certainly, there is boundless
evidence of earliest man solving problems with tools designed, then made by hand for a
particular purpose; if Adam is your wont, he was solving huge problems right from the beginning.
Actual descriptions of problem-solving methods probably began to be taught in ancient Greece
and the Mayan culture around 400 BC. In Greece, Aristotle was teaching his theory of means-
ends-analysis around 340 BC, which can be found in the chapter, entitled “The nature of

deliberation and its objects” of his book, the Nicomachean Ethics (Book 111. 3, 1112b).

The formal history of the various investigations into human problem-solving processes is well-
documented, and any accounts before the demise of behaviorism and the institution of cognitive
science will serve very little useful purpose in a paper that is concerned with story problem-
solving and intelligent tutoring systems. Certainly, there were contributions made, at least
indirectly, to ITS’s and story problem-solving by both Behaviorism and Gestalt Theory, and where
appropriate, note will be made of such contribution. (See Appendix O for a historical account of
the investigations into the problem-solving process before 1950). Gestalt psychology and its use
of insight in problem-solving made the deeper investigation of the cognitive process of human
problem-solving virtually impossible. Behaviorism had its advantages over how human behavior
was perceived previous to its inception, but as the need for deeper explanations tied to both
technological advances and the need for technologically adept people increased, so had the need

for a new theory of learning. In behaviorism, if learners were met with situations where previous



learning had not prepared them to understand a process, then they had no background

experiences to deal with that situation until they learned a “correct” response (Edgar, 2012).

Enter the third major iteration of the psychology of human learning, Cognitive Science. Cognitive
science is the scientific study of how the human mind functions. It is an interdisciplinary field that
combines ideas and methods from psychology, computer science, linguistics, philosophy, and
neuroscience. “The broad goal of cognitive science is to characterize the nature of human
knowledge — its forms and content — and how that knowledge is used, processed, and acquired.”
("Cognitive Science", n.d.). Perhaps the dominant force that shaped the field of cognitive science
was the invention, and rapid technological development, of the digital computer. The computer
facilitated the field of artificial intelligence and was essential for the advancement of the field of
cognitive psychology as it enabled, not only the development of ideas about ways in which
humans might think, but also facilitated the demonstration of the accuracy of these thinking

models through computer simulation (McClelland, 2009), or computational cognitive modeling.

The almost exponential improvement in computer computational speeds facilitated increasingly
powerful computational models of cognition and an ever-increasing understanding of human
thought processes that William Wundt, the founder of experimental psychology, could only have
dreamt. Over the first several decades of using computational cognitive modeling to study the
story problem-solving process three very powerful and thorough investigations typify the
reasoning and the advancement of story problem-solving modeling and resultant pedagogical
considerations in effectively teaching the task. Comprehension or understanding is at the
forefront of each investigation, as it should be. However, there are critical differences between
each investigation about how understanding can be achieved by the problem-solver. These
differences have served to inform the design of the MSASPT and are described as follows:

« Allen Newell and Herbert Simon - General Problem Solver (GPS) — were pioneers in

cognitive science, approaching their studies from an artificial intelligence (AI)
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perspective. Their first efforts in modeling human problem-solving produced the Logic
Theorist (LT). A computer program designed to use the elements of Al that they were
developing to prove theorems in geometry (Newell, et al., 1958) with a high degree of
accuracy demonstrating the potential power of artificial intelligence. Pamela McCorduck
wrote that the LT was "proof positive that a machine could perform tasks heretofore
considered intelligent, creative and uniquely human" (2004, p. 167). The GPS was
developed using Al principles from their work with the LT and was designed to solve
certain kinds of story problems.

Although both the LT and GPS's singular purpose was to solve simple story problems, not
teach people how to solve story problems, simple extrapolation would suggest that both
laid the foundation for intelligent tutoring system design and development. In 1970 an
article by Newell and Simon appeared in Psychological Review, "Human Problem Solving:
The State Of The Theory In 1970”. This journal article seems to have facilitated Newell
and Simon’s seminal book, Human Problem Solving. With this book, they summarize and
extend the ground-breaking work that they had done in artificial intelligence systems
since the mid-1950's.

In this work they establish that there are two sets of thinking processes associated with
the problem-solving process; understanding processes and search processes (Jonassen,
2010). These processes, operating within what Newell and Simon called the problem
space, made up the pillars of their Problem Space Theory (PST). The important
distinction in PST is that the search process is heuristic in nature (usually means-ends-
analysis) and, as such, is not as dependent on deep structure understanding as other
solution search methods (schema theory, ACT-R, etc.).

While heuristics such as means-ends-analysis can be effective in finding solutions to story
problems, the downside is that knowledge structures are either incompletely formed or

absent altogether, making the recall of an intact and useful solution schema virtually
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impossible and effectively preventing the transfer of problem-solving skills (Sweller,
1988; Hong, 1998). Certainly, Newell and Simon's model provides a rich framework for
computational cognitive modeling to take place and a powerful source of cognitive
science discovery, but it leaves story problem-solving methodology using schema and
other learning theories wanting for lack of skill transfer.

Walter Kintsch and Mitchell Nathan were groundbreaking cognitive scientists in the area
of comprehension of text, distinctly different from Newell and Simon’s Al perspective.
They felt that story problem-solving was a reading intensive task in which poor text
comprehension lead to serious errors in finding a solution (Nathan, et al., 1992). Their
model for the human "understanding" process was called construction-integration (CI),
and, after several years of study, they felt that it could be applied to the comprehension
and solution of story problems. It evolved from studies of story comprehension and
memory for text to a point where it could be considered as a possible architecture for
that large area of cognition that is located between "perception” and "problem-solving"
called understanding (Kintsch, 1988).

Contained in the CI model is a definition of comprehension: “interaction and fusion
between the to-be-comprehended object, usually a text, and the general knowledge and
personal experience the comprehender brings to the situation” (Kintsch, 1988). Tying the
comprehension process to the formation of knowledge structures or schemata further
explains the concept. Donald Richgels explicates the whole problem-solving process
around "understanding." Using Kintsch’s theory, he believes that comprehension is the
process of matching instances of the various story elements with an activated mental
framework or schema. Put differently, meaning (comprehension) is not in the message
itself, nor is it in the comprehender's schema in its abstract state; rather it is a result of a

process that combines the two (Richgels, 1988).
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Of course, it is important that there are descriptions of the comprehension process such
as these, but a necessary correlation to a definition must be the methods that will be
used to enable it to take place in the cognitive operations of a problem-solver. Working
with story problems in the late 1970’s and into the 80’s, Nathan and Kintsch, along with
the research of Kintsch and James Greeno, describe a problem-solving model that
emphasizes not only the importance of reading for “understanding” (comprehension) but
provides a method to use to gain understanding by way of the construction of what they
call a textbase. The distinction here is that logically constructing a textbase provides for
the deep structure comprehension of the problem, enabling knowledge structure
construction, categorization of such structures, and subsequent transferability of skill
from the categorical recall of pertinent knowledge structures.

David Jonassen designed a problem-solving model that consists of sets (solution
germane problem entities) used with other information (relationships, domain, etc.) to
construct the situational and structural characteristics of the problem. The solution
proceeds as this information is used to identify with an existing schema (or to establish
the foundation for a new one), providing the necessary processing operations to solve
the problem. The distinction here is that while Kintsch uses a list of propositions called a
textbase, this model emphasizes the "understanding” of a story problem by giving the
problem-solver a method whose steps are more fine-grained, but still intended to
investigate its deeper structure for application to an appropriate resident schema(s)

(Jonassen, 2003) facilitating skill transfer in the same way that Kintsch and his team did.

Kintsch et al. and Jonassen emphasized “understanding” the problem in their solution models in

the belief that an inability to comprehend the problem text presents the greatest difficulty for

problem-solvers. On the other hand, Neil Heffernan, in a 1997 study, found that the large effect

of the composition factor (i.e., symbolization or algebraic representation of the quantities and

relationships in a story problem), relative to the small or absent effect of comprehension tutoring
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hints in his experiments, provided a strong case against language comprehension as the major
stumbling block for students. His research resulted in the design and development of the Ms.
Lindquist intelligent tutoring system that addressed this symbolization difficulty. The hypotheses
with which this paper and the design of the MSASPT are working with would dictate that both
comprehension and composition performance are equally dependent on the ability to think

abstractly and suffer equally from its absence.

In the Model Method, Swee Fong Ng and Kerry Lee also based their story problem-solving model
on mitigating the difficulty that most students have with algebraically representing the quantities
in a story problem. They use a heuristic to visually and concretely represent the quantities in the
problem that are constrained by the relationships, both implicit and explicit, given in the problem
text (Ng and Lee, 2009). Using a theoretical framework similar to Kintsch and Greeno (1985)
they also incorporate common schemata such as, comparison, change, vary, etc. (Marshall,
1992), producing an effective story problem-solving model that combines the concretizing of an
abstract process (algebraic representation) as co-incidental with the “understanding” process,

much the same as Kintsch, Nathan, and Greeno did with their textbase generation.

The Model Method was very successful in teaching story problem-solving in Singapore
elementary schools (Ng and Lee, 2009). In agreement with the hypothesis of limited conceptual
thinking abilities stated earlier, I would suggest that the concretization of the representation
process has a significant effect on this efficacy by easing the requirement for abstractive
thinking. The MSASPT incorporates the concretizing of abstract problem-solving methods in ways

similar to the Model Method, and they will be discussed in depth in Section 1V.

Using a somewhat different approach, albeit while incorporating the formation of knowledge
structures as well, Analogical Problem Solving (APS) is the use of a known solution to what is
called a source problem to develop a solution to a novel target problem (Holyoak and Thagard,

1989). While APS has proven itself to be as effective as many of the other problem-solving
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methods, its use has not been incorporated in the MSASPT as a utility in the instruction process
because of its complexity and the redundancies between the two methods. A similar problem-
solving approach is worked examples. This mode of instruction, with its inherent concretization of
the problem-solving process, is ideal for its inclusion in the MSASPT as a utility to enhance
learning. Others would agree as it has been suggested that worked examples story problem-
solving methods are very effective and easily adapted to intelligent tutoring systems (e.g., “Give
Them Time to Think it Over”) (Hilbert, et al., 2008). As such, they are a significant part of the
MSASPT, at the step level, in various utilities that concretize processes, and through the entire
problem-solving process. Instances of their use are described in Sections IV and VII (see

Appendix P for more information).

Cognitive scientists opened the lid to the “black box” of the mind and produced many productive

theories to explain and demonstrate how humans solve problems; in this case story problems. As
a science inseparable from artificial intelligence and the computer, it wasn't long after Newell and
Simon’s work in building computational models (Logic Theorist and General Problem Solver) that,
like B. F. Skinner before, people were building "teaching machines." This time, though, they had

a computational power, only imagined in Skinner's days. And they were called Intelligent

Tutoring Systems (ITS).

The purpose of reviewing ITS literature in this paper is to frame a discussion of the MSASPT, and
for that reason, the review will be confined to the design and function of ITSs whose purpose is
to provide one-to-one tutoring in some mathematical domain. There is a consensus that
individual tutoring is the most effective form of educational interaction, at least for most
domains. Bloom (1984) in his comparison of private tutoring with classroom instruction of
cartography and probability found that 98% of the students with private tutors performed better
than the average classroom student, even though all students spent the same amount of time

learning the topics. John Anderson et al. (1985) recorded a four-to-one advantage for the private
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tutor, as measured by the amount of time for students to get to the same level of proficiency

(Nwana, 1990).

While human tutoring seemed to offer some powerful evidence for its use, back in the day,
research conducted by Kurt VanLehn in 2011, suggests that the efficacy of human tutoring
doesn't reach the commonly accepted effect size of 2.0. In fact, he found it to be less than 1.0
(0.79). The effect size of 0.76 for an ITS, effectively makes the argument that a quality ITS
virtually matches the performance of a human tutor in facilitating greater learning gains than
without either kind of tutor (VanLehn, 2011a). Factor in, as a result of both the educational
reform movement and budget cuts to education resulting in larger class sizes, the idea of a
portable, on-demand, one-to-one tutor for the nation's students is extremely compelling,

especially in mathematics.

In 1985 there were over 10,000 pieces of educational software available (Anderson, et al., 1985),
and surely there are much more now. Moreover, just as in 1985, most of them can be classified
as Computer Assisted Instruction (CAI) in contrast to an ITS. Of course, this information begs the
question, what are the differences between the two? In the interest of brevity and to better
provide the qualifications for the MSASPT as an ITS (Section 1V), the design and features that
provide for the behavior of a computer program to function at a level approximately
commensurate with a human tutor will be presented. While the behavior of all such artifacts is
essentially the same, explicating the three different modes of how expertise is represented serves
to define each type of ITS:
e Model tracing tutors (MTT) — expertise is presented using a problem solver created from

a computational cognitive model of a particular problem-solving domain that provides

algorithmically specific and detailed steps and that are arranged in precise yet flexible

sequences. The steps contained in the expert model are used as comparators of the

student steps; if a student step matches a step in the expert model, work continues- if
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not, the computer interacts with the student in some way to provide remediation for the
error (VanLehn, 2011). The model tracing ITS is superior to the constraint-based tutor,
described subsequently, with respect to the ability to provide accurate, contextual and
even motivational remediation; this superiority increases with the complexity of the
solution process goal structure, but it does take more time to develop a model tracing
system (Kodaganallur, et al., 2005).

Constraint-based tutors (CBT) — are based on the works of Ohlsson (1992, 1994) who
advocated relying on a student's errors to build a student model as well as to provide
remediation. Expertise is presented using comparisons to student input with built-in
constraints on that input to determine student accuracy. In contrast to the model-tracing
tutor, the connection to any diagnostic information the tutor might provide is not hidden
in the sequence of student's actions, but in the problem state that the student is in
(Mitrovic, et al., 2001). Constraints are crucial to the operation of a CBT with each
constraint having a relevance state and a satisfaction state that specifies a condition that
should hold for any correct solution satisfying the relevance state. When a student's work
violates a constraint, specific information about the student's mental model is obtained
and associated with a particular remediation observation designed to get the problem-
solver back on a path that leads to a solution. The CBT does not consider essential to
know how the student arrived at a particular problem state, only if there are constraints
that have been violated. If no constraint violations occurred, the problem-solver
continues on the chosen problem-solving path (Kodaganallur, et al., 2005).
Example-tracing tutors (ETT) - in contrast to the first two tutors, use behavioral
examples to provide expertise, without the use of machine learning/AI. They interpret a
student's solution steps (and hint requests) with respect to a predefined solution graph
for each problem contained in the tutor. The solution behavior graph is a directed, acyclic

graph that represents acceptable ways of solving a problem. The links in the graph
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represent problem-solving actions, and the nodes represent problem-solving states. A
behavior graph may contain multiple paths, corresponding to different ways of solving a
problem. It may also contain links that represent incorrect behavior, marked as such by
the author who created the graph (Aleven, et al., 2009). The tutoring process consists of
interpreting student actions for a specific problem against the behavioral graph for that
problem (hence the term, example-tracing). Differences in responses trigger remediation
designed to re-direct the student back to a correct solution, while correct responses
qualify the problem-solver to proceed to the next step. The use of directed, acyclic
graphs in ETT's is probably the most efficient method for recording possible problem-
solving behaviors and their corresponding tutorial responses, but it is not the only way.

In the discussion of the MSASPT design, another method will be described.

In spite of the differences enumerated above, all intelligent tutoring systems exhibit the same
basic behaviors systematically designed into each tutor; the strategies, processes and monitoring
capabilities that effective human tutors possess. In 2006, Kurt VanLehn essentially codified the
behaviors of ITS's in his seminal work, "The Behavior of Tutoring Systems." This work serves as a
non-technical introduction to ITS’s for the uninitiated and for those who know a great deal about
ITSs, it serves as a proposed standardization of the descriptions of ITS behavior (VanLehn,
2006). Immediate feedback, step based, intelligent tutoring systems, of which the MSASPT and

virtually all ITS's in use today, have two loops as shown in Figure 1 below:
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Tutor poses a problem

If last step student
submits answer
If not last step... — Tu give
hint for t ext step

LTutor gives feedback — Student executes J
on step action next step

Figure 1. The outer loop begins with the problem statement. The inner loop begins the problem-
solving process continuing to cycle until the problem is answered correctly when control is
transferred to the outer loop, and a new problem is given.

Presently, there are many instructional systems that have been engineered to exhibit these
behaviors and accomplish the goal of effective tutoring; thus becoming classified as intelligent
tutoring systems. Moreover, they operate in a wide variety of domains, furthering their status as

integral to the goals of effective educational systems.

Section 4: The MSASPT Theoretical Framework:

The design of any instructional tool starts with a clear statement of the goal(s) to be achieved,
proceeds to the pedagogy for achieving those goal(s), and ends with the means by which the
instruction is to be presented. As hypothesized in Section II, an inability to deal with the
mathematical domain of story problem-solving at a conceptual (abstract) level is thought to be
the greatest barrier to story problem-solving success. The goal for the MSASPT is to sidestep that
barrier and provide an operational method for success in that most Daedalean of enterprises;
story problem-solving. Many of the other causes for difficulty can be dealt with by incorporating
mitigation features into the ITS. In contrast, though, circumventing this barrier must be
approached philosophically, epistemologically, and pedagogically as regards the general design of

the ITS.
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Philosophically, credence must be given to the notion that, in most classrooms, teaching
students how to solve story problems is vitally important, and worth the concerted effort
necessary to do it. It must also be recognized that stunted abilities for conceptual
thinking often occur in the domain of story problem-solving, but these same students are
quite capable of such thought in other domains, such as reading, writing, and even
science, as a result of their broad and successful experiences in these domains. The
continued student futility in this endeavor gives credence to the root of the problem
being with the instruction and, quite possibly with the instructor, either wittingly or
unwittingly. Any story problem-solving pedagogy must be designed so that its principles
and processes are knowable (understood) by both teacher and student, not just the
student.

Epistemologically, since knowledge acquisition involves the evaluation of evidence and
inductive causal inference (Kuhn, et al., 1995), that evidence must be comprehensible to
the student. Such evidence can be understood either concretely or conceptually,
however, given the hypotheses of this study, evidence must be presented concretely.
Pedagogically, the tutoring system must use methods of concretization as basic for the
presentation of evidence; those relatively few students who are conceptually adept will
advance quickly in the tutor and, quite possibly, have no need of it, but the conceptually

disadvantaged will prosper.

The ascendant learning principle that has guided the design and development of the MSASPT

tutor is drawn from schema-theoretic knowledge construction. Section V provides an in-depth

explanation and rationale for a schema-based tutoring system. Briefly, schema theory holds that

problem schemata are knowledge structures that are used to identify the type of problem being

solved and that contain associated procedures for solving problems of that type (Blessing & Ross,

1996). Of course, these problem schemata must be constructed through the actual cognitive

experiences of successful problem-solving; there is not a book that can be read or a pill ingested
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that will produce an intact story problem solution, without actually successfully solving the
problem. “[P]Jroblem solving is not a uniform activity. Problems are not equivalent, either in
content, form, or process. Schema-theoretic conceptions of problem-solving opened the door for
different problem types by arguing that problem-solving skill is dependent on a schema for
solving particular types of problems. If the learner possesses a complete schema for any problem
type, then constructing the problem representation is simply a matter of mapping an existing

problem schema onto a problem”. (Jonassen, N/A).

It can be induced from a long history of ineffective story problem-solving that construction of
story problem-solving schemata has remained largely unmanageable for the greatest majority of
students engaged in a comprehensive study of mathematics. The MSASPT tutoring system design
proceeds from the principled incorporation of learning theories, of which schema theory is the
driving force. This force, combined with innovation borne of many years of teaching and
investigation of story problem-solving, enabled the mitigation of difficulty in constructing
problem-solving schemata and allowing successful story problem-solving to take place (see

Appendix Q the design processes and features in MSASPT)

Section 5: The Role of Categorization in Solving Story Problems:

The concept of categories and the process of categorization are inseparable from schema theory,
schemas, and schema building, upon whose principles MSASPT is based. However, before
describing the synergistic relationship between categorization and schemas, an examination of
the history and concepts of schema should be undertaken.

In 1911 Henry Head and Gordon Holmes postulated the notion of a “body schema.” Such a
schema consisted of anything that we are consciously aware of and is active in the movement of
our bodies is added to a model of self (a schema) and becomes part of the individual schemas
that make up the “body schema” (Bartlett, 1932). Twenty years later Frederick Bartlett expanded

the scope of Head and Holmes’ research to introduce the idea of schemas into cognitive
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psychology. Bartlett felt that a schema was the active organization of meaningful past
experiences (not limited to physical movement). He also stressed the constructive character of

remembering.

His famous “"War of Ghosts” story demonstrated his notion of schema processing that when
people try to recall a story, they reconstitute it in their terms, using existing, relevant schemas to
shape their perceptions, rather than by rote memorization of details. The reconstituting process
has the potential to initiate changes to existent knowledge structures producing new knowledge
structures (schemas) (Bartlett, 1932). Unfortunately, Bartlett's theories of learning were not well
received by the behaviorists, who held sway at the time, and his principles were discounted and

lost the influence they merited had it been put forth at a later time.

In the early to mid-70's, with behaviorism on the wane and a much more effective approach to
exploring and explaining human learning, Marvin Minsky, a pioneer in this cognitive science
approach, was working to develop machines (computers) that were capable of intelligent
behavior (artificial intelligence). During this time he came across Bartlett's work and subsequently
reintroduced the notion of schema construction with his Frame System Theory. He postulated
that when a new situation or problem is encountered a knowledge structure called a “frame” that
has enough similarity to the present problem, is located in long-term memory and tailored to the
new situation. Once this is done, the information attached to the frame (how to use the frame,
what one can expect to happen next, what to do if these expectations are not confirmed, etc.)
can be accessed (Minsky, 1975). Minsky’s work is strongly suggestive of the structure and

functions of what today’s researchers would call schemas.

The essential role that categorization plays in a schema-based solution of algebra story problems
was first demonstrated by Hinsley, Hayes, and Simon in a three-part experiment and published in

a 1977 book chapter (Hinsley, et al., 1977):
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First, students were asked to classify over 70 different story problems from a high school
algebra textbook by problem type. There were, on average, 13.5 categories containing
more than one problem and considerable agreement as to category identity.

Second, as a way to determine whether categorization was a function of student
solution, problems were segmented and read to the student one segment at a time. After
each segment, they were asked to categorize the problem. Half of the students were
able to categorize the problem after hearing only one-fifth of it, supporting the
assumption that students can categorize problems before having enough information to
solve it.

Third, six students who had worked on a complex distance, rate, time (DRT) problem
had their verbal problem-solving procedures collected and examined. Three of the six
categorized the problem as Pythagorean Theorem, while the other three recognized it as
a DRT problem. The knowledge (schema) associated with each category determined
what problem information was expected and what information was attended to, causing
the first three students to consider irrelevant information and the second group of three
to consider relevant information, suggesting that if the student had a schema for the
correct category, the problem solution was facilitated by information retrieved from

memory.

A summary of Hinsley and his research team’s experimental results suggests that the role of

categorization in story problem-solving is to enable the retrieval from memory of knowledge that

the problem-solver has about a particular category of problem. The retrieved knowledge is in the

form of a structure called a schema and includes useful equations, diagrams, and appropriate

procedures for making judgments as to the relevance of the schema to the problem being solved

(Hinsley, et al., 1977).
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David Rumelhart, a noted cognitive scientist, further explicated the nature and role of schemas
as a theory about knowledge - about how knowledge is represented (structured) and about how
that representation facilitates the use of the knowledge in productive ways. This theory
postulates that all knowledge is packaged into units called schemas (or schemata). Contained in
these packets of knowledge is not only the knowledge itself but information about how this
knowledge is to be used. (Rumelhart, 1991). Rumelhart (1991) believed that schemas are a
somewhat informal, private, implicit theory about the nature of the events, objects, or situations
we experience. The total schemata set drawn from our experiences in trying to understand the
world constitutes a personal theory of the nature of reality. The total set of schemata in use at a
particular moment represents an internal model of the situation at hand. As his theory regards
story problem solving, a schema includes a categorical reference and associated knowledge for

that reference (Rumelhart, 1978).

Later, Sandra Marshall (1992) characterized schemas as patterns of relationships as well as their
connection to operations and detailed the four types of associated knowledge contained in a
comprehensive story problem-solving schema:

o Constraint or schema knowledge has to do with pattern recognition. An informational
pattern in a long-term memory resident schema is compared to the current story
problem;

. Feature or elaboration knowledge has to do with deciding whether the necessary
elements are present in the problem, given that the pattern has been recognized as
characteristic of a certain schema. Several potential patterns within one schema may
exist in a problem, and the most reasonable or most likely one for a solution needs to be
recognized.

. Planning knowledge enables the drawing of inferences, making estimates, creating goals,

and developing plans using the framework from the first two;
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. Execution knowledge utilizes skills, procedures, or rules as needed when faced with a
problem for which this particular framework is relevant.
She also suggested that the role of a particular schema (knowledge structure) created in long-
term memory is to organize information from similar problem-solving experiences. The schema
can then enable the problem-solver to differentiate new experiences (problems) as similar or
dissimilar. Similarity facilitates the application of production rules and other processes contained
in the schema. Dissimilarity promotes the rudimentary beginnings of a new schema or the
adjustment of an old one to fit new information. Her explanation of the schema-based problem-
solving process as one that occurs over four stages follows:
1) The identification or recognition of applicable problem schemas using long-term memory
resident schema knowledge.
2) The representation of the problem. Mapping key elements of the problem type’s schema
and their relationships to the given problem.
3) The planning and selecting of an appropriate operation (e. g., multiplication, division) or
setting up a mathematical solution equation.
4) The last stage is to carry out the plan.

(Marshall, 1995)

Conceptual knowledge in mathematics is a network of discrete pieces of information linked to
understanding the relationships that unite them into a unified concept.

e The relationship that exists between the base and height of a triangle

e Visualizing a representation that accurately exhibits the relationship between two

quantities in the problem as one being three times more than the other

A learner has conceptual knowledge in mathematics only if these relationships are recognized

and understood (e.g., the first example’s derivation from a parallelogram) (Hiebert & Lefevre,
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1986). As independent or new pieces of information are organized and related to one, another
conceptual growth occurs (Lawler, 1981). Piaget named this process accommodation.
Procedural knowledge has two components:
e The formal language of mathematics (symbols and syntax)
o The difference between a constant and a variable
o The difference in result between (3 - 5)/3 and 3 - 5/3
e The rules, algorithms, and processes needed to accomplish mathematical tasks.
o Finding the representational value of a specified unknown in an equation that

has several unknowns.

A learner has procedural knowledge in mathematics if these skills and abilities are apparent in
solitary mathematical efforts (Post & Kramer, 1989). Figure 2 is a flowchart that illustrates the

schema-based problem-solving process adapted from Xin (2008).

Stages in Schema-based Problem-solving

Problem

= b

[Conceptual Knowledge] [Procedural Knowledge]

+

Execution Knowledge el Carrying Out Solution mmg

v

Solution

Figure 2. Conceptual knowledge (if present) working with the resident collection of knowledge
schemas, facilitates the identification of a pertinent schema. Elaboration of the chosen schema
fills in missing information to build a working schema. Solution planning based on the working

schema takes place, producing executable solution equation and the solution to the problem.
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Taking care to point out the obvious, schema-based learning involves a considerable amount of
abstractive (conceptual) thinking. However, just as we can learn the relationship between the
areas of a rectangle and a triangle, and access it when needed, MSASPT converts the concepts
involved in story problem-solving to concrete processes even as practice brings them within the
problem solver's domain of conceptual knowledge. Ready for use in problem-solving experiences
they produce increasingly effective outcomes from the expanding depth and breadth of a
student’s problem schema. This is what ultimately determines the accuracy of his/her problem

representation and solution success (Chi, et al., 1981).

Many, if not virtually all, of the educational psychologists, cognitive scientists, and mathematical
pedagogists that have drawn distinctions between expert and novice story problem-solvers have
stated that experts have an extensive quantity of comprehensive domain-specific schemas at
their disposal, acquired through problem-solving experiences. Novices have far fewer of these
schemas, which may well be incomplete. They must then resort to domain-independent heuristics
to solve the immediate problem. Unfortunately, this provides no path for transfer of story
problem-solving skills to other types of story problems (Jonassen, 2000; Jonassen, 2003;
Hegarty, et al., 1995; Sweller, 1988; Chi, et al., 1981; VanLehn, 1989; Nathan, et al., 1992). The
importance of schema generation, singularly provided by varied problem-solving experiences

cannot be overstated.

It follows as well that the process of problem categorization and its essential role in identifying
the correct schema in long-term memory provides the problem-solver with a script for a solution.
Without its identifying characteristics not only would the solution script be unavailable for the
present problem, but the subsequent transfer of problem-solving skill to dissimilar problems
would be very difficult, consuming time and short-term memory stores, for the problem-solver to

remark on the congruency between a held schema and the problem to be solved. Section VI
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identifies and discusses the methods that have been employed by story problem-solving

pedagogists over the history of efforts in this domain.

Section 6: Review of Categorization Theories and Methods:

With the synergistic role of problem categorization in a schema theoretical approach to story
problem-solving firmly established, it is imperative that the learner is provided with a
categorization process that is accurate, discriminating, and economical. Eleanor Rosch, a widely
cited authority on categorization, proposes two general categorization principles and how these
principles might be used for the formation of categories:

e Cognitive Economy has to do with the function of category systems and asserts that the
responsibility of category systems is to provide maximum information with the least
cognitive effort;

e Perceived World Structure has to do with the requirement that the arrangement of the
categorical information comes as structured information that reflects the real world as
perceived by the learner rather than as arbitrary or unpredictable characterizations.

e These principles are achieved if the generated categories map the perceived world-
structure as closely as possible.

o This can be accomplished in two ways
= by the aligning of categories to given structural characteristics
= by the definition or redefinition of characteristics to produce a given
category that is appropriately structured

(Rosch, 1978).

Edward Smith and Steven Sloman proposed that two distinct processes can be used to
categorize.
e A rule-based process that is relevant to theory-driven categorization is deliberative,

analytic, and capable of providing explicit justification for a categorization decision.
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e A similarity or match-based process that is more automatic and holistic, and it cannot be
used to supply convincing justifications for categorization decisions.
Additionally, they felt that the process of categorization was like language and reasoning in that it
often reflects the operation of both similarity and rules (Smith & Sloman, 1994). Later, in a
journal article, Smith, Andrea Patalano and John Jonides added two more processes that could be
used for categorization:
« the similarity of the test object to a prototype of the category
« whether the features of the test object are best explained by the ‘theory’ that underlies
the category (Smith, et al., 1998, p. 169)
With regards to story problem-solving, rule-based and similarity-based categorization processes
have the greatest association with story problems and will be referred to, along with Rosch’s
principles, in the remainder of this section and again in Section VII, regarding the MSASPT
categorization process. It is important to note that in undirected categorization tasks, students
first attempt to use rule-application and generate a simple rule or even several. When this proves
too daunting or even impossible, the student switches to exemplar similarity as in their rule
search they have inadvertently come to memorize the exemplars and their associated category
labels. Eventually, the exemplar-similarity procedure is capable of producing correct
categorizations and becomes the preferred method. Even when a categorization rule is present,
students will use the exemplar-similarity procedure if the test object contains information that is

characteristic of one of the target categories. (Smith, et al., 1998).

Rule-application and exemplar-similarity categorization procedures obviously differ in the sources
of information for category determination, but they also differ in the extent to which they involve,
respectively: “(a) analytic [serialistic] vs. holistic processing, (b) differential vs. equal weighting of
attributes, (c) instantiation of abstract conditions vs. matching concrete information, (d) high vs.
low loads on working memory, (e) serial vs. parallel processing, and (f) strategic vs. automatic

processing” (Smith et al., 1998, p. 170). Several of these dichotomies have implications for the
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MSASPT and its attention to first the circumvention, then the remediation of the insufficiency that
mathematics students exhibit for abstract thought and successful story problem-solving. These

implications will be considered in detail in Section VII.

Historically, the undeniably critical role of problem categorization has been done quasi-implicitly,
which is to say, from an understanding of the problem text. Many educational psychologists,
cognitive scientists, and mathematics pedagogists advocate for the use of the problem’s
structural content (its solution equation), to categorize story problems (e.g., Sweller, 1988;
Holyoak, 1995; Jonassen, 2003; Hinsley, et al., 1977). For example:

- If one angle in a scalene triangle is 60° and a second angle measures 88°, what must be

the measure of the third angle?

A reading of the text yields the deep structure of this problem as the solution equation derived
from the geometric axiom that all angles in a triangle must total 180° . 60° + 88° + y° = 180°;
148° + y° = 180°; y° = 180° - 148°; y° = 32°,
Other researchers (e.g., Chi, et al., 1981; Blessing & Ross, 1996; Mayer, 1981) advocate the use
of both the situational (surface features) and structural content of the problem creating a
synergistic relationship that leads to a quicker identification of the problem’s solution schema,
limiting the scope of a search to only those concerned with, in this case, triangles. Using the
situational characteristics alone may cause a miscategorization and an erroneous solution (e.g.,
use of the Pythagorean Theorem as the solution equation because it is associated with triangles).
For problem-solvers whose focus might be only on the structural characteristics of a problem,

answers that are situationally impossible are sometimes produced (Hinsley, et al., 1977).

Physics story problem solution lends itself well to this quasi-implicit categorization because there
is always an underlying principle connected to a solution equation as part of the structure of a
correctly selected schema. Story problems in other domains, such as mathematics, are often

situated in contexts that have apparent, even obvious, deep structures (solution equations)
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associated with them. Geometry, trigonometry, ratio and proportion, simple interest, simple
motion (DRT), uniform motion (D1 = RiT1 and D2 = R:T2), etc., lend themselves well to quasi-
implicit categorization. However, there remains a certain significant class of story problems in
mathematics that do not have readily apparent deep structures, and, in fact, the relationships
(implicit and explicit) that may exist in such problems must be investigated, many times with a

great deal of acumen, to produce a solution equation.

The solution of mental manipulatives (Novotna, 2001), as these kinds of story problems are often
called, is dependent entirely on the problem-solver’s ability to synthesize her own solution
equation. Age and money problems are prime examples of mental manipulatives. For example:
Presently, Bill is 5 years more than three times as old as his nephew, John. In 10 years, he will
be twice as old as his nephew, John. How old is Bill now? Very different from story problems with
a discoverable, pre-existing solution equation, they require the use of an explicit method of

categorization.

Other researchers in the domain of story problems such as Sandra Marshall, Edward Smith and
his team, and Richard Mayer, along with Eleanor Rosch, developed methods to categorize story
problems explicitly. Explicit categorization of story problems may utilize:

e The similarity to an exemplar

e Rules (usually in a multi-step process)

e A descriptive term with associated properties and features

e Rosch’s methods of real-world perception to facilitate the formation of a category of story

problems.

In using any of these explicit methods of categorization, care must be taken to include
discriminatory classifications for problem differentiation, but not so discriminatory that the
number of categories exceeds the economic limits of efficiency for the enterprise or by

differentiation that is irrelevant to the purpose of solving story problems (Rosch, 1978).
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For mental manipulatives problem categorization, similarity to an exemplar could function at the
situational level where superficial aspects of the problem exist and can be compared to the same
aspects of a target problem. However, at the structural level, where no deep structure is
immediately apparent, similarity to an exemplar deep structure (solution equation) is largely
unavailable, except in the simplest of these kinds of problems. Just as using only situational
content in quasi-implicit categorizations, using exemplar similarity to find a matching schema,
may lead to errors in mental manipulatives solutions. Schema choice based on similarity can
reduce the solution search, but extreme care must be taken to ensure that the resultant solution

equation is correct as no solution equation is immediately apparent to serve as a cross-check.

Many explicit categorization processes are rule-based but rely on operations-based production
rules. On the other hand, Sandra Marshall ’s system is situation-based using simple production
rules (Yeap & Kaur, 2001). Used widely in other story problem-solving research, pedagogies, and
intelligent tutoring systems (e.g., Xin, 2008; Yeap & Kaur, 2001; Derry, et al., 2001; Yolles,
2006), these five categories exist as schemas in the domain of arithmetic and algebra story

problem solving as shown in Figure 3 below.
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Figure 3. Marshall’s taxonomy is an excellent example of explicit categorization, but there are few

examples to be had, otherwise.

Another source of information regarding explicit categorization is Richard Mayer’s analysis of over
1000 story problems from ten high school and college mathematics textbooks, which includes an
abundance of categorization principles, methods, and examples (Mayer, 1982). His work is still
judged by many scholars as the most comprehensive categorization of mathematics story
problems (Jonassen, 2003). However, with most of his categorizing taking place quasi-implicitly,
via structural and situational content, the work doesn’t advise the question of how mental

manipulative story problems are categorized, except for a small but very significant broad

distinction of problem type.

The problem type distinction that he makes coincides precisely with the distinction made in this
paper between quasi-implicit categorization and explicit categorization. At the top-most level in
Mayer’s taxonomy of problem types is whether a problem is source coded or non-source coded

(Mayer, 1982). A source coded problem is one that has a solution equation associated with it and
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as such can be quasi-implicitly categorized for schema construction and retrieval according to
both its solution equation (deep structure) and its situational content. For example:

e Kendra can ride a bike at 12 miles per hour (mph). Disregarding acceleration to this

speed, how long will it take to get to the hardware store 4 miles away in minutes?

This problem has a solution equation associated with it (D = RT) as determined by the quantities
in the text (rate, time, and distance) so the source of its solution is a pre-existing equation that
need not be generated by the problem-solver. Additionally, riding a bike is the kind of situational
content that will point a reasonably experienced problem-solver to the possibility of a DRT
solution equation upon reading that part of the problem text the first time. On the other hand, a
non-source coded problem is one that does not have a solution equation associated with it and
must be categorized by using an explicit process to facilitate schema construction and retrieval.
For example:

e Vijay has a total of 17 coins that total $2.85. If he has only nickels and quarters, how

many quarters does he have?

This problem does not have a solution equation associated with it as no pre-existing equation
involves nickels and quarters, requiring the problem-solver herself to generate the equation. It
may be argued that the situational content involving coins, for an experienced problem-solver,
will possess similar schemas containing solution procedures in memory. However, the neophyte
problem-solver, with little experience, will draw a blank with no structural content and no
situationally similar schemas as yet in memory. Moreover, situational similarity for an experienced
problem-solver leads to a narrower search, but may not produce the correct answer.
In a rather Catch-22 situation, how is a non-source coded problem to be categorized when a
consistent, unchanging solution equation is absent? And if there is no apparent deep structure at
the beginning of the solution process, must one use the rather mercurial (especially for a

beginner) situational structure alone to retrieve the solution schema? In Section VII the answer
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to this conundrum is presented, along with its theoretical framework and its integration into the

MSASPT Categorization step.

Section 7: The Theoretical Framework, Processes, and Features for Learning Problem

Categorization in the MSASPT:

This section considers how a theoretical framework, drawn from the concepts, principles, and

processes explicated in Section VI and targeted at the hypothesized conceptual thinking difficulty

that seems to be almost omnipresent in story problem-solvers, has provided for the design of the

MSASPT problem categorization process. Before such a process can be elaborated the responses

to two fundamental questions must be ascertained:

On the question of whether the categorization process should be quasi-implicit or explicit

o

The GED Mathematics test includes both mental manipulatives (7.e., non-source
coded) and source coded problems from the domains of mathematics and

physics

Question response: categorization should be exp/icit to allow for the absence of a
solution equation that pre-dates the problem and could have been used for

deep-structure problem identification.

On the question of whether the categorization process should be rules-based or

similarity-based

(0]

o

Rules-based categorization schemes are germane to theory-driven categorization
(Smith & Sloman, 1994)

Rules-based categorization schemes are deliberative, analytic, and capable of
providing explicit justification for a categorization decision (Smith & Sloman,
1994) which is an exceedingly important feature in an intelligent tutoring system
A similarity or match-based process is counter-indicated by its largely holistic

(abstract) nature. Moreover, it cannot be used to supply convincing justifications
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for categorization decisions (Smith & Sloman, 1994). Such an absence would
negatively impact an intelligent tutoring system'’s effectiveness.
o Rules-based categorization (step-by-step) is situated much more at ease with the
serialistic learners that make up the great majority of students who struggle with
story problems (Kozhevnikov, M., 2007).
o Question response: categorization should be rules-based.
Based on the responses produced vis a vis the two fundamental questions above, the MSASPT

categorization process is explicitly presented from a rules-based platform.

According to Rosch (1978), cognitive economy and a student perceived world structure are the
two foundational principles of categorization. Cognitive economy is achieved by a process
designed to provide maximum information with the least cognitive effort and perceived world
structure is categorical information that reflects the real world as perceived by the learner rather
than arbitrary characterizations. She offers two means for this to take place: (1) by aligning
categories to given structural characteristics and (2) by the definition or redefinition of

characteristics to produce a given category that is appropriately structured.

In the context of Rosch’s two categorization principles, cognitive economy is achieved by the
identification of the critical elements common to the domain of story problems found on the GED
Mathematics test and in Algebra I textbooks. It is proposed that there are five of these elements
and that these five serve as characteristics that make up the category in which the story problem
resides. The term “characteristic” has been carefully chosen to indicate a more integrated
category and one that with experience becomes implicitly known to the problem-solver.
Moreover, with experience, the first three characteristics take an active role in the
characterization process, while the last two become re-active according to the first three;

characteristic rather than classification is a more flexible term in that situation.
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The means by which a perceived world structure is achieved is by a rules-based definition for
each of a story problem’s critical elements (characteristics). The category remains an amalgam of
these characteristics and, as noted above, is not singularly named as Marshall’s categories are.
The five elements or characteristics in the MSASPT categorization process have dichotomous
rule-based definitions except for one (the second), which is trichotomous. The name of the
characteristic and its defining rules are as follows:
1) Quantity Number
a. If the story problem (SP) has a single quantity whose value changes over time in
some (mathematically) specified manner, it is classified as a change quantity
problem.

i. This is the same condition set forth for Marshall’s “change” problems.

ii. Example: George has twice as many marbles as he had two days ago. If
he had “y” marbles then, write an expression for how many marbles he
has now.

b. If the SP names at least two quantities that are germane to its solution, it is
classified as a multiple guantity problem.

i. Example: George has twice as many marbles as Henry. If Henry has “y”
marbles, write an expression for how many marbles George has.

2) Quantity Relationships
a. If any pair of quantities in the SP are shown to be dependent on one another for
their value, it is classified as a relational problem. Only paired relationships are
considered.

i. Example: Kaila worked two hours longer than Dena did. If Kaila worked

“y" hours, write an expression for how many hours Dena worked.
b. If at least two quantities are given in terms of their total, it is classified as a

related-by-total problem.
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i. Example: Together, Kaila and Dena have a total of 25 nickels. If Kaila
has “y” nickels, write an expression for how many nickels Dena has.

c. If there are no existent relational pairs of quantities related by their total in the
SP, it is classified as a non-relational problem.

i. Example: Dena rented a surfboard at the beach. She paid a flat fee of
$5.00 and agreed to pay “$y” for each hour she had the board. If she
had the board for 2 hours, write an expression that represents how
much she paid altogether.

3) Solution Equation Source
a. If the SP cannot be associated with any pre-existing solution equation by its
named quantity’s congruency with the quantities present in a pre-existing
solution equation, it is classified as an /nternally coded problem.

i. Internal, as solution code (equation) coming from within the problem
text.

ii. This characteristic is identical to Mayer’s non-source coded SP
classification.

iii. These kinds of problems are known variously as mental manipulatives,
number or puzzle problems.
iv. Example: Kaila and Dena have 76 Facebook friends between them. If
Kaila has 12 more friends than Dena, how many friends does Kaila have?
b. If the SP can be associated with any pre-existing solution equation by its named
quantity’s congruency with the quantities present in a pre-existing solution
equation, it is classified as an externally coded problem.

i. External, as solution code (equation) coming from outside the problem

text.

ii. This characteristic is identical to Mayer's source coded SP classification.
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Mayer’s SP categorization (1982) taxonomy consisted almost entirely of
differentiated source coded problems. To achieve cognitive economy the
MSASPT categorization architecture, instead, treats his very large
number of categories as monolithic with the idea that the domain
knowledge required for any of these categories can be selectively
provided by the human instructor overseeing the learner according to
the goals of the particular classroom instruction.

Example: A plane traveled 450 miles at two different speeds. The first
part of the trip was flown at an average speed of 105 mph. The second
part of the trip was flown at an average speed of 115 mph. If the trip
took a total of 4 hours, for how long did the plane travel at 115 mph?

(complex DRT)

4) Solution Equation

a. If the SP has been characterized as internally coded, then the solution equation

is to be generated by completing subsequent problem-solving steps.

Therefore “none yet” is entered as the fourth characteristic.

b. If the SP has been characterized as externally coded, then the solution equation

is identified and entered as the fourth characteristic.

5) Solution Type

D1 + D2 = Dtotal and R1T1 + R2D2 = 450 mi.

It is important to note that all externally sourced solution codes used in a
particular MSASPT domain application are accessible to the problem-
solver through the use of an instructor-customizable utility, just as

solution equations are accessible to the GED Mathematics test taker.

a. If the SP text requires the answer to be in the form of an expression, the

characteristic is expression.
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i. Typically, if the problem text does not end with a question mark, the
solution type characteristic is expression.

fi. Example: Together, Kaila and Dena have a total of 25 nickels. If Kaila
has “y” nickels, write an expression for how many nickels Dena has.

b. If the SP text requires the answer to be in the form of a number, the
characteristic is numerical.

i. Typically, if the problem text ends with a question mark, the solution
type characteristic is numerical.

ii. Example: Kaila and Dena have 76 Facebook friends between them. If

Kaila has 12 more friends than Dena, how many friends does Kaila have?

Taken on its face, four dichotomous characteristics and one trichotomous characteristic would be
a combinatorial problem that yields 48 (2 e 3 « 2 ¢ 2 ¢ 2) discrete characteristic collections or
problem categories. However, reductions in this number emerge with the following
considerations:

« If, in the first characteristic, change quantity is chosen

o The second characteristic must be re/ational as a pair of quantities (original and
new) are dependent on one another for their values, making this characteristic
unitary.

o The third characteristic must be /internally coded as no pre-existing solution
equation is associated with change quantity problems, making this characteristic
unitary.

o The fourth characteristic must be “no solution code yet” as the SP is /internally
coded and its solution equation is to be developed over the next few MSASPT
steps, making the characteristic unitary.

o The fifth characteristic can be either expression or numerical making it

dichotomous.
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o0 The combinatorial resultis 2; (1e1e1e1e2)
« If, in the first characteristic, multiple gquantity is chosen

o The second characteristic can_be any of the three by its rule.

o The third characteristic can be either by its rule.

o The fourth characteristic must be “none yet” if the SP is /internally coded. If the
SP is externally coded the solution code must be provided. This effectively makes
the fourth characteristic unitary because it is entirely dependent on the third.

o The fifth characteristic can be either expression or numerical.

o0 The combinatorial resultis 12; (1e3 e 2 e 1 e 2),

The number of SP categories, then, is 14 (2 + 12). While the fifth characteristic (solution type) is
much less nuanced than the other four, it is included in the categorization process to ensure that
the problem-solver recognizes how the answer to the problem must be presented. Many times,
both on the GED Mathematics test and in Algebra I textbooks, answers are to be presented as
expressions and finding a numerical answer would either be a waste of test time or impossible
without more information. Graphical representations of the above combinatorial derivations can

be found in Appendix R.

Remembering that the hypothetical cause of story problem-solving difficulty is an inability to
think conceptually (i.e., abstractly or to make generalizations), each design decision made for the
MSASPT must first address that problem, either directly or indirectly. In Section II it was
suggested that a contributor to an inability to think abstractly was a learner’s serialistic cognitive
style in which s/he considers information most efficiently if provided sequentially and in small bits
and pieces. Therefore, the MSASPT categorization process is conducted by determining the
proper characteristic for each of the five elements always in the same sequence. Using this
coding process, analysis of information proceeds in successive steps so that each step provides

cues for the processing of later steps. This is in opposition to simultaneous (parallel) coding
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processes that are used when all the pieces of information or all the stimuli are surveyable at one

time and are thus available for processing at one time (Hickman, n/d).

Paul Wachtel wrote, "We are always constructing reality every bit as much as we are perceiving
it” (1980). I would suggest that his statement, succinct and accurate, describes schema theory
(and other learning theories) precisely. The intelligent tutoring system named Ms. Stephens
Algebra Story Problem-solving Tutor (MSASPT) consists of six major steps, which includes the
solution of the solution equation. All but the last step (solving a first or simple second-degree
algebraic equation) have detailed practice programs associated with them. The practice program
designed and developed for the Categorization Step is a self-contained ITS to provide
categorization instruction and practice in the same way that the MSASPT does for the entire story
problem-solving experience. This paper will now turn its attention to the MSASPT Categorization
Practice Utility (MS-CPU) process that enables the perception and construction of story problem

reality.
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The MSASPT Categorization Process:

The categorization process is illustrated in Figure 4 as a flowchart below.

Figure 5 Figure 6B
m.l.mmra mﬂm
Q= — sosier
x\_ui:lh ﬂrs:target QuaNTITIES icon
SOLUTION - ;
RELATIONS
N l Dragand drop Instructions
e i appropriate - 3 Y appear on drop
\ RELATICMS Boon % along with second
I'. - \"'\. m
\ Figure § : 7
Figure 9 Ea—
Mo SOLUTION CODE yet
icon is automatically
dropped on fourth
Figure10 % target, SOLUTION TYPE
X instrchons  appear-along
uﬂgmﬂm b target
| 2pprog Figure 11 Wit
I SOLUTION CODE & Figure12
SOURCE icon
SOLUTION CODE
instruchions SPPESr On
"1.1\ drqnimguﬂl fourth /—
Figure 13 Dragand drop
I TYPE icon J
SOLUTION TYPE Dragand drop
i“quwhe Smi.l:m. !
JINPE: ) N fifth target " Equation icon stage
Figure 14

9

Figure 4. Each interval on the chart is keyed to an illustration (screenshot) following its
description for the next ten figures. The descriptions and illustrations are presented sequentially

and show the changes in the user interface as the student moves through the process.
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The user interface (UI) as it appears at the beginning of the problem categorization session is

shown in Figure 5.

Categorizing the Problem show external codes

Main Menu  utilities menu

Practice

mbien e o | |_check aover—]

The difference between a redaﬂgke 5 leng‘th and ;ts width is 17 inches.
Choose one of the twa di ions to be the independent quantity and write
an expression that represents the dependent quantity. Remember that, in a
rectangle, the length is always greater than the width.

Problern Window

Instruction for characterization 1

quantity number

Worlk Space

Quantities: Choose between two different problem conditions:

1. change quantity There is a single (only) named guantity in the problem whose
value is bemg changed by a mathematical process(es) that necessarily takes place
over a period of time. For example: Iris has five more dimes todsy than she had
yesterday. The =single/only guantity |sIr|ss dimes and the number she has is being
increased (more is the mathematical operator wnn:l) by 5 aver time (yesterday to
today)

2.multiple quantity There are at least two distinctly different quantities in the
pmhlem ‘and their values exist concurrently (r ., there is no passage of time
batween the value established for one quantwyand the value established for a
'second, third or fourth quantity). For example: Iris has 5 more dimes than Kimberly.
Bath Iris and Kimberly have a certain number of dimes at the same instant in
time

Note: Additional information regarding a'ny Gﬁaradaﬁzaaon icon on this ub!,’?.y can be
had by clicking on the question marked button to the | right of the icon. Any of these
bu!bms may be accessed at any time, To dismiss the fast instructional graphic ;ust
click on the X

noths... Instruction Window Solutic

When you have made your characterization decision, drag the chosen icon, (magenta
colored), so that it touches the ora nge rectangular target, guantity number and drop
it {release the mouse button)

123458 7RIDNPEARBEATN

| | | |
ﬂimamsijnnxaﬁmiﬂzﬂsm-ﬂ 424344154“7‘4545‘31 51 (52
| |

Figure 5. The various UI windows, spaces, and stages are identified in red, but the identifications

themselves do not appear on the actual UL. The begin button has been clicked (and is out of

sight), a problem appears in the Problem Window and instructions for the first categorization step

appear in the Information and Instructions Window. The first drag and drop (D-D) target (orange

rectangle) with the characterization label (guantity number) appears in the Work Space. Only the

two permissible icon choices are D-D enabled.
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The show the named quantities button has been clicked (and disappeared) to produce figure

6A.
Main Menu  utiies menu w m Categorizing the Problem show external codes
m o

I |fference

Chot [ =
write an ex;}resswn that represents the depemdemt tmantitv Rema!tbar
that, in a rectangle, the length is always greater than the width.

quanity number

Instruction for characterization 1
‘Quantities: Choose between two different problem conditions:

1. change quantity There is a single {only) named quantity in the prablem whose
value is being changed by a mathematical pmﬂass(es) that necessarily takes | p[éuﬂ
over a periad of time. For example: Iris has five more dimes today than she had

yvas‘terdaf The smgle,(cnly quantity is Iris's dimes and the number she has is being

it A T e e R

Figure 6A. For additional help, this action highlights in red, the quantities germane to the solution

of the problem, length and width, as shown. Aft

inactive. The next step is shown in Figure 6B.

er a certain number of uses, this option becomes

‘an expression that represents the dependent quantity. Remember that, in a
rectanale, the length i is always greater than the width.

: FET ' izi show external codes dlassfication
Main Menu  utilities menu (€ . m Categorizing the Problem J:] s

The difference between a rectangle’s mgm andits width is 17 inches. quantity number quantity |
Choose one of the two dimensions to be the independent quanm and wiite L

multipie
quantity

related

Instruction for characterization 1
Quantities: Choose batween twa different problem conditions:
1. change quantity There is a single (only) named quantity in the problem whose P
value is being changed by a mathematical prnnes(a) that necessarily takes place
over a period of time. For example: Iris has five more dimes today than she had
yesterday. The single/only quantity is Iris's dimes and the number she has is being
increased (more is the mathematical operator word) by 5 over time (yestarday to
taday)

2.multiple quantity There are at least two distinctly different quanti
prablem and their values exist concurrently (i.e., there is no passage of time
between the value established for one quantity - and the value established for 2
~second, third or fourth quantity). For exampls: Iris has 5 more dimes than Kimberly.
‘Both Iris and Kimberly have a certain number of dimes at the same instant in
time

Note: Additional information regarding any characterization icon on this utility can be
had by clicking on the question marked button to the right of the icon. Any of these
buttans may be accessed at any time. To n'ismrss the last instructionat graphic just
click on the X

Do this...

When you have made- Ypumharac!aﬂzatmn dec:lslon, drag the chosen i mur\, [magenta
mloredj s0 that it touches the erange rectangular target, quantity number and drop
|t [;elease the mouse huﬁon)

&

hnegennnhy:

how the named.
quantities

|

quantities| .
related
by total

non-
relational

2145 4T 830N BERAUNERTH =]

@ﬁwﬁﬂ

32 33 35353

ﬂﬁﬂﬂﬂﬂﬁ@ﬁ%ﬂ
|

45



Figure 6B. The user clicks on the multiple gquantity icon as there are three discrete quantities in
the problem (length, width, and the difference between them) and begins dragging the icon to

the target. The next step is shown in Figure 7.

Man e _uiies mens _ Cqtugorization Practice e
problem | check performance ||  check answer | change 9
The difference between a rectangle’s length and its width is 17 inches. quqnﬁty
Choose one of the two dimensions to be the independent guantity and write |
an expression that represents the dependent quantity. Remember that, in a o
rectangle, the length is always greater than the width. muitiple 2

quantity |
related o
Instruction for characterization 2 quantities|
Relationship; This step asks vou to choose between three different problem T i
conditions: plane geometry |8 |” Jeometn trigonometry | . tral ”h[‘ 0 related
1. relational The guantities in the problem have relationships when taken as pairs ‘ en 7 e ] smufar‘ =1 A o | b‘/ total
(and only as pairs), where one quantity's value in the pair is given in terms of the i I B | = Ty
other quantity's value. [ T i " pythagorean . non- |
2. related-by-total A relationship between two or more quantities exists, but it is ‘ per'lrne'rer ? fm?@_} ? 2 !
through their numerically given total I — ' relational
3. non-relational The problem's quantities show neither of these characteristics “”.9"'"". ? 5"_9“'“"'. 2
and are independent of each other's value. relationships 3 relationships | intermlly'
o & proportion | distance, rate, fime percentage rcentage
Ms. Stephens offers a very simple, concrete process, for deciding between the three oA = o . ﬂﬂ' 0 coded
options. It is called the Target Methed or TM. TM takes the mystery out of making this use rates 2 simple Distane: 9 15'"!5"- F"-"‘ b  —
mast important second characterization by simply locating three elements (or not), . ' Rate T ._.M?L'_ ) = ™
in the problem text, enabling vou to take a significant step in learning how to solve similar zomples Distance. slﬂ_plim | ‘externally
stary problems. You can learn about it in any or all of three ways: iqures A Fate Tine A equation 7 coded
1 This hyperlink... Target Method for a textual explanation I"l’f&lﬂ ? i |
2. The TM Basics button that appears for this step in the categorizing workspace tion

offering a araphic explanation
3 The target method button on the utilities menu for a comprehensive and
interactive flow chart explanation (recommended).

Do this... solution equation icons

When you have made your characterization decision, drag the chosen icon, (gray
celored), so that it touches the orange rectanglular target, quantity relations and drop
it (release the mouse button).

%o

| RESET the Problem I:"Zis 2930 3 {32 33 34 35 3677 38 35,40 41 420214 45 4 7 a8 @0 50 |52

Figure 7. The D-D is completed when the icon touches the target, and the mouse key is released.
The second target (guantity relations) appears on the Work Space, the relevant instructions show
in the Instructions Window, and the three icons germane to this characterization are enabled.
After reading the instructions, the user may click any or all of these options for additional help:
1. The show the math operation words button in the lower-left portion of the
workspace. This action highlights in red, the math operation words, if any are present in
the problem (see Figure 31, pg. 70). After a certain number of uses, this option becomes

inactive.
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2. The TM Basics button also in the lower-left portion of the workspace. This action
presents an animated process for the determination of this characterization (see Figure
23, pg. 62). The use of this option is unlimited.

3. The Target Method Flowchart option on the Utilities Menu located in the upper-left
portion of the MS-CPU. This action presents a full-screen interactive flowchart that can
be used in three different modes to understand how to determine the third
characterization (see Figure 24, pg. 63). The use of this option is unlimited. The next

step is shown in Figure 8.

Main Menu  utiities menu w Practice Categorizing the Problem show extenal codes] | - cisifcation
problem [check performance ||  check answer | 0 I [ change 9
The difference between a rectangle’s length and its width is 17 inches. . . quantity relations qunnﬂty !
Choose one of the two dimensions to be the independent quantity and write
an expression that represents the dependent guantity. Remember that, in a multiple quantity i T —
rectangle, the length is always greater than the width. [ related multiple ?

|quantities quantity

Instruction for characterization 2 relational |7

Relationship: This step asks you to choose between three different problem
conditions:

o | LT Bosics ]

- related | 9

plane geometry | solid geometry trigonometry mzruwm

1. relational The quantities in the problem have relationships when taken as pairs area 7 volume 7 S!leﬂi‘ I bY total
(and only as pairs), where one quantity's value in the pair is given in terms of the i LB T
other guantity's value 5 | B hie [ - non-
2. relatgd—hv—fotal A relationship between two or more quantities exists, but it is PEI"lI’I\B_fEI" 7 WIﬂZEEEﬂJ s !
through their numericaily given total { | relational
3. non-relational The problem's quantities show neither of these characteristics ﬂﬂg“hr_ 7 “"9“'“"‘
and are independent of each other's value. Eelationsips L ek intzmully
ratio & mﬂ_ﬂm i distance, rate, time  percentage ?
Ms. Stephens offers a very simple, concrete process, for deciding between the three 1 Ap — s i # .m =——=wai coded
options. It is called the Target Method or TM. TM takes the mystery out of making this use rates |7 simple Distanc 2 f""?h P’:"‘:u‘f 2
mast impaortant second characterization by simply locating thres elements (or net), I Pate Time I 'ﬁﬂﬂﬂﬂﬂ I
in the problem text, enabling you to tal\_:e a significant step in learning how to solve similar | eomplex Distonce s{@:,’,‘mﬁ ‘external y ’)
story problems. You can learn about it in any or all of three ways: figures fl | FRate Time. ?J quation n
1 This hyperlink... Target Method for a textual explanation | rﬂg_l. ?
2. The TM Basics button that appears for this step in the categorizing workspace _M"—. L SOlJ'I. form 9

offering a graphic explanation
3 The target methed button on the utilities manu for a comprehensive and
interactive flow chart explanation (recommended).

| expression | ©

Do this... solution equation icons

When you have made your characterization decision, drag the chosen icon, (gray
colored), so that it touches the orange rectanglular target, guantity refations and drop
it (release the mouse button).

214867 8D PORSYTRHONRTRHPN

| RESET the Problem I_— 382630 31 (3235 34 35 3637 28539 40 41 4213148 45 44 4718 0 0 8|

Figure 8. Here, the user clicks on the related quantities icon as there is at least one quantity pair
where one of the pair’s values is dependent on the other (the difference between length and
width). An arrow visually connects the two characteristics as the user begins dragging the icon to
the target and the categorization process advances sequentially. The next step is shown in Figure

9.
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problem [check performance || check answer | O I 1IN change
The difference between a rectangle's length and its width is 17 inches, . . V.-‘. soln. eodasoures quanﬁty

Choose one of the two dimensions to be the independent quantity and write

Main Menu  utiites menu w Proztice Categorizing the Problem e

an expression that represents the dependent guantity. Remember that, in a multiple quantity relational quans.
rectangle, the length is always greater than the width.

multiple
quantity

| retail

sgtiation J| soln. form

1. This hyperlink.., Solution Equation Sources for a textual explanation

2. The Solution Equation Source button that appears for this step in the
categarizing workspace, above, right, offering a graphic explanation

3. The code basics button on the utilities menu for a comprehensive and
interactive flow chart explanation (recommended). This choice provides four
different modes of use: (1) Free association (no problem) (2) Worked example
problems (3) Do it yourself, tutored, problems (4). Characterize the problem o 1#i, ii H
currently in the main problem window above (tutored). s_ﬂ’moﬂ equafron ’cm's

Do this...

When vou have made your characterization decision, drag the chesen icon,
(orange colored), so that it touches the orange rectanglular target, sofn. code
source and drap it (release the mouse button).

B B 5 showthe | Solution tion retational ?
Instruction for characterization 3 | specialized m5| ‘ Sii: (wmiﬁal
Coding Source: This step asks you to choose between two different sources for the T
equation that will solve the problem (its solution equation): plane geometry W"ﬁ zomet trigonometry central tend oy related
1. internally coded Information drawn entirely from within the problem text is area volume ld amﬁar average I by fotal
used to synthesize (construct) the solution equation. No cutside information is __fri !
needed = 7 i thagorean 1 - non-
2. externally coded Information from the problem text is used to inform (fill-in) PEI‘II’I’IETEI‘ P‘f:! g 2 /
the named quantities found in an appropriate equation that is always available for v | relational
solutions to all problems that contain a particular set of named quantities (e.q., a angular angular
problem has area, length, width, and rectangle in it so the standard equation relationships | relationships irﬂ'zmully
{synonemous with formula or code) for its solution will always be A = LW. For a m" fﬂm" distance, rate. fime T2 o ‘a‘mh 'Bﬂ
list of specialized quantities (like Ares}, along with the particular quantities it — 3 . i ! “ — coded
associated with them click on the Utilities Menu and specialized terms. use rates | 7 simple Distanc 2 !5“'?‘_5 P_{-"CW
Along with the second characterization, this third step is a pivotal one. It is Rate Time | EJI!IIOFI i
recommended that yvou obtain more infarmation on this characterization in one or all sFmilnr 1 complex Distance :sﬁ\agﬁwﬁ ‘external Y
of three ways: figures ? | Rate Tine ? | equation coded =

‘expression |
P —

Figure 9. The D-D is completed when the icon touches the target, and the mouse key is released.

Note that the connection between the two characteristics continues to be shown by the yellow

arrow. The third target (solution code source) appears on the Work Space, the relevant

instructions show in the Instructions Window, and the two icons germane to this characterization

are enabled. After reading the instructions, the user may click any or all of these options for
additional help:
1. The show the specialized terms button in the lower-left portion of the workspace.

This action highlights in red, the special terms (words) that indicate the possible

presence of a solution equation (code) that can be sourced externally from the problem.

The specialized terms in this problem that would be highlighted are length, width, and

rectangle. After a certain number of uses, this option becomes inactive.
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2. The Solution Equation Source (code basics) button also in the lower-left portion of

the workspace. This action presents an animated process for the determination of this

characterization. The use of this option is unlimited.

3. The Solution Source Flowchart option on the Utilities Menu located in the upper-left

portion of the MS-CPU. This action presents a full-screen interactive flowchart that can

be used in three different modes to understand how to determine the third

characterization. (1) free exploration (2) worked examples (3) do-it-yourself problems.

The use of this option is unlimited.

The next step is shown below in Figure 10.

Main Menu  utiliies menu w m

problem | check performance || check answer |

The difference between a rectangle’s length and its width is 17 inches.
Choose one of the two dimensions to be the independeant quantity and write
an expression that represents the dependent guantity. Remember that, in a
rectangle, the length is always greater than the width.

Instruction for characterization 3

Coding Source; This step asks vou to choose between two different sources for the
equation that will solve the problem (its solution equation):

1. internally coded Information drawn entirely from within the problem text is
used to synthesize (construct) the solution equation. No outside information is
needed
2. externally coded Information from the problem text is used to inform (fill-in)
the named guantities found in an appropriate equation that is always available far
solutions to all problems that contain a particular set of named quantities (e, @
problem has aresa, length, width, and rectangis in it so the standard eguation
{synonomous with formula or code) for its solution will always be A = LW. For a
list of specialized quantities (like Ares), along with the particular quantities
associated with them click on the Utilities Menu and specialized terms.
Alang with the second characterization, this third step is a pivotal one. It is
recommended that you obtain more information on this characterization in one or all
of three ways:

1. This hyperlink.., Solution Equation Sources for a textual explanation

2. The Solution Equation Source button that appears for this step in the
categorizing workspace, above, right, offering a graphic explanation

3. The code basics button on the utilitiss menu for a comprehensive and
interactive flow chart explanation (recommended). This choice provides four
different modes of use: (1) Free association (no problem) (2) Worked example
problems (3) Da it yourself, tutored, problems (4). Characterize the problem
currently in the main problem window above (tutored).

Do this...

When vou have made your characterization decision, drag the chosen icon,
(orange colored), so that it touches the orange rectanglular target, sofn. code
source and drop it (release the mouse button).

Categorizing the Problem HeE
o _ | w change |,
. (o) saln. code source quantity |
multiple quantity relational quans. :
internally multiple 2
chded guantity
show the | [ Solution Equation relational |7
| epeciaiized terms | | Saupep (mde bosim]

plane geometry | solid geometry trigonometry (central tendency related

S [ eliire H _*::m'i}a'r r j by total

perimeter W*!h@"".”"] | |7
- :  relational

angular | angular
relationships | | relationships

ﬂh&mﬁm . distance, rate, fime | pimenhga |
+oe || |simple bistancel of simple percent]
userares 7 Rirte Time il equation | '}

similar | 7| conplex bistrce fslinﬁlfiﬁ!y:sf
figures |7| Fatetine |7|  equstion

| retail

__equation

Figure 10. There are three specialized terms, length, width, and rectangle. However, either area

or perimeter is required to complete the externally sourced solution equation for a rectangle of A

=Ilwor P = 2|+ 2w. Since neither is present, the third problem characteristic is internally

coded. An arrow visually connects the two characteristics as the user begins dragging the icon to
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the target and the categorization process advances sequentially. The next step is shown in Figure

11.

Main Menu  utilities menu Categorizing the Problem [show extemal codes| dﬂﬁﬁ?ﬂm
srbin = ©_ | | @0 el | o]
The differance between a rectangle’s length and its width is 17 inches, . (o) o, w preduces quantity |
Choose ane of the two dimensions to be the independent quantity and write l ‘E""‘m"!d mg:‘,, L
an expression that represents the dependent quantity. Remember that,ina |||  multiple quantity relational quans. Wb e ki :
rectangle, the length is always greater than the width. \ mulitiple

/ quantity

an internally coded
problem does not
have a pre-existing
solution equation

Reasons for Skipping 4th Characterization

Because this problem is characterized as internally coded the problem-solver must
‘construct the solution equation as oppesed to an externally coded problem where the
selution equation pre-exists the prablem and can be identified and drawn from a
library (personal memary, math textbook; internet site, etc.] of such equations.

When work:ing to solve internally coded story problems the categorization step in
the problem solution process is too early to have gathered enough information for
‘solution equation construction.

Therefore, the solution equation for an internally coded problem is not required at
this point and an icon stating such drops down automatically. Step 4 in the overall
problem-solving process is where the zolution equation begins to be written inan
internally coded problem.

Click NEXT to continue ta the Sth and final charcterization.

internally |
coded

[l
‘externally |
| coded |

123454678901 PAKERTFTHEON

| RESET the Problem Ia!maa&u:znma&a&%nusﬂ 414243![#!4&%--?-5 CE L

Figure 11. The D-D is completed when the icon touches the target, and the mouse key is
released. Note that the connection between the two characteristics continues to be shown by the
yellow arrow. The fourth characterization (solution code) icon automatically drops down in the
Work Space because the third problem characteristic is internally coded, meaning there are no
pre-existing solution equations with length and width as the only two quantities in such an
equation. The reasoning behind the automatic drop is in the Instructions Window, and all of the
solution equation icons in the bottom half of the UI are disabled. The next step is shown in

Figure 12 after the red MEXT button is clicked.
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MainMenu utilties menu () 20t m Categorizing the Problem [show external codes ﬂaﬁ?m
ot 1o ] | Tl =

& change
The difference between a rectangle’s. ‘Eehgﬁx and its width is 17 inches.

Ghoos}a one of the two ﬁanensaons to be the md&hehdetﬁ Mrmtv and write I amﬁpndud

an expression that represents the dependent quantity. Remember that, in a nudtq-l quﬁfy relational quans. the hﬂHm ‘

rectangle, the length is alwaws greater than the width. multiple
l guantity

an internally coded
problem does not
have a pre-existing

, solution equation
tngnnomsny associated with it

soln.form

Instructlon for categonzatmn completlon

I Ha : i
staus’of thastury prublem-sp}wm ppm am:roam?c be determined during prnblam
categorization; the final characterization can now be mmpleted This characterization
asks you to decide whether the prablem soluition will be in the form of a mathematical
expression or a single numerical quantity arrived at by the solution of an
_equation.

pect of the '_chal‘édﬁrzatﬁ;m process as. the problem must state
8 uestion answered. The first indicator is the word.
arpres;ion Ifycmseatl'n word in the prublemtext drag the expression
‘area of the orange r:acrangu\ar target and drop it by :elsasmg the mouse buttan:

An indicator in the problem text that strongly suggests the problem characterization
for this step as numerical is the presence of a question mark at the end of the
Drabrem

equation icons

12345678901 RBRERTN

RESET the Probfem IEIEKBJﬂJl ZBUBB Wluagmdt-maﬁinﬁdeﬂm 5 5152

Figure 12. The fifth target (solution form) appears on the Work Space, the relevant instructions
show in the Instructions Window, and the two characteristic icons germane to this categorization
step are enabled. Before choosing a so/ution form icon, the user may click the question mark to
the right of either icon for a detailed explanation of the characteristic. The next step is shown

below in Figure 13.
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Main Menu  utiities menu Categorizing the Problem

bl ] [y | o
The difference between a rectangle’s length and its width is 17 njses, . (5] ? '#"""‘ .
Gmseonenfm‘em’ isions to be the independs ﬁqz:anﬁtyandwme I i informotion
an : that repr d dent mber that, in a multiple quantity relational quans ] ;

multiple
quantity

: antity. R
rectang!e, the length is aiwavs greater than the: wﬂ'h.

an internally coded
problem does not
have a pre-existing

soln.form

relational

Instruction for categorization completion

‘Solution type: You determined that this story problem is internally coded with the

knawladge that the sulunhn equaﬂnrtmn_ be developed through the remaining four

steps of the story prﬂhlemdso\wng process and cannot be determined during problem

categorization; the final characterization can now be completed. This characterization

asks you to decide whather the problem salution will ba in the form of a mathematical
ion or a singl ical quantity arrived at by the solution of an

- equation.

process as | tha problem muat state

sxpressian. If you see this word in the pmhlem text dmg'rhe é)tprmmn icon to the
area of the oranq& mﬁangu\artargét and 'dmp it byrgleasngthemous: button.

An indicater |n1he-pro@|gm-ta)¢tbat.§:mngly suggests the problem r;ha_rader_lzam’l
for this step as numesrical is the presence of a question mark at the end of the

equation icons
—

1231456783 NI POKESTWEG

RESET the ProbfemIamaannza_msaaa-rammu&a}«s-a criea-smat:i

Figure 13. After reading the instructions, the user clicks on the appropriate icon and begins
dragging the soin. form expression icon (the problem asks for the answer in the form of an
expression) to the Work Space target. Note that there is an arrow visually connecting the two
characteristics as the categorization process advances sequentially. The next step is shown below

in Figure 14.

52



Main Menu
p\rabhm

utilities menu L

an equessmn Btatrapfasem 5 !hé d wummv
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Categoriz_ing the Problem

show external codes

|

www

relational qunml

Illﬁrmlly coded

B

icons

change
quantity

multiple
quantity

Instruction for categorization completion
Yau have mmpW‘Mwbsgmzlm of thi pmhkem whu:h senm the purpase of

i inds of problems are encountered.

or kinds of problems with the method of their solution
rsraHed xhuma tn.ul;img,\and with experience, will enable you to become much
more successful at problem solving...

you might haVB maa‘a ffthesateuurmng is incorrect.

plane geamelql ¢

problem does not
mll.rlmn aql.munn

equation icons

123456789 DN 2RNED

'8 |

RESET the Problem Iv

BHHE

]m internally coded

have a pre-existing

relational

internally
coded

externally
coded

expression |»f
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Figure 14. The D_D is completed when the icon touches the target, and the mouse key is

released. The connection between the two characteristics continues to be shown by the yellow

arrow, and the check answer button is now enabled. Note that the flowchart references are no

longer relevant as the categorization of the problem is complete. Figure 15 shows the MS-CPU

after the check answer has been clicked.
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Mizin Menu  ulies menu T Categorizing the Problem show external codes

The diffierence between a rectangle g and s with s 17 e, ® Qe b
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_ . P, lem does not
Your Problem Is Categorized Correctly m pre-existing
‘Congratulations!! Great work. Categorizing stary problems is the first step to building ' mlu'hnn ethon
strong schemas or salution plans far the \ra.vmus kinds of story pmbh';ms that \,tou :

will encounter in your studies. 1f you faund the categorizing of this ‘problem d]fﬁcu\t -
stick with it; experience will remove the difficulty and enable vou to become an
excellent story-problem solver! The next problem will show momentarily so that you
may continue...
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Figure 15. If the selected characteristics of the problem are correct, the progress bar is updated
by coloring the first block in the progress bar green, individual characteristics information is
updated, all icons turn to green, and a congratulatory message is shown in the Instructions
Window. There is a delay, giving time enough for the user to read the message before the
instructions for the next problem appear.

If, on the other hand, some or all of the characteristics are incorrect the MSASPT colors each
incorrect icon red except for the first (in the order of characterizations) which is yellow and has

both a why button and a message to drag the icon back to its stage as shown in Figure 16.
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Main Menu  utilities menu

Practice

problem | check performance || check answer |

The difference between a rectangle’s length and its width is 17 inches.
Choose one of the two dimensions to be the independent quantity and write
an expression that represents the dependent quantity. Remember that, ina
rectangle, the length is always greater than the width.

I'm sorry, the categorization of this problem is

I'm sorry... some or all of your characterizations for this problem are incorrect.
Working in the same order used in placing them, the first incorrect icon is colored
vellow and is draggable. Any remaining incorrect icons are colored red and are not
draggable. Drag the yellow incorrect tile from the target area and release the mouse
so that the tile returns to the staging area, then drag and drop the correct tile to the
-area of the exposed orange target.

Any incorrect selection tiles will also have a Why? button attached to them in the
order in which they become active, giving the reasan that the selection is incorrect.
There is no penalty for using the Why? buttons. Correct selections have green
backgrounds and cannot be moved.

Male the necessary corrections and click the now active check answer button at the
top of the practice window when finished.

Mote: If you incorrectly chose Internally Coded, changing to the correct
characterization will also reguire you, in the next step, to drag a solution equation
icon from below the categorization window and drop it on the yellow target. If
Externally Coded was correctly chosen, but you have chosen the wrong solution
equation, either the solution equation icon will turn yellow because the solution
equation is on another icon or the solution equation icon you have chosen will be red
-and un-draggable, because the solution equation set is correct; only the equation
itself is incorrect, Click the change

Categon’zing the Problem
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Figure 16. Since the characteristics are dichotomous/trichotomous there is no reason to hint the

correct answer; the reason for the error is supplied on demand by clicking a why button. Once

the first error is remediated, if there are any further errors, the next icon changes color to yellow,

and the process is repeated until all incorrect characteristics have been corrected. The check

answer button is again clicked, and the categorization is evaluated. Each incorrect response is

appropriately recorded in the student model and presented on demand at certain intervals in the

problem categorization session.

When a story problem is characterized as change quantity, certain constraints apply that serve to

make the categorization of these problems unitary except for the solution form/type

characterization which, of course, is always dichotomous. A change quantity problem must:

e Be characterized as relational because it would be impossible for the new quantity in

such a problem not to be dependent for its value on the original quantity’s value, which

is the very definition of relational.
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e Be characterized as internally coded because there are no pre-existing solution equations
for change quantity problems.
e Be characterized as having no solution set yet because it is internally coded.
The dichotomous nature of the categorization is a result of the two different possibilities for
solution formy/type. Once the change quantity characterization is made, any deviation results in
an error message. For example, if the user characterized a change quantity problem as related-

by-total the Ul would appear as in Figure 17:

characterized as related by total,

i iliti 4 izi show extemal codes classification
Main Menu  utiliies menu Pragtice Categorizing the Problem al codes| e

problem |check performance || check answer | l | change |
The difference between a rectangle’s length and its width is 17 inches. H 5 quantity
Choose one of the two dimensions to be the independent guantity and write | |-
an expression that represents the dependent quantity. Remember that, in a change quantity related by total Itiple
rectangle, the length is always greater than the width. multip 2

quantity |°

related 9
Instruction for characterization 2 \quantities|
Problems characterized as change guantity in the categorizing process cannot be

plane geon‘etzy.fn_lﬁl_:w trigonometry central tendency

Wl related |
by total |

tion

Related by total quantities can enly be characterized as multiple quantity problems ‘ area A volume ]d smufar T 2 average. |
because there are always at least two distint quantity descriptions whose values add | (il 3 i |
up to a specifed total: cows and chickens total 15, diamands and rubies total 23, I 7 [ B rthagorean - hon-
nickels and quarters total 10, ste. ‘ pemrnefer 7 Emgﬁ-] 2 g /
o | relational
‘Change guantity problems, on the other hand, have but one distinct quantity ‘ an.gulur. ? 9“_9“"'". ? -
description whose value changes over time, which makes it relational, however, the relationships relationships | il’l"'el'ﬂﬂ"Y'
quantity never loses its unique description: weight or height of 3 box, number count =y proporti u.tl. | Aetmce rite fime II. man'rln‘n'a-' I
of obiects in a certain space, age of a person, etc. L — e e = coded
_ use rates |7] simole Distancel 2 simple F"-"“-’“I 7 g
If thg problem in guestion is to remain change guantity, it must be changed to ‘ Rate Ti » lesterndii]
relational as well, S.F'I\llﬂ' 9 mlﬁxﬁlﬂ?ﬂm! 2 ‘simple i“’.’”‘“ 2 Y
figures | Rofe Tine equation | coded
Qr... the problem can be changed to multiple quantity and then left az related by E
B retail ?

isoln. form

":xprzssinn

w!uﬁon equation icons
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Figure 17. The instructions window contains information about the mutual exclusiveness of
change quantity and relate-by-total characterizations in the same problem. Once the click to
continue button is clicked the icons automatically return to the stage. Similar messages appear
when change guantity is used in conjunction with a non-relational characteristic and when it is
used with externally coded in the third characterization. It is important to note that the decisions

to immediately identify errors in certain parts of the MSASPT Categorization process, rather than
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wait until the process completes (the prescriptive sequence) derives from the dichotomous
nature of the characterizations and the unexpected interjection that I suggest, may well be

included among the best practices for teaching a process.

The MSASPT Categorization process institutes a unique method for identifying a story problem
through the enumeration of the problem’s characteristics. This process has the dual purpose of
not only using the characteristics as schema constituents and retrieval cues but also using them
to prompt actions that will help the problem-solver as s/he formulates a solution plan culminating
in a solution equation. This paper will now turn its attention to the MSASPT Categorization Step
Practice Program (CS-PP) features that facilitate the pedagogy and enhance its effectiveness.

The MSASPT Categorization Step Features:

One of the most important features of an ITS is its ability to provide timely and accurate hints for
the problem-solver when they make a mistake or have clearly left any possible solution track. It
is largely accepted that hinting is done at three different levels:

1) A pointing hint that may serve to jog the problem solver's memory.

2) A teaching hint that re-teaches, perhaps from a different perspective, a principle or

concept that should be known.

3) A bottom out hint that furnishes the answer.
Because of the dichotomous/trichotomous nature of the characteristics that make up the
categorization process, three hint levels are unnecessary. Instead, the student is offered a simple
why button which, when clicked, explains the characteristic and provides the reasoning that

supports the other choice as Figure 18 illustrates.
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Main Menu  utilities menu

Categorization Practice

problem

| check parformance | |

check answer |

The difference between a rectangle’s length and its width is 17 inches,
Choose one of the two dimensions to be the independent quantity and write
an expression that represents the dependent quantity. Remember that, in a
rectangle, the length is always greater than the width,

I'm sorry, the catego

I'm sorry... some o all of your chara|
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this problem i3 incorrect. The chosen characterization
means that this problem contains a tolal given for two
quantities. No evidence of such a total exists. However,
a very good clue as to whether the relational condition
exists is to look for mathematical operations (MOP) in
the problem text. If you can find at least one MOP, itis.
almost certain that the problem is relational Click on the
utilities menu then click target method to become
comfortable with this process as it will greatly enhance
your ability to accurately complete this characterization
for any story problem,. This problem does, indeed, mest
the three conditions set forth by the farget method fora
ional problem: This problem does, indeed, have at
least one MOP: the difference; a target: rectangle
length; and a receiver: rectangle width, taken from the
target methaod. it is much easier to use subtraction
(the difference) from the farger as stated in the problem
than to use addition on the smaller. Athough they
produce the same resuft the target and the receiver
would be interchanged. Therefore, it is not a relatec-by-
fotal, but a relational problem. Mote: For future
reference it is important fo remember that ALL change
quantity problems are characterized as relational
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Figure 18. The why button has been clicked for the second characterization error (the fifth

characterization is also in error) and a message addressing the mistake appears. When the icon

is dragged back to the stage, the message disappears, and the pertinent icons are enabled for

dragging. A list of additional features along with an explanation of their operation in service of

learning how to categorize story problems follows:

1) Removable step instructions — as the student moves through the problem categorization

experience several measures of competency are being submitted to the categorization

student model. These measures are point-based and are used by the tutor to determine

whether there is a need for textual instruction. If it is determined that no need exists, the

program stops giving the instructions. However, the student can make that decision earlier as

well as decide to turn them back on. Since the measure of competency or acquisition of

knowledge components is point-based, written into the evaluation system are bonus points

for not having the instructions turned on. This provides the learner with a good measure of
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control over the speed of their problem-solving progress from the acquisition of more points
(without instructions) or fewer points (with instructions).
2) Main Menu — located in the upper-left corner of the MS-CPU, a drop-down menu is provided

to access the various operational features of the system as shown in Figure 19.

_ utifies menu w Practice Categorizing the Problem show excternal codes] ] - clasifcation
8 m." check answer I . change

e between a rectangle's length and its width is 17 inches. quantity number quantity 7
- of the two dimensions to be the independent quantity and -
TES8LIE  ression that represents the dependent quantity. Remember multiple
... tangle, the length is always greater than the width.

related |

Instruction for characterization 1
Quartities: Choose between two different problem conditions:

1. change quantity There is a single (only) named guantity in the problem
whose value is being changed by a mathematical process(es) that necessarily
takes place over a period of time. Furexample Iris has five more dimes today
than she had yesferday‘ The smglefnnly quantity is Iris's dimes and the number
she has is being increased (more is the mathematical operatar word) by 5§ over
time [vesterday to today)

2.multiple quantity There are at least two distinctly different quantities in the
prablem and their values exist concurrently (i.e., there is no passage of time
between the value established for one quantity and the value established for a.
second, third or fou rth quantity). For example: Iris has § more dimes than
Kimberiy. Both Iric and Kimberly have a certain number of dimes at the same
instant in time

Note: Addi ! o fi tion icon on this utility
canbehadbyckckmgonmeqnesﬂonmarhedbummmnghtof&mmn
Any of these buttons may be accessed at any time. To dismiss the last
instructional graphic just click on the X

Do this...

When you have made vour characterization. decnslnn.- drag the. chosen i icon,
(magenta ooibmd} so that it touches the orange rectangular target, quani =
number-and drop it ([eleasa the mouse buttan) |

123456789 PREEY Bmﬁssieﬂazazzarﬁq.

27,28 29°30- 31 3233 34 35 36 37 38 39 40 41 4243 4145 45 47 AR D 71 |

Figure 19. The operational features of the system on the Main Menu are the General
Instructions, a Glossary of important terms and phrases, an option to reset the problem, an
option to reset the entire utility, and an Exit selection.

3) Utilities Menu —located to the right of the Main Menu of the MS-CPU, a drop-down menu is
provided the access the major utilities available for additional explanation and practice as

shown in Figure 20.
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4)

Main Menu lities men P » m

i Faliow actunna . cael clasification
Categorizing the Problem show extern codes] e

quantity number quantity

1. change quanhtv re is a single (oniy) named quantlty in the problem
whose value is being changed by a mathematical process(es) that necessarily
takes place over a period of time. For example: Iris has five more dimes today
than she hadyesterday The sm;le]orw quantity is Iris's dimes and the number
she has is being increased (mare is the mathematmal omramrm?d) by 5 over
time medav ta. inday)

Z.muEhpie quantity There are at least two distinctly different quantities in the
problem and their values exist concurrently (ie., there is no passage of time
batween the value established for one quantity and the value established for a
second, third or fourth quantity). For example: Iris has 5 more dimes than
Kimberly. Both Iris and Kimberly have a certain number of dimes at the same
instant in time

Note: Additional information regarding any characterization icon on this utility
can be had byd;ckmg anmeques!mnmaried buttan botf:enyhtofﬂza icon,
Any of these buttons may be accessed at any time. To dismiss the last
instructional graphic just click on the X

Do this...

When you have made your characterization decision, drag the chasen i ican,
{magema colored), so that It touches the orange rectangular targfet, guantity
rmmbe! and drap it (release | the mouse button)

problem c

The difference .ctangle’s length and its width is 17 inches.

Chooseoneo :nsions to be the independent quantity and

write an expre code resents the dependent quantity. Remember

that, in a rect: 3this always greater than the width.

Instructi™ P aracterization 1 St
Quantities: Cha sf d 1o different problem conditions:

plane geomaetry s

223'1EﬁTEEDﬁEEHBlﬂHEEimEZZ'ﬂHEN
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Figure 20. The major utilities available on the Utilities Menu are Worked Examples

prominently place in the first position, Target Method utility for help with the second

characterization, Solution Equation Sources

for help with the third characterization, just-in-

time internal code definition, just-in-time external code definition, mathematical operation

words, and a list of specialized terms and their associated terms.

Clickables for explanations of characteristics — to the right of every characteristic icon is a

rectangular area labeled with a red question mark (?). Shown below in Figure 21.
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|show external codes

non-
Figure 21. When the button-shaped area marked by a question mark is clicked, a detailed
explanation is presented informing the learner of the qualifications that a story problem must
possess to be characterized in such a manner (multiple quantity).

Clickable areas for explanations of external solution equation families or sets - to the right of
every external solution equation family icon is a rectangular area labeled with a red question

mark (?). Shown below in Figure 22.

ation Practice
2] [_checkanswer ]

s width is 17 inches.
iendent quantity and write
ntity. Remember that, in a
idth. '

Categorizing the Problem show external codes
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Figure 22. When clicked, a detailed explanation is presented that displays the solution
equations that exist in a certain family of equations (e.g., plane geometry area: rectangle,

square, parallelogram, rhombus, etc.), with an illustration if appropriate.
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6)

Target Method Basics for determining second characterization graphic — Clicking on the TM
Basics button presents an animated graphic for instruction on how to use the Target Method

shown in Figure 23.
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Figure 23. This graphic animation demonstrates a concrete process where the student uses
clues within the story problem to help determine whether it should be characterized as
relational, related-by-total, or non-relational. The animation state shown depicts the
determination of a ref/ational characterization. Further use shows related-by-total and non-
relational determinations as well as how to use concrete articulation in the process. Full use
of the Target Method enables the problem-solver to determine the relational structure of the

problem as explained in Section 1IV.
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7) An interactive flowchart demonstrates the Target Method (TM) is shown in Figure 24.

sound is
ON

This is a reminder that the utility
is in general operations
mode. Click a red button to
observe the consequence of your
answer to the question in the
diamond.

¢ r_d(s
Xt?

You may alse go to the Main
Menu and change the mode or
click on general instructions
to show them again.

ProkiEnTie non
@ Click RESET the
MODE 1o continue in
this mode.

to enable selection
of a different modse by
closing the instructions
presented. afoblem

elational

RESET the PROBLEM I RESET the MODE J
do it again or start aver  work in the same mode start all over

Figure 24. Offering three modes of use (free choice, worked example, do-it-yourself) to teach
the decision-making process in determining the second (quantity relations) characteristic by
answering questions in a specified order, leading to the second characterization. This
example shows the student making decisions in response to the question asked in successive

diamonds to determine a problem to be relational as shown in the red-ringed circle.
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8) Solution Equation Source for determining third characterization graphic — Clicking on the

Solution Equation Source (code basics) button presents an animated graphic for this

determination as shown in Figure 25.

Main} o luilon Setiiion (Gods) Soures Sasles,. | NEXT | BACK | RESET |
Determining the location of the solution equation for any story probiem is vital to producing the correct
The dif answer. A characterization of EXTERNALLY CODED means that someone has already written a solution
Choos equation specifically for the named quantities in the problem. In other words, the quantities in a particular
?:ctsi:w solutien equation match exactly, in name and in number (not valug), the quantities in the problem. These

kinds of solution equations can be found in textbaoks, libraries, your memory, atc. If no exact match can
be made with an already existant equation, the problem must be characterized as an INTERNALLY
CODED problem and the solution equation is produced later in the preblem-solving process from the
infarmation, quantity relationships, and personal knowledge that you have collected about the problem,
Insty Click NEXT to proceed with the demonstration...

proble

shaw external code.s|

soln. code source

:‘fﬁ First story problem: Felix and Henry are brothers and live in the same home. Felix
leaves home for work riding his bike at10 mph. Henry leaves15 minutes later, riding his

1. if bike at16 mph fo the same work place. How much time will if take Henry fo cafch Felix?
:i This problem contains time Felix's leave time (unknown) — —
rean

2. ¢ Henry leaves 15 minutes later s j

the —

i speed Henry's speed - 10 mph nguler j

prob (rate) Felix's speed - 16 mph ’

(syny rcentage |

list distance unknown but equal for both riders ===l

assq e contained in fhe pre-existing extemal solution equation D = ST or distance EM?
Along contained in e pre-exisiing exlemal solulion equatio = OF IStEnce Emiation ]
recom o interest]
ot thred Therefore this problem is EXTERNALLY CODED because it contains all three quantities in a pre-existing ion. ;?

50lution equation vetail

; ! uction_|

catsd Second story problem: Felix worked 3 hours less than twice as many hours as Henry

3TN did this week. If the difference between the hours worked was 13, how many hours did

"2 Faiix work?

diffel

Pral This problem contains time hours

curry

Do Vhile this problem does contain one element (T) of the D = ST solution equation; speed (rate) and

— | distance are missing

Whe = ; :

Therefore, this problem is INTERNALLY CODED because at least one of the elements is = e et
Ezr: missing from a similarly quantified pre-existing solution equation (code). CLOSE PR

multiple
quantity

relational |2

related
by tfotal |

| nen-
| relational |
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|su|n. form |

15 4 47|48 &

Figure 25. This graphic animation demonstrates a concrete process that locates certain

quantities in the problem that match quantities in pre-existing solution equations that are

part of the GED Mathematics Test domain. The first example is a problem whose elements

(quantities) match the elements in the pre-existing solution equation, Distance = Rate

(speed) - Time (D = RT). Therefore, the problem is characterized as externally coded. The

second example is a problem that has one element (time) but lacks any of the other

elements that a pre-existing solution equation might have. Therefore, the problem is

characterized as internally coded.
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9) The interactive flowchart shown in Figure 26 demonstrates the determination of the third

characterization (solution equation source - SES).

This is a reminder that the utility
is in general operations
mode. Click a red button to
observe the consequence of your
answer to the question in the
diamond..

You may also go to the Main
Menu and change the mode or
click on general instructions
to show them again. o

Figure 26. Offering three modes of use (free choice, worked example, do-it-yourself) this
interactive flowchart demonstrates a concrete process that calls for the identification of
specialized terms, which are names of quantities that occur in pre-existing solution equations
(e.g., length, height, supplementary angles, rate of interest, etc.) in a story problem’s text.
This example shows the student making decisions in response to the question asked in
successive diamonds to determine a problem to be externally coded as shown in the red-

ringed circle.
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10) Choosing an icon from an inappropriate characterization group is shown in Figure 27.

Main Menu  ufilties menu w Praztice Categorizing the Problem shew external codes] e
problem | check performance ||  check answer | . [ [ change
The difference between a rectangle’s length and its width is 17 inches. . . quantity relations quantity
Choose one of the two dimensions to be the independent quantity and write
an expression that represents the dependent guantity. Remember that, in a "l"l“ﬂl ﬂ :z :
rectangle, the length is always greater than the width. multiple ?
guantity
related
- - . show the math Sii e
Instruction for characterization 2 tion wards | __TM Basics ] J'I'“ﬂﬂf'ﬂ
Relationship: This step asks you to choose between three different problem
conditions: = related
1. relational The quantities in the problem have relationships when taken as pairs b’ total
(and only as pairs), where one quantity's value in the pair is given in terms of the g
other guantity's value non-
2. related-by-total A relationship betwean twe or more quantities exists, but it is - !
through their numerically given total h ﬂ'le zx‘rzr‘hﬂ!iy coded relational
3. non-relational The problem's quantities show neither of these characteristics .
and are independent of each other's value. icon dus not corusPMd " i iﬂfﬂ!‘l’ﬂ“v
i i i ?
Ms. Stephens offers a very simple, concrete process, for deciding between the three d with the qllﬂn’rﬂy relations coded 1
options. It is called the Targst Method or TM. TM takes the mystery out of making this classificuﬁor“ ..
most important second characterization by simply locating three el ts (or-not), | il
in the problem text, enabling you to take a significant step in learning how to salve similar . , ‘external y ?
story problems. You can learn about it in any or all of three ways: figures Al fote Time equation 7 :Wsd
1 This hyperlink... Target Hethod for a textual explanation f‘ﬂ’:l] |ﬂ
2. The TM Basics button that appears for this step in the categorizing workspace fon d
offering a graphic explanation
3 The target method button on the wtifities menu for a comprehensive and
interactive flow chart explanation (recommended).
Do this... solution equation icons
When you have made your characterization decision, drag the chosen ioon, (gray
colored), so that it touches the orange rectanglular target, guantity relstions and drop 2 74 B
it (release the mouse button).
RESET the Problem IT 2829 30 1[4 33 34 35 3 |37 3639 40 d) 42 43|44 45 4 47,48 49 5 1|2

Figure 27. Characteristic icon groupings are the same color. While all but the appropriate
icons are disabled for drag and drop articulation, as a teachable moment, an error message
regarding the misapplication of a particular characteristic icon appears then moments later,
floats off the workspace.

11) Please refer to Figure 27 above and in the top left area of the Work Space. When dropped on
a target each icon expands to deploy as a graphic representation of the characteristic. Here,
the multiple quantity characteristic is represented by three different sized circles that
represent the three distinct quantities (length, width, and difference) in the story problem.
Such an action follows Marshall’s principle that “visual diagrams influence conceptual
development by functioning as an anchor for the student’s models when used to represent

problem structure as simply and uniquely as possible.” (1995).
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12) Solution equation icons deploy as graphic representations when dropped on a target as

shown in Figure 28, below.

| show external codes

Categorizing the Problem

plane geometry

area

et

13) Figure 28. Similar to characteristic icons except that the solution equation(s) associated with
a particular problem situation are shown. In this case, all solution equations that are
associated with area are shown. Not all external solution equation for a particular problem
situation are multiple. For example, the retail equation icon shows a singular Selling Price

= Cost + Profit.
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14) Hyperlinked text is shown in Figure 29, below.

Figure 29. Terms or phrases that are bold and fuchsia-colored (e.g., the term in the graphic

above, numerically), display textual or graphical representations of a term, phrase, method,
or process when clicked by the user, serving as a just-in-time avenue for effective and
efficient learning. When the item is on-screen, the utility is disabled.

15) Characterization decisions are dependent on the words that make up the problem text from
both a literal perspective and an intuitive sense developed from problem-solving and life
experiences. During the observational sessions it became apparent that an unanticipated
level of obstacle (below concrete procedural) was being encountered by the subjects as they
struggled with identifying the words critical to a particular characterization. An additional
level of scaffolding had to be constructed to support the algorithmic processes introduced
into the problem-solving process by the MS-CPU as novices had to begin the growth of

problem-solving skills on a largely literal basis. For this reason the MS-CPU allows the
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problem-solver to expose the terms in a story problem that are germane to any of the first
(named quantities), second (all terms associated with the Target Method), third (specialized
terms found in pre-existing solution equations), and fifth (terms that key the form or type of
solution called for) characterizations at the click of a button. Button placement is always in
the left-bottom corner of the Work Space. Words and phrases germane to a particular

characterization decision can be highlighted for any problem as shown in Figures 30 - 33.

Main Menu utiliies menu w Praztice Categorizing the Problem show external codes| || clssiicain
problem check performance ”_ check answer l - change ?
Th difference 1 etween a rectangle s length ar d i s width is 17 inches. quantity number quantity
Choos. 2722 . the two dimensions to - *=2 lndepenu.... yuantity and
write an expression that represents the dependent quantity. Remember multiple
that, in a rectangle, the length is always greater than the width. Quantity Nates P 7

the length is always greater than the width consideration auantiny
comes later and is independent of the categorization b
process. related ?
Instruction for characterization 1
Quantities: Choose between two different problem conditions: =

1. change quantity There is a single tonly) named quantity in the problem prane geomstcy .,W_ﬂl[dl! = v trlgolnometry L e e by total
whose value is being changed by a mathematical process(es) that necessarily area ? valume ]7] S]rrﬁfur’ ? average al N
takes place over a period of time. For example: Iris has five more dimes today ’ . | triangles (mean)
than she had yesterday. The single/only quantity is Iris's dimes and the number [ e Imgnrcqn
she has is being increased (more is the mathematical operator word) by 5 over perimefer ? fmm_ ? ?
time (yesterday to today) gl ¥ ; T
2.multiple quantity There are at least two distinetly different quantities in the M:’T‘Qlu‘i]:'tfps 7 !'Ei;?uuﬂ;he 7] =
problem and their values exist concurrently (i.e., there is no passage of time — — — - A _ intgmujlv ol
between the value established for one quantity and the value established for a Mbﬁmﬂlq[{_ distance, raig, time | percentage ded I
s=cond, third ar fourth quantity). For example: Iris has 5 more dimes than Giriole Bistaze simple Code
Kimberiy. Bath Iris and Kimberly have a certain number of dimes at the same use rates nnﬂge Time 7 " equation
instant in time T S —— T =
il j anplc et f siple extzrmaliy] o

Note: Additional information regarding any characterization icon on this utility flgurz_f_ . 2 - m coded
can be had by clicking on the gquestion marked button to the right of the icon. ‘ rmil
Any af these buttans may be accessed at any tims. To dismiss the last uation soln. form 9
instructional graphic just click on the X G !

expression
Do this... ‘

soln. form

‘When you have made your characterization decision, drag the chosen icon, seluﬁm Eqﬂ'ﬂﬁOﬂ imm numerical |
(magenta colored), so that it touches the orange rectangular target, guantity

number and drop it (release the mouse button)

Z23AGLTEIDEEINER FTRBENAZANEN

. RESET the Problem Iz’rzs BRNIRARBLETEDOALCUES

Figure 30. Clicking the show the named quantities button highlights (in red) the named
quantities that appear in the problem text. The ability to identify these quantities are critical
to the user in determining whether the story problem has multiple discrete quantities with a
value (either known or unknown) for each quantity OR a single quantity whose value has
changed over time (a beginning state and an end state). For example, this story problem
contains three quantities (length, width, and difference). In the context of the problem, the

length is Y, the width is W, and the difference is 17, so the problem is characterized as
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multiple quantity. This feature has limits on its use as noted in the Discussion chapter (pg.

124 — final paragraph).

Main Menu  utilities menu Categorizing the Problem |show external codes|

oo it e

The piFFERENCE between a rectangle’s LEnGTH and its winTH is 17 quantity relations

inches. se one of the two dimensions tobe the indep uant : L

‘and writg®n expression that represents the kpendent quality. Rememb i ity ] ‘

that, in a flectangle, the length is always grester than the widkh. ' W : - multiple |
g quantity |

. it ‘ related |
Instruction for characterization 2 3 ; quunfmﬂ*

Relationship: This step asks you to choose between three different problem
conditions: ‘ - :

1. relational The guantities in the problem have relationships when taken as pairs
{and only as pairs), where one quantity's value in the pair is given in terms of the Z | P — -
other guantity's value i i o -
2. related-by-total A relationship between two or more quantities exists, but it is
through their numerically given total

3. non-relational The prablem's quantities show neither of these characteristics
and are independent of each other's value. i ;

‘Ms. Stephens offers a very simple, concrete process, for deciding between the three.
‘options. It is called the Target Method or TM. TM takes the mystery out of making this
‘mast important second characterization by simply locating three elements (or not),
in the problem text, enabling yau to take a significant step in learning how to solve
story problems. You can learn about it in any or all of three ways:

1 This hyperlink... Target Method for a textual explanation

2. The TM Basics buttan that appears for this step in the categorizing workepace
offering a graphic explanation . _

3 The target method button on the utilities menu for a comprehensive and
interactive flow chart explanation (recommended).

Do this...

When you have made vour characterization dedision, drag the chosen icon, (gray
colored), so that it touches the orange rectanglular target, quantity refations and drop
it (release the mouse buttan). :

1234587 89DUROKRED E'i5|53?2122232¢|5|ﬂ

RESET the Problem Ia} SRR

|
:ﬂaaquiaﬂluﬁ%ﬂimﬁmmﬂ
| | |

Figure 31. Clicking the show the math operation words button highlights (in red) the
word(s) that indicate a mathematical operation; also shown are the two other elements that
the Target Method identifies: (1) the target quantity (in blue) and (2) the receiver quantity
(in fuchsia). The legend in the Work Space links color to the element type. This feature has

limits on its use as noted in the Discussion chapter (pg. 124 — final paragraph).
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Main Menu uilities menu w Prectice Categorizing the Problem show external codes
problem Lchegk——~—sqce 1 ~hack answer | o l M
The difference between a rectangle | length |1d width ig 17 inches. . Q r.—. soln. code source

Choose one of the twa dimensions ide, “.antity and | g :
write an expression that represents the dependent quantity. Remember  multiple quantity relational quans,

that, in a rectangle, the length is always greater than the width.

multiple

quantity

£ 3 = ' i relational |7
Instruction for characterization 3 ;;.ei’ii'ﬁ;é"“lml i _l

Coding Source; This step asks you to choose between two different sources for

the equation that will solve the problem (its solution equation): plana geomery | Jidg i y, trig y cantral o v related 9
1. internally coded Information drawn entirely from within the problem text area A volume ]?]‘ similar A average |j h’Y total
is used to synthesize (construct) the solution equation. No outside information | 5 - friangles Em"]

is needed o i _hﬂm f
2. externally coded Information from the problem text is used to inform (fill- Pef‘l'l'l?-f‘t_’l‘ ? ‘mmumm ?
in) the named quantities found in an apprupriate'equatinn that is always e o . “_
available for solutions to all problems that contain a particular set of named Mml'ps 7 ‘ ml:’T?ouﬂ;fps'

quantities (e.g., a problem has area, length, width, and rectangle in it so the - — . imgmgj!y
standard equation (synonomous with formula or code) for its solution will ratio & proportion  distance, rate, time percentage. coded
always be A = LW. For a list of specialized quantities (like Area), along with m = Bl Z e pra percent
the particular quantities associated with them click on the Utilities Menu and use rafes ? 1 5;3?{;2.“ ? _sm'\cpl;mm
specialized terms. S —— = e

Along with the second characterization, this third step is a pivotal ane. Tt is ‘%‘"_"I"r ? ) g.ﬂ]'"“ simple Interest

recommended that you obtain more infermation on this characterization in one or Jidtres i -—wﬁ_—

all of three ways: retail

esu_ﬂ_ﬂon
1. Thiz hyperlink... Solution Equation Sources for a-textual explanation
2. The Solution Equation Source button that appears for this step in the
categorizing workspace, above, right, offering a graphic explanation
3. The code basics button on the utilities menu for 2 comprehensive and
interactive flow chart explanation (recommended). This choice provides four p TN . o+ BES
different modes of use: (1) Free association (no problem) (2) Worked ’o‘m equatmn "m‘
example problems (3) Do it yourself, tutored, problems (4). Characterize the
problem currently in the main problem window above (tutored).

Do this...

I RESET the Problem Bz annsnusnnaundeaussqasn s 2

When you have made your characterization decision, drag the chosen icon,
{orange colored), so that it touches the orange rectanglular target, sofn. code

Figure 32. Clicking the show the specialized terms button highlights (in red) the word(s)
that are associated with pre-existing (external) solution equations. It is the responsibility of
the user to make sure that the number and kind (name) of the quantities in the problem
match the chosen solution equation. The directory of specialized terms (Figure 41, pg. 80)
provides associated terms when one specialized term has been identified. For example, this
problem has two specialized terms (length and width), so it could be associated with either
the perimeter or area of a rectangle. However, absent is the quantity area (or perimeter) and
the descriptor, rectangle, so this must be characterized as an internally coded problem. This

feature has limits on its use as noted in the Discussion chapter (pg. 124 — final paragraph).
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Main Menu  utilities menu wm m

problem | check performance | [

reclanyte, the length is always greater than the width.

The difference between a rectangle’s length and its width is 17 inches. Chaose
one of tha two dimensions to be the independent quantity and write an
expression that represents the dependent quantity. Remember that, in a

imermlly coded
problem..
S

'~

Categorizing the Problem show external codes| dasisslg;:m
Qo

change
quantity |’

Instruction for characterization 5

the solution of an equation.

expression in the problem text - it's there somewhere!

Do this...

responses will appear in this window...

Solution type: You determined that this story problem is internally coded with the
knowledge that the solution equation must be developed through the remaining
four steps of the story problem-solving process and cannot be determined during
problem categorization; the final characterization can now be completed. This
characterization asks you to decide whether the problem solution will be in the
form of a mathematical expression or a single numerical quantity arrived at by

This is the easiest aspect of the characterization process as the problem must
state explicitly how it wants the question answered. The first indicator is a
question mark at the end of the problem text. If you see a question mark the
problem is most probably of a numerical type. If it is absent look for the word

Drag the correct solution type icon to the area of the orange rectangular target
and drop it by releasing the mouse button. Instructions for checking your

from information
. ; confained entirely
multiple quantity relational qunvsl within the problem.
f mltiple o
/ quantity
soln. an infernally coded ‘
show solution type problem does not relational |7
: have a pre-existing
solution equation .
plane geometry solid geometry  trigonometry associated with it related
Slkll|ur‘ I average by total
| area |7 volume H m 'M el |
i ‘ hagorenn non-
perimeter |7 P j ’
I M—J relational
| Icmgular 2 Iungulur
relaf ps)’ ' relationships | * :
: o . - internally 9
t roportios dlsh;'l::rate.time spg'msmag: coded {
simple Distance »| simple percen
! use rates |7/ aefe Time 1 equation j
similar | o) conplex Distance | | simple interesti externally y
figures |’ teTime |/  equation | coded
retail
S juation soln. form
expression | -
soln. form
solution equation icons numerical | °

1

2345678 90N RPRBUBKTBONA223245%

RESET the Problem Ima 2930 313233 3 353 37 38.39 40 41 42 43 8445 46 47 48 4950 A1 B2

16) Figure 33. Clicking the show solution form terms button highlights (in red) the word(s)

that are associated with the current problem’s solution type (expression or numerical). If the

word expression is contained in the problem text, the solution type is, without doubt, an

expression. If the problem ends with a question mark, the solution type is most probably

numerical, but a check of the problem text for the absence of the word expression needs to

be made to confirm that the characterization is numerical. This feature has limits on its use

as noted in the Discussion chapter (pg. 124 — final paragraph).
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17) Graphic presentations of every pre-existing (external) solution equation in the GED

Mathematics Test domain are available as shown in Figure 34.

Main Menu utilities menu w Practice

problem | check performance || check answer |

The difference between a rectangle’s length and its width is 17 inches,
Choose one of the two dimensions to be the independent quantity and write

show external codes|

soln. code source

Categorizing the Problem

Coding Source: This step asks vou to choose hetween two different sources for the
equation that will solve the problem (its solution equation):

1. internally coded Information drawn entirely from within the problem text is
used to synthesize (construct] the solution equation. No outside information is
needed
2. externally coded Information from the problem text is used to inform (fill-in)
the named quantities found in an appropriate equation that is always available for
solutions ta all problems that contain a particular set of named quantities (e.0., a
problem has arez, length, width, and rectanglz in it so the standard equation
(synonomous with formula or code) for its solution will always be A = LW. For a
list of specialized quantities (like 4rez), along with the particular quantities
associated with them click on the Utilities Menu and specialized terms.
Along with the second characterization, this third step is a pivotal one. It is
recommended that you obtain more information on this characterization in one or all
of three ways:

1. This hyperlink... Salution Equation Sources for a textual explanation

2. The Solution Equation Source button that appears for this step in the
categarizing workspace, above, right, offering a graphic explanation

3. The code basics button on the utilitiss menu for a comprehensive and
interactive flow chart explanation (recommended). This cheice provides four
different mades of use: (1) Free association (no problem) (2) Worked example
problems (3) Do it yourself, tutored, problems (4). Characterize the problem
currently in the main problem window above (tutored).

Do this...

When vou have made your characterization decision, drag the chosen icon,
(arange colored), so that it touches the orange rectanglular target, soln. code
source and drop it (release the mouse button).

an expression that represents the dependent quantity. Remember that, in a multiple quantity \relational quans.
rectangle, the length is always greater than the width.

- — show th Solution Equation
Instruction for characterization 3 | epselaaed fpml I i (mi"gm-u_

plane geometry 'so

area |7 b i
| perimeter |7 I |w+hagongn j

angular ?5 angular j
relationships | relationships

rﬂpwﬂmdmn:e, rate, time ‘. mgnhgn :
[ soa | o| simple bistance] 5| simale percent]
| userates & e T i

! ‘Eﬂﬁﬁn
 similar ’d:wuuigm ?;di@l:inmsf

| ff@"ﬁ Tate Tine. 2quation

=

‘solution equation icons

21456785 DN PEKREBTREOANRARSME

RESET the Problem Is CEEET

Solution Set List and

Solution Equations

Area

Triangle A =%
Rectangle A=lw
Square A=s?
Trapezoid A= w
Circle A=Tr
Perimeter
Any figure with more than 2 sides.
P=5s1+s2+5s;3..
Circle {circumference) € =d
Angular Relationships
Complementary ~ La+Lb=90"
Supplementary La+Lh=180
Camesponding La=Lh
Alternate Interior ~ La=Lb
Alternate Exterior  La =Lb

Supplement.by Elim. £a +Lb = 180°

Volume
Rectangular solid V= Jwh
; s lwh
Right Rectangular Pyramid V=
el Vo
3

Sphere  V=——

Similar Triangles
sides are proportional
side Aq/sideB; = side A/side B,

more...
—

Figure 34. Fundamental to the categorization of story problems is the possession, in long

term memory, of the various external solution equations that a GED student (or any story

problem-solver) will find necessary to solve a problem that is externally coded. Clicking the

show external codes button on the right side of the MS-CPU, above the Work Space

displays a two-page graphic with all of the pre-existing solution equations (codes) with which

the GED student must be familiar. The question-marked areas in the solution equation

section of the Work Space produce similar graphics, but only of a particular family or set.

Presenting the codes all at once may produce some additional learning benefit as the student

reads even those that are not of interest until the search concludes.
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18) Of critical service in learning to categorize story problems is the Worked Examples (WE)

utility shown in Figures 35 — 39 (Auto Movement is On mode).

Worked Examples EXIT ||Auto Movement
Click nm or back (when Worked

_ ovalble) shows fhenext or g ofos is ON
provious step

First Characterization Step Information & Instructions Categorizing the Problem
Quantifies: This step asks you fo choose between two different problem conditions- change
1 change quantity There is asingle (only} named guantity in the problem whose value L R Y, |
s being changed by emalscal proa&es(&} that net&e_saﬁ_?ytak&;_placg overa igle
= e - quantity
2 multiple quantity There are at least two nt quanti related
and their values exist concurrently (ie., th passage | Ve : value quantities
established for one quantrty and the value estab):&hed‘forasecond, m?rd.or‘fourth -
quaniity). For exa@pbg Iris has 5 B dimes than K_Imber.'y Both Iris 2nd Kimberiy have related
a certain number of dimes at the same instant in time. by total
Do this... | e e
: X : ) B i relational
Click NEXT fo have the correct characterization icon dragged and dropped on the a ungilur 7
orange guaniities number target by the tutor You may also click BACK, when available, | lv.i l.‘%unsln { afi ‘E h
1o reverse the process (only in automatic mode : inernally
BIEES AN, ) o popotion diar ot e percentage el
; i
You can change 1o Drag and Drop mode by clicking the Auto Movement is ON bution || use rafes *'"’ﬁ’" v panee mw =S
any time it is available and then choose the characterization icon yourself, dragging it T sl nrerest] externally
from the icon stage and dropping it on the orange target. The BACK button is not f'ﬂn_:'; i "ﬁﬂm I mgunﬁan coded
available in drag and drop mode. Note: the show the named guantities button in the i ) 1 T i —
lower left of the workspace can be clicked to show the named quantities in the problem | £quation soln. form
windaw below, in either auto or drag & drop mode. - - expression
Currently Working This Problem... |
I NEXT ' Kendrick raises pigeons. He has six more than twicz as many pigeons now than he I
- = had 6 months ago. I he has Y pigeons now, write an expression that represants h soln. form
' \Wite an exprassion that represents what each sea shell must have cost her many pigeons he had 6 months ago. numerical

Figure 35. Arguably the strongest method for effective and efficient delivery of pedagogy is

worked examples. In this example, the MS-CPU worked examples utility (WEU) is running in
the Automatic Mode that demonstrates each step for each of the five characterizations at the
click of the NEXT button. An example problem has been selected and appears below the
Solution Equations staging area. The first characterization instructions appear in the
instructions window, waiting for the user to read them, and then to click the NEXT button,
the result of which is shown in Figure 36. Note that the green button, center top, shows Auto

Movement is ON. The WEU user interface is virtually identical to the MS-CPU.
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Worked Examples EXIT

gy e 0N Auto Movement
i or .
s s

available) shows 1hz next or

provious step Eisn
First Characterization Step Information & Instructions
Quantities: This step asks you fo choose between two different problem conditions:

1. change quanfﬂy Thereisa sii‘lgje {only) named quantsty In the problem whose value
is bemg changed by: mﬂmﬁlml pﬁxms(e&)thal ﬂetasarzkﬂakes place over a

acertain nm_berofdrnes at the same mshm in time.

Do this...

Click NEXT to have the correct icon ¢ d and dropped on the
orange quantities number target by the tutor. You may also click BACK, when available,
1o reverse the process (only in automatic mode).

You can change to Drag and Drop mode by clicking the Auto Movement is ON button
any time it is available and then choose the characterization icon yourself, dragging it
from the icon stage and dropping it on the orange target. The BACK button is not
available in drag and drop mode. Note: the show the named quantities button in the
lower left of the workspace can be clicked to show the named quantities in the problem
window beiow, in either auto or drag & drop mode.

change
quantity numbar qua
show the named
quantities

: similar
A |f | mgﬂ |

pythagorean
e

M| classification
icons

change
quantity

multiple
quantity

Write an expression (hal represents what £ach sea shellmust have cast her

Currently Working This Problem...
Kendrick raises pizeons. He has six more than twice as many pigeons now than he
had 6 months ago. Ifhe has Y pigeons now, write an expression that represants he
many pigeons he had 6 months ago.

Figure 36. In this example, the MS-CPU Worked Examples (WE) utility has been advanced by

clicking the NEXT button. The animation begins with the arrow cursor moving to the change

guantity icon, the cursor changes to a hand and begins to move the icon to the first target,

as the user would do in the MS-CPU. Note the Problem Category Characterizations in the

upper right margin of the MS-CPU for posting each correct characterization.
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Change Quantity

Figure 37. The animation is complete with the change quantity icon in place and the
characteristic posted. The current problem window is under the instructions window as usual
unless the instruction window is too large (as it was in the previous step), in which case it
goes to the side. The system is waiting for the user to click the NEXT button which produces

the user interface shown in Figure 38.
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EXIT
Click next o back (when
aw:ml_ubh:;:rmh(umnr Et’:,::gs

B i

Auto Movement
is ON

Reasons for 1st Characterization
- i

Currently Working This Problem...
Kendrick raises pigeons. He has six more than twice as many pigeens now than he had
6 months ago. If he has Y pigeons now, write an expression that represents how many
pigeons he had & months ago.

Categorizing the Problem

® R
et sl SR e i i IR TSI Vst Rl TV B a1 =TI T
. Fran sells sea shells for ¥ doilars each. She makss a profit of 50% at this prce.
) \Wirite an expression that represents what each sea shell must have cost her

Change Quantity

soln. form

expression
R

soln, form
numerical
| ——— |

Figure 38. The rationale for the first characterization shows in the instructions window and

the quantity names are highlighted automatically in the problem window. The system is

waiting for the user to click the NEXT button which produces beginning step of the next

characterization (guantity relations) shown in Figure 39.
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WQP ked EXQMFM EXIT Auto Movement
click next or back (when Worked

- valble) shows he rext ot o is ON
pravious step ¥

Second Characterization Step Information & Instructions
Relationship: This step asks you to choose between three different problem conditions:

1. relational The quantities in the problem have relationships when taken as pairs (and
only as pairs), where one quantity's value in the pair is given in terms of the other
quantity's value b

2 related-by-total A relationship between two or more quantities exists, but it is through
their numerically given total

3. non-relational The problem's quantities show neither of these characteristics and are
independent of each other's value.

Ms. Stephens offers a very simple, concrete process, for deciding between the three
options. It'is called the Target Method or TM. TM takes the mystery out of making this
most imporiant second characterization by simply locating three elements (or not), in
the problem text, enabling you fo take a significant step in leaming how fo solve story
problems. You can leam about it in either or all of three ways: (1) The target method
Interactive Flow Chart explanation (recommended). (2) The blue TM Basics button in
the categorization workspace for a graphical explanation. (3) This hyperiink. .. Target
Method for a textual explanation.

Do this...

Click NEXT to have the correct characterization icon dragged and dropped on the
orange quantity relations target by the tutor. You may also click BACK, when available,
10 reverse the process (only In aufomatic mode).

You can change to Drag and Drop mode by clicking the Auto Movement is ON bution
any time it is available and then choose the characterization icon yourself, dragging it
from the icon stage and dropping it on the orange target. The BACK buiton is not
available in drag and drop mode. Note: the show the math operation words button in
the lower Jeft of the workspace can be clicked to show ifre math operation wordy(s) in the
problem window to the right, in either auto or drag & drop mode

L J| eack |

) '] =
quantity relations

\change quantity

)

classification
icons

change
quantity

multiple
quantity

related
qm:nﬁ?ics- |

show the math | :
operation words JMI

plane geometry solid g ry trigonometry central fendency
: o
area | 1 volume | | “’;EW‘L mﬂ?@“ I
‘ perimeter |F"\fhh"9”"’""
angulor angulor
| rdu?%unslligs | i-da?%nshigsl
m‘m‘ M di!hllﬂ!‘ mhe,time:--‘"_‘ { 2
[ o | single vistance]  simple percent]
erats | ez | smepes
similar | ;wmum  simple interest
figres Tne | | eqaton |
retail |
__tquation

Currently Working This Problem...
Kendrick raises pigeons. He has six more than twice as many
pigeons now than he had & months ago. If he has Y pigeons
now, write an expression that represents how many pigeons he
had & months ago.

Figure 39. The second characterization instructions appear in the instructions window,

waiting for the user to read them, and then to click the NEXT button, continuing the worked

example illustration. The steps in the categorization process proceed in this manner until all

characterizations have been completed. At any time during the Auto Movement is ON mode,

the user may click the BACK button to go back one step continuing to use either button for

the desired result.

The second mode of the WEU is Drag and Drop is On. This mode duplicates the usage of MS-

CPU in its manipulation of the characteristic icons. However, immediate feedback is given

upon dropping an icon on a target which is felt to provide a better learning experience for a

preparatory activity. The BACK button is disabled in this mode. Ideally, the student will

begin using the WEU in the Auto Movement is On mode, switch back and forth between it

and the Drag and Drop is On mode with advanced understanding, and use the Drag and
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Drop is On mode exclusively for the last two or three problems (there are seven). The
student then closes the WEU, returning to the MS-CPU possessing a familiarity with and
knowledge of the categorization process.

19) Words that indicate mathematical operations (+, -, *, +, 2, 3. V) are found in an always

available wordlist as shown in Figure 40.

Words That Indicate a Mathematical
Operation Listed by Operation

The only requirement now, is for you to search for words that
indicate math operations in a story problem text...

If you find the word, tetal {or a synonym), the target method process
asks whether or not the total is given numerically,

1-2-32 4858 789 01 EBH-EEEBEMH'EEHE&

Figure 40. As a sub-utility, a list of words in tab form is given, cataloged by the mathematics
operation it is most closely associated with. Care is taken to negate the implication that these
words absolutely mean the operation that they are listed under — only that they indicate
some mathematics operation. Its absolute meaning in the context of the problem is

determined by other means later in the problem-solving process. A wordlist is a valuable tool
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in the Target Method of determining whether a story problem is re/ational or not by the
presence or absence of mathematical operation words (MOP) in the problem text.

20) Specialized terms are words that name a unique quantity; one that can be found in a pre-
existing solution equation (e.g., length, width, rate, time, profit, etc.). A directory of such

terms and their association with other such terms is found on the utilities menu and is shown

in Figure 41.
Main Menu  utilities menu w m
general... alphabetical order
problem [Ereeneeesses 1 |

If area and the following words in red are present in the  fse ']\ bases 1,2 7]\ oo | depth M diameter 7]\ height ]
problem it is externally coded with the descriptor (in blue): - - . .
rectangle (length s width) A=lw heter I\ radius ] | side ]] sides 1,2_3,][ ratio ]\ widih ]
triangle (height » base) / 2 A=bh2
parallelogram (height  base) A=hb Lhips...

The difference between a rectang|
one of the two dimensions to be
expression that represents the de|
rectangle, the length is always g

SrEeliemading A=mir — = ” di Iternat Iternat
square (side  sidle) A=g? e ]‘ i *]l fikh ‘r] ] e ]\ g "”Fﬂ
Instruction for chardhombus (height s basc) A=hb
Quantities: Choose between two dif T2PeZ0id M;’“ﬂi' height A =[i31 ; by }h

1. change quantity There is a single (only) named quantity in the problem whose
value is being changed by a mathematical process(es) that necessarily takes
place over a period of time. For example: Iris has five more dimes today than she
had yesterday. The singlefonly quantity is Tris's dimes and the number she has is
being increased (more is the mathematical operator word) by 5 over time
(yesterday to today)

2.multiple quantity There are at |east two distinctly different quantities in the
problem and their values exist concurrently (i.e., there is no passage of time
between the value established for one quantity and the value established for a
second, third or fourth quantity). For example: Iris has 5 more dimes than
Kimberly. Both Iris and Kimberly have a certain number of dimes at the same
instantin time

‘ similar tr‘!ung{zl . | tri, 1side or trmnglz? ® | i 2sideor
friangles hugh' hypotenuse | e height ® | hypotenuse

proportion...

; somme ®  another rresp, L espanath
| F”'PV”W"] lqunmi?yl]. gyt | = | Sz Jo lommr

similar figures...

imila id ® | another sick corresp. side | @ | corresp another
[ IB e [ (== R

average (mean)...

Note: Additional information regarding any characterization icon on this utility
can be had by clicking on the question marked button to the right of the icon.
Any of these buttons may be accessed at any time. To dismiss the last
instructional graphic just click on the X

simple percent...

[ percent ]:
DRT (dist., rate, time)..

] | stoee ]— ) J" g ]

QUenage. —fwmufngrnupnf numbzf of
(megn) ) = | ninters .\ numbers

]OJ whole ]

retail equation...
\ Sﬂ”\'ﬂgpn‘ulzl cost ]-|-
simple interest...

1 interest ]:I principal ].\ interest ].lﬂm(ymrs)]

Do this...

rofit
morgvn)

When you have made your characterization decision, drag the chosen icon,
(magenta colored), so that it touches the orange rectangular target, quantity
number and drop it (release the mouse button)

(amount)

27282930 313233343536 37 383940 41 4243 M4 45 46 47 48 4950 Bl B2

Figure 41. A determination for the third characterization (solution equation source) as to

whether a story problem is externally coded (a pre-existing solution equation) or not is a
result of the examination of the quantity names present in the problem text. In this graphic,
a specialized term, length, is present in the current problem. The specialized term utility is
accessed from the utilities menu, and the term length is clicked. A graphic that names the
quantities associated with length along with a descriptor (e.g., rectangle, triangle, circle, etc.)

shows all possible solution equations in the GED Mathematics domain enabling the problem-
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solver to determine if all quantities and the descriptor are found in the story problem. The

graphic has a mouse-over feature that enlarges it and is shown above in that state.

21) A compendium of all terms and phrases with special or unique definitions in the context of

the MS-CPU are contained in a Glossary as shown in Figure 42.

- |
Glossary of Terms for MSASPT
Categorization Utility
The difference between a re

Choose one of the two dime-ff ABC | DEF | GHI - MNO]PQRS-NXYZ

write an expression that rep|

that, in a rectangle, the lengt D E F
| =

Instruction for cha

Quantities: Choose between twg

Main Menu  utilities menu ELEMENTS - Target Method
.. elements refers to three features that might be found in a
story problem as defined by the Target Method (TM). The

three elements are:

problem

- aword fhat indicates a math operation (MOP) Is fo take
place

- atarget named quantity for the math operation to act on

+ areceiver named quantity of the new value produced by
the interaction of the MOP and the target

Lo o = L

] 1l three of these elements are present in the problem fext
| § the problem must be relational unless there is reference to a
| | fotal and it is given in numeric form. In this case, relational is
L overridden by related-by-total. For more information and an
interactive flow chart of the Target Method go to the Utilities
Menu and click on target method.

1. change guantity There is a
whaose value is being changed bi
takes place over a period of tim)
than she had yasterday. The sin
she has is being increased (mo
time (yesterday to today)

2.multiple quantity There are|

: CLOSE
problem and their values exist
between the value established fd I 7
second, third or fourth quantity) coded
Kimberly. Both Iris and Kimber - -
instant in time mm‘lny ? |
Note: Additional infermation regarding any characterization icon on this utility | coded

can be had by clicking on the question marked button to the right of the icom.
_Any of these buttons may be accesced at any time. To dismiss the last
instructional graphic just click on the X

Do this...

When you have made your characterization decision, drag the chosen icon,
(magents colored), so that it touches the orange rectangular target, quantity
number and drop it (release the mouse button)

E2345ﬁTEEDHEGHEEHEEEiEEZZESEHEZ’:

RESET the Problem Inaan:lr. VDRUBE T BB LG UES T BN L2

Figure 42. The figure shows the definition of £/lements under the DEF tab.
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22) A Student Performance Report Chart is offered at certain problem intervals as shown in

Figure 43.

comments

ouareoffto agood start. Youhave

Quantity
Number

L&t
1
|
|
|
1
1
|
|
1
|
|
|
|
|
|
|
|
1
|
|
|
|
|
|
]
|

dlassificatio
(5) problems the first attsmpt starate.
of 8. Use shouid prabably use the

percent afrelations clcsfestians that l
youhave chosen carrectly isless than 751,
| (o). Wi there are many problemsleft

for youta practice and imprave your shilt
| inthis classficationit woud probably be

1
ozl

Relation-
ships

| vouseofito s gaod start. Yauhave
correctlysed the solution equation

Solution
Equation
Source

five (5) prablems the first attempt st

rat= of Bok., Lize the qusstion mark

bultans to the right of eachaf the two-
bink ] e e

auzreofft d srart. You have
correctly used the solution equatian
first

Solution
Equation

firstive

(5} problems the first attempt st arate

S8 A O 1 R 1 4 4 S b b b | efen usethe questionmark buttons to

| ez ot eachof the twa solution
o

Youare off to anacellent start. Youhave

‘correctly wsed the solution type

| classiicationto categarize the first five
(5) prablemsthe first attempt at 3 rate of

100z, The next comment will occr ance

youhave dane 10 problems.

Solution
Type

| B E R O e et R

Figure 43. At problem intervals of 5, 10, 25, 40 and 52 — data is imported from the student

model and represents knowledge component acquisition in the form of step performance. In
this example, the student has completed the categorization of five story problems. The
performance for each characterization appears in a graph with a comment on the

performance from the tutor to the right of each graph.
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23) A Progress Monitor displays categorization efficiency at a glance as shown in Figure 44.

MainMenu  utities menu wm

problem

A meter stick is broken into two pieces. Efane piece of the meter stick is Y
centimeters long, write an expression that represents the length of the
other piece in centimeters. You need not include the unit, centimeters, in

Another hint: centi- is Latin for what?

your answer. Hint: what is the total length of 3 meter stick, in centimaters?

Instruction for characterization 2

Relationship: This step asks you to choose between three different problem:
conditions:

1. relational The quanhtm in the prohlem have re\atlunsh\ps when taken as
pairs (and only as pairs), whera one guantity's value in the pair is given in
terms of the other quantity's value

2. related- hv ~total A relationship between two ar more quantities exists, but
it is through their numerically given total

3. non-relational The _prublefn ‘s guantities show neither of these
characteristics and are independent of each other's value.

Ms. Stepher;s affers a very simple, concrete process, for deciding between the
threa dptmns It is called the Target Methﬂ?d TH. TM takes the mmerv outaf'
making this mast important second charawenzahon by simply lacating three
elements (or mt]. in the problem text, enabling you to take a slgmfroant .step in
learning haw to solve story prub]errts. You can learn about it in any or all of three
ways:

1 This hvnerhnk. Taraet Method for a textual explanation

2. The TM Basics button that appears for this step in the categorizing workspace
offering a graphlc expla natlon
3 The targal ‘method button on the utilities menu far a comprehensive and
interactive ﬂtm chart expla nation (remrnmended]

Do this...

When you have made your characterization decision, drag the chosen i.mn, (.g(a
- colored), so that it touches the orange rectanglular target, quantity | relations and
drop it (release the mouse buttan).

Categorizing the Problem d“ﬁmﬁ:ﬁ""
- change
Qe quantity relations quantity
le
mulfiple
quantity
— related |
]"'_""_'u“"w.,"".‘..f',ll TM Basics _| quantiti
plane geometry related I
W average. by total
— relational
— internully!
coded |
use rates —
— externally
similar
e
soln. form
expression
saln. form |

1450 TEI DD BEHERTEDANADBUBN

RESET the Problem B2 m 232 3¢ 35 37 28 39 40 41 4243 00 .45 a7 280950 51 B2

Figure 44. The bands just below the WS-CPU indicate by color (green, yellow, red),

performance on each problem as well as when a student is ready for testing. The example

shows two problems done with no errors (green), two problems done with at least one error

on the first try, but no errors on the second try (yellow), and one problem done with at least

one error in each of the first two tries (red).
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24) Once a sustained level of categorization proficiency is reached the student may elect to take

a categorization test of twelve story problems as shown in Figure 45.

Good luck on your test! All check boxes are live so your categorization can be done in any order, but you are encouraged to use the same order
that Ms. Stephens advised at the beginning of the practice session. When all five classifications are complete the grade this problem button will
light. If you are satisfied with your answers, click the button. You may change your answers all the way up to clicking this button.

Upon clicking the button, your problem will be examined with all correct answers showing in green and those that are incorrect in red. In addition, a
percent score will be posted for each problem. There are 12 problems. When the last one has been graded, an end of test, click for results button
will appear. Click the button and a detailed review of your test will be presented for your examination.

Figure 45. The student can elect to take the test when advised by the tutor (after ten
consecutive correct categorizations) or after having completed all 52 problems. The test must be
taken and passed with a score of at least 90%. If the test is not passed, the student model is
consulted along with the test results to construct a remedial plan for the student. After
completion of the plan, the student repeats a similar test of twelve problems. The checkboxes
used on this test closely approximate the characterization selection mechanism used for the
computer-administered GED Mathematics test as well as duplicating the categorization UI on the
MSASPT.

This completes Section VII and the Introduction. The following Methods chapter will describe
how the MSASPT Categorization Step will use formative research to produce an optimum design

for teaching GED students how to categorize story problems for use in constructing and retrieving
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schemas containing the declarative and procedural knowledge required to solve a certain type of

problem.
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CHAPTER 2

RESEARCH METHODS
Section 1: Purpose of the Study:
The purpose of this study was to identify, from the perspective of the GED Test affiliated study
participant, the particular modifications to the Ms. Stephens’ Categorization Practice Utility (MS-
CPU) learning environment that would provide the greatest possible effectiveness, efficiency, and
appeal for the participant. These modifications have prepared the system for further study as to
its efficacy in teaching GED Mathematics Test Preparation students a story problem
categorization taxonomy using a yet to be determined method of summative research. Such

modifications are broadly made according to their user interface or pedagogical association.

Section 2: Research Approach:

The MS-CPU facilitates the categorization of story problems using a taxonomy that serves both as
a problem type identifier and an initial appraisal of its deep (solution) structure. The utility
teaches the student how to take the critical first step in a larger tutoring system used to teach
story problem solution over five steps. Both of these tutoring systems are innovative in their
pedagogical principles as they work to circumvent the previously discussed inability of many
students to assimilate conceptually centered story problem solution teaching. This unique
pedagogy requires a very strong synergistic and intuitive setting for the many components of the

user interface.

The extensive variability in this system involving a unique pedagogy, critical help timing,
availability of multiple help streams, idiosyncratic terminology, and intuitive use, required an
initial level of research to prepare the system for use in subsequent studies that would more
quantitatively address its effectiveness. The framework chosen for conducting this initial

research was the project implementation category of formative research. By definition, formative
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research (or evaluation) takes place before or during a project’s implementation with the goal of

improving a project’s design and performance.

Using largely qualitative methods that are verbally and visually sourced, descriptive information
was collected and used to apprehend the aspects of MS-CPU program that caused extraneous
cognitive load (ECL). Additional information collected in this manner as well as designer input
was used to ascertain why an aspect worked or why it didn’t, and then used to mitigate the
identified difficulty through modification of the system'’s user interface, re-alignment with or

adjustment to pedagogical principles, or both.

The descriptive information was produced using a collaborative approach between the participant
and the investigator with questions and answers originating from both as the participant used the
MS-CPU. Notes were taken by the investigator under various headings for the categorization
practice utility and its sub-utilities, producing a rich collection of needed change descriptions and
a keyword or two for its possible mitigation as well as any positive aspects of the program the
participant felt strongly enough to note. A very productive source of needed change was the in-
depth interview (IDI) conducted after the post-test. The questioning regarding each of the five
characterizations about how they arrived at their answers yielded the underlying pedagogical

causes for the participant’s characterizing misidentifications.

Section 3: Participants:

Study participants were purposefully drawn from the general adult population with the stipulation
that each had been involved in a GED Test Preparation regimen. There were no other conditions
attached to study participation. The research location requirement was simply that the site was in
reasonable proximity to the participant’s residence and possessed a physical environment that
provided for privacy and concentration on the task. All but one research session took place at
libraries in the Phoenix area that offered reservations for at least two hours of time in a study

room in the physical building. The session that did not take place in a library study room was
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conducted in the participant’s home due to parental responsibilities. There were two iterations of
the study, each requiring three participants for a total of six that met the selection stipulation of

having been involved in a GED Test Preparation regimen.

Each participant was observed using the MS-CPU. The observation session was the central
method of the study, was collaboratively open-ended and lasted for 70 to 80 minutes. The
participant was encouraged to think aloud and ask questions even as the investigator asks
questions and explains both pedagogical and user interface difficulties when the participant
shows signs of confusion. The collaborative nature of the session led in many different directions
through each study iteration, providing critically rich information with which to engineer the

system for greater effectiveness and appeal.

Section 4: Data Collection Tools:

Data collection instruments consisted of an open-ended investigator observation form (Appendix
A) for each of the following major utilities: the Main Categorization Utility; the Worked Examples
utility; the Target Method Flowchart; the Solution Equation (Code) Source Flowchart. Each
observation form was divided into five sections: Comprehension of Instructions;
Comprehension/Use of Definitions; Categorization Flow; User Interface Intuitiveness;
Miscellaneous Observations. A 12 story problem pre-test (Appendix B) and a 12 story problem
post-test (Appendix C) were used to measure improvement in the participant’s ability to
categorize story problems using the given taxonomy and also to reveal deficits in the system
pedagogy. Problems were worded differently but categorized similarly across both tests. Finally, a
Likert scaled survey (Appendix D) for each of the four major utilities named above was

constructed with a varying number of questions dependent on the utility or flowchart.

Section 5: Procedures:
Final Arizona State University IRB approval was granted on the 2" of August, 2017 (Appendix S)

and research began on the 11™ of September with the first participant. Two iterations of the
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study were conducted with each research session following the same event sequence once the
preliminary study information sheet was read by the participant and the consent form signed.
After each iteration, the data collected was used to mitigate system difficulty before the next
iteration was conducted. The second mitigation was expected to prepare the system for more
directed research. The session began by asking the study participant to read a short
informational page regarding the purpose and nature of the study (Appendix E). A description of
the story problem categorization protocol was read (5-8 minutes) describing how each of the five
characterization decisions that make up the taxonomy is arrived at (Appendix F) followed by a

paper and pencil pre-test of 12 story problems for the participant to categorize.

A collaborative observation period of 70 to 80 minutes began following completion of the pre-test
with the participant encouraged to think aloud and ask any and all questions that came to mind
regardless of participant-determined import. The investigator, as well, asked questions and gave
operational advice as deemed appropriate in a conversational atmosphere conducted to discover
the difficulties present in the system from the participant’s perspective. Data were recorded in
the form of notes written in the relevant section of the Observation Guidelines (Appendix A) and
collected continuously throughout the observation period and for 5 — 10 minutes after the

observation session to annotate previous entries for clarity and context.

Additional data was collected from a survey (Appendix D) for the major utilities named above in
the Data Collection Tools section (Main Categorization Utility; the Worked Examples utility; the
Target Method Flowchart; the Solution Equation (Code) Source Flowchart). The post-test was
another source of data as incorrect answers in concert with an additional conversation with the
participant exposed learning dissonances that are present in the pedagogy and need remediation.
Other, quantitative data were collected from the difference in the pre-test (Appendix B) and post-
test (Appendix C) scores for each characterization and for each iteration and for post-test scores

from each iteration.
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Section 6: Data Analyses:

Data was collected identically for each of two iterations from observation sessions, surveys, and
informal post-hoc interviews and consisted of the event that caused an extraneous cognitive load
or some other difficulty and its location within the system. The originator of the event may have
been the participant or the investigator and may have been the product of observation, a
question, or an answer. The analysis proceeds from eight tables: four for the first study iteration
concerning the four major utilities and another four for the second study iteration concerning the
same four major utilities. Each table had three qualifying rows. The top header was either user
interface (UI) or pedagogy (PED). The second-row sub headers were intuitive use - appeal (IUA)
and extraneous cognitive load (ECL) under the UI header. Under the PED header were the
categorization (CAT) and characterization (CHAR) subheaders. CAT referred to the overall
categorization process while CHAR referred to each of the five characterizations that constitute a

story problem categorization.

The third row of headers was a pairing of table cells that contain the problematic data on the left
(the obstacle) and the method of correction (the mediation) on the right. Each of these four pairs
lies in continuous columns below the second-row subheader (IUA, ECL, CAT, and CHAR) as
shown for the Worked Examples first iteration by the abbreviated Table 1 below. The eight

tables, each headed as in Table 1 are located in the Appendices G — N.

Ms. Stephens Categorization Process Utility (MS-CPU 1.1)
WORKED EXAMPLES UTILITY - 1st Iteration

user interface (Ul) pedagogy (PED)

intuitive use and |extraneous cognitive categorization (CAT) characterization
appeal (IUA) load (ECL) & (CHAR)

obstacle mediation obstacle mediation obstacle mediation obstacle mediation

Table 1.
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To measure the overall effectiveness of the obstacle mitigation implemented on the system when
taken as a single entity, pre-test scores for the first iteration’s participants were averaged along
with post-test scores. A comparison of the two average scores was used to determine whether
participant performance improved from pre- to post-test for the first iteration. The same
procedure was performed for the second iteration. A second comparison between participant
performance improvement scores for each iteration was performed to determine whether
improvement in pre- post-test scores between iterations occurred. See Table 2, pg. 103, in the

Findings chapter.

To measure the effectiveness of the obstacle mitigation implemented on the system as it relates
to a specific characterization, participant pre and post-test average score differences for each
characterization were measured in the first iteration and participant pre and post-test average
score differences were measured likewise in the second iteration. The average differences for
each characterization for each iteration were then compared to one another. See Table 3, pg.

107, in the Findings chapter.

Research session-ending Likert-scaled surveys concerned with each of the four major utilities
mentioned above and for each iteration were administered to provide additional depth to the
observational data. The participant replies to a total of 44 questions were entered into an Excel
table structured to produce the percentage for each of the six response types (not used, strongly
disagree, disagree, no opinion, agree, and strongly agree) along the Likert scale. The analysis
was done to compare the differences between corresponding percentages associated with each

iteration. See Table 4, pg. 108, in the Findings chapter.

Section 7: Ethical Considerations:
Except for the signed consent document, no study instrument was directly or indirectly

associated with the identification of the participant. All completed study materials were kept by
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the investigator in a secure environment. No previously collected study information was

disseminated in any form to any subsequent participant.

Section 8: Trustworthiness:

Observation and conversation throughout the study provided ample evidence that the
experiential similarity of the study participants to the GED Test population target demographic
produced a commitment to an honest performance from the study participants. Additionally,
shared economic and social difficulties and disadvantages tended to strengthen this commitment
and produce a study, dependent on an honest evaluation of the MS-CPU, which was valid and

trustworthy.

Section 9: Potential Research Bias:

The potential for investigator bias did exist as the object of the study, the MS-CPU, was designed
and developed by the investigator. However, the motivation to produce an effective system for
teaching story problem solution came from a heartfelt desire to increase the number of GED
graduations. Any possessed bias as to the dismissal, or deferential treatment of the data was
fully managed by the investigator’s desire to provide the best possible opportunity to pass the

GED Mathematics Test for GED Test Takers.

Section 10: Limitations:
Time constraints for each session (2 - 22 hours) prevented each participant from using all of the
various utilities and sub-utilities in the system. Care was taken to make certain that all of these

experiential programs were used by at least one participant over the two iterations of the study.
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CHAPTER 3

FINDINGS
Section 1: General:
The MS-CPU primary user-interface contains a story problem window, an instructional window,
and a workspace (Figure 5, pg. 44). Within this user-interface, the Main Menu provides access to
the operational features of the system (Figure 19, pg. 59) and the utilities menu provides access
to major utilities available for additional explanation and practice (Figure 20, pg. 60). Just-in-time
clickables (buttons — lower left of Work Space and hyperlinks in the instructional text) placed
proximally to the task serve to access several other sub-utilities in addition to definitions for
phrases and terms that have specific meaning in the MS-CPU categorization process (Figure 29,
pg. 68). All of these utilities and sub-utilities serve to concretely illustrate and define the decision-
making process for each of the five characterizations that make up a story problem’s category
and its solution appraisal as well as serving to lower intrinsic cognitive load with a modular rather

than molar pedagogical approach (Gerijets, et al., 2004).

The goal of this formative research was to maximize the MS-CPU tutoring system’s effectiveness,
efficiency, and appeal as experienced by people who would have had the occasion to use it in
their preparation to take the GED Mathematics Test were it available. Each of the six participants
was able to work through three and sometimes more of the story problems contained in either
the main categorization practice utility or in the worked examples utility. The qualitative
measures conducted over two iterations showed a decided improvement in the flow of
meaningful information between the participant and the tutoring system and the accessibility of
such information from the first iteration to the second. This improvement is supported by an
approximately 80% reduction in the number of obstacles encountered by the participants, the
increased depth of exploration into the tutoring system, and a diminished level of directional and
instructional discourse between the participant and the investigator as observed by the

investigator in the second iteration by each participant.
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An analysis of the quantitative data collected from a test given to each participant after reading a
short, written description of the categorization taxonomy (the pre-test) but before using the MS-
CPU and a test given after using the MS-CPU for approximately 70 minutes (the post-test)
provided some corroborative evidence as to whether obstacles to understanding and use had
been mitigated between iterations and whether characterization pedagogical difficulties persisted
from iteration to iteration. These analyses can be found in the section titled Results from Pre-

and Post-test Performance on pg. 102 in this chapter.

The appeal of the user interface to the participant remained consistently very favorable through
the entire research period which began on the 11% of September and ended on the 13% of
February. What few user-interface design weaknesses that occurred were easily and effectively
mitigated. The overall appeal of the system, including its pedagogy, was typified by one
participant’s response near the end of the research session: "I wish I could spend more time with
this. My daughter teaches GED [test preparation], and she would love it.” An analysis of survey

responses suggested the positive appeal as well.

Findings from Observations, Think-Alouds, Conversations:

The interpersonal communication session (observations, think-alouds, and conversations) is the
major aspect of this MS-CPU formative research. The findings from these sessions are briefly
enumerated in the following paragraphs according to their association with the Main
Categorization Utility or one of the three supporting utilities and labeled according to the table
headings described in the Methods Section for each iteration in the sequence. The qualifying
frequency of a particular obstacle is once. For a detailed account of all obstacles and their
mitigations for each utility see Appendices G - ] for the first iteration. For the second iteration see
Appendices K - N. Pre and post-test, as well as survey results, are considered from the
perspective of iterations in the following sections. The findings in this section do not consider

these perspectives.
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Section 2: Main Categorization Utility (MS-CPU e Figure 1 — pg. 43)

User Interface; Intuitive Use and Appeal Findings:

The ability to know the correct physical response or make the correct choice as each step in a
process is encountered without significant consideration is called intuition or making an intuitive
decision. However, people possess varying degrees of intuition, largely dependent on experience
and not always correct. A concept that proceeds from an intuitive choice is making an obvious
(Marshak, 2010) or even only, choice. Obvious, in this context, virtually ensures that a correct
and timely choice will be made. In designing and developing an intelligent tutoring system,
creating an obvious or only choice instead of intuitive choice may require significantly more
engineering and thus more development time. In many cases, the obvious over intuitive design

feature is well worth the additional time and programming.

For example, in the first research version of MS-CPU (1.1), it was suggested, then logically and
historically supported in the initial general instructions, that the participant use the Worked
Examples utility before using the MCU. The suggested path was not taken by any of the three
study participants. For the second iteration of the study, using MS-CPU 1.2, the general
categorization instructions are presented immediately (not menu driven) for a certain pre-
determined period, after which, the Worked Examples utility is automatically presented. The
participant may not exit this utility until at least one problem is done, effectively presenting an

obvious/only choice as to whether the Worked Examples utility is accessed.

Other methods for obvious choice used in version MS-CPU (1.1): animated arrows pointing to a
button that should be selected; grayed-out/disabled buttons with mouse-over messages advising
the user to make a different selection; a fuchsia colored practice hyperlink in the instructions

explained in a separate paragraph; and buttons placed proximally to the object of an action.

In systems that have a significant degree of complexity, such as MS-CPU, it is virtually impossible

to make all choices obvious. The remaining choices in this system have been engineered to be
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intuitive, but the observation and conversations that took place in this phase of the research
demonstrated that the ability to make intuitive decisions is relative to experience. Experience in
categorizing story problems or even using a computer is in short supply in the GED student
population. As related later in the Discussion Section, a significant training period on the use of
the system would be highly recommended. Certainly, the appeal of any teaching system is
enhanced by the free flow of information between the tutoring system and the student is

facilitated by knowledge of how to use it.

User Interface; Extraneous Cognitive Load;

Extraneous cognitive load (ECL) is defined as the cognitive load generated by the manner in
which information is presented to learners (Chandler & Sweller, 1991). Instances in the MS-CPU
1.1 tutor that created ECL by the way in which they were presented fall into four categories. (1)
Use of terms and phrases that are not in common usage (2) Graphical representations that are
incomplete or are capable of multiple interpretations (3) Non-availability of needed utility or sub-
utility designed to concretize pedagogical concepts (4) User is unaware that a utility or sub-utility

is available to concretize pedagogical concepts.

An example of the first category is a word or phrase whose contextual definition is unclear or
non-existent and must be hyperlinked to its definition as well as added to a Glossary available at
all times for such a word or phrase. A second category example is the graphical manipulative for
the named quantities number/ multiple quantities characterization having three different sized
circles to represent more than one quantity. Two of the participants interpreted the circles to
mean that there were three hamed quantities in the problem. Looking for three quantities when
there were two or four led to confusion in identifying each quantity and misapprehension of the

principles behind the characterization.

A third category example is a difficulty in identifying whether or not a mathematical operation
word or phrase was present in the problem text. While the phrase mathematical operation word
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is hyperlinked to its definition, the actual word or phrase needed to be highlighted as such in the
problem text to mitigate the ECL. Further examination of this particular mitigation can be found
in the Discussion chapter (pg. 124 — final paragraph) as there is some pedagogical risk
associated with this system modification. A fourth category example is a subject that is not aware
of a just-in-time button available in the workspace that graphically demonstrates how to make a

second characterization decision.

Pedagogy; Categorization;

There were no issues in the pedagogical principles put forth by the participants in either the
instructions to begin using the MS-CPU. Neither were there any concerns with the rationale for
using the particular categorization taxonomy presented in the MS-CPU or the order in which the
story problem characterizations that constitute the taxonomy were presented.

Pedagogy; Characterization;

As expected, all five characterizations (quantity number, quantity relationships, solution equation
source, solution equation, and solution type) initially presented difficulties to the participants. For
example, a pedagogical obstacle occurred in the solution equation source characterization. The
criteria for the decision (internal or external) needed to include problem information that is
presented in the form of a proportion as a criterion for an externally sourced equation (coded),
even though the named quantities are not specialized quantities (e.g., area, length, height,
speed, etc.). See Appendices G (1% iteration) and K (2" iteration) for more detailed MCU obstacle

and mitigation information.

Section 3: Target Method Flowchart Utility (TM e Figure 14 — pg. 59)

User Interface; Intuitive Use and Appeal Findings;

The Target Method (TM) is designed to algorithmically facilitate an accurate second or quantity
relations characterization. The TM utility is an interactive flow-chart that presents the Target

Method as a series of decisions. These decisions are used by the student to expose whether a
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story problem contains at least one pair of nhamed quantities where one quantity’s value is given
in terms of the other named quantity (re/ational), or the total of two or more named quantities is

given in numerical form (related-by-total), or neither condition exists (non-relational).

While using the TM utility, participants encountered three counter-intuitive obstacles as detailed
in Appendices H. An example: the path taken based on each decision choice is displayed in the
form of a black arrow leading from the made decision to the next decision. When the user made
a correct decision, the arrow turned blue and connected the two decisions; when an incorrect
decision was made the arrow remained black. To enhance the utility’s intuitive use, the arrows
were color-coded green for correct and red for incorrect, allowing the correctly completed path to
stand out vividly in green and providing to the user, intuitively, the goal of the flow-chart.

User interface; extraneous cognitive load (ECL) (TM);

In the early 1970’s Noel Burch created his stages of competency working with Gordon Training
International ("It's Time to Give Noel Burch”, n.d.). The fourth and final stage, unconscious
competence, occurs when a skill, concept, process, etc. is learned so well that the learner does
not have to think about its execution or meaning. Instructional designers must be very careful to
make certain that their unconscious competency does not result in an aspect of a user interface
or pedagogy that assumes a level of knowledge that does not exist for the user. For example, the
term used to describe the TM Utility, “flowchart”, is not a broadly used term and presented an
ECL obstacle for all three of the first iteration users. Mitigation was accomplished by defining the
term “flowchart” at the very start of the utility using a text window that automatically appeared

and persisted for 45 seconds while the user read an extended definition of the term.

Pedagogy; Categorization (TM);

This utility is concerned with the second characterization only and has no direct connection with
pedagogical considerations for the categorization taxonomy. See below for characterization
findings in the TM Utility.
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Pedagogy; Characterization (TM);

The first step or decision to be made when using the Target Method (and the TM Utility) is to
look for a word or phrase that connotes a mathematical operation (e.g., less, more, greater than,
etc.) or the word total (or a synonym, e.g., sum, altogether, makes, etc.). If a mathematical
operation word or phrase (MOP) was found, subsequent steps became problematic. The
instructional text for identifying which quantity in the named quantity pair is the farget of the
MOP or its receiver was too conceptual. Incorporating the principles attendant to concrete
articulation (numerical value given to an unknown value) the TM Utility design becomes much
clearer as to how these opposing quantities are identified and the characterization of the problem
as relational is verified. See Appendices H (1%t iteration) and L (2" iteration) for more detailed TM

utility obstacle and mitigation information.

Section 4: Solution Equation Sources Flowchart Utility (SES e Figure 16 — pg. 61)

User Interface; Intuitive Use and Appeal Findings;

The Solution Equation Sources instruction is designed to algorithmically facilitate an accurate
third or solution equation source characterization as to whether the solution equation for a
particular problem pre-dates or pre-exists the problem at the time it is being read, and the
problem-solver needs only to be aware of it or the solution equation must be synthesized on-the-
spot and entirely and only from the information in the problem. The Solution Equation Sources
Utility is an interactive flow-chart that presents the instruction as a series of decisions. These
decisions are used to expose whether a story problem’s named quantities are congruent with the
named quantities in a pre-existing solution equation (e.g., a problem has area, length, width, and
rectangle named quantities; the solution equation for the area of a rectangle — A = lw — matches
exactly). Its design converts this match/no match process into an algorithm. If there is a match,

the problem characterization is externally coded, if not the problem is internally coded.
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In spite of every effort to make the choices to be made in a user interface intuitive and even
obvious, if possible, user errors will occur. When they occur, the interface should respond to the
error in some way that succinctly explains how the error occurred and how to operate the
interface so that it does not occur again. For example: clicking YES or NO at each decisions point
in the flowchart can only occur at certain times. Rather than simply not responding to the click
and leaving the user unaware of the cause for the inactive button, a transparent user interface
object covers the button, receives the click, and responds with an explanatory error message.

User interface; extraneous cognitive load (ECL) (SES);

Excessive amounts of text presented to the user seriously increase ECL and many, if not all, will
skim or even refuse to read the information, leaving the user ignorant of important principles and
directions. For example, the instructions for using the Solution Equation Sources Utility presented
much more material than the user can or needs to process. The mitigation of this obstacle
involved removing unnecessary detail and giving an overview of the process instead. Step-by-
step instructions and relevant information were shown proximal to the required action to

eliminate the split-attention effect.

Pedagogy; Categorization (SES);
This utility is concerned with the third characterization only and has no direct connection with
pedagogical considerations for the categorization taxonomy. See below for characterization

findings in the Solution Equation Sources Utility.

Pedagogy; Characterization (SES);

The characterization of a story problem as externally coded using the criteria of a match between
named quantities in a story problem and a pre-existing solution equation (or code) proved to be
incomplete. Participant 1A attempted to make this characterization on a story problem containing
four quantities not found in any pre-existing solution equation which would have resulted in an

internally coded characterization. However, the quantities (parts of epoxy, parts of hardener)
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were given in the form of a proportion. A proportion is a pre-existing solution equation so the
problem is externally coded and the additional criteria to mitigate this obstacle was written into
the pedagogy. See Appendices I (1%t iteration) and M (2™ iteration) for more detailed SES

obstacle and mitigation information.

Section 5: Worked Examples Utility (WE e Figure 23 — pg. 68) Findings:

The WE utility was designed to behave, look, and impart the same knowledge that the MS-CPU
does with the additional feature of a demonstration or automatic mode where the user can watch
the characterizations being made by the computer at the click of a MEXT button (or BACK). The
user can also transition gradually to an autonomous mode (drag and drop) in preparation for a
return to the MCU. All of the obstacles present in the MCU were mitigated as well in the WE

utility.

As a result of the additional modes of use, obstacles that weren't present in the MCU were
present in the WE utility. For example, the NEXT and BACK buttons were permanently located
along the upper margin of the utility, negatively impacting the user’s intuitive sense as to where
they might be. This obstacle was mitigated by buttons that adjusted their location to always be at
the bottom of the instructions for a particular step in the categorization process. See Appendices
J (1t iteration) and N (2" iteration) for more detailed WE utility obstacle and mitigation

information.

Section 6: Pre- and Post-Test Performance Results:

Participants (3 for each of the two iterations) took a 12 question pre-test after reading an
explanation of the categorization taxonomy that included information about how to make each of
the five characterization decisions based on certain criteria. After the pre-test and for a period of
70 — 80 minutes, each of the subjects used the MS-CPU with the investigator present as an
observer and a participant in conversations about the tutoring system. At the conclusion of this

session, the post-test was taken. A minimal score on the post-test was established at 65% from
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the notion that continued experience with a teacher qualified to use the tutor and the tutor itself,

a score of 95-100% is attainable.

The aggregated pre- to post-test (P-PT) data for each iteration analysis was used to examine the
effectiveness of the modifications made between the first and second iterations (See Table 2,
below). For the first iteration, the average pre-test score was 15.6%, and the average post-test
score was 39.4% for a P-PT score improvement of 23.9%. For the second iteration, the average
pre-test score was 20.6%, and the average post-test score was 55.0% for a P-PT score
improvement of 34.4%. The 10.6% improvement from the first iteration performance to the
second suggests to a significant degree that the modifications made to the system based on the
observational data collected after the first iteration produced a more effective tutor for use in the

second iteration.

102



TABLE 2

Test Score Change Comparisons from Pre-test to Post-test for Each Participant for Each Iteration
First Iteration
Participants Pre-test Score Pre to Post-test Score Difference
Post-test Score

One

46.7% 45.0% -1.7%
Two

0.0% 30.0% 30.0%
Three

0.0% 43.3% 43.3%

Second lteration
Participants Pre-test Score Pre to Post-test Score Difference
Post-test Score

One

10.0% 38.3% 28.3%
Two

31.7% 81.7% 50.0%
Three

20.0% 45.0% 25.0%

Comparison

Iteration Pre-test Score Aggregate Post-test Score Aggregate Pre to Post-test Score Difference
First

15.6% 39.4% 23.9%
Second

20.6% 55.0% 34.4%
Difference

5.0% 15.6% 10.6%

P-PT data was collected for each of the five characterizations over the two iterations as well.

Analyses of the performance changes from P-PT and from iteration to iteration proved unreliable,
with only three subjects in each iteration, for finding causal consideration for characterization
improvement over the two tests and iterations. However, post-test results by themselves from
iteration to iteration were powerful enough to further identify, in concert with the observational
data, short-comings that continued to persist through the study in the user-interface and
pedagogy of a particular aspect of the categorization taxonomy. A review of the results (See
Table 3) for each characterization from the perspective of persistent difficulty for subjects

through both iterations follows:
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Quantities Number (change or multiple) — first characterization. The student must decide whether
the problem has a single quantity given in two states, usually now and before or after, (change)
or two or more discrete quantities that exist in the problem at the point in time — now (multiple).
First iteration average post-test score (correct) for identification of change guantity story
problems was 16.7% and the second iteration average score for the same characterization was
50.0%. The 33.3% difference from one iteration to the next suggests that the modifications
made to the pedagogical presentation that supports the student perception of a change quantity
story problem were reasonably effective but in need of further enhancement to reach the 65%
threshold. Multiple quantity story problem identification average score for the first iteration was
56.7% and 80% for the second iteration for an improvement of 23.3%. These results suggest a
pedagogical presentation that is effective, and with continued tutor experiences, would produce a

very satisfactory student performance in identifying multiple quantity story problems.

Quantity Relations (relational, related-by-total, or non-relational) — second characterization. The
student must decide whether the problem contains at least one pair of quantities where one
quantity is given in terms of the other quantity (re/ational) or at least two quantities whose total
is numerically given (related-by-total) or neither of these conditions are true (non-relational).
First iteration average score for identification of a story problem as re/ational/ was 33.3%, and the
second iteration average score for the same characterization was 60.0%. The 26.7% difference
from one iteration to the next suggests that the modifications made to the pedagogical
presentation that supports the student perception of a relational story problem were reasonably

effective but in need of further enhancement to reach the 65% threshold.

The score for identification of a story problem as related-by-total for the first iteration was 44.4%
and 55.6% for the second iteration for an improvement of 11.2%. These results suggest that the
modifications made to the pedagogical presentation that supported the student perception of a
related-by-total story problem were reasonably effective but in need of further enhancement to

reach the 65% threshold. The average score for identification of a story problem as ron-
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relational was the same for both iterations at 25%. While this characterization showed no
improvement over the two iterations, the decision to use this identification is based entirely on an
absence of either of the first two conditions and as the first two condition’s effectiveness

improves so will this condition.

Solution Equation Sources (internally, externally coded) — third characterization. The student
must decide whether the problem quantities match, in name and in humber, the quantities
contained in a pre-existing solution equation (externally coded) or no match exists, and the
solution equation must be synthesized by the problem-solver from information developed in
subsequent steps of the problem-solving process (internally coded). First iteration average score
for correct identification of a story problem as internally coded was 41.7%, and the second
iteration average score for the same characterization was 54.2%. The 12.5% difference from one
iteration to the next suggests that the modifications made to the pedagogical presentation that
supports the student perception of an internally coded story problem were reasonably effective
but in need of further enhancement to reach the 65% threshold. First iteration average score for
correct identification of a story problem as externally coded was 41.7%, and the second iteration
average score for the same characterization was 58.3%. The 16.7% difference from one iteration
to the next suggests that the modifications made to the pedagogical presentation that supports
the student perception of an externally coded story problem were reasonably effective but in

need of further enhancement to reach the 65% threshold.

Solution Equation (special term identification, temporarily unknown) — fourth characterization. If
the third characterization (solution equation source) is externally coded, the student must identify
the special term in the problem text that permitted this choice. If the third characterization was
internally coded, the student would temporarily be unable to enter an equation until later in the
MSASPT problem-solving process, subsequent to the categorization step. First iteration average
score for correctly determining that the solution equation for a story problem that has been

previously characterized as internally coded cannot be established yet was 16.7%, and the
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second iteration average score for the same characterization was 45.8%. The 25.2% difference
from one iteration to the next suggests that the modifications made to the pedagogical
presentation that supports the student perception of a solution equation that must be
synthesized from information developed in later steps in the solution process was reasonably

effective but in need of further enhancement to reach the 65% threshold.

Both the first iteration and the second iteration average scores for special term identification
failed to reach double digits. This aspect of the fourth characterization is dependent almost
entirely on the learner’s knowledge of the pre-existing solution equations (e.g., area of a
rectangle, Pythagorean Theorem, retail sales equation, etc.) that might be found on a GED
Mathematics Test. This information would be requisite in passing the test, but not in the general
knowledge base of most adults post K-12 education without a concerted effort to familiarize
themselves with these solution equations. It was therefore expected that the performance on this
characterization would be less than adequate but acceptable at virtually any level knowing that
this specific knowledge is algorithmic in nature and acquired when studying to take the

Mathematics Test.

Solution Type (expression, numeric) — fifth characterization. The student must decide whether
the requested form of the solution is an expression (expression) or a number (numerical). First
iteration average score for correct identification of a story problem as expression solution type
was 61.1%, and the second iteration average score for the same characterization was 72.2%.
The 11.1% difference from one iteration to the next suggests that the modifications made to the
pedagogical presentation that supports the student perception of an expression solution type
story problem were reasonably effective and needed no further enhancement as the performance
exceeded the 65% threshold. First iteration average score for correct identification of a story
problem as numerical solution type was 61.1%, and the second iteration average score for the
same characterization was 55.6%. The negative 5.6% difference from one iteration to the next

suggests that the modifications made to the pedagogical presentation that supports the student
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perception of a numerical solution type story problem were not effective and the characterization

pedagogy needs further enhancement to reach the 65% threshold.

Table 3
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Section 7: Survey Data Findings:

While the survey data was generally very positive with regards to the effectiveness, efficiency,
and appeal of the tutoring system, each of the first iteration surveys included use responses to
utilities and sub-utilities that the study participant was unable to use due to time constraints.
Results of the survey given in terms of the median response for each question in each of the four
major teaching utilities over the two iterations can be found in Tables 4-7 below. However,
because of the significant number of unqualified responses, these results can only be reflective of
the overall acceptance of the tutor as a teaching tool and not as a tool to provide insight as to
how the tutor might be changed for the better or whether the mitigations provided relief to the
obstacles that were encountered by the participant while using the MS-CPU. Some of the
comments made in the free response section corroborate its perceived usefulness:

Subject B1 — "I wish I had more time to work with this program, I would be great to learn more
about how to solve story problems.”

Subject A1 — "I can see how this will really help people to pass the math test.”

Subject B2 — “Ms. Stephens approach to story [problems] was very innovative and explanatory.
Her steps took you through each [categorization], and she explained along the way.”
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Table 4

Survey Question Response Median Data for Main Utility

Legend: 0-not used; 1-strongly disagree; 2-disagree; 3-no opinion; 4-agree; 5-strongly agree;
. ____________________________________________________________________________________|

. 1st iteration - median 2nd iteration -
survey question

score median score
The basic instructions for how to use the categorization tutor were clear and
comprehensive 5 4

pd
o

The instructions for characterizing the first step (quantities) in the
categorization process were clear and comprehensive

The instructions for characterizing the second step (relationships) in the
categorization process were clear and comprehensive

The instructions for characterizing the third step (solution equation source) in
the categorization process were clear and comprehensive

The instructions for characterizing the fourth step (external solution equation
presentation) in the categorization process were clear and comprehensive

The instructions for characterizing the fifth step (solution type) in the
categorization process were clear and comprehensive

The question mark to the right of each characterization provided a clear and
concise (to the point) definition

The hyperlinked word definitions were accurate and concise (to the point)

I OO L [ ARITWIN|K

The hyperlinked word definitions were comprehensive and helped in learning
the categorization process

(Vo)

The drag and drop manipulation assisted in learning the categorization process

[N
o

The drag and drop connection arrows assisted in learning the categorization

1 1 process

The incompatibilty warnings were helpful in learning the categorization

1 2 process

The Target Method flow chart for the relationships characterization assisted
13 clearly and concisely (to the point) in understanding this step of the

The code basics (solution equation source) flow chart for the relationships
14 characterization assisted clearly and concisely (to the point) in understanding
this step of the categorization process

The check answer utility was accurate and informative and helped in learning
15 the categorization process

The check performance utility was accurate and informative and helped in
1 6 learning the categorization process

The worked examples utility assisted clearly and comprehensively in the
17 categorization process

The instant progress notification blocks at the bottom of the practice utility
18 were useful in charting my progress from problem to problem

19

| was able to learn the categorization process from using this practice utility

After using this utility | can project that | believe it will help me in learning to
20 solve many kinds of story problems

(O IO NN 0 T O O 0 (X 0 T O Y 0 Y N Y N O B @ 5 B @ Y
PP PdD OPWPPOOIOIR & |+
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Table 5

Survey Question Response Median Data for TM Flowchart

Legend: 0-not used; 1-strongly disagree; 2-disagree; 3-no opinion; 4-agree; 5-strongly agree;
. ______________________________________________________ |

. 1st iteration - median 2nd iteration -
survey question

score median score
The basic instructions for using the Target Method Flow Chart utility were clear
and comprehensive 4 1

pd
o

The definition given for a math operation was clear and concise (to the point)

The definition given for the target quantity was clear and concise (to the point)

The definition given for the receiver quantity was clear and concise (to the
point)

The presence or lack of these elements in a story problem helped me in
determining whether the problem should be characterized as RELATIONAL or
not

The definition of a RELATED-BY-TOTAL story problem as a total of two or more
6 quantites given in numerical form helped me to determine this story problem
characterization

The definition of a NON-RELATIONAL story problem as an absence of either the
7 3elementsin arelational problem or of a numerical total helped me to
determine this story problem characterization

v (AW I[N

The Target Method Flow Chart utility helped me to understand how the second
8 of five characterizations in the categorization process is managed

I R R L REL R
w Wi w | s wWww
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Table 6

Survey Question Response Median Data for SES Flowchart

Legend: 0-not used; 1-strongly disagree; 2-disagree; 3-no opinion; 4-agree; 5-strongly agree;
Y _________________________________|

Survey question 1st iteration - median 2nd iteration -

score median score
The basic instructions for using the Solution Equation Source (code basics)
utility were clear and comprehensive 4 3

pa
o

The definition given for aan INTERNALLY coded story problem was clear and
concise (to the point)

The explanation and example(s) of INTERNALLY coded story problems helped
me to understand this characterization

The definition given for a an EXTERNALLY coded story problem was clear and
concise (to the point)

The explanation and example(s) of EXTERNALLY coded story problems helped
me to understand this characterization

The Solution Equation Source (code basics) utility helped me to understand
how the third of five characterizations in the categorization process is managed

o | tn|hlwiN|R
RS EE SRR
w www| o
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Table 7

Survey Question Response Median Data for Worked Examples

Legend: 0-not used; 1-strongly disagree; 2-disagree; 3-no opinion; 4-agree; 5-strongly agree;
|
. 1st iteration - median 2nd iteration -

No. survey question

score median score

The BASIC INSTRUCTIONS for using the Categorization Worked Examples utility
1 were clear and comprehensive 4 3
In the automatic mode (as opposed to drag and drop) the INSTRUCTIONS for
EACH STEP were clear and comprehensive

In the automatic mode (as opposed to drag and drop) the REASONS IN SUPPORT
FOR EACH CHARACTERIZATION for each step were clear and comprehensive

N

w

In the automatic mode (as opposed to drag and drop) all computer behavior
was normal and expected

In the drag and drop mode (as opposed to automatic) the INSTRUCTIONS for
EACH STEP were clear and comprehensive

In the drag and drop mode (as opposed to automatic) the IMMEDIATE
FEEDBACK (correct/incorrect) for EACH STEP was clear and comprehensive

In the drag and drop mode (as opposed to automatic) all computer behavior
was normal and expected

I was able to switch between AUTOMATIC and DRAG AND DROP modes of
operation while still maintaining the proper categorization sequence

The ability to switch between AUTOMATIC and DRAG AND DROP modes of
operation helped me to understand the categorization process

O 00 ([Nlo|u|b-

The Worked Examples Categorization utility helped me to understand how the
O five characterizations determine the completed categorization process
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CHAPTER 4

DISCUSSION
Section 1: Introduction:
The purpose of this formative research study was to discover the elements in the Ms. Stephens’
Categorization Practice Utility (MS-CPU) that were problematic for the facilitation of learning how
to categorize story problems, so that subsequent studies could be conducted using quantitative
methods in conjunction with qualitative methods similar to the ones used in this study to
measure the system'’s teaching effectiveness. Over the course of two study iterations, obstacles
to learning were identified and then mitigated according to their location either in the pedagogy
or the user interface, producing a tutoring system ready for extended quantitative and qualitative

study.

Section 2: Summary of Findings:

Cataloging the various obstacles to an effective, efficient, and appealing tutoring system into four
sectors (intuitive use and appeal of the user interface, user interface extraneous cognitive load,
categorization pedagogy, and characterization pedagogy) allowed the systematic discovery and
mitigation of these obstacles. Identification of the impediments to learning in the user interface
by the participant and investigator (observer) resulted in their mitigation according to its required
level of design along the continuum of whether the design change must be user-friendly,

intuitive, or self-evident (obvious).

Identification of pedagogical impediments to learning originated largely from investigator
observation and pre- and post-test performance. There were no apparent impediments in the
categorization pedagogy (taxonomy), but each of the characterization pedagogies was found to

be impedimental in at least one of three ways.

1. The definition of a term or phrase was unclear.
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2. The definition of a characterization term or phrase was inconsistent with the principles or

purpose of the taxonomy.

3. The characterization method did not offer a clear algorithmic path to the determination.

The mitigation of each characterization’s impediments along these lines was accomplished
through clear, concise changes to definitions, either expansion or constriction of characterization
determination factors, or the modification or addition of algorithms used to make characterization

determinations.

Section 3: Discussion:

The supporting pedagogy for the Ms. Stephens’ Algebra Story Problem-solving Tutor (MSASPT)
and the subject of this study, the MSASPT Categorization Utility (MS-CPU), derives from the
author’s hypothesis that difficulty in story problem-solving is the consequence of teaching the
domain of story problem-solving using largely conceptual methods. Over several decades of
teaching I saw, too often to be coincidental, a sudden drop in learning performance and even in
attitude when solution algorithms became solution abstractions or concepts. The prevailing

explanation for this fracture was always, “he/she is just not good at math.”

Ten years of teaching GED Test Preparation classes, where the mathematics test caused, by far,
the most failures in earning a GED Certificate required me to re-think the prevailing explanation.
Inductively considering past experiences of my experiences in story problem-solving (they
weren't good) and my years of teaching mathematics, including GED, I came to see that the
fracture in performance always occurred at the transition from algorithmic solution processes to
solutions from the application of mathematical concepts and generalizations. This reasoning led
to the conclusion that story problem-solving instruction must be presented algorithmically and as
graphically as possible. Only then can the many students apparently stalled at Piaget’s Concrete

Operational Stage begin to gain the expertise and experience necessary to pass the GED
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Mathematics test. Additionally, every sub-process on the way to synthesizing a solution equation

must follow this principle.

Presenting the decision-making process for each of the five characterizations that make up a
story problem’s category as an algorithmic path using multiple approaches (definitions, worked
examples, flowcharts) is the hallmark innovation of the MS-CPU system. Such architecture offers
a procedural and eventually a conceptual understanding of story problem-solving through
successful experience. Also, the MS-CPU tutor extends the utility of story problem categorization
to include not only qualifying principles used as unique identifiers for schema retrieval but the
collection of information that facilitates problem deep structure recognition, enabling the

synthesis of the problem’s solution equation.

The MS-CPU pedagogy relies on algorithmic presentations, concretely presented to circumvent
the barriers presented by the application of concepts to story problem-solving. In general terms,
then, the complex is presented in less complex terms. Likewise, there are algorithmic processes
that require their complexity to be presented in less complex terms. Highlighting the components
in the problem necessary to traverse the algorithmic process, as alluded to in the Findings
chapter (pg. 88), is such a situation. The identification of the words and phrases that were

pivotal to making the algorithmic decisions were, in many participant cases, ambiguous.

During the observational sessions of the research, it became obvious that allowing the student to
click a button and expose the terms relevant to making characterization decisions was a
necessary first step. Essentially “giving the answer” is simply a way in a tutoring system to
facilitate not only the continuation of the algorithmic process but a growing schematic collection
of what these words and phrases look like for each of the four characterizations that they appear.
However, exposing these words and phrases cannot become a permanent crutch in the
categorization process, and the use of the buttons is limited. Once the limit is reached, the

student is referred to other information (e.g., the Glossary) for more information.
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The primary goal of this formative research was to locate then ameliorate design flaws in the MS-
CPU tutoring system from a functional perspective to facilitate further, mixed-methods, study.
Additional meaning, and perhaps even more consequential, was given to the study when the
obstacles indicated by users of the system in the first iteration were mitigated and implemented
in the second iteration resulting in higher participant performance levels. Given the hypothesis as
described above, this suggests that the conversion to an entirely algorithmic approach for
determining the characterizations that constitute the category of a particular story problem and,
by extension, story problem-solving itself, did contribute to stronger participant performance.
Otherwise, the mitigations performed would have added little or no value to the performances.
Further, the increase in pre- to post-test performance for each iteration would make the same
suggestion as pre-test characterization instructions were not presented algorithmically while post-

test instructions were.

Successful story problem-solving offers itself as the culminating achievement in the study of
algebra. A system that offers students and teachers an effective, efficient and appealing path to
story problem-solving success can raise levels of achievement in mathematics almost uniformly to
this standard. Jaime Escalante once told his mathematics students that “math is the great
equalizer.” Providing a sense of accomplishment and an avenue for building critical thinking skills
as well as higher levels of employment, algebra, with its capstone achievement of story problem

solution, is most certainly worth investigating better methods of teaching it.

Other story problem categorization taxonomies or frameworks have been proposed in the last
few decades specifically for use in story problem-solving. Two of the most influential for the MS-
CPU system were Richard E. Mayer’s, “Frequency Norms and Structural Analysis of Algebra Story
Problems into Families, Categories, and Templates” in 1981 and Sandra P. Marshall’s "Schemas in
Problem Solving: An Integrated Model of Learning, Memory, and Instruction” in 1991. Mayer’s
methods used over a thousand story problems found in ten high school algebra textbooks to

construct a framework that consisted of families, categories, and templates.
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The synthesis of the MS-CPU taxonomy used his notion of solution equations (or codes) with
similar quantities grouped into eight families. The MS-CPU condenses solution formulas into just
two families: those that pre-exist the story problem (externally coded) and those that can only be
generated by the problem-solver after careful examination of the problem’s deep structure and at
the same point in time that the problem was presented (internally coded). All solution formulas
for externally coded problems that could appear on the GED Mathematics Test are studied

previously to the start of the MSASPT (and the MS-CPU).

Marshall’'s methods presented the concepts of story problem-solving schemas along five
categorical lines: (1) Change (2) Group (3) Compare (4) Restate (5) Vary. The elements of her
categories were integrated into the MS-CPU pedagogy at various levels. Change, which was
predicated on a single quantity’s value in a problem changing over time, was contrasted with
problems where more than one quantity existed at the same time (concurrently), producing the
first characterization in the MS-CPU. Group and compare along with their synonyms were defined
as words or phrases that indicated a mathematical operation is to take place and part of the
quantity relations characterization definition. Restate became the definition of a relational
problem in the quantity relations characterization. Varying was defined as a solution formula
(externally coded) for any problem that presented quantity information in the form of a

proportion.

The elephant in the room is whether or not the categorization of story problems using MS-CPU
will unlock the door to successfully completing the remaining steps in the MSASPT story problem-
solving process. Once the effectiveness of the MS-CPU has been optimized, research on the

entire MSASPT system can be undertaken.

Section 4: Study Limitations:
In the context of formative research, the number of participants for each iteration was sufficient
to accomplish the elimination of the identified instructional obstacles still present after developing
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the MS-CPU over the period of five years. However, limitations in the study as to the number of
iterations, actual time spent using the system, the complexity of the system with its separate
intelligent tutoring systems as avenues for learning how to make a characterization decision, may
have contributed to an MS-CPU that is only marginally ready for further mixed-methods study.
Unfamiliarity with common GED solution formulas limited the characterization evaluation and

performance for the fourth characterization.

Section 5: Recommendations for Further Study:

From a mixed-methods approach, continued research would almost certainly include the
requirement of a period of at least ten hours with the tutor and a familiarization session (90
minutes) with common external GED solution equations (e.g., area of a triangle, proportions,
angular relationships, etc.). For a recommended continuation of formative research iterations,
some of the system’s complexity and use time requirements can be reduced by eliminating the
necessity to use the main categorization practice utility and use the Worked Examples Utility
instead. The Worked Examples Utility is a mirror image of the main utility, except for its
additional modes of use and the display of characterizations as posted; any obstacles found in its
use can be mitigated in both utilities without having to use both. It is expected that one
additional study iteration using the Worked Examples Utility will produce a system that would not
require investigator coaching and thus be prepared for the mixed-methods research mentioned

previously.

Section 6: Conclusions:

The ability to think critically derives first from a willingness to engage in it and second from self-
confidence in knowing that it can be done. So much of the environmental, social, and political
dysfunction we are presently faced with stems from an inability to think critically. Critical thinking
is the gateway to learning how to learn and putting new knowledge to work solving the problems

we face. Early in our scholastic careers, we are presented with story problems — the bane of
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students everywhere. Could it be that an ability to solve story problems systematically and
absolutely would work to nurture critical thought in our population, opening the door for a far
wider segment of it to productively participate in an enlightened decision-making process? I think

so, and it's certainly worth the effort...
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