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Zusammenfassung

Die laserinduzierte Diffusion von atomarem Sauerstoff auf einer gestuften Pt(111)

Oberfläche wurde untersucht, wobei ultrakurze Laserimpulse mit Photonenenergien

im nahen Infrarot eingesetzt wurden. Die Arbeit stellt die erste zeitaufgelöste Unter-

suchung eines Diffusionsprozesses an einer Einkristalloberfläche dar. Sie demonstri-

ert darüberhinaus die Möglichkeit, die Diffusion eines stark chemisorbierten Adsor-

bats auf einer Metalloberfläche bei tiefen Temperaturen durch elektronische Anregung

auszulösen.

Für das Experiment wurde die Selektivität der dissoziativen Adsorption von mole-

kularem Sauerstoff für die Stufen der Pt(111) Oberfläche ausgenutzt, um zunächst

eine Nichtgleichgewichtsverteilung des Adsorbates zu erzeugen. Die Bedeckung der

Stufenkanten mit chemisorbiertem Sauerstoff wurde während der Adsorption und der

laserinduzierten Diffusion in-situ mit Hilfe der optischen Frequenzverdopplung (SHG)

an Oberflächen verfolgt. Dabei wurde ausgenutzt, dass die Erzeugung der zweiten

Harmonischen in Dipolnäherung einen Symmetriebruch erfordert, wie er durch die

regelmäßigen Stufen entsteht. Die hohe Empfindlichkeit dieser Detektionsmethode

machte es möglich, Hüpfraten für die Bewegung von den Stufenkanten auf die an-

fangs leeren Terrassenplätze bis herunter zu 10−7 pro Laserimpuls zu messen. Zur

Durchführung dieser optischen Experimente sowie zur Präparation und Charakter-

isierung der Platinoberfläche wurde eine Ultrahochvakuumapparatur aufgebaut.

Um Aufschluss über die Dynamik des Energietransfers von der optischen Anre-

gung in die frustrierte Translationen des Adsorbats zu gewinnen, wurde die Diffusions-

rate als Funktion der eingestrahlten Laserleistung und, in einem Korrelationsexper-

iment, als Funktion der Verzögerung zwischen zwei Pump-Impulsen gemessen. Die

Experimente zeigen eine sehr stark nichtlineare Abhängigkeit der Diffusionsrate von

der Energiedichte der Laserimpulse (∝ F15) sowie eine schnelle elektronische Kop-

plung zwischen der anfänglichen Anregung und der Adsorbatbewegung mit einer

Zeitkonstanten von 1.5 ps. Beide Ergebnisse legen es nahe, dass der prinzipielle An-

regungsmechanismus der gleiche ist wie im Fall der bereits intensiv untersuchten,

laserinduzierten Desorption: Die kurzen, intensiven Laserimpulse erzeugen eine heiße

Elektronenverteilung an der Oberfläche, ohne dass das Substratgitter zunächst nen-
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nenswert aufgeheizt wird. Die heißen Elektronen regen auf der Zeitskala von 1.5 ps

mehrfach die Adsorbat-Substratbindung und damit eine Adsorbatbewegung an.

Die extrem nichtlineare Abhängigkeit der Hüpfrate von der Energiedichte der

Laserimpulse deutet aber darauf hin, dass der Energietransfermechanismus hier kom-

plizierter ist, als im Fall der Desorption. Bei der quantitativen Beschreibung im Rah-

men eines elektronischen Reibungsmodells für die nichtadiabatische Kopplung der

Adsorbatbewegung an das Elektronensystem des Substrats wird die Einführung eines

temperaturabhängigen elektronischen Reibungskoeffizienten notwendig. Als Erklärung

wird vorgeschlagen, dass die frustrierten Translationen, die schließlich zur Diffusion

führen, hauptsächlich indirekt angeregt werden. Durch die elektronische Reibung

werden zunächst primär O-Pt-Streckschwingungen angeregt und diese koppeln dann

anharmonisch an die frustrierten O-Pt-Translationen. In diesem Modell entsteht

die scheinbare Abhängigkeit des Reibungskoeffizienten von der Elektronentemperatur

bzw. der Anregungsdichte durch die Zunahme der anharmonische Kopplung mit der

Besetzung höherer Schwingungsniveaus.



Chapter 1

Introduction

Diffusion of adsorbates is an important elementary step in many surface processes

such as epitaxial growth or catalytic reactions. Usually, surface diffusion is a ther-

mally activated process that is initiated by heating the substrate. At sufficiently high

temperatures the thermal population of frustrated translations enables a small frac-

tion of the adsorbates to overcome the barrier Ediff for lateral motion and to hop to

the next adsorption site. This process requires a minimum temperature of the order

of kT ≈ Ediff/20, and in general it strongly favors the diffusion pathway with the

lowest barrier height over any other one. In some cases it would be desirable to have

more control over migration pathways or to enable diffusion of a particular species at

a lower temperature where competing surface reactions have not yet set in. For these

and other purposes one would like to induce diffusion by electronic instead of thermal

excitation of the adsorbate-substrate system.

In the past forty years electronically induced adsorbate reactions have become a

subject of great interest and importance in the surface science community. However,

to a large extend the research has focused on desorption phenomena. This state-

ment holds for classical desorption processes induced by electronic transitions (DIET)

which can be described within the framework of the Menzel-Gomer-Redhead (MGR)

model [1,2] as well as for the regime of desorption induced by multiple electronic tran-

sitions (DIMET) which has been discovered by exciting metal surfaces with intense

femtosecond laser pulses [3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17]. The high density

of electron hole pairs created in the metal causes repetitive electronic transitions be-

tween the ground and excited states of the adsorbate-metal system on the timescale

of nuclear motion. This leads to reaction yields that are typically orders of magnitude

higher than in conventional photochemical reactions at metal surfaces [18, 19, 20]. In

many cases a basic understanding of the complicated electronic excitation kinetics

and its coupling to nuclear motion could be achieved by introducing an electronic

friction between adsorbate modes and electronic degrees of freedom [21,22,23,24].

In the case of metal surfaces, lateral variations of the adsorbate-substrate bonds
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are generally much weaker than total bond strengths. For this reason, barriers for

thermally activated diffusion processes are generally smaller than those for desorption.

Similarly one can expect that the amount of electronic excitation required to initiate

diffusion should be less than the amount required for desorption. In fact, the concept

of electronic friction to describe the electronic coupling of an adsorbate with a metal

surface was first discussed in the context of diffusion [25, 26]. Experimentally, how-

ever, the observation of lateral motion following electronic excitation is more difficult

to detect compared to desorbing atoms or molecules, which can be accomplished effi-

ciently in the gas phase. For this reason, systematic studies of electronically induced

diffusion processes are scarce and the coupling of electronic excitations of adsorbates

to frustrated translation is not well understood.

Early reports of electron-stimulated diffusion or migration of adsorbates were based

on the changes of low-energy electron diffraction (LEED) patterns and changes of

angular distributions of desorbing species as a function of electron irradiation [27,28].

Direct spectroscopic evidence could be obtained for CO/Pt(335) where the migration

of CO molecules from terrace to step sites induced by an electron gun was detected

with the help of infrared spectroscopy [29]. Recently, scanning tunneling microscopy

(STM) and the possibility to manipulate adsorbates on surfaces has led to a growing

interest in electron-stimulated rearrangement processes of adsorbates. Several groups

have shown that inelastic tunneling of electrons from an STM tip can lead to rotational

and diffusive motion of adsorbed molecules [30, 31, 32, 33]. Also the first study of

laser-induced diffusion used the STM to detect adsorbate motion. Bartels and co-

workers [34] were able to show for the system CO/Cu(110) that electronic excitation

of the substrate induced by absorption of short laser pulses gives rise to diffusion of

CO parallel and perpendicular to the close-packed rows with similar efficiency as CO

desorption [34].

Whereas STM methods allow the observation of microscopic diffusion pathways,

the determination of quantitative diffusion rates as a function of the parameters of an

external excitation source such as a laser can be quite time consuming. For this reason

we make use of a different experimental approach to detect laser-induced diffusion.

The method is similar to the one used previously to study thermally activated diffusion

of hydrogen on a vicinal Si(001) surface [35]. It has a similar sensitivity as STM but

averages over many microscopic events. The principle of this method is sketched in

Fig. 1.1.

First, a non-equilibrium distribution of adsorbate atoms is produced by decorating

step edges of a vicinal surface selectively by dissociative adsorption. Then, diffusion

from the step edges onto the terraces is induced by ultrashort laser pulses. The
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Fig. 1.1: Scheme of the experiment. Step sites are decorated selectively by dissociative
adsorption. Intensive ultrashort laser pulses induce diffusion onto the terraces, which is
monitored by second-harmonic generation of a probe beam.

depopulation of the step sites is monitored by optical second-harmonic generation

(SHG). SHG is an optical probe of electronic, structural, and magnetic properties of

surfaces and interfaces that owes part of its sensitivity to the occurrence of a symmetry

break at surfaces [36,37,38,39]. Since the presence of regular steps on a vicinal surface

breaks the symmetry parallel to the surface, step sites can be a very efficient source

of SHG [40, 41]. The capability of SHG to monitor step coverage in situ and in real

time [35,41] makes it possible to determine diffusion rates as a function of laser fluence

and delay between two pump pulses [42].

Our choice of atomic oxygen on a vicinal Pt(111) surface for the study of laser-

induced diffusion is motivated by its model character for diffusion of a strongly

chemisorbed atomic adsorbate and for experimental reasons. Due to the importance

of Pt as a catalyst in oxidation reactions the dissociative adsorption of O2 on Pt has

been extensively studied, which gave us a good starting point for our investigations.

The composition of this thesis is the following: after the introduction, the physical

fundamentals of the investigated systems and methods are presented in Chap. 2. As

mentioned above our diffusion experiments were motivated by experiments that stud-

ied desorption induced by electronic transitions. Therefore, we will give an overview

of these processes as a starting point. SHG is a purely optical nonlinear method

which can provide a genuine surface sensitive signal, because the inversion symmetry

of centrosymmetric media like Pt is broken at the surface. After discussing SHG as

a surface and symmetry sensitive method, we will present the known facts about the



10 Chapter 1. Introduction

adsorption of oxygen on flat and stepped Pt(111) surfaces.

The description of the experimental setup used for our investigations is the topic

of Chap. 3. It starts with the presentation of the ultra-high vacuum (UHV) system

which was built for this study by myself. Then, the preparation procedure of the Pt

surface and finally, the laser and optical setup is described.

Chapt. 4 is devoted to the preparative characterization of the dissociative adsorp-

tion of O2 on the vicinal Pt surface by temperature programmed desorption (TPD),

low-energy electron diffraction (LEED) and the above mentioned SHG technique.

The laser-induced diffusion experiments are presented in Chapt. 5. First, we show

how diffusion from step sites onto initially empty terraces can be detected by SHG

(Sect. 5.1). Thermally induced diffusion experiments have been performed to estimate

the corresponding diffusion barrier (Sect. 5.2). Laser-induced diffusion experiments

at different repetition rates demonstrate that the diffusion is not driven by an average

heating of the sample by the laser pulses (Sect. 5.3). Hopping-rates for step-terrace

diffusion are extracted from the experimental data by applying a one-dimensional

rate-equation model which is described in Sect. 5.4. The hopping-rate is observed to

increase in an extremely nonlinear fashion with laser fluence (Sect. 5.5), which made

it possible to apply a two-pulse correlation technique for the investigation of energy

transfer dynamics from the optical excitation to lateral motion (Sect. 5.6).

Chapt. 6 describes the modeling of the experimental data with different variants of

the electronic friction model for an approximate description of the coupling between

adsorbate and substrate degrees of freedom. It will be shown that, in contrast to laser-

induced desorption experiments, a consistent description of the experimental data can

be only achieved by introducing an electronic friction coefficient that increases with the

electron temperature of the substrate. This result is not expected from the electronic

structure of O/Pt.

In the final Chapt. 7 these results are interpreted in terms of an indirect excitation

mechanism. It is proposed that the hot substrate electrons predominantly excite the

O-Pt stretch vibration which then couples anharmonically to the frustrated translation

mode required to overcome the barrier for lateral motion. This model introduces a

coupling that depends on excitation density and would therefore explain the observed

effective dependence of the electronic friction on electron temperature.



Chapter 2

Fundamentals

This chapter gives an overview about the fundamentals of this work. First, electroni-

cally induced surface processes are discussed for the example of desorption within the

framework of the DIET model and its extension DIMET which we would like to adapt

to the process of diffusion. Then, we describe how optical second-harmonic generation

(SHG) at surfaces can be used to detect diffusion of adsorbates on vicinal surfaces.

Finally, we discuss how atomic oxygen adsorbs at steps of different geometries on

vicinal Pt(111) surfaces.

2.1 Electronically Induced Surface Processes

In contrast to the gas phase, the dynamics of surface processes, such as forming

chemical bonds or breaking them, are much less known. The presence of a substrate

opens new channels for energy and charge transfer between the adsorbate and the

surface. Therefore, the reaction mechanism for an adsorbate-substrate system is much

more complex compared to the gas phase. For a microscopic understanding of surface

reactions we have to comprehend the dynamics of the energy transfer between different

degrees of freedom of the adsorbate motion (rotation, vibration and translation) and

the electronic and phononic system of the substrate.

The so-called adiabatic approximation is often used to discuss the kinetics of

chemical reactions. It assumes that the different reaction partners are always in

equilibrium, which makes the macroscopic temperature T of the system the central

parameter that determines the reaction. One key prerequisite for its validity is the

Born-Oppenheimer approximation, postulating that the atomic cores are static on the

timescales of electronic movement and therewith leading to a decoupling of electron

and nuclear motion. Only on this basis it becomes possible to describe chemical reac-

tions in such a manner that it depends only on the core coordinates and that it takes

place on the potential energy surface of the system in its electronic ground state.

The adiabatic approximation is used to describe surface reactions as well. The
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most basic view of such adsorbate-substrate bindings, imagining for example tran-

sition metal substrates, is quite close to the picture for a two-atomic molecule. In

analogy to simple molecular bonding, this bonding is characterized with a bonding

(”highest occupied molecular orbit”, HOMO) and an anti-bonding (”lowest unoccu-

pied molecular orbit”, LUMO) state. The bonding strength depends on the position

of the Fermi level which also determines the occupancy of bonding and anti-bonding

state.

In this case the adsorbate motion can be also excited by electronic transitions due

to the coupling of electronic and nuclear degrees of freedom. Since these processes

are usually neglected in the common adiabative or Born-Oppenheimer approximation,

the initiation of adsorbate motion by electron-hole pair creation or vice versa is called

a non-adiabatic or diabatic process.

E

Edes

PESexc

PESgs

Desorption coordinate zz c

Electron Mediated / DIET

τc

τ

Adsorbate

LUMO

HOMO

E

Edes

PESgs

Desorption coordinate zz c

Phonon Mediated

phonons

Adsorbate

Substrate

Fig. 2.1: Electron- vs. phonon-mediated desorption: Whereas phonon-mediated desorption
involves ’vibrational ladder-climbing’ out of the vibrational ground state (left), an electronic
mechanism involves an electronically excited state of the adsorbate (right).

That such non-adiabatic processes take place in surface reactions was demon-

strated for example for adsorption processes. Three possible energy dissipation pro-

cesses have been found in case of adsorption: exoelectron emission, surface chemi-

luminescence, and electron-hole pair creation [43]. Excited electrons with sufficient

energy, larger than the metal work function, may overcome the surface barrier, lead-

ing to the emission of so-called chemically induced exoelectrons into vacuum, which

were observed during chemisorption of halogen- or oxygen molecules on alkali metals.
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Excited electron-hole pairs may recombine under emission of photons, which is called

surface chemiluminescence. Chemically created hot electrons and holes have been

directly detected as chemicurrents in thin films.

Desorption Induced by Electronic Transitions - DIET

Desorption of adsorbates from metal surfaces can be induced adiabatically (phonon

mediated) or non-adiabatically (electron mediated). Thermal activation of the sub-

strate is transfered through surface phonons that couple vibrational energy to the

reaction coordinates and cause desorption of the adsorbate (see left side of Fig. 2.1).

In case of electronically induced desorption an electron is usually excited from the

metal substrate to an unoccupied adsorbate level (LUMO) or a hole is created in an

occupied adsorbate level (HOMO). Moving on the excited potential energy surface,

potential energy can be transferred to kinetic energy to overcome the diffusion barrier

(see right side of Fig. 2.1). This process is known as desorption induced by electronic

transition (DIET). Since we would like to apply a similar model to describe elec-

tronically induced diffusion processes, we present here an overview of this excitation

process.

Excitation of a metal surface by irradiation with electrons, with laser pulses or with

an STM tip can excite the electronic system of the metal substrate, which can lead

to desorption. This desorption process can be described by using the so-called MGR-

model introduced by Menzel, Gomer, and Redhead [1,2]. In this model the electronic

system of the adsorbate-substrate complex is characterized with two potential energy

surfaces (PES). The potential energy surface PESgs on the right side of Fig. 2.1

denotes the electronic ground state of the metal-adsorbate system. The excited state

potential PESexc is created by a vertical shift of the ground state with some excitation

energy transfered into the substrate. For a metallic substrate continuous vertical

displacements are allowed because of the continuum of electron-hole excitations. The

initial step in this process is a so-called ”Frank-Condon” transition from the ground

potential energy surface (PESgs) to an excited PES of the adsorbate complex [44,19].

The ground state PES (PESgs in Fig. 2.1) is often taken as an attractive Morse-

potential where the characteristic parameters, the desorption well depth, the vibra-

tional frequency, and the bonding geometry are inferred from independent experi-

ments [45]. For the excited PESexc, the expression of a conventional antibonding

state is usually adopted to describe the desorption process. (In case of desorption of

molecules on metals, as for example NO on Pd(111) [46], the excited PES is described

as a negative ion applied by Gadzuk et al. [47, 45].) While moving on the excited

PESexc, the adsorbate converts potential energy to kinetic energy and can desorb if
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it stays for a time which is longer than a certain critical time τc on this excited PES.

The efficiency of this process depends on the critical time τc which is needed

to attain positive total energy before the adsorbate returnes to the ground state.

The desorption probability P can be estimated by the probability that the adsorbate

remains on the excited PES for a time longer than τc. For τ << τc it can be expressed

as:

P ∼ exp(−τc/τ), (2.1)

where τ is the lifetime of the excited state.

The MGR-model is a semi-classical model: the excitation-deexcitation processes

are modeled quantum-mechanically, while the adsorbate motion is described clas-

sically [19]. Usually, the effect of the damping of the adsorbate-surface system is

neglected [46].

A characteristic feature of a DIET mechanism is a linear dependence of the des-

orption yield on the excitation density, since the process is driven by single excitation

events.

Desorption Induced by Multiple Electronic Transions - DIMET

The DIET mechanism is usually not very efficient due to the short lifetime of excited

adsorbate states on metal surfaces, which can be as short as some hundred attosec-

onds [48]. However, the desorption probability can be enlarged by several orders of

magnitude if the density of excited electrons is high enough to enable multiple ex-

citations of the adsorbate. A repetitive series of excitation and deexcitation cycles

enlarged the effective resident time on the excited PES even if the lifetime is short

(see Fig. 2.2.b). This regime, which has been consequently called DIMET [46], has

been discovered by the application of intensive femtosecond laser pulses which can

create a high density of hot electrons in the metal substrate (Fig. 2.2.a).

Initially, the optical excitation creates a highly non-equilibrium distribution of

excited electrons with energies in the range εF ≤ ε ≤ εF +hν, where εF is the Fermi

energy, and hν the photon energy [47]. Electron-electron scattering transforms this

non-equilibrium distribution into a hot Fermi-Dirac distribution within a few hundred

femtoseconds [49, 50, 51]. Although this process leads to a reduction of the average

energy of the excited electrons, it creates also electrons with much higher energies,

which can populate even high-lying unoccupied adsorbate levels.

In most observed cases desorption has been induced by this indirect excitation

process. However, the excitation of the adsorbate can also be initiated by a direct

optical transition from the HOMO or a metal bulk state into the LUMO of the

adsorbate.
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AdsorbateSubstrate

0

εF

LUMO

HOMO

E Hot-electron
excitation

hν
hν

hν
τ

τ

E

Edes

PESexc

PESgs

DIMET

τcτ

Desorption coordinate  z

Fig. 2.2: Electronic excitation of the unoccupied state (LUMO) of the adsorbate occurs
either indirectly by hot electron generation in the bulk followed by inelastic scattering with
adsorbate, or directly by optical excitation from the occupied states of adsorbate (HOMO)
or the substrate.

It is often difficult to distinguish a direct from an indirect excitation mechanism,

since the electronic structure of the adsorbate is strongly perturbed by the metal sub-

strate [52]. Polarization dependent measurements or better two-photon photoemission

can unambiguously identify the underlying mechanism [53,54,55].

In the frame work of the DIMET model one needs information about the involved

potential energy surfaces for quantitative conclusions about the desorption mecha-

nism. However, these potentials are mostly not known precisely enough to perform

complex trajectory-calculations.

Characteristics of DIMET Process

From the detailed study of ultrafast laser induced surface processes, such as the des-

orption of molecules like CO, NO or O2 [3, 4, 46, 5, 6, 7, 10, 9], or the oxidation of CO

molecules with pre-adsorbed oxygen [56, 8, 9, 12, 13], we can conclude the following

main characteristics of electronically mediated processes:

(a) Strong nonlinear dependence of the reaction probability on the absorbed laser
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fluence (Pdes ∝ F n, with 3 ≤ n ≤ 8).

(b) Information about the mechanism of the energy transfer between the substrate

and the adsorbate can be gained from the so-called two-pulse correlation mea-

surements. In these measurements the desorption yield is measured as a func-

tion of delay between two pump pulses that are used to induce desorption (for

more information see Chap. 5.6). The two-pulse correlation of electronically

induced surface processes shows a width which is typically in the range of 0.3

to 2 ps [4, 8, 10]).

(c) Strong excitation of the internal vibration of the desorbing molecules [3, 10].

(d) Strong difference in the reaction pathways between thermal and femtosecond

laser excitation [13,56,57].

2.2 Detection of Diffusion

Diffusion of adsorbates on surfaces has been studied by a variety of different tech-

niques like methods based on work function changes (electron retardation technique,

vibrating capacitor technique, field emission shadowing method, electron beam scan-

ning methods (scanning Auger microscopy (SAM), laser induced desorption-refilling

(LID)), fast scanning infrared interferometry (for example FIRAS), field ion mi-

croscopy (FIM), fluctuation autocorrelation methods (as field emission spectroscopy

(FEM), nuclear magnetic resonance (NMR) techniques [58], scanning tunneling mi-

croscopy (STM)) and second-harmonic generation (SHG) measurements combined

with a concentration grating [59].

In this work we have studied electronically induced diffusion. The different surface

processes can be investigated with a technique which is capable to obtain informa-

tion in real-time (picosecond time-resolution) and real-space (sub-nanometer temporal

resolution) at the same time. The application of femtosecond laser-pulses gives an

excellent tool to study diffusion with sub-picosecond time resolution. Highest spatial

resolution of the surface processes can be in principle obtained by scanning tunneling

microscopy (STM) [34,31,60].

As it was mentioned earlier, STM methods provide a real-space view of the individ-

ual atoms or molecules and the atomic landscape of their environment. The drawback

of this technique is that it does not give direct information about the mechanism of

the surface processes. Bartels and co-workers [34] have developed an experimental

technique that combines the STM with short laser pulses, but temporal and spa-

tial resolution cannot be obtained simultaneously. The surface cannot be irradiated
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when the STM tip is in its tunneling position, because of the thermal expansion. By

mapping the surface before and after the laser irradiation at the exactly same place,

information about the final product of the adsorbate migration could be obtained [34].

Purely optical techniques have, in principle, not the spatial resolution to investi-

gate individual atoms on a surface. Nevertheless, it is possible to obtain microscopic

information about different binding sites if the optical response of these sites is distin-

guishable. In the following we will discuss two different techniques which can obtain

information about surface diffusion on a microscopic scale by exploiting the different

optical response of adsorbates at step and terrace sites on a vicinal surface.

The first technique is the infrared reflection spectroscopy (IRAS), which can be

used only for molecular adsorbates, and it requires a relatively large difference between

the vibrational resonance if the molecule binds at the step or terrace sites. The IRAS

technique was used to study thermal activated diffusion of CO on vicinal Pt(111)

surfaces by Reutt-Robey et al. [61] and migration of CO molecules from terrace to

step sites on CO/Pt(335) induced by an electron gun [29]. These measurement were

based on the fact that step sites act as a trap for the migrating CO molecules, and

that the vibrational frequency of the CO stretch mode is ≈ 20 cm−1 higher on terrace

sites than on step sites. This allows to clearly distinguish between CO molecules

chemisorbed on step and terrace sites. Using the technique of IRAS, it is possible to

follow the evolution of the step and terrace site occupation at the same time. The

spectra show that the signal of the terrace sites is decreasing and at the same time

the signal of the step sites is increasing, which clearly indicates migration of the CO

molecules from the terrace onto the step sites. In that way the spatial resolution of

the migration is solved, but the time-resolution is missing because the migration was

induced by continuous electron bombardment instead of short laser pulses.

The other is the second-harmonic generation (SHG), which is more general and

which exploits the symmetry break at steps. The SHG technique was used to detect

thermally induced diffusion of hydrogen on vicinal Si(001) surfaces by Raschke et

al. [35]. The dissociative adsorption of hydrogen on vicinal Si(001) surface is highly

site selective with a strong preference for double-height DB steps. Raschke et al. have

investigated the lateral motion and binding energy differences of different binding sites

for atomic hydrogen on Si(001) surfaces. They monitored the time evolution of step

and terrace hydrogen population with SHG.

In this work also the pure optical method, second harmonic generation is combined

with a stepped surface, motivated by the work of Raschke et al. mentioned above.

The measurements are based on the fact that under given conditions the SHG signal

can be exclusively sensitive to the coverage at step sites of the surface. By inducing
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diffusion with an intense femtosecond laser from the step sites onto terraces, the

evolution of the step coverages can be followed with the SH signal. This technique

will be introduced in the next paragraph.

2.2.1 Optical Second-Harmonic Generation (SHG)

In the present work, a purely optical technique is used to detect diffusion, namely the

so-called optical second-harmonic generation (SHG). SHG is a special realization of

the sum-frequency generation process (SFG) mentioned before, where both incoming

beams have the same frequency. In the last decades SHG has been demonstrated

to be sensitive to the structural properties of vicinal surfaces of cubic, centrosym-

metric crystals and, what is particularly important here, to the presence of regular

monoatomic steps [62]. The aim of this section is to describe the SHG response of

systems with similar symmetry like the one that has been studied in the present work.

Phenomenological Model

At sufficiently high intensities the irradiation of the sample by laser pulses with fre-

quencies ω1 = ω2 = ω induce a second-order nonlinear polarization. Within the

electric-dipole approximation this second order nonlinear polarization can be ex-

pressed as:

~P (2)(2ω) = χ(2)(2ω, ω, ω) : ~E(ω) ~E(ω) (2.2)

or in components:

P
(2)
i =

∑
j,k

χ
(2)
ijkEjEk, (2.3)

χ(2)(2ω) is the second-order nonlinear susceptibility, reflecting the nonlinear properties

and symmetries of the excited medium, and E is the local electric field.

In general, bulk and surface of the sample will contribute to the irradiated signal.

The surface sensitivity of this technique is based on the fact that the second-order

nonlinear susceptibility is vanishing in the bulk of centrosymmetric materials. This

can be easily understood from the behavior of χ(2) under inversion operations. χ(2) is

a third-rank tensor, which means that it changes its sign under spatial inversion:

χ(2)(~r) = −χ(2)(−~r). (2.4)

In centrosymmetric materials, the material inversion symmetry requires

χ(2)(~r) = χ(2)(−~r). (2.5)
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Eq. 2.4 and 2.5 can be just fulfilled with:

χ(2)(~r) ≡ 0. (2.6)

On the other hand, a centrosymmetric bulk material has no inversion symmetry at the

surface. Thus, χ(2) does not vanish at the surfaces. This makes the dipole contribution

to the second-order nonlinear process inherent surface sensitive for centrosymmetric

materials. Higher-order terms can also lead to a nonlinear polarization that oscillates

with 2ω, but often they can be neglected compared to the second-order response of

the surface [63].

In general, the second-order nonlinear susceptibility χ
(2)
ijk is a third-rank tensor

with 27 elements. For the case of SHG the number of independent tensor elements

is reduced to 18 because the incoming photons are identical and therefore the last 2

indices can be exchanged.

After this reduction we can write the nonlinear polarization with its components

in the following form [64]:


P (2)

x

P (2)
y

P (2)
z

 =


χ(2)

xxx χ(2)
xyy χ(2)

xzz χ(2)
xzy χ(2)

xzx χ(2)
xxy

χ(2)
yxx χ(2)

yyy χ(2)
yzz χ(2)

yzy χ(2)
yzx χ(2)

yxy

χ(2)
zxx χ(2)

zyy χ(2)
zzz χ(2)

zzy χ(2)
zzx χ(2)

zxy





E2
x

E2
y

E2
z

2EyEz

2ExEz

2ExEy


. (2.7)

So far, only the response of the sample in form of the nonlinear polarization was

discussed. The quantity that was detected in the experiment is the intensity of the

emitted second harmonic radiation. The radiation field E(2ω) generated by P (2)(2ω) is

obtained from the solution of the wave equation. In the electric-dipole approximation

the second harmonic output intensity in the reflected direction is [65]:

I(2ω) =
8π3 sec2 θ2ω

~c3ε1(ω)
√
ε1(2ω)

∣∣∣~e(2ω) · χ(2)
s : ~e(ω)~e(ω)

∣∣∣2 I2
1 (ω). (2.8)

θ2ω is the angle of reflexion and ε1(2ω) is the dielectric constant for the second har-

monic frequency in the medium in which it will be radiated. For a sample in vacuum

θ1(2ω) is equal to the fundamental incoming angle and ε1(2ω) = 1. ~e(2ω) and ~e(ω) cor-

respond to the unit polarization vectors ~̂e(2ω) and ~̂e(ω) after the appropriate Fresnel

transformation, e.g. ~e(ω) = F1→2(ω)~̂e(ω).

The actual numerical values of the Fresnel factors depend on the phenomenological

model that is used. Different approaches have been worked out, depending on the

studied physical system.
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ε1 ε2έ

Ε  (2ω)1

Ε  (ω)1

Ε  (ω)2

Fig. 2.3: Geometry of second-harmonic generation (SHG) from an interface in the reflected
direction of specular reflection. A polarization sheet with dielectric constant ε′ is imbedded
between two media with inversion symmetry and dielectric constants ε1 and ε2

The first phenomenological, macroscopic model was suggested by Heinz [66]. He

assumed an interface between two materials (Fig. 2.3) with dielectric constants ε1 and

ε2, that are separated with a finite sheet with dielectric constant ε′ where the nonlinear

response take place. This considers that also the linear optical properties at the surface

differ compared to the bulk, what is particularly important for semiconductor surfaces

with their characteristic localized dangling bonds.

For this geometry the fields are calculated by applying the boundary conditions

at the interface for a sheet with finite thickness. Afterwards an infinite thin sheet is

considered. The explicit form of the Fresnel factors here is the following [37]:

Fi→j = F xx
i→jx̂x̂+ F yy

i→j ŷŷ + F zz
i→j ẑẑ (2.9)

with

F xx
i→j =

2εiqj
εjqi + εiqj

, (2.10)

F yy
i→j =

2qi
qi + qj

, (2.11)

F zz
i→j =

2εiεj
ε′

qi
εjqi + εiqj

. (2.12)

The indices i → j indicate between which media the wave is propagating: 1 → 2

or 2 → 1.
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Fig. 2.4: Experimental geometry for the SHG experiments on vicinal surfaces

Assuming that the magnetic properties of the media can be neglected (µ = 1), qi

and qj are projections of wavevectors onto the surface normal and can be calculated

together with the propagation directions of the incoming and emitted beams:

~k1(2ω) = px̂− q1ẑ ; q1 =
√
ε1K2 − p2 (2.13)

~k2(2ω) = px̂+ q2ẑ ; q2 =
√
ε2K2 − p2 (2.14)

K =
2ω

c
. (2.15)

The benefit of this method is that it assigns not only a nonlinear susceptibility to

the interface, but also describes the influence of the linear dielectric properties. This

allows a better separation between the linear and nonlinear response. The explicit

expressions for the second harmomic field as a function of the angle of incidence given

by Sipe et al. can be obtained by setting ε′(ω) = ε2 and ε′(2ω) = 1. They are

frequently used to describe SHG for metal surfaces, i.e. assuming an incident field in

medium 2 and radiating 2ω-polarization in vacuum.

SHG Sensitivity to the Surface Symmetry

The polarization dependence of the Fresnel factors presented on the last pages deter-

mines which components of the nonlinear susceptibility contribute to the generated
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second harmonic radiation for different linear polarization combinations of incoming

and reflected beams. This reduces the number of probed tensor elements already

significantly without considering further restrictions due to surface symmetries. To

illustrate this statement, it is useful to visualize these contributing elements of the χ2

tensor for different polarization combinations:

p→ P s→ P 45◦ → P
• ◦ • ◦ • ◦
◦ ◦ ◦ ◦ ◦ ◦
• ◦ • ◦ • ◦



◦ • ◦ ◦ ◦ ◦
◦ ◦ ◦ ◦ ◦ ◦
◦ • ◦ ◦ ◦ ◦



◦ ◦ ◦ ◦ ◦ ◦
• • • • • •
◦ ◦ ◦ ◦ ◦ ◦



p→ S s→ S 45◦ → S
◦ ◦ ◦ ◦ ◦ ◦
• ◦ • ◦ • ◦
◦ ◦ ◦ ◦ ◦ ◦



◦ ◦ ◦ ◦ ◦ ◦
◦ • ◦ ◦ ◦ ◦
◦ ◦ ◦ ◦ ◦ ◦



• • • • • •
◦ ◦ ◦ ◦ ◦ ◦
• • • • • •


(2.16)

The polarization 45◦ addresses a linear polarization between s and p and the

filled dots highlight the contributing tensor elements. The illustration shows clearly

that different tensor elements can be addressed by choosing a certain polarization

combination.

Consideration of the symmetry of the surface that is studied will lead to further

restrictions. For the bulk of centrosymmetric materials we showed already that χ2 = 0.

For a (111) surface of a cubic, centrosymmetric crystal with C3v symmetry χ2 has the

following non-vanishing elements (considering the case that the y-axis is perpendicular

to the plane of symmetry and the z-axis is normal to the surface) [37]:

χ
(2)
(111) =


• • ◦ ◦ • ◦
◦ ◦ ◦ • ◦ •
• • • ◦ ◦ ◦

 (2.17)

Furthermore, there are only four independent parameters, because the tensor ele-

ments have to fulfill the following relations:

χ(2)
xxx = −χ(2)

xyy = −χ(2)
yxy (2.18)

χ(2)
xzx = χ(2)

yzy (2.19)

χ(2)
zxx = χ(2)

zyy (2.20)

χ(2)
zzz (2.21)
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SHG from Vicinal (111) Surfaces

Whereas the description of the flat, low-index (111) surface presented so far seemed

to be quite straightforward, vicinal surfaces are in general difficult to handle since

the terraces are not perpendicular to the surface any more. Lüpke et al. extended

the model for the second- and third-harmonic generation from cubic centrosymmetric

crystals with vicinal faces [40] using the convention of Sipe.

In a first order approximation, regular steps can be described by an additional

C1v symmetry with the mirror plane perpendicular to the steps. For small miscut

angles the electronic structure of the terraces will be very little affected by the steps.

The total nonlinear response can then be approximated as the sum of independent

contributions from the steps and the terraces:

χ
(2)
vicinal = (1− a)χ′

(2)
terrace + aχ

(2)
step. (2.22)

a is the fraction of step edge atoms with respect to the number of terrace atoms.

It is important to recognize that the nonlinear suszeptibiliy of the terrace is dif-

ferent from that of the flat surface, because the terrace is tilted with respect to the

surface plane. We have to transform χ′
(2)
ijk from the coordinate system of the vicinal

surface to the laboratory system [40]:

χ′
(2)
ijk =

∑
`,m,n

Ril RjmRkn χ
(2)
`mn. (2.23)

{Rij(α1)} is the matrix for the transformation between the cubic crystal coordinate

system and the coordinate system for the C1v symmetry face. In the case of a (001)

face miscut toward [011] with misorientation angle α1, {Rij(α1)} takes the form

{Rij(α1)} =


cosα1 0 sinα1

0 1 0

− sinα1 0 cosα1

 (2.24)

The indices i, j and k are the x, y and z coordinates of the laboratory system and

l, m, and n are the x, y and z coordinates of the crystal [40]. For a vicinal surface

with the mirror-plane perpendicular to the x-axis (and therewith perpendicular to the

mirror plane of the flat surface discussed before!) the nonlinear susceptibility has the

following form:

χ
(2)
step =


◦ ◦ ◦ ◦ • •
• • • • ◦ ◦
• • • • ◦ ◦

 (2.25)
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If the mirror-plane is perpendicular to the y-axis, χ(2) looks like:

χ
(2)
step =


• • • ◦ • ◦
◦ ◦ ◦ • ◦ •
• • • ◦ • ◦

 (2.26)

(compare Fig. 2.7 for the orientation of surface and different step types.)

Again, the positions with filled circles indicate non-vanishing elements. In contrast

to the (111) surface discussed before, the C1v symmetry causes no further restrictions

for the actual numerical values of the tensor elements: they are all independent.

Although the exact values of the tensor elements are in general not known, we can get

some information about the second-harmonic signal generated at our sample already

just from the form of the tensor presented so far.

Azimuthal Rotation of the Crystal

Different surface symmetries may be distinguished by measuring the dependence of

the SH yield as a function of azimuthal angle ψ of the sample, i.e. the rotational

anisotropy [67].

For rotating the sample with ψ around the surface normal (ẑ) the transformation

matrix has the form: 
cosψ − sinψ 0

sinψ cosψ 0

0 0 1

 (2.27)

The SH signal dependence on azimuthal angle gives a possible technique to dis-

tinguish between different surfaces. Figure 2.5 shows simulations of this azimuthal

angle dependence of the generated second harmonic field on the sample orientation for

fixed, linear polarizations of the fundamental and second harmonic beams for (111),

(100), and (110) surfaces. For this illustration on figure 2.5 the following nonlinear

susceptibilities χ(2) have been chosen:

χ
(2)
terrace,(111) =


1 −1 0 0 1 0

0 0 0 1 0 −1

0.2 0.2 10 0 0 0

 (2.28)

χ
(2)
terrace,(100) =


0 0 0 0 1 0

0 0 0 1 0 0

0.2 0.2 10 0 0 0

 (2.29)
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χ
(2)
terrace,(110) =


0 0 0 0 0.8 0

0 0 0 0.5 0 0

0.2 1 10 0 0 0

 (2.30)
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Fig. 2.5: Simulation of the azimuthal dependence of the SHG from the flat a and b (110),
c and d (111), and e and f (100) clean surfaces. See Eq. 4.1, 2.29, and 2.30 for the assumed
nonlinear susceptibilities for these surfaces. (All figures are normalized.)
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A rule of thumb has been applied for the choice of the magnitude of the tensor

elements of these flat surfaces. For a metallic surface the nonlinearity will be par-

ticularly large for a polarization in the direction perpendicular to the surface (z).

Therefore, it can be expected that χ(2)
zzz may be the largest element. For the jellium

model χ(2)
xzx = χ(2)

yzy = χ(2)
zxx = χ(2)

zyy. The other tensor elements were chosen in a way

that for the (111) surface the simulation agrees qualitatively with the experimental

data obtained with our sample (shown later in Fig. 4.4). For our (111) vicinal sur-

face it will be demonstrated that the SHG measurements don’t show phase shifts (see

Sect. 4.5), therefore the tensor elements can be chosen as real numbers although in

general they are complex quantities.

For the (100) and (110) surfaces χ(2)
zzz was chosen to have the largest magnitude,

all other elements are arbitrary. The plots show the two- and threefold symmetry of

the (110) and (111) surfaces. Since χ(2) is a third-rank tensor, fourfold and higher

symmetries can not be distinguished. Therefore the azimuthal dependence of the SH

yield for the (100) surface is isotropic (see Fig. 2.5).

2.3 Oxygen on Pt(111) Surfaces

As a model system we have chosen the dissociative adsorption of oxygen on a vicinal

Pt(111) surface. It is well studied by a variety of methods like thermal desorption spec-

troscopy (TDS), high-resolution electron-energy loss spectroscopy (HREELS), scan-

ning tunnel microscopy (STM), molecular beam experiments, and core level spec-

troscopy methods (see Ref. [68, 69] and references therein).

The aim of this section is to give a general overview of the platinum (111) single

crystal surface and the possible adsorption sites of oxygen atoms on it.

2.3.1 Pt(111) Surface

Many metals crystallize in the face-centered cubic (fcc) structure like for example the

catalytically important precious metals as platinum, ruthenium, and palladium.

The (111) surface can be obtained by cutting the fcc metal in such a way that

the surface plane intersects the x-, y- and z- axes at the same value. This exposes a

surface with an atomic arrangement of sixfold (hexagonal) symmetry.

This layer of surface atoms actually corresponds to one of the close-packed layers

on which the fcc structure is based. Each surface atom has six nearest neighbors

in the first layer, and another three in the layer immediately below. Altogether the

coordination number of a surface atom is 9.
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p(2X2)

on-top bridge-bonded

(√3X√3)R15
3-fold hollow

Fig. 2.6: The 111 surface offers the following adsorption sites : on-top sites, bridging sites
(between two atoms) and hollow sites (between three atoms).

If we expose this surface to adsorbates it offers three adsorption sites: on-top sites,

bridge bonding sites (between two atoms), and threefold hollow sites (between three

atoms) (see Fig 2.6). There are two different threefold hollow sites: the hcp (hexagonal

close-packed) and the fcc (face centered cubic) three-fold hollow sites (see Fig. 2.7).

The difference between these two bonding places is that in case of hcp-hollow a Pt

atom is situated in the under-laying terrace while in the case of fcc-hollow not.

Vicinal Pt(111)

Platinum crystals cut in different crystallographic zones at small angles from (111)

planes result in surfaces with regular arrays of steps. The ideal surfaces can be con-

sidered to consist of terraces which have an atomic arrangement identical to the corre-

sponding low index surface, separated by a single atom height (so called monoatomic)

steps.

Real vicinal surfaces do not exhibit a completely regular array of steps and kinks

illustrated for the ideal surface structures, but they do exhibit a certain type of step

and terrace morphology. The special adsorption sites at steps are widely recognized

to have remarkably different adsorption characteristics compared to those available

on the terraces and may thus play an important role in surface reactions.

In the case of Pt(111) three different types of monoatomic step exist for three
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y

Fig. 2.7: The three (A, B, C=D) different step morphologies of the vicinal Pt(111) and
the possible bonding sites of the atomic oxygen at them. The two adatoms on the highest
terrace are for notation of the hcp (hexagonal close-packed) and the fcc (face centered cubic)
three-fold hollow sites.

different surface facets, depending on the cut direction (see Fig 2.7). If the [111]

direction is tilted into the direction of [112̄], [112] (see three dimensional sketch on

Fig. 5.11) and [11̄0], the steps have facets of (111), (100) and (11̄0) orientation re-

spectively. Each step atom of the (111) and (100) facets has 7 neighbors. 4 nearest

neighbors in the surface layer of terrace atoms which terminates at the step, and

another 3 in the layer immediately below. But the cut in the [11̄0] direction exhibits

not only steps but also contains kinks in the steps. The lowest coordination number

is exhibited by atoms ”on the outside” of the kinks in the steps. Such atoms have

only 3 nearest neighbors in the surface layer of terrace atoms which terminates at the

step, and another 3 in the layer immediately below - a total of 6.

There are two notations of the vicinal surfaces. One possibility is to describe the
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vicinal surface with the generally used Miller indices. These indices for the different

steps shown in Fig. 2.7 are the following: step A is Pt(114), step B is Pt(441), step C

is Pt(310), and step D is Pt(021). Alternative designation for the surfaces are for A

steps Pt(2(111)+(1̄1̄2))), for B steps Pt(3(111)+(112̄)), for C steps Pt(2(111)+(11̄0)),

and for D steps Pt(1(111)+(1̄10)). Here the first numbers denote the (111) terrace

length of the crystal and the the second brackets show the step directions. Applying

these notations on our sample the appropriate Miller indices are Pt(10,12,11), while

the other one is Pt(11(111)+(1̄10)). This means that the crystal has (111) terraces

with a width of 11 unit cells and the step staircase drops down from the 11̄0 direction.

2.3.2 Adsorption of Oxygen on Stepped Pt(111)

In the literature the following picture has been established for the oxygen adsorp-

tion on platinum: Below 40 K, molecular oxygen physisorbs on the surface. Three

chemisorbed molecular states have been found, which were assigned to fcc- and bridge-

bonded terrace and step-bonded species with peak desorption temperatures between

125 and 220 K. Two much more strongly bound atomic oxygen states have been

observed, corresponding to terrace- and step-bonded species, which are desorbing

recombinatively and give rise to broad desorption peaks between 700 and 900 K.

Both, molecular precursor-mediated and quasi-direct dissociation can be observed,

depending on the initial conditions [70]. For temperatures T > 150 K, only atomic

oxygen is stable on the surface forming a p(2×2) superstructure on the terraces at

the saturation coverage of 0.25 ML by occupying the fcc sites which are preferred by

0.4 eV compared to hcp sites [71, 72, 73]. For initial energies in the thermal range,

oxygen sticks as molecular species on terraces at T < 150 K with a saturation coverage

of 0.44 ML building a (3/2×3/2)R15◦ structure [74], where it partially desorbs and

partially dissociates when the temperature is increased above 150 K.

Steps increase the reactivity dramatically [69,75,76]. STM investigations at tem-

peratures lower than 160 K, where atomic oxygen is immobile, have shown that the

dissociative adsorption takes place directly at the step edges [77].

Adsorption on Different Step Facets

Since on the Pt(111) surface 3 different types of monoatomic step exist there are also

different adsorbate sites for the oxygen (see Fig. 2.7).

STM studies of Feibelman et al. [71] gave clear evidence that the atomic oxygen

binds differently on the (111) (steps point into direction [112] on Fig. 2.7, called A-

type step) and on the (100) (steps point into direction [112̄] on Fig. 2.7, called B-type
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step) facets. They have also attained local density approximation (LDA) calculations

that have supported their observation made by STM images [71,78].

These studies reveal that an oxygen adatom gains binding energy roughly propor-

tional to the number of its nearest neighbors that are step-edge atoms. The gain is

0.25 eV if the oxygen atom has only one step-edge neighbor, 0.4 eV if the oxygen

atom nearest neighbors are one terrace and two step-edge atoms, and 0.6 eV if the

ad-oxygen hangs off the step edge, coordinated only to two step-edge Pt atoms.

Step-edge atoms, on both A and B steps, have 7 neighbors, compared to 9 for

terrace atoms and 10 (A) or 11 (B) for step-bottom atoms. Thus, the total energy of

the system is mostly lowered when oxygen adatoms decrease the need of the edge Pt

atoms for neighbors [71].

A-type Steps

In the case of an A-type step the oxygen adatom shows up right at the step. It

is bonded between two edge atoms where no Pt atom is directly below the oxygen

adatom on the lower terrace in front of the step (see Fig. 2.7).

In the edge-bridging site, the oxygen passivates two edge neighbors and it is a

“quasi-fcc” site. It is not a threefold site, since there is a step present and with it

a Pt neighbor is missing. Although there is an adjacent threefold over-terrace site

which also allows passivation of two step-edge Pt atoms, but it is a hcp hollow, and

the fcc site is preferred to hcp by ∼0.4 eV. The extra binding accrued by passivating

two edge Pt atoms and it is decisive and makes the edge-bridging site optimal [71].

There is a fcc-hollow at an A step that allows an oxygen adatom to have only one

Pt edge neighbor. But it provides only 0.25 eV advantage of passivating only one step

edge Pt, plus the fcc hollow advantage of 0.4 eV [71].

B-type Steps

At the B-type step (see Fig. 2.7) the hcp binding is extended to edge bridging, where

a Pt atom is on the lower terrace in front of the step below the adsorbed oxygen

atom. Here an oxygen adatom prefers the threefold, over-terrace site because it is an

fcc hollow, adjacent to two step-edge Pt atoms, occurring a passivation energy gain of

0.4 eV. This is 0.2 eV better than the quasi-hcp edge bridge, where 0.6 eV passivation

energy gain is counteracted by a 0.4 eV hcp penalty [71].



2.3. Oxygen on Pt(111) Surfaces 31

C- and D-type Steps

The other two possibilities actually are the same. The [111] direction is tilted into

the [11̄0] or the [110] direction and the steps edges are parallel to the [112̄] direction.

The step staircase drops down from the [11̄0] or the [110] direction, respectively (see

Fig. 2.7). Here in the both cases, the steps are not straight but they contain kinks

(Sec. 2.3.1). For our study we have used a Pt sample with C-type steps.

There is no information about the oxygen adsorption for this type of steps in the

literature, but we can assume from the discussion above that the outside atoms of

the kinks possibly play important roles (see Fig. 2.7), because they have the lowest

coordination number (6). From our SHG experiments we can only deduce that oxygen

sticks at the steps, but cannot assign the correct position.
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Chapter 3

Experimental Setup

This chapter provides a description of the experimental setup that was employed in

the present work. The first section gives an overview of the ultra-high vacuum (UHV)

system (Sect. 3.1) which was built up within the framework of this PhD work and

optimized for the diffusion measurements. The second section (Sect. 3.2) describes

the preparation of the platinum sample, and the last section describes the optical

setup and the laser system (Sect. 3.3).

3.1 Ultra-High Vacuum System

The creation and maintenance of UHV conditions is the perquisite for every inves-

tigation of atomically clean surfaces. The detailed characterization of the vacuum

conditions and the inspection of the sample required the presence of several mea-

surement instruments within the UHV chamber. The sample manipulator needed to

provide a large number of translation and rotation degrees of freedom, while allowing

for a large range of sample temperature.

The scheme of the UHV chamber is depicted in the Fig 3.1. The vacuum-system

is separated into two subsystems, the measuring chamber and the dosing system.

Both systems have the same fore-vacuum system which contains a rotary pump (RP,

Leybold Trivac D25B) and a fore-line trap (FT, Balzers URB 025). The latter prevent

oil-contaminations of the main system. The measuring chamber and the dosing-

system can be separated via an electro-pneumatic protection valve (EPV, Balzers

EVA 040PC).

Measuring Chamber

The chamber can be separated from the pumping unit located underneath via a

200 mm gate valve (GV, VAT 200). A turbo-molecular pump (TP1, Balzers TMU

260), an ion-getter pump (IGP, Varian Star Cell 230 l/s) and a Ti-sublimation pump

(TSP) are attached to a four-way crossing. The system pressure is recorded with a
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Fig. 3.1: Schematic representation of the UHV system consisting of a separately pumped
gas dosing system (left side) and the UHV chamber. The abbreviation are:

P1, TP2, TP3 Turbomolecular pumps (Balzers), 270l/s, 60l/s, 60l/s
TSP Titanium sublimation pump
IGP Ion getter pump, Star Cell (Varian), 220l/s

PR, FT Rotary pump, Foreline trap
DPF Differentially pumped feedthrough

IG, TG Ionization gauge, Thermocouple gauge
CM Capacitance manometer

GV, PV Gate valve CF200, Plate valve CF200
EPV Electro-pneumatic protection valve

D Doser with capillary array plate, ø= 25mm, øporous= 5µm

Bayard-Alpert gauge (IG, Balzers IMR 132). A smaller turbo-molecular pump (TP2,

Balzers TMU 065) has been attached between the TP1 and the fore-vacuum system.

The sample preparation and measuring chamber is equipped with a combined
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retarding-field LEED/Auger instrument (Omicron, Spectaleed), a quadrupole mass

spectrometer (Balzers, QMS 125) and a sputter gun (VSW AS10). The LEED/Auger

equipment is used for the characterization of the sample surface. The QMS is used

for temperature programmed desorption (TPD) and for rest gas analysis. The QMS

is equipped with a molybdenum ”Feulner cap” [79, 80] around the ionizer and is

mounted on a translation stage. It can be reproducibly positioned in front of the

sample (typical distance 3 mm). With application of the Feulner cap atoms and ions

desorbing exclusively from the surface of the sample can be collected. The exclusion

of atoms desorbing from the backside of the sample or from the sample holder is

crucial for high-quality TPD-spectra. The sputter gun is used for cleaning the sample

surface (see in Sect. 3.2).

The whole chamber was baked out at a temperature of 430K to get rid of the water

contamination. This temperature is limited by the maximal allowable temperature

of the rotary manipulator feed-rough. After typically two days of bake out a base

pressure ≤ 1x10−10 mbar is obtained for the main chamber. For the dosing system a

pressure in the lower 10−9 mbar range is reached.

Dosing System

The dosing system contains four glass bulbs for various gases, a Bayard-Alpert gauge

(IG, Leybold Ionivac IE211) recording pressures bellow 10−3 mbar, a thermocouple

manometer (TG, Leybold-Hereaus) for pressures above 10−3 mbar and a calibrated

capacitance manometer (MKS, Baratron, Model 615A), which was used for recording

the gas flow from the dosing system to the chamber. The dosing-system which is

pumped independently from the main system with a turbo-molecular pump (TP3,

Balzers TPU 062), is attached to the chamber via two angle valves. One is attached

to the sputter gun to let in argon for the sample preparation and the other is attached

to a motorized leak-valve which allows the dosage of oxygen or CO through a micro-

capillary array. The latter permits a uniform and directed gas flow onto the sample.

Sample Holder

The optical measurements require the accurate positioning of the sample in space.

The sample manipulator can be freely translated in x-, y- and z-direction with an

accuracy in the µm range. Rotation around the vertical axis is possible over the

entire 360◦. This can be achieved with the help of a rotary feed-through which was

differentially pumped.

The round platinum sample is clamped between a bended tungsten wire. The

tungsten wire is clamped to a copper block which is attached to a liquid-nitrogen



36 Chapter 3. Experimental Setup

Sapphire disk

Cu-block

W-wire

Pt sample
Filament

Thermocouples

Cryostat

Fig. 3.2: Schematic structure of the sample holder.

cooled cryostat separated by an insulating sapphire disk. The sample could be cooled

down to 80 K and heated up to 1100 K by radiation and electron-beam heating. The

temperature was monitored by means of a chrome-alumel thermocouple (type K) that

is spot welded to the back side of the platinum sample.

3.2 Platinum Surface Preparation

Besides clean UHV conditions, the sample preparation procedure is very important

to obtain clean and ordered surfaces.

The Pt(10,12,11) crystal with a diameter of 12 mm and thickness of 2 mm was

supplied by MaTeck. It has a circular groove with a width of 0.3 mm and depth

of 0.8-1 mm for fixing. The sample was oriented 4◦ off the (111) direction in the

[11̄0] direction and polished down to a roughness of 0.03 µm. With this miscut it

has a terraces width of 11 unit cells length (see in Ref. [61]) that are separated by

monoatomic steps. Steps were chosen to be parallel to the plane of incidence of the

laser beams and parallel to the [112̄] direction.

The sample was cleaned by repeated sputtering cycles. First the sample was sput-

tered with Ar+- ions for 10 minutes at 1keV and 2.5 µA. After that it was annealed

at 1050 K for 10 minutes. During this high temperature annealing carbon contami-
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nations can come up from the platinum bulk. This residual carbon contaminations

can be removed by oxidation of the sample. During oxidation the sample was hold

at 720 K in an atmosphere of 5× 10−8 mbar O2 for 30 minutes. Finally, oxygen was

removed by flashing the sample to 1100 K. This procedure was repeated at least 30

times.

After the preparation procedure the quality of the surface was inspected by LEED

and Auger electron spectroscopy (AES). The LEED pattern in Fig. 3.3 shows sharp

diffraction spots of the Pt(111) surface. Every second pattern is splitted being a clear

sign of regularly stepped surface. The cleanness of the sample was further analyzed

with repeated TPD and SHG measurements.

Fig. 3.3: LEED pattern of a clean stepped Pt(111) surface at 80 K. It shows sharp diffrac-
tion spots. Every second spot is splitted, which is sign of the stepped surface.

In routine operation the sample was cleaned once per week with a full sputtering

cycle. After every measuring day the sample was oxidized (T=720 K, pO2 = 5 ×
10−8 mbar) for half an hour and left covered with oxygen for the night. In the

morning of the next measuring day the sample was flashed to 1100K.

3.3 Optical Setup

The optical setup of the second-harmonic diffraction pump and probe experiment is

shown in Fig 3.4.

Laser pulses of 50-fs duration at 800 nm were produced by a Ti:sapphire amplifier

system with 1kHz repetition rate. The original beam was separated into two parts, a

weak probe beam and a strong pump beam with the help of a 5%/95% beam splitter.

The spatial overlap of the combined pump and probe beams was adjusted under

observation of the sample through an UHV-viewport with an near IR-sensitive CCD-

camera (CSB-465C, Pacific Corp.) equipped with a large-working distance macro
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objective (Macro Video Zoom Lense, 18-108 F/2.5, OPTEM). The temporal overlap

of the two pump beams was set when the two pump beams were both p polarized. The

temporal and spatial overlap of the two beams can be controlled by the observation

of interference fringes.

Amplified Ti:Sa
800nm, 50fs

/2λ

/2λ

P
M

T

BG39

Pump

RG715

Probe

Polarizer

UHV

Sample

Delay

Thin film polarizer

RG715

60% Beam splitter

5% Beam splitter

/2λ

Fig. 3.4: Schematic representation of the optical setup for the second-harmonic diffraction
experiment.
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Probe Beam

The weak p-polarized probe beam was focused on the sample at an angle of incidence

of 45◦ by a f=250 mm fused silica lens down to 90 µm in diameter resulting in an ab-

sorbed fluence of about 0.5 mJ/cm2. The polarization of the reflected second-harmonic

(SH) light was analyzed by a Glan-Taylor prism. The p-polarized SH radiation was

separated from the reflected fundamental beam by a combination of 400-nm dielec-

tric bending-mirrors and a Schott BG39 color filter. A photomultiplier (Hamamatsu

R4220) was combinated with a 300 MHz Preamplifier (Stanford Research System, SR

445A) and with a boxcar averager (Stanford Research System, SR200) for detection.

Pump Beam

The p-polarized pump beam was incident on the surface at 40◦ off the normal and

slightly focused to produce a Gaussian spot with 0.94 mm diameter (FWHM). The

intensity was varied by a combination of a half-wave plate and a thin-film polarizer

and was measured by a power meter. The spot size of the beam was determined by the

knife-edge method, where a razor was fixed on a linear positioning stage (Aerotech,

Accudex Zeta-drive) which was moved by a motion controller (Aerotech Unidex 1).

For two-pulse correlation measurements, the pump beam was split into two beams

with the help of a Michelson interferometer. The two beams were orthogonally polar-

ized using a zero order half-wave plate in one arm of the interferometer. The intensity

of the two pump beams were chosen in a way that the adsorbed fluence of the s and

p polarized beams on the platinum sample were nearly equal.

Between the two ”splitted” pump pulses a variable time delay could be set: the

length of one arm of the interferometer can be changed with two mirrors fixed on a

linear positioning stage (Aerotech, Accudex Zeta-drive). The stage was driven by a

motion controller (also Aerotech Unidex 1). Behind the interferometer the two pump

beams were combined collinearly.

A Schott RG715 filter was used to block possible contributions at short wave-

lengths in order to exclude any direct induced photoreactions, which were observed

for molecular oxygen [81]. The absorbed fluence was calculated using the optical con-

stants of platinum [82] and assuming a constant absorption, which has been verified

by Her et al. [12] for absorbed fluences up to several mJ/cm2. We estimate that the

absolute values of our fluence data are accurate within 30%. Relative changes of the

fluence can be determined better than 2%.
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Chapter 4

Characterization of O2 Adsorption

The detailed characterization of the applied system is very important to understand

and model the measurements. The aim of this chapter is to present our measurements

which were used to analyze the adsorption of oxygen on our stepped platinum sample.

In the first two sections we discuss our TPD and LEED measurements. These are the

typical techniques to characterize adsorption on metal and semiconductor surfaces. In

Sect. 4.3 we demonstrate how SHG can be used to interpret the adsorption of oxygen.

In Sect. 4.3 and Sect. 4.5 we show how the step sensitivity of the SHG signal can be

maximized by using different polarization combination.

4.1 Temperature Programmed Desorption

Molecular oxygen can chemisorb directly as a molecule on a Pt(111) surface or it

can dissociate and form strongly bound atomic oxygen. These two species can be

distinguished by temperature programmed desorpion (TPD) due to their difference

in binding energy.

Technically, the TPDs were recorded in this work in two steps. For temperatures

up to 300 K the sample was heated by radiation of a tungsten spiral placed behind

the sample (see sect. 3.1). In this way the sample temperature could be continously

increased from 80 K to 300 K, with a heating rate of 1.7 K/s.

For temperatures above 300 K the sample was heated by electron-beam heating

applying 300 V between filament and sample. In this second step the sample tem-

perature was continously increased from 140 K to 1050 K with a heating rate of

5.8 K/s.

Figure 4.1 shows a series of combined TPD spectra for different coverages of oxygen

dosed at a sample temperature of 80 K. Note the different scaling for the low and high

temperature regime. At low temperatures two peaks can be resolved. They can both

be assigned to the desorption of molecularly adsorbed oxygen. Around 140 K the

direct desorption of molecular oxygen from terrace sites can be observed, which are
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not saturated even at the highest coverage used here. At a temperature of about

220 K direct desorption of a small amount of step-bound molecular oxygen can be

observed [68,75,76].
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Fig. 4.1: Thermal desorption spectra of O2 from the Pt(10,12,11) surface for different
oxygen coverages dosed at 80 K. Note the different scaling for the low and high temperature
regime.

The broad maxima around 800 K correspond to the recombinative desorption

of atomic oxygen. Here, no distinct signal for terrace- and step-bound species can

be observed due to the large peak width and the small step densities compared to

crystals with a larger miscut [68,69,76]. For an adsorption temperature of 80 K atomic

oxygen can descend from molecules which adsorbed dissociatively at step edges or

from molecules which dissociated due to the temperature rise during recording of the

TPD spectra. A pronounced shift of the desorption peak to lower temperatures can

be observed with increasing oxygen coverages (see Fig. 4.1) due to the second-order

desorption kinetics [76]. For an adsorption temperature T > 150 K molecular oxygen

is not stable on the surface, and the TPD spectra show only recombinative desorption

of atomic oxygen which was dissociated during adsorption. Here, a more than four

times higher dosage is required to reach the saturation coverage.
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4.2 Step sensitivity of the SHG

This section demonstrates how the adsorption of oxygen on a stepped platinum sample

was detected with the SHG technique and points at the high sensitivity of the SH

signal on step contribution.

ωSHG (2   ) 

Probe ( )ω

Fig. 4.2: Scheme of the experiment: step sites are decorated selectively by dissociative
adsorption. The adsorption of the oxygen on the step sites is monitored by second-harmonic
generation of a probe beam.

The idea of the SHG measurement is displayed on Fig. 4.2. The initial oxygen

distribution has been prepared by saturating selectively the step edges with atomic

oxygen. This has been done by adsorbing molecular oxygen at a substrate temperature

of T > 160 K as it was discussed in the previous section. The saturation of the step

sites was followed by the SH signal, which is generated at the step sites. The optical

setup is described in Fig. 3.4.

4.3 Polarization Dependence

Polarization dependent measurements have been done to optimize the optical setup

with respect to maximum step sensitivity. During these measurements the polariza-

tion of the incident probe beam was changed (5◦ steps), while the intensity of the

generated SH radiation was detected for P and S polarization.

The polarization dependence of the second-harmonic generation yield shows a

characteristic curve shape (see Fig. 4.3). The non-vanishing elements of χ(2) and the

Fresnel factors contributing to SHG (Sect. 2.2.1) are determined by sample symmetry

and the polarization of the fundamental and second-harmonic light. The tensor com-

ponents of χ(2) that contribute to the SHG on the most common surfaces for different

polarization combinations were discussed in section 2.2.1.

Fig. 4.3 shows polar plots of the second harmonic intensity (distance to the center)

as a function of the input polarization for vicinal (111) surfaces and different detected
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Fig. 4.3: Polarization dependence of the SHG from a clean stepped (111) surface, based
just on symmetry considerations. The nonlinear susceptibilities assumed here shown in
Eq. 4.1 and 4.2, and Fig.4.2 shows the definition of the angle.

polarizations.

For this figure and the following simulations (Fig. 4.3) the nonlinear susceptibilities

χ(2) have been chosen as:

χ
(2)
terrace,(111) =


1 −1 0 0 0.3 0

0 0 0 0.3 0 −1

0.3 0.3 10 0 0 0

 (4.1)

χ
(2)
step =


0 0 0 0 0.2 0.2

0.2 0.2 0.2 0.2 0 0

0.2 0.2 0.2 0.2 0 0

 (4.2)

As in the simulations shown in chapter 2, a rule of thumb has been applied for the

choice of the magnitude of the tensor elements of χ
(2)
terrace as before (see Sect. 2.2.1).

The tensor elements of χ
(2)
step were chosen in a way that they fulfill the conditions re-

quired due to the symmetry of the surface and that the simulation agrees qualitatively

with the experimental data obtained with our sample (shown in Fig. 4.4). Note that

the p-polarized response is approximately one order of magnitude stronger than the

s-polarized one. This is caused by different anharmonicities in the electron motion in

and out of the surface plane.

From the form of the χ(2) tensor in Eq. 2.16 and in Eq. 2.25 we would expect
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Fig. 4.4: Polarization dependence of the second harmonic generated at the clean sample
and after dosage of 0,26 and 0,57 L oxygen. The polarization of the detection is P in plot a)
and S in b), while the input polarization is changed (Φ=180◦ stands for p-polarized light)
in both graphs.

the highest step sensitivity for the s→S (s-polarized fundamental and analyzing S-

polarized second-harmonic) polarization combination. However, varying the polar-

ization of the fundamental and the analyzer for the second-harmonic we have found

that the polarization combination p→P (p-polarized fundamental and analyzing P-

polarized second-harmonic) gives the highest sensitivity to oxygen absorption in our

case. With the step edges parallel to the plane of incidence (Fig. 2.4) we are sensitive

to the contributions perpendicular to the step edges to the nonlinear susceptibility.

They dominate the total yield when the threefold rotational response of the in-plane

components of the (111)-terraces has its minimum.

SHG Dependence on the Azimuthal Angle

The variation of the second-harmonic intensity when the sample is rotated around its

surface normal is governed by the symmetry of the crystal and its surface [83,67]. In

our optical and vacuum setup it is not possible to carry out a full study of the SH

intensity as function of the azimuthal angle. The sample is fixed on the manipulator

and therefore cannot be easily rotated without opening the vacuum chamber.

In the present work we show the intensity dependence only for two measurements

where the incidence of the probe beam was changed with 180◦ which coincides with

a rotation of the sample with 180◦ (Fig. 4.5).

These measurements show that the SH signal is significantly stronger at the angle

of incidence Φ = 0 than at Φ = 180◦. But at the same time it is much less sensitive
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Fig. 4.5: The second-harmonic signal dependence on the azimuthal angle. These two curves
show the change of the SH intensity during dosage with oxygen at the azimuthal angles 0◦

and 180◦. Although the SH intensity at Φ=0◦ is 3,5 times larger than at Φ=180◦, the
step sensitivity (contrast) is much stronger in the second case. The inset shows the model
calculation of the azimuthal dependence of the SH-signal for a vicinal (111) surface with
polarization combination p ⇒ P. Eq. 4.1 and 4.2 show the assumed nonlinear susceptibilities
for this simulation.

to the step contribution, and the relative change of the SH signal is much smaller

during the decoration of the step edges with oxygen. This behavior is expected from

the model-calculation that can be seen in the inset of Fig. 4.5, where the amplitude

of the SH-signal was calculated for an azimuthal rotation of the crystal. In this inset

the polarization combination p→P is represented. From the threefold symmetry it

is expected that the SH-signal is the strongest if the incident laser beam comes from

Φ = 0◦ and the weakest for Φ = 180◦, which is in agreement with SH measurements

shown here.
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4.4 Step Selectivity of the SH Detection

For low adsorbtion temperatures (T <160 K) molecular oxygen sticks not only on

the steps but also on the terraces, where it partly dissociates when the temperature

is increased. In order to verify that SHG selectively probes the oxygen coverage at

the step edges in our geometry, we have measured the SH signal in-situ during the

coverage for two different adsorption temperatures (80 K and 160 K respectively). The

same was done in the LEED measurements presented on the next page (Sect. 4.4.1).

The result is shown in Fig 4.6.
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Fig. 4.6: Second harmonic signal as a function of oxygen dosage at a sample temperature
of 80 K (closed symbols) and 160 K (open symbols) up to the same maximum dosage. The
inset shows the corresponding TPD spectra for 80 K (solid line) and 160 K (dashed line) of
the adsorbed atomic oxygen detected after recombinative desorption. The TPD spectrum
taken at 80 K is already saturated.

The same monotonous decrease of the SH-signal followed by a saturation can be

observed in both cases in contrast to the total oxygen coverage which is different by a

factor of four, as can be seen in the inset which shows the corresponding TPD spectra.

The higher amount of oxygen at 80 K dosing temperature can be easily understood

at this temperature oxygen adsorbs not only on the step edges but on the terraces

(see Sect. 4.4.1). If the sample is exposed at 160 K temperature the oxygen adsorbs

only at the step edges and with that the total amount of the adsorbed oxygen is much

lower.
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Flashing the sample to 300 K and cooling back to 80 K does not change the

SH-signal in both cases. For 80 K adsorption temperature, a p(2 × 2) oxygen over-

structure as has been observed by LEED (see Fig 4.7), which points to oxygen on the

terraces.

The remarkable equality of progression and saturation level of the SH-signal inde-

pendent of sample temperatures and of annealing shows clearly that in our geometry

SHG is exclusively sensitive on the dissociative adsorption of oxygen at the step edges.

The strong decrease of the SH-signal with oxygen coverage demonstrates the high sen-

sitivity of the SHG detection even for a low step density (< 0.09 ML).

4.4.1 LEED Patterns of the Dosed Platinum Surfaces

For the diffusion measurements we would like to selectively decorate the step edges

of the platinum sample with oxygen atoms as starting point. It is known from earlier

studies that both molecular precursor-mediated or quasi-direct dissociation can be

observed, depending on the initial conditions [70].

After dosing the sample at two different substrate temperatures at 80 K and

160 K with the same amount of oxygen and annealing it at 300 K two different LEED

patterns can be observed (see Fig. 4.7).

T = 80K T = 160K

Fig. 4.7: LEED patterns of the oxygen saturated stepped Pt(111) surface for different
adsorption temperatures. If the sample was exposed to oxygen at 80 K (left side), after
annealing the sample at 300 K the p(2x2) over-layer structure can be seen which is a clear
sign of oxygen atoms on the terraces. If the exposure took place at 160K (right side), this
over-structure cannot be observed because no oxygen atoms are on the terraces, all are
adsorbed on the step sites.

At a dosing temperature of 80 K molecular oxygen adsorbs on the whole surface
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and some part of it dissociates to atoms along the steps. After annealing the sample

to 300 K all of the oxygen molecules dissociate and some part desorb. Because the

atomic oxygen is mobile above 150 K they are arranging to the well know p(2 × 2)

superstructure on the terraces (see left side of Fig. 4.7).

At 160 K dosing temperature molecular oxygen is not stable on the surface. The

molecules directly dissociate to oxygen atoms preferentially at the step edges [77]. If

the amount of dosed oxygen is not beyond the possible free step sites, we can decorate

selectively the step sites without having atomic oxygen on the terraces. This situation

can be seen on the right side of the Fig. 4.7. The atomic oxygen is ”sitting” stable

at the step edges, and because there is no oxygen on the terraces no over-structure

pattern can be observed on the LEED picture.

4.5 Frequency Domain SHG Interferometry

In order to relate the second-harmonic signal to the step coverage we can express

the nonlinear susceptibility in first approximation as a sum of a coverage-dependent

step contribution χ(2)
s proportional to the relative number of free step sites (1 − θs)

and a coverage independent (or only weakly coverage-dependent) background χ
(2)
bg

[84]. This includes a remaining response of the terraces and possible bulk quadrupole

contributions.

χ(2)(θs) = χ(2)
s (1− θs) + χ

(2)
bg (4.3)

The detected second-harmonic intensity I(2ω) is proportional to the square of the

induced nonlinear polarization and thus to the square of the nonlinear susceptibility,

which is in general a complex quantity. If there is no phase shift between χ(2)
s and

χ
(2)
bg , the relative step coverage θs for the whole coverage range can be extracted simply

by taking the square-root of the measured SH-signal and by applying Eq. (4.3) with

real quantities χ(2)
s and χ

(2)
bg , measuring the total phase of the generated SH field as a

function of oxygen coverages.

In most of the surface SHG experiments only the intensity of the generated har-

monic field is measured, although the phase of the SH contains often valuable in-

formation which is directly related to the phase of the components of the surface

second-order susceptibility χ(2).

The phase of the SH field can be measured by an interference technique which was

introduced by Chang et al. [85]. They used a linear polarized laser beam to generate

SH radiation in a crystal and in a reference plate that were placed in an evacuated

box. Both fields interfered and the intensity of the total field was recorded. By venting

the box with air, the dispersion of the air changed the relative phases between the
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fundamental and second harmonic field, leading to oscillations in the detected second

harmonic intensity. This enabled them to quantify the phase shift.

Since this method bases on the direct interference of the two nonlinear fields,

it is not compatible with UHV experiment if ultrashort laser pulses are used: the

dispersion of typical optical viewports in UHV chambers leads to a large time delay

(typ. 1 ps) between fundamental and SH pulses which destroys the interference.

Instead of compensating this delay in a complicated optical setup, Veenstra et

al. [86] developed another approach and used the time delay to obtain the phase

information from the spectrum of the generated second-harmonic light.

A sketch of the experimental setup used in the present work is shown in Fig. 4.8.

The explanation of the technique presented in the following lines follows the argumen-

tation given by Veenstra et al. [86] and shows that it is specially suitable to detect

possible phase shifts as for example during our oxygen adsorption process.

When a SH (2ω) and a fundamental (ω) pulse (described by their amplitudes ESH

and Ef ) propagate through air, the relative phase Φ between ESH and E2
f gradually

changes:

Φ(d) = Φ0 + δΦ = Φ0 +
4π∆nair

λ
d. (4.4)

∆nair = n(2ω) − n(ω) ∼ 10−5 is the dispersion of the ambient air, d is the distance

that the two pulses travel through air, and λ is the wavelength of the fundamental

pulse. By using an additional SHG source (reference) at position d in the path of the

beam, interference can be observed in the detected total SH signal

I2ω,tot(d) = I2ω,s + I2ω,r + 2α
√
I2ω,sI2ω,r cos[δΦ(d) + Φ0], (4.5)

where I2ω,s and I2ω,r are the SH signals generated by the sample and the reference,

respectively. The spatial coherence is described by the coherence parameter α. If

the reference SH pulse and the SH pulse generated at the sample do not overlap

in time, this interference disappears. As we already mentioned, this is the case in

our experiments where the optical viewport of our chamber introduces a delay that

exceeds the pulse durations by far.

In the time domain, the optical field at the detector of two SH pulses with delay

τ can be described by the function

ESH(t) = E1g(t)e
−i2ω0t + E2g(t− τ)e−i2ω0t+iΦ + c.c., (4.6)

where Eig(t) is a slowly varying envelope with amplitude Ei (i=1,2). The fast oscil-

lating part of the pulses and their relative phase Φ are contained in the exponentials.

From this, the spectrum measured with the detector can be calculated by Fourier
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Fig. 4.8: Principal scheme of the frequency-domain interferometry to determine the phase
shift as a function of oxygen coverages. The phase of the modulations, depending on the
relative phase between sample and reference pulses, can then be measured with a monochro-
mator without the need of moving optical elements [87].

transformation of Eq. 4.6 [86]:

I(2ω0 + Ω) ∝ |G(Ω)|2[E2
1 + E2

2 + 2αE1E2 cos(2ω0τ + Ωτ + Φ)], (4.7)

Ω denotes the deviation of the frequency from the central frequency 2ω0 within the

spectrum of the SH pulse. The first term in the cosine, 2ω0τ , is a fixed number

whereas the second, Ωτ , leads to beating with a period 2π in the spectrum of the SH

light. The phase of the beatings is directly related to the phase Φ of the response

from the sample. Therefore phase shifts in the nonlinear susceptibility of our sample

(for instance during oxygen adsorption) would lead to phase shifts of the beatings.

The upper part of Fig. 4.9 shows such a spectrum measured at our clean Pt(111)
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Fig. 4.9: Illustration of the Fourier filtering for an interferogram recorded with p→P
polarization at the clean Pt(111) sample. The upper plot shows a typical interference
pattern in the frequency domain where the temporal separation ∆t gives rise to a modulation
frequency 1/ ∆t spread over a spectral range of 1/τ . The lower plot shows the Fourier filtered
interferogram.

The measurements were carried out by using a z-cut quartz crystal, with a thick-

ness of 240 µm as reference. It was placed between the focusing lens and the UHV

window outside the UHV chamber (see Fig. 4.8). The SH pulses which were gen-

erated on the sample and the reference are separated through their group velocities

after passing the fused silica window. To analyze the interference pattern caused by

the separation of the pulses we used a dual grating spectrograph (MS260iTM, Thermo

Oriel), combined with a CCD camera (iStar 720, Andor). The resolution of the spec-

trometer is 0.15 nm, the sampling time was 0.75 s.

To optimize the interference pattern it was possible to rotate the quartz crystal

about its surface normal to vary the intensity of the reference SH.

First, the Fourier transformed f(t) of the shifted SH spectrum F (Ω) = I(2ω0 +Ω)
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is calculated, where 2ω0 is a certain frequency close to the center of the spectrum.

f(t) is proportional to the autocorrelation function

f(t) ∝
∫ +∞

−∞
ε(t′)ε∗(t′ − t)dt′ (4.8)

of the overall envelop ε(t) = E1g(t)+E2g(t−τ)eiΦ at the entrance of the spectrometer.

The autocorrelation function Eq. 4.8 possesses a central peak close to t=0 and two

satellites at t = ±τ . These satellites contain the information on the oscillatory part in

the raw data. An inverse Fourier transform is then exclusively applied to those parts

of the autocorrelation function that contain the two satellites. The result of this

Fourier filtering is shown in the lower part of Fig. 4.9 and enables us to determine the

relative phase Φ, which is defined as the phase of the oscillating, Fourier filtered part

relative at 2ω0 [86].
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Fig. 4.10: a) SH intensity as a function of oxygen dosage. b) Extracted phase of the
total SH field for various oxygen coverages. Since the phase is stable during adsorption, the
relative step coverage can be extracted in a straight-forward way (see Eq.4.3).

These phase measurement were done at several oxygen coverages (Fig. 4.10). Part

b) shows that there is no phase shift of the SH intensity as a function of oxygen dosage

in our case (see Fig. 4.10). Since the nonlinear susceptibility is

χ(2) = |χ(2)|eiΦ, (4.9)
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where Φ is the phase, this allows us to extract the relative step coverage θs for the

whole coverage range simply by taking the square-root of the measured SH-signal and

applying Eq. 4.3 with real quantities χ(2)
s and χ

(2)
bg . The right axis of the upper plot

on Fig. 4.10 shows these coverages.



Chapter 5

Time-Resolved Detection of Surface

Diffusion

This chapter presents the results of our laser-induced diffusion experiments. First,

we demonstrate how diffusion can be detected using the SHG technique (section 5.1).

The diffusion barrier for hopping from the step sites onto the terraces has been ex-

tracted from thermal induced diffusion measurements (see Sect. 5.2). In the case of

electronically mediated processes the hopping-rate per laser pulse is independent of

the average thermal heating of our system by the laser beam. Applying different rep-

etition rates of the pump laser beam the thermal mediated process can be ruled out

(see Sect. 5.3). A modified rate-equation model has been developed for the extraction

of step-terrace hopping-rates, which is discussed in Sect. 5.4. The strong nonlinear

dependence of the hopping rate on the laser fluence of the pump beam (see Sect. 5.5)

makes it possible to perform two-pulse correlation measurements (Sect. 5.6), which

carry information about the energy transfer dynamics from the optical excitation to

the diffusive motion.

5.1 Observation of Laser-Induced Diffusion
ωSHG (2   ) 

Probe ( )ω

Pump

Fig. 5.1: Scheme of the experiment. Step sites are decorated selectively by dissociative
adsorption. Intensive ultrashort laser pulses induce diffusion onto the terraces, which is
monitored by second-harmonic generation of a probe beam.
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The idea of the measurement is depicted in Fig. 5.1. First, the step edges were

decorated with atomic oxygen by adsorbing oxygen at 160 K as it was already dis-

cussed in Sect. 4.3. This results in a monotonous decrease of the SH signal with the

decreasing number of free step sites until all step sites are filled with oxygen (“dosing”

regime in Fig. 5.2).

Following the saturation of the steps, the sample has been cooled down to 80 K

in order to prevent any influence of thermal diffusion even on the terraces. When

the substrate temperature has reached 80 K the pump laser beam was switched on to

light on the sample (“induced diffusion” regime in Fig. 5.2). Spatial overlap of pump

and probe beams was adjusted under observation of the sample through an UHV-

viewport with near IR-sensitive CCD-camera equipped with a large-working-distance

macro objective. Applying the pump pulses at a repetition rate of 1 kHz led to a

continuous recovery of the SH-signal.
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Fig. 5.2: Second harmonic signal (a) and temperature (b) as a function of time. First,
oxygen is dosed at a temperature of 160 K. After cooling to 80 K, diffusion is induced by
the pump laser with an absorbed fluence of 5.6 mJ/cm2 at a repetition rate of 1 kHz. This
leads to a recovery of the SH signal due to the depopulation of the step edges. The relative
step coverage is calculated from Eq. 4.3.

Similar to the case of thermal diffusion [35], we assign the recovery of the SH signal
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to the induced diffusion of oxygen from the steps onto the terraces where it sticks after

each laser shot at a substrate temperature of 80 K. Due to the high binding energy

of atomic oxygen we can exclude that direct laser-induced desorption is responsible

for the depopulation of the step edges even for fluences up to the damage threshold

of platinum.

Thermally, atomic oxygen desorbs recombinatively in a second-order process, thus

not without preceding diffusion. Moreover, since the heat of recombinative desorption

is reported to be larger than 2 eV [75, 76, 88, 89], we do not expect laser-induced

desorption for fluences in the same order of magnitude that is sufficient for driving

diffusion.
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Fig. 5.3: TPD spectra after exposing the sample with oxygen at 160K. In the case of the
lower curve the whole sample was scanned over with the pump beam at high fluence. In the
case of the upper curve the TPD spectra was done without opening the pump beam but
after waiting the exactly same time between dosage and heating.

To exclude desorption we have done two different experiments. First, we have

saturated the step edges with oxygen at 160 K. In the first experiment we were slowly

scanning the whole surface with the pump beam spot after saturation of the steps

at a high pump fluence at 80 K. In the second experiment we simple waited the

same time without shining the pump beam on the sample after saturation. In both

measurements subsequent TPD spectra were recorded finally (see Fig 5.3). These

TPD spectra show that the difference between the oxygen coverages after scanning

the surface and without doing so is below 12%. These 12% can originate from oxygen
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that is adsorbed molecularly from the remaining oxygen background pressure after

dosing during the long waiting time between dosage and TPD during the second

experiment (without the pump beam). If oxygen would molecularly adsorb on the

surface while the pump beam is scanning the surface, it would desorb directly again.

We have demonstrated thermally induced back-diffusion after electronic diffusion

from the terraces onto the step edges to rule out desorption. The initial situation

(until 900 s) was the same as in the experiment discussed before (see Fig 5.4). First

oxygen was dosed at 160 K and after that the sample was cooled down to 80 K. After

this diffusion was induced from the step sites to the terraces with laser pulses (“laser-

induced diffusion” regime in Fig. 5.4). During laser-induced diffusion the SH-signal

was increasing while step sites became free. At 900 seconds the pump beam was

closed and the sample was heated to 200 K (“thermal-induced backdiffusion” regime

in Fig. 5.4). At this temperature the oxygen is mobile on the terraces and the diffused

oxygen atoms are partly moving back to the step edges. In doing so, the SH-signal is

decreasing, because more and more step sites are becoming filled again. To rule out

an influence of a temperature-dependence of the SH signal, the sample was cooled

down again to 80 K. If the laser beam would have desorbed oxygen from the steps,

the signal would not have changed during the heating cycle.
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Fig. 5.4: Second harmonic signal (upper box) and temperature (lower box) as a function
of time. First, oxygen is dosed at a temperature of 160 K. After cooling to 80 K, diffusion
is induced by applying the pump laser. After electronic diffusion the sample is heated to
200 K and back-diffusion is thermally induced from the terraces back to the step edges.
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The saturation of the SH-signal for large times below the initial value reflects the

equilibrium distribution of oxygen at steps and on terraces under conditions of intense

laser excitation. In thermal equilibrium, the ratio between step- and terrace-bound O

atoms depends on the temperature and on the difference between the binding energy

for step and terrace sites (see Eq. 5.5). At first glance one would expect a rather

large energy difference since oxygen binds preferentially at the step edges even at

room temperature [71, 77]. However, the decoration of the step edges is primarily

due to the enhanced reactivity for dissociative adsorption at the step edges and does

not require any difference in the binding energies as long as the establishment of a

thermal equilibrium distribution is hindered by a large enough diffusion barrier. The

situation here is very similar to N on Ru(0001) where thermal step-depletion of N after

dissociative adsorption of NO has been observed around 300 K by STM [60]. The

diffusion barrier has been determined to be 0.94 eV while the binding energy difference

between step and terrace sites has been calculated for different sites to be in the range

of only 0.03-0.25 eV [90]. First-principle calculations [71] for 2×1 super-lattices of O

on Pt(211) and Pt(322) yielded a binding energy difference of 0.4-0.6 eV between

step- and terrace-bound O depending on step type. This difference is expected to

be considerably lower when isolated O atoms on the terraces are considered. At

saturation coverage the repulsive interaction between O atoms leads to a reduction

of the adsorption energy by about 20% [75, 88]. The presence of a relatively small

binding energy difference between step and terrace adsorption under our experimental

conditions is supported by the fact that we can populate the terraces by thermal

induced diffusion for temperatures around 300 K. The consequence for the laser-

induced experiments is that the steps can be depleted to a significant extent with

high laser fluences by the repetitive transient excitation. As will be discussed in

Sect. 6.4 under this condition the adsorbate temperature rises effectively to more

than 1000 K for a couple of picoseconds.

5.2 Thermally Induced Diffusion

The barrier for diffusion on the flat Pt(111) surface has been studied with different

techniques. Lewis and Gomer [91] used field emission microscopy and reported an ac-

tivation energy of 1.2-1.5 eV. Wintterlin et al. [92] studied diffusion with scanning tun-

neling microscopy (STM) around 200 K and deduced a barrier of Ea '0.43±0.04 eV.

Density functional calculations [72] found a slightly larger value of 0.58 eV, supported

by a reexamination of the experimental data of Wintterlin et al. and other theoreti-

cal [71] and experimental [93] results.
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Here we have estimated the barrier for diffusion from step sites onto the terraces

by thermally-induced diffusion experiments monitored by SHG.

The preparation of the sample was similarly done as in the case of electronically

induced diffusion which is described in detail earlier (see Sect. 5.1). The initially

clean surface was exposed to oxygen at 160 K to prevent adsorption of oxygen on

the terraces. After saturation of the step sites the sample was cooled down to 77 K

where the diffusion is frozen. In the next step the surface temperature is increased

rapidly within a few seconds to a value high enough to observe diffusion. In different

measurements the temperature was elevated from 77 K to 263 K, 274 K, and 305 K

respectively, and the diffusion was observed by the change of the SH signal (see

Fig. 5.5). The continuous signal increase is due to fluent oxygen transfer from the

occupied step sites to the terraces.
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Fig. 5.5: Experimental procedure to determinate the thermal diffusion of atomic oxygen
from the steps onto the terrace sites of vicinal Pt(111). The plot shows the decrease of the
SH signal during oxygen dosage and the recovery of the intensity during heating the sample
to three different temperatures. The inset shows the Arrhenius plot which is used to derive
the diffusion barrier.

The difficulty in these measurement results from two facts. On the one hand the
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second harmonic signal is inherent temperature dependent, and on the other hand

the optical path is misaligned due to the thermal extension of the tungsten wires

clamping the sample (Fig. 3.2) when we increase the temperature of the sample by

approx. 200-300 K.

After each diffusion experiment the sample was flashed to 1100 K in order to get

rid of the oxygen on the surface and it was exposed with a high oxygen flux at elevated

temperature to clean the surface from incidental carbon contaminations coming from

the bulk due to heating it. After this oxidization the sample was once more flashed

to 1100 K.

The increase of the SH intensity during the diffusion process can be related to the

changes in the step and terrace coverage. To extract a diffusion rate from the mea-

surement we used the same one-dimensional rate equation model as for the description

of the electronically induced diffusion later on (Sect. 5.4).

The diffusion barrier has been estimated from these measurements by plotting

the diffusion-rate in an Arrhenius plot which is shown in the inset of the Fig. 5.5.

With D = ν0 exp(−Ea/kT ) we found the activation energy to be Ea = 0.85 eV and

a prefactor ν0 = 1012 s−1. If we use the frequency of the frustrated translation as

prefactor ν0 = 1.21× 1013 s−1 [94] the activation energy increases to Ea = 0.92 eV.

5.3 Dependence of the Diffusion-Rate on the

Repetition Rate of the Pump Laser

As discussed in Sect. 5.1 and in Sect. 5.2, the diffusion of oxygen from step sites onto

terraces can be sensitively monitored by SHG. To distinguish between electronically

and thermally induced diffusion caused by the femtosecond laser pulses we have per-

formed measurements with the same pump laser fluences, but with different repetition

rates (see Fig. 5.6). This has been realized by using a mechanical shutter which has

been periodically opened and closed.

With this shutter we could block half of the laser pulses, and accordingly the

thermal heat of the sample has been reduced by a factor of two. If the diffusion is

thermally activated by the average heat of the pump laser, the diffusion rate has to

be also strongly lowered. In the case of a hot electron mediated process the diffusion

rate shall not change, only the timescale will be different.

Plotting the SH intensity as a function of the number of laser pulses (see Fig. 5.6)

reveals exactly the same diffusion rate for the full and halved repetition rate. This is

a clear sign that the diffusion is mediated by electrons what we will prove further in

the next sections.
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Fig. 5.6: Relative coverage of oxygen at steps which coincides with the intensity of the
SH signal as a function of the number of laser shots for the same laser fluences (but with
different repetition rate!)

5.4 Kinetics of Step-Terrace Diffusion

In section 4.3 it has been discussed how the change of the SH signal with irradiation by

the pump laser can be converted into a change of the step coverage with irradiation

time. From the initial slope of this data one can, in principle, directly extract a

hopping-rate for the diffusion of oxygen from the initially saturated step sites onto

the empty terraces. However, the high quality of the data allows a more detailed

study of the diffusion kinetics.

For this purpose we have used a model which was motivated by two thermal

induced diffusion studies. Reutt-Robey et al. studied a reverse procedure of CO

diffusion on vicinal platinum (111). They started a random distribution of CO on the

stepped surface and they monitored the thermally activated diffusion of CO from the

terrace sites towards the step sites by infrared adsorption spectroscopy (IRAS) [61].

The other study was done by Raschke et al., they monitored the thermally activated

diffusion of H on vicinal Si(001) surface, from the step sites towards the terraces with

SHG [35,95].

Due to our initial condition (only the step sites are decorated with atomic oxygen),

there is no gradient of the coverage parallel to the step edges. This restricts the

macroscopic diffusion to the direction perpendicular to the step edges. Thus, we can

describe macroscopic diffusion by a one-dimensional model of statistically hopping
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Fig. 5.7: Illustration of the one-dimensional rate-equation model used for the description of
the kinetics of step-terrace diffusion. Hopping between the step site S and the first terrace
site T 1 is characterized by the hopping-rates R⇒ and R⇐ which depend on the diffusion
barriers E⇒ and E⇐. The diffusion on the terrace is described between equivalent terrace
sites with the hopping-rate RT .

which is illustrated in Fig. 5.7. In the following we neglect the interaction between

the adsorbed particles.

To simplify the diffusion process we assume that the diffusion on the terraces is fast

compared to the migration from steps, because the oxygen binds stronger on the step

sites than on the terrace sites. The deviation of the step coverage from equilibrium

∆θs(t) = θs(t)− θs(t→∞) (5.1)

decreases exponentially with time [35]:

− d∆θs(t)

dt
= R⇒∆θs(t)

= R⇒∆θs(0) exp(−R⇒t) (5.2)

Here, R⇒ is the hopping-rate. In the case of a repetitive transient excitation, dt is

discrete and corresponds to the period between two laser shots ∆t.Therefore, R⇒ =

pdiff/∆t. As can be seen in Fig. 5.8, this model describes the experimental data quite

well for lower fluences (c, and d). For higher fluences (a, and b,) significant deviations

are visible. Here, the differences of the diffusion barriers are less important and a

partial site blocking on the terraces slows down the diffusion in direction perpendicular

to the steps.

In order to take into account the diffusion kinetics on the terraces, we have used a

refined rate-equation model similar to the approach used by Reutt-Robey et al. [61].

The change of the relative coverage θi of a site i is simply determined by the hopping-

rates R⇒i , R⇐i and the relative coverage of the different sites θi:

dθi

dt
= R⇒i−1θi−1(1− θi)−R⇐i θi(1− θi−1)

+R⇐i+1θi+1(1− θi)−R⇒i θi(1− θi+1) (5.3)
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Fig. 5.8: Relative coverage of oxygen at steps θs as a function of applied laser shots for
absorbed fluences of a) 4.6 mJ/cm2, b) 4.8 mJ/cm2, c) 5.1 mJ/cm2, and d) 5.6 mJ/cm2.
The data points are obtained from the measured SH signal using Eq. (4.3). Fits using Eq.
(5.2) and Eq. (5.3) are drawn as dashed and solid lines respectively.

Here, i = 0, . . . , N with being N the number of terrace sites and i = 0 the step site.

In thermal equilibrium, the hopping-rate at temperature T is given by Boltzmann

factor:

Ri = νi exp(−Ei/kT ) (5.4)

with Ei being the barrier heights and νi the prefactors. For laser-induced diffusion,

Ri is the hopping-rate integrated over one laser shot.

We restrict the diffusion from the steps onto the neighboring terrace by setting

R⇐0 = 0 and R⇒N = 0. With one step site per terrace and by assuming equivalent

terrace sites, we can reduce the number of distinct barriers to three, namely the

hopping-rate between terraces sites RT and the hopping-rates from and to the step

site R⇒ and R⇐. The hopping-rate between terrace sites RT determines only the

curvature of the step coverage as a function of time. A small hopping-rate on the

terraces leads to a slowdown of the migration from the steps due to a partial blocking

of the neighboring terrace sites. Fits of the numerical solution of Eq. (5.3) are shown

as solid lines in Fig. 5.8. Since we are interested primarily in the hopping-rate from
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steps onto terraces R⇒ which dominates the initial kinetics and in order to keep

the number of free parameters small, we have set R⇐ = RT here. Nevertheless, this

model can describe the experimental data even for high laser fluences within the whole

coverage range (see the solid lines in Fig. 5.8).

The equilibrium coverage of the step site is influenced by three factors: (i) the

difference of the binding energies between step an terraces sites ∆E = E⇒−E⇐; (ii)

the number of terrace sites, which is given by the miscut of the crystal and (iii) the

excitation density. In the case of thermal diffusion, the relative equilibrium coverages

for step and terrace sites θeq
S and θeq

T at a temperature T are related by

θeq
S (1− θeq

T )

θeq
T (1− θeq

S )
= exp(−∆E/kT ) . (5.5)

The fact that we observe partial depletion of the steps by thermal diffusion for tem-

peratures of 260 K and higher, restricts ∆E to values around 0.1 eV. The situation is

very similar to N on Ru(0001) where a STM-study of thermal step-terrace diffusion

around 300 K gives a diffusion barrier of 0.94 eV [60], while the binding energy dif-

ference between step and terrace sites has been calculated to be in the range of only

0.03-0.25 eV [90].
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5.5 Fluence Dependence

One characteristic feature of experiments in the DIMET-regime is a nonlinear de-

pendence of the yield on laser fluence, which has been attributed to the repetitive

electronic excitation [46]. In contrast, a single non-thermal excitation process is char-

acterized by a linear fluence dependence [9]. Figure 5.9 displays several sets of raw

SHG data during oxygen dosage and induced diffusion for various absorbed fluences.

It demonstrates the high reproducibility of the experiment and the strong dependence

of the diffusion rate on laser fluence. Variation of the laser fluence by only 50% covers

the whole accessible dynamic range of the diffusion rate.
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Fig. 5.9: Second-harmonic signal of the probe beam as a function of time. First, oxygen
is dosed at a temperature of 160 K followed by cooling the sample to 80 K. From the time
which is marked by the vertical arrow on, diffusion is induced by applying pump pulses at a
repetition rate of 1 kHz with different fluences as indicated. The right scale is a conversion
of the SHG signal into the relative step coverage as described in Sect 4.5.

Experimentally, for each of these measurements the steps of our sample were deco-

rated with oxygen before the diffusion was induced with different pump laser fluences.

Between each two measurements the sample was cleaned: first it was flashed to 1100 K,
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then oxygen was dosed and finally it was flashed once more to 1100 K.

The intensity of the pump beam was varied with a combination of a half-wave

plate and a thin-film polarizer and was measured by a power meter. The absorbed

fluence was calculated using the optical constants of platinum [82] and assuming a

constant absorption, which has been verified by Her et al. [12] for absorbed fluences

up to several mJ/cm2.
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Fig. 5.10: Hopping rate per laser shot for the diffusion of oxygen from the steps onto the
terraces as a function of adsorbed laser fluence F. The solid line shows a power law ∝ F15.

Plotting the initial hopping-probability per laser shot pdiff as a function of absorbed

fluence reveals an extremely strong nonlinear fluence dependence (Fig. 5.10). In the

investigated fluence range it can be described by a power law of the form pdiff ∝
F x as it is the case for the desorption probability in most femtosecond desorption

experiments. However, the nonlinearity shown here with x = 15 is much stronger than

in all laser-induced desorption experiments so far, where an exponent in the range of 3-

8 has been typically observed [3,6,8,10]. Even for such a strong nonlinearity, the factor

of ten smaller spot size of the probe beam ensures that the yield is spatially uniform

over the diameter of the probe beam within 10%. The nonlinear detection further

narrows the effective probe diameter by a factor of
√

2, which finally reduces the

non-uniformity to 5%. Thus, yield-averaging of the laser fluence [10] is not necessary

here.
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5.6 Two-Pulse Correlation Measurement

The assignment of an electronically induced diffusion process requires knowledge

about the pathway of the energy transfer from the optically excited electrons to the

diffusive motion. This has been revealed by the application of a two-pulse correlation

scheme (see Fig. 5.11) which was first applied to laser-induced desorption by Budde et

al. [4]. For this purpose, the pump pulse is split into two pulses with a variable time

delay. Only for delays in which the system retains memory of the first excitation the

second pulse can generate an enhanced yield compared to independent excitations.

As in nonlinear optics, this requires a nonlinear dependence of the reaction yield on

the laser fluence.

ωSHG (2   ) 

Probe ( )ω

Pumpdelay

Fig. 5.11: Principle of the two-pulse correlation technique. The diffusion yield is measured
as a function of delay between the two excitation pulses.

The width of such a two-pulse correlation provides information about the timescale

of the energy transfer from the initial excitation of the electrons to the adsorbate mo-

tion and allows the distinction between an electron- and a phonon-mediated process.

A transfer time of less than a few picoseconds indicates a direct energy flow from

the excited electrons to the adsorbate degree of freedom, whereas a coupling via the

phonon system is characterized by a transfer time that is one order of magnitude

longer [13].

For two-pulse correlation measurements, the pump beam was split into two beams

in a Michelson interferometer. They were orthogonally polarized using a zero order

half-wave plate in one arm of the interferometer to minimize interference effects.

They were combined colinearly (see Fig. 3.4). The fluence of the two pump beams

was chosen in a way (employing a beam splitter with 60% reflectivity for p-polarized

light, see Fig. 3.4) that the absorbed fluence of the s and p polarized beams were

approximately the same. The delay between these these two pulses was controlled



5.6. Two-Pulse Correlation Measurement 69

by modifying the optical path with a linear positioning stage (Aerotech Zeta-drive)

which was changed by motion controller (Aerotech Unidex 1).
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Fig. 5.12: Second-harmonic signal of the probe beam as a function of time delay between
the two orthogonally polarized pump beams. First, oxygen is dosed at a temperature of
160 K followed by cooling the sample to 80 K. From time 500 s on diffusion is induced by
applying pump pulses at a repetition rate of 1 kHz with different time delays as indicated.

The temporal and spatial overlap of the two pump beams was adjusted with the

help of nonlinear interference between the two pump beams. For this adjustment they

were both p polarized. In case of perfect overlap interference fringes could be seen

and the interference contrast was the strongest when the delay between the two pump

pulses was zero.

Choosing the fluences to be 2.3 and 2.8 mJ/cm2 we realize an excitation scheme

where one of the pump beams cannot raise diffusion. If the pulses are arriving at the

same time or with a time-delay shorter than 10 ps there is a visible change in the SH

signal (Fig. 5.12) indicating diffusion.

The hopping rate of the oxygen atoms from the step edges onto the terraces is

calculated with the same one dimensional rate equation model, that was used for

the calculation of the thermal diffusion rate (Sect. 5.4). After repeating the diffusion
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measurements with different delays set between the two pump pulses, we can calculate

the hopping rate as function of the time delay between the pump pulses. Fig. 5.13

shows the hopping rate as a function of time delay between the two cross-polarized

pump pulses. The two-pulse correlation shows a width of about 1.45 ps (FWHM)

and a high contrast between the hopping rate at zero and at large delays which is

related to the high nonlinearity of the fluence dependence. This very fast response

time indicates electronically induced diffusion process, that will be discussed in detail

in the next chapter.



Chapter 6

Modeling of the Diffusion

The two-pulse correlation as well as the fluence dependence of the hopping probability

show the typical characteristics of a process which is induced by multiple electronic

transitions. Thus, we have modeled fs-laser induced diffusion within the same for-

malisms used for the description of desorption.

The laser pulses excite electrons within the optical penetration depth of the metal.

Within a few hundred femtoseconds [96, 97, 51] thermalization in the electron gas

due to electron-electron scattering leads to a hot Fermi-Dirac distribution, while the

lattice remains cold. Once thermal equilibrium is established among the excited

electrons, one can assign separate temperatures for the electrons Te, ions Ti, and for

the adsorbates Tads (see Fig. 6.1).

electrons (Tel)phonons (Ti)

adsorbate (Tads)

g

ηeηi

Metal

Fig. 6.1: Schematic model of the energy flow at metal surfaces after femtosecond laser
excitation. The fs-laser pulses excites the electronic system of the metal substrate, and it
equilibrates in a few ps with the lattice phonons.

The adiabatic (through phonons) and the non-adiabatic (through electrons) energy

transfer can be described with this ”simple” phenomenological model. The coupling

between the different ”heat-baths” can be described with different coupling constants:

g describes the coupling between the electrons and phonons in the substrate, ηe and
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ηi the coupling between the adsorbate and the substrate electrons and the surface

phonons respectively.

Determination of the activation process which led to the desorption or diffusion is

extremely difficult, because of the strong coupling between the electronic and phononic

system of the metal substrate. The electron-phonon coupling leads to equilibrium

between these two system, the typical time for this is ∼1 ps (see Sect. 6.1). Dis-

crimination of these two energy transfer processes in the thermal equilibrium, which

needs typically few seconds, is not possible, because the electrons and phonons are

equilibrated.

Typically, an indirect hot-electron excitation process for fs-laser excited surface

reactions on metal surfaces is analyzed in two steps. First, the dynamics of the

laser-excited hot-electron distribution is described by applying the well-known two-

temperature model (see Sect. 6.1). Two principal models have been employed for the

description of the second step, the energy transfer to the nuclear coordinates of the

adsorbate (discussed in Sect. 6.2). At the end of this chapter in Sect. 6.3 and Sect. 6.4

we will show how the experimental results can be satisfactorily fitted.

6.1 Two-Temperature Model

In laser induced processes the laser interacts first with the electrons of the substrate,

transferring energy to the electron heat bath. The surface electrons relax by heat

diffusion into the bulk and by coupling to phonons. The time evolution of the electron

and phonon heat bath can be described by the so-called two-temperature model which

can be used to determine the electron-phonon coupling.

Due to the small electronic heat capacity, electron temperatures of several thou-

sand Kelvin can be reached (see Fig. 6.2). Subsequent cooling of the electrons proceeds

on a timescale of picoseconds by electron-phonon coupling and by diffusive electron

transport into the bulk. In spite of the simplicity of this model and the neglect of

the initial non-thermal distribution of the electrons, it has been successfully applied

not only for the description of electron and phonon dynamics in femtosecond laser-

induced surface reactions, but also for the analysis of transient linear reflectivity [98],

which can be used for the determination of electron-phonon coupling constants [99],

and for the prediction of laser damage thresholds [100].

The interaction between the substrate phonons and electrons can be described

in the two-temperature model, for electron and lattice temperatures (Te, Ti) with
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coupled differential heat equations [101]:

Ce
∂

∂t
Te =

∂

∂z

(
κe

∂

∂z
Te

)
− g(Te − Ti) + S(z, t) (6.1)

Ci
∂

∂t
Ti =

∂

∂z

(
κi
∂

∂z
Ti

)
+ g(Te − Ti). (6.2)

Ce and Ci are the heat capacities of electrons and lattice respectively, and κe and

κi are the thermal conductivities of the electrons and the lattice. On the right side

of the first equation, the first term describes the thermal diffusion, and the second

term the electron-phonon coupling which can be handled as a constant (see in Ap-

pendix A.2). The third term S(z, t) is the optical excitation or so-called source term.

The calculation of the source term can be found the Appendix A.3.

The specific heat capacity of the electrons Ce is [102]:

Ce(Te) = γTe (6.3)

where γ is the electron heat capacity (see Tab. A.1). The heat conductivity of the

electrons can be expressed with the empirical heat conductivity κ0,

κe = κ0Te/Ti. (6.4)

In metals, in contrast to the electronic heat conductivity, the phononic heat conduc-

tivity is not considered [103,102,104].

The specific heat capacity of the phonons is described by the Debye model [102]:

Ci(Ti) = 9nkB

(
T

ΘD

)3 ∫ ΘD/Ti

0

x4ex

(ex − 1)2
dx, (6.5)

where n is the density of atoms and ΘD is the Debye-temperature (see Tab. A.1).

Fig. 6.2 shows the numerical calculation of the two-temperature model applied to

our Platinum crystal after laser excitation by 50 fs, 5mJ/cm2. The laser pulse (50fs) is

much shorter than the typical electron-phonon equilibration time (≈ 2ps), and since

the electrons have very low heat capacity, the electrons reach a very high temperature

(≈ 2500K) very rapidly. In the relaxation process, the electron temperature Te is

lowered through energy transfer to the phonons, resulting in an increase of the phonon

temperature Ti, and heat diffusion into the bulk.

Although it can take up to several hundred femtoseconds until the initial non-

equilibrium energy distribution of the excited electrons transforms into a hot Fermi-

Dirac distribution by electron-electron scattering (see in Appendix A.1), the assump-

tion of an instantaneous thermalization is reasonable in most cases, since an indirect

excitation of an adsorbate by hot electrons typically proceeds on the timescale of one

picosecond as indicated by the width of the corresponding two-pulse correlation (see

Sect. 5.6).
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Fig. 6.2: Time dependence of the electronic temperature Te and lattice temperature Ti

after excitation of the substrate with a fs-laser, calculated with Eq. 6.1.

6.2 Electronic Friction Models

Two principal models have been employed for the description of the second step, the

energy transfer to the nuclear coordinates of the adsorbate. One is the DIMET-model

[46], which describes the excitation of the adsorbate by multiple electronic transitions

between potential energy curves with high lying adsorbate levels (see paragraph 2.1).

It emphasizes the dynamics of the adsorbate on the excited potential energy surface

(PES) from where it rapidly falls into the ground state due to the strong coupling

to the surface. It is derived from the MGR-model [1, 2] of the usual DIET process

in which desorption occasionally occurs if a molecule remains sufficiently long on an

antibonding PES. A description in the DIMET model is most advantageous if the

adsorbate dynamics proceed most of the time on one of the PES, and excitations are

relatively rare. Despite the rapid progress in theory [105], however, most theoretical

descriptions in the DIMET model have no predictive character due to the lack of

parameter-free potential energy surfaces.

For an increasing number of excitation and deexcitation cycles by Franck-Condon

transitions at a different distance to the surface, the electronic excitations lead to

an effective vibrational heating in the ground state, which becomes more and more



6.2. Electronic Friction Models 75

important for the desorption process. Within this limit, the DIMET model makes

contact to second, the electronic friction model [21,22,23,24] which treats the coupling

between the adsorbate and the electrons via an effective electronic friction. It is based

on the theory of vibrational damping of adsorbates by the creation of electron-hole

pairs [106, 107], which is the inverse process of electronic excitation of adsorbate

motion. It emphasizes the dynamics on the ground state PES perturbed by the

excited electrons and is most suitable in the presence of low-lying excited states of

the adsorbate-substrate system. However, both descriptions are closely related and

describe the same physical processes from different points of view.

The DIMET picture is able to take into account the highly excited states as the

ionization of the adsorbate, but it cannot describe the electronic friction [23]. The

quantitative description of this model is very difficult, because we have to know the

appropriate potential energy trajectories.

Empirical Electronic Friction Models

These models are based on the description of the damping of adsorbate vibrations due

to electron-hole pair creation [106,107], which opens a channel for energy dissipation.

The electronic energy loss process can be described in terms of the electronic friction,

acting in the atomic coordinates of the adsorbate.

In this approach, the adsorbate motion is assumed to occur on a single potential

energy surface, and the electron-hole pair excitations are allowed to exchange energy

with the adsorbate motion.

The master-equation formalism was introduced to describe the vibrational level

population [108,109] for a harmonic oscillator in contact to baths with the electronic

and the lattice temperature, Te and Tads, respectively. Since only a few of the lowest

lying vibrational states are excited, the harmonic oscillator gives a good approximation

to characterize the density of states (DOS) of the vibrations of the adsorbate.

From the master equation the temporal evolution of the average vibrational energy

can be deduced:
d

dt
Uads = −ηe[Ue − Uads] + ηph[Uph − Uads]. (6.6)

Ue, Uph, and Uads are the energies of the oscillator in equilibrium with the electron

temperature Te, the lattice temperature Tph, and the adsorbate temperature Tads.

The average vibrational energy of the ”heat-bathes” is given by the Bose-Einstein

distribution as [108]:

Ux(t) = hνads(e
hνads/kBTx − 1)−1, (6.7)

where hνads is the frequency of the adsorbate vibration along the reaction coordinates.
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The constant friction coefficient ηe describes not only the energy transfer between

the hot electrons and the adsorbate oscillation, but it can be grasped also as damping

coefficient. As such a parameter, it can also describe the energy relaxation time τe

between the electrons and adsorbate at a surface as [108]:

ηe =
1

τe
. (6.8)

Solving Eq. 6.6 with the time dependent electron Te and lattice temperature Tph

derived from the two-temperature model (see Sect. 6.1) and with Eq. 6.7, it gives the

time dependent adsorbate temperature Tads. From the adsorbate temperature Tads

the reaction rate R (e.g. desorption, diffusion) can be calculated by an Arrhenius-type

expression as:

R(t) = − d

dt
Θ(t) = Θ(t)νadse

−Ea/kBTads(t) (6.9)

Here Θ is the coverage. The yield of the reaction is given by the time integration of

the reaction rate R, which is for a single laser shot at small change of the coverage

(Θ ≈ 0) that is simply given as

P =
∫
νadsexp(−Ea/kBTads(t))dt. (6.10)

The electronic friction approach is in the adiabatic picture, being based on its

original form on low lying excited states of a coupled adsorbate-substrate system. It

cannot describe the highly excited electronic states - as i.e. ionized states - of the

adsorbate.

Unified Model

Brandbyge et al. [23] have shown that both regimes can be covered within a gen-

eralization of the electronic friction model, for the low energy regime a friction-like

description, and for the high energy regime a DIMET-like description. In this simpli-

fied model, the adsorbate is modeled as having a single electronic level εa.

The adsorbate level εa can tunnel into the continuum represented by the substrate

conduction band, giving it a lifetime broadening ∆, and the coupling to the phonons is

neglected. The electronic ground state of the adsorbate on the surface is represented

by the Fermi-level intersecting the resonance at εa at some point.

To find an appropriate electronic friction coefficient η which depends on the posi-

tion of the adsorbate and the electronic structure of the substrate Brandbyge et al. [23]

used the Langevin-equation approach. The electronic friction couples Langevin noise

from the electronic heat bath into the adsorbate center-of-mass degree of freedom.

They adopted an analytic and numerical approach to solve the problem.
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The analytic approach is based on the simple truncated harmonic well with a

spatially independent friction. The Langevin equation with a local friction can be

written in terms of a Fokker-Plank equation. The probability distribution W (ε, t) for

the adsorbate to have energy ε above the bottom of the well obeys in the Fokker-Plank

equation,
∂W

∂t
= η(t)

∂

∂ε

(
ε

[
1 + Te(t)

∂

∂ε

]
W

)
, (6.11)

equivalent for a harmonic well to a Langevin equation with friction η and reservoir

temperature Te [23].

The excitation of the adsorbate is described by a temperature Ta which is coupled

to the electron temperature Te by the electronic friction coefficient ηe as:

∂

∂t
Ta(t) = ηe[Te(t)− Ta(t)]. (6.12)

The solution of Eq. 6.12 gives the time-dependent adsorbate temperature, which

can be used to calculate the rate R(t) for a process with barrier Ea

R(t) = ηe
Ea

kTa(t)
e−Ea/kTa(t) . (6.13)

Note that here the adsorbate temperature Ta enters to the solution, which suggest a

two-step picture. First the energy has to be transferred from the electronic degrees of

freedom at temperature Te trough Eq. 6.12 into the adsorbate degree of freedom to

reach temperature Ta, and than the desorption occurs as result of Eq. 6.13. The rise

of the adsorbate temperature and the desorption process is controlled by the friction

coefficient ηe [23].

The numerical solution of the Langevin equation enables to handle the spatially

varying and arbitrary well shaped friction [23]. The Langevin equation describes the

trajectory of the center-of-mass coordinate of the adsorbate, x:

d2x

dt2
+ η(x, t)

dx

dt
=
F (x)

M
+ Γ(t) (6.14)

where M is the adsorbate mass and η(t) is the friction, which depends on the time

trough the temporal dependence of the substrate electronic temperature, Te. F (x) =

−dV (x)/dx is the force on the adsorbate from the potential energy surface V (x), and

Γ(t) is a stochastic force with mean 〈Γ(t)〉 = 0, which is described by the white noise

spectrum:

〈Γ(t)Γ(t′)〉 = qδ(t− t′). (6.15)

The white noise term q is determined by the temperature Te, and the friction η

through the fluctuation-dissipation theorem:

q =
2ηkT

M
. (6.16)
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The result of these two approaches shows that the parameters fall into two well

separated regimes:

If the width ∆ of the adsorbate resonance is broad and near the Fermi-level, the

electron-hole pairs dominate the friction channel, as the DOS at the Fermi-level is

relatively large, so the friction is large at zero temperature and relatively temperature

independent (friction-like).

If the width ∆ of the adsorbate resonance is narrow and far above the Fermi-level,

the dominant contribution of the friction is due to the thermal excitation from the

Fermi energy to the resonance, this lead to strongly T-dependent friction. Since the

resonance is narrow compared to its excitation energy, the results can be interpreted

as repeated excitation between ground state and excited state (DIMET-like) [23].

6.3 Model calculation with Constant Friction

We have performed model calculations within the empirical and the generalized fric-

tion model in order to reproduce simultaneously the observed fluence dependence as

well as the two-pulse correlation data. From thermal induced diffusion experiments we

estimate the diffusion barrier from step sites onto the terraces to be Ediff ≈ 0.8 eV (see

sect. 5.2), substantially higher than the barrier for hopping between terrace sites which

is within the range of 0.43-0.58 eV [72,110]. For the two-temperature model we have

used material parameters for Pt reported in reference [51] (g =6.76×1017 WK−1m−3,

γ= 748 JK−2m−3, κ0(77 K) = 71.6 WK−1m−1, Debye temperature TD = 240 K).

Compared to the experimental data, however, the calculated hopping-probabilities

are too large by 2-3 orders of magnitude, and the strong nonlinearity of the fluence de-

pendence cannot be reproduced for a diffusion barrier of Ediff ≈ 0.8 eV. (Figure 6.3.a).

On the other hand, the normalized two-pulse correlations are only slightly broader

than observed in the experiment. This shows that the energy transfer time, which

is associated with the friction coefficient, is in the correct range. However, the huge

discrepancy between the absolute values cannot be reduced by variation of the fric-

tion coefficient. A larger friction narrows the two-pulse correlation, but even further

increases pdiff , while a smaller friction results in an even broader two-pulse correlation.

The contrast between pdiff at zero and large delays is slightly smaller for the unified

friction model. This is mainly caused by the fact that the adsorbate temperature

enters in the denominator of Eq. 6.13, which leads to a reduced rise of pdiff at small

delays where the adsorbate temperature is large. Compared to the experimental data,

however, the calculated hopping-probabilities are too large and the strong nonlinearity

of the fluence dependence cannot be reproduced for a diffusion barrier of Ediff = 0.8
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Fig. 6.3: On the left hand side is the calculated hopping probability pdiff as a function of
absorbed fluence and on the right hand side as a function of time delay between two pump
pulses for two constant friction coefficients ηe = 1.5ps−1 and ηe = 10ps−1. Experimental
values are indicated by symbols. The solid and dashed-dotted line is the calculation from
the generalized friction model and the dashed line from the empirical friction model.

eV. (Figure 6.3). On the other hand, the normalized two-pulse correlations are only

slightly broader than observed in the experiment. This shows that the energy transfer

time, which is associated with the friction coefficient, is in the correct range. A narrow

two-pulse correlation can only be modeled with strong friction. However, this results

in a hopping probability which is too large by several orders of magnitude, and in

a poor contrast between zero and large delays. A strong fluence dependence and a

high contrast of the two-pulse correlation can only be obtained with a small ηe. This,

however, results in a two-pulse correlation that is much broader than measured. And

with the increasing friction coefficient the fluence dependent measurements cannot be

described at all [42, 111].

A rather good description of the observed fluence dependence and two-pulse cor-

relation can be achieved if the diffusion barrier is arbitrarily increased. This is shown

in Figure 6.4 which display the results of the generalized friction model with fixed

friction and varying diffusion barrier Ediff . With increasing Ediff the width of the

two-pulse correlation narrows, and the fluence dependence becomes steeper since the

variation of the Boltzmann-factor in equation [4] becomes stronger the larger Ediff is
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Fig. 6.4: On the left hand side is the calculated hopping probability pdiff as a function of
absorbed fluence is shown and on the right hand side as a function of time delay between
two pump pulses for a constant friction coefficients ηe = 1.5 ps−1, with different diffusion
barriers Ed. The experimental values are indicated by symbols.

compared to kTa. The best agreement is achieved for Ediff = 1.4 eV which is, however,

much larger than the barrier observed for thermally activated diffusion. It has been

argued that the activation energy of the generalized friction model in equation 6.13

has to be regarded as a modified activation energy which exceeds the depth of the well,

indicating the population of excited states [112]. However, this argument is not con-

sistent with the assumption of the generalized friction model. In both, the empirical

as well as the generalized friction model, the binding of the adsorbate to the surface

is approximated by an truncated oscillator potential of depth Ea, and the electronic

excitation is represented by the friction coefficient. The main difference between both

models is the handling of high-lying electronic states. While these are not covered

by the empirical friction model, an electron-temperature-dependent friction is used

in the generalized friction model in order to describe an (activated) population of an

electronic state which cannot significantly be occupied at low temperatures. Thus,

we have introduced an empirical dependence of the electronic friction on electron

temperature in order to reproduce our data with a reasonable value for the diffusion

barrier.

The dip of the calculated hopping-probability around zero delay in figure 6.3.b.
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and 6.4.b. results from the competition between electron-phonon coupling and dif-

fusive hot-electron transport [99]. The first tends to localize the heat at the surface

while the latter is responsible for the distribution of the heat into the bulk. For delays

which are small compared to the electron-phonon coupling time, the enhanced elec-

tron temperature leads to a stronger temperature gradient between surface and bulk.

This results in a faster diffusion of the hot electrons into the bulk. Thus, the max-

imum ion temperature at the surface is reduced for small delays between the pump

pulses. The more the dynamics of adsorbate and ion temperature become similar,

i.e. for small friction, the more this reduction affects the adsorbate temperature. The

hopping-probability should be even more sensitive on this effect since it depends ex-

ponentially on the adsorbate temperature. This consequence of the two-temperature

model has been experimentally verified for the surface temperature of the substrate

in time-resolved reflectivity measurements on various metal surfaces [99], but has

not yet been observed in femtosecond surface photochemistry experiments. Even the

laser-induced desorption of CO from Ru(0001) [13], which is believed to be mediated

almost solely by substrate phonons, does not show this proposed reduction. This

indicates that the full reaction dynamics are in fact more complicated than what can

be described by a time-dependent adsorbate temperature coupled by a single friction

coefficient.

6.4 Model calculation with Temperature

Dependent Friction

Figure 6.5 show the results of the generalized friction model using a diffusion barrier

of Ediff = 0.8 eV and a temperature dependent friction of the form:

ηe(Te) = η0
e T

x
e , (6.17)

with x=3/2, x=2, and η0
e = 1.8 × 105 K−2ps−1 Indeed, this parameterization repro-

duces particularly well the high nonlinearity of the fluence dependence and results in

a narrow two-pulse correlation even for a low barrier.

The temperature-dependent friction results in a different dynamics of the adsor-

bate temperature. It shows only a fast rise-time and cools down slowly since the

coupling strength rapidly decreases with electron temperature. Nevertheless, the

hopping-rate R has dynamics on the timescale of one picosecond since ηe(Te(t)) enters

into its prefactor (Eq. 6.13). The dependence of R on electron temperature via ηe is

responsible for the narrow two-pulse correlation shown in figure 6.5.b, which has its

maximum at zero delay (see Fig 6.6).
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Fig. 6.5: Calculated hopping probability pdiff (a) as a function of absorbed fluence and (b)
as a function of time delay between two pump pulses for an electron temperature dependent
friction coefficient ηe. The experimental values are indicated by symbols.

The exact shape of the two-pulse correlation apparently depends on the analytic

form of the assumed temperature dependence. For the chosen cases the two-pulse

correlation is either somewhat smaller than the experimental one (x = 2) or does

not reach the experimentally observed contrast ratio of pdiff between zero and large

delays (x = 3/2). Nevertheless, these calculations demonstrate that a temperature-

dependent friction can reproduce the main features of the experimental observations

without choosing an unphysical barrier height.

For x = 2, the time-dependent temperatures for electrons, ions, and the adsorbate

as well as the hopping-rate and the electronic friction coefficient are plotted in Fig 6.6.

The friction shows a fast response due to the nonlinear electron temperature depen-

dence, whereas the adsorbate temperature reveals only a fast rise time, but cools

down slowly due to the vanishing coupling to the electronic system. Nevertheless,

the hopping-rate R shows a dynamics on the timescale of one picosecond, since the

electronic frictions enters not only into the electronic coupling (Eq. 6.12), but also

into the diffusion rate (Eq. 6.13). The dependence of R on electron temperature via

ηe is responsible for the narrow two-pulse correlation shown in figure 6.5., which has

its maximum at zero delay.

The observed temperature dependence of the electronic friction coefficient rep-

resents a significant difference between the present results of laser-induced diffusion
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e , a laser pulse length of s = 50 fs and an absorbed laser fluence of 5 mJ/cm2.

and that of previous desorption experiments. Many of these experiments have been

modeled very successfully using constant friction coefficients [7, 10, 13, 17]. We will

in the following chapter only briefly discuss two possible explanations for the ori-

gin of ηe(Te), since a definite explanation would require a microscopic model for the

electronic coupling of O/Pt, which is not available at present.
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Chapter 7

Discussion and Perspectives

Since diffusion as well as desorption are the results of an excitation of adsorbate de-

grees of freedom, the mechanism of an electronic excitation should be similar. On the

other hand, desorption occurs after excitation of vibrations of the adsorbate relative

to the substrate, whereas diffusion needs the excitation of the frustrated translation.

This suggests that the detailed excitation pathway for both processes may differ and

depend on the degree of electronic versus internal coupling of the different motions.

The model calculations presented in the previous chapter have shown that the

experimental data can only be reproduced with a reasonable value for the diffusion

barrier if an electron-temperature dependence of the friction is introduced. In the

following we will discuss possible reasons for this temperature dependence.

7.1 Position of the Unoccupied Adsorbate Level

One alternative to explain the temperature dependent friction is already contained

within the generalized electronic friction model itself [23]. A narrow unoccupied ad-

sorbate level far above the Fermi level naturally results in a temperature dependence

of ηe (see Sect. 6.2 and left side of Fig. 7.1) because such a level can only be reached by

highly excited electrons, i.e. at high electron temperatures (see right side of Fig. 7.1).

It should also be mentioned that, in fact, most systems where desorption has been suc-

cessfully modeled by a constant ηe have higher lying resonances than O/Pt [7,10,13].

X-ray absorption spectroscopy of O/Pt(111) by Puglia et al. [113] revealed a broad

unoccupied resonance very close to the Fermi level as expected for a strongly bound

atomic adsorbate. This resonance has been assigned to an anti-bonding state due to

hybridization of the O 2pz level and the Pt 5d band. A second, weaker and broader

resonance centered at 8 eV above has been assigned to the hybridization of the Pt 6sp

and the O 2pxy states. Thus, energy transfer to the oxygen atoms, which weakens the

O-Pt bond, can be expected even at low electron temperatures and without a strong

temperature dependence.
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Fig. 7.1: If the unoccupied adsorbate level is lying far above the Fermi-level EF of the
substrate metal, the friction coefficient is depending on the electronic temperature Te, be-
cause with higher and higher Te more electrons can acquire energy to ”jump” on the LUMO
(left picture). If the Fermi-level EF is laying close to the LUMO of the adsorbate, already
with low Te many electron can ”jump” to the LUMO, so in that picture the friction is
independent of Te (right picture).

7.2 Indirect Excitation

Since the electronic structure of O on Pt(111) does not support a temperature de-

pendence of the electronic friction coefficient, the question arises if the pathway of

the energy transfer to the diffusive motion is more complicated than a direct coupling

of the electronic excitation to the frustrated translation mode. For this reason we

suggest an indirect excitation mechanism which requires an effective dependence of

ηe on electron temperature within in the description of the friction model.

This mechanism is sketched in Fig. 7.2. It assumes a primary electronic excita-

tion of the O-Pt stretch vibration, which indirectly excites the frustrated translation

via anharmonic coupling. Since the anharmonicity of vibrations generally increases

with amplitude, the corresponding coupling strength increases with the vibrational

temperature of the O-Pt stretch. Its energy (60 meV) is only slightly higher than the
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Fig. 7.2: Schematics of the two-dimensional potentials along the desorption coordinate z
and along the reaction coordinate x. a) O/Pt(111). Exciting the high-frequency stretching
mode by femtosecond laser pulses, many quanta of the stretch vibration mode need to be
excited by repetitive electronic excitation cycles before the vibrational motion can overcome
the diffusion barrier. b) CO/Pd(110). With exciting the high-frequency (HF) stretching
mode by STM electrons, it is possible to overcome the diffusion barrier with indirect exci-
tation of the low-frequency frustrated translation by anharmonical coupling. Here even one
quantum of internal vibrational energy exceeds the diffusion barrier.

energy of frustrated O-Pt translations (50 meV) [114]. Therefore, many quanta of the

stretch vibration mode need to be excited by repetitive electronic excitation cycles

before the vibrational motion can couple efficiently to the lateral mode and before

the diffusion barrier of 0.8 eV can be overcome. If such scenario is described by a

single coupling strength, it will depend effectively on electron temperature, while the

primary electronic excitation of the O-Pt stretch vibrations could still be mediated

by a constant electronic friction ηe, as illustrated in Fig. 7.3.

This model is motivated by different simulations and measurements.

The first one is a theoretical calculation of a reverse process, it is a stochastic
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Fig. 7.3: Scheme of the energy transfer from the optical excitation of the electrons to
the frustrated translation mode which initiate the diffusive motion of the oxygen atoms.
An effective dependence of the electronic friction ηe on electron temperature Te can result
from an indirect excitation by anharmonic coupling between the O-Pt stretch and the O-Pt
translation mode.

dynamics simulations of vibrational relaxation rates for CO adsorbed on Cu(110) by

Tully et al. [115]. At metals, the non-adiabatic excitation or deexcitation of electron-

hole (e-h) pairs via adsorbate motion provides an alternative pathway to phonon

creation or annihilation. They showed that, at low temperatures, the e-h pair mecha-

nism dominates the relaxation of not only the C-O stretch, but the frustrated rotation

as well. With increasing temperature the phonon-induced lifetimes of the three modes

(frustrated rotation, frustrated translation, and CO-Cu stretch, see Fig. 7.4) decrease

strongly, at room temperature these two mechanism are competitive. Only for the

frustrated translation electronic coupling is weak and dominated by the phonon mech-

anism.

Second, STM experiments of Komeda et al. [31] and Pascual et al. [33], who

showed a threshold energy for inducing diffusion of CO/Pd(110) and NH3/Cu(100)

by inelastic electron tunneling, which coincides with the internal C-O and N-H stretch

vibration respectively. The lateral motion is shown to be initiated by anharmonic cou-

pling between the high-frequency internal and the low-frequency frustrated translation

mode. For these systems even one quantum of internal vibrational energy exceeds the
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Fig. 7.4: Vibrational modes of the system CO/Ru(100). The three low-frequency modes:
frustrated translation, frustrated rotation, and CO-Cu stretch, and the high-frequency C-O
stretch mode [115].

diffusion barrier (see Fig. 7.2.b). Thus, an indirect excitation of lateral motion is

possible, even if the low current in the STM experiments of < 0.05 e−/ps inhibits

ladder climbing due to the short lifetimes of the vibrational modes on metal surfaces.

The importance of the anharmonic coupling has been demonstrated in the exper-

iments of Komeda et al. by comparing CO/Pd(110) and CO/Cu(110) (see Tab. 7.1).

Even if the diffusion barrier of the latter is smaller by a factor of two, no lateral hop-

ping by excitation of the internal stretch could be observed. This has been explained

by the different strength of the anharmonic coupling [116, 117] which is larger by a

factor of more than 20 for CO/Pd(110) (see Tab. 7.1).

CO/Pd(110) CO/Cu(100) O/Pt(111)

~Ω [meV] 250 240 60

~ω0 [meV] 25 3.9 50

Ediff [meV] 180 97 800

~δω [meV] 4.3 0.18 2

Diffusion yes no yes

Tab. 7.1: The different energies of the CO/Pd(110), CO/Cu(100), and O/Pt(111) systems.
~Ω is the energy of the high-frequency (HF) mode, ~ω0 is the energy of the low-frequency
(LF) frustrated translation mode, Ediff is the diffusion barrier, and ~δω is the anharmonic
coupling between the HF and LF modes. The values are taken from Ref. [31,114,42].

The anharmonic coupling of vibrational modes can be estimated from the temper-

ature dependence of their frequency and linewidth [107]. If applied to the temperature

dependent IR data of Engström et al. [114], it results in ~ω ≈2 meV for the O-Pt

stretch vibration. This is comparable to CO/Pd(110) (see Tab. 7.1), and Engström et
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al. mentioned in reference [94] that a relevant decay mechanism for the O-Pt stretch

vibration is the excitation of a a parallel adsorbate mode by anharmonic coupling

which increases with temperature as has been shown in a theoretical work for O on

Ni(111) [118].

The proposed mechanism suggests a stronger electronic coupling to the O-Pt

stretch vibration than to the frustrated translation. Anisotropic electronic friction

has been found, for example, for H2 on Cu(111) and N2 on Ru(0001) [119], which

implies an initially strong adsorbate-substrate vibration perpendicular to the surface.

For oxygen on a flat Pt(111) surface, however, the electronic friction calculated for the

direction perpendicular to the surface is only 20% larger than for the lateral direction.

On the other hand this difference does not need to be very large in order to result

in a temperature-dependent coupling strength. In any case, the anharmonic cou-

pling of the stretch vibration provides an additional pathway for the energy transfer,

which becomes more efficient with increasing excitation density. Thus, this mecha-

nism should be included in an accurate description of the energy transfer dynamics.

The anisotropy of the friction may also be different for oxygen atoms at step sites due

to their different coordination, which could enhance the importance of the anharmonic

coupling in our case.

7.3 Perspectives

The discussion of electronically induced diffusion presented in the previous section is

certainly speculative to some extent. It would be highly desirable to explore whether

the proposed mechanism of indirect excitation of frustrated translations can be sub-

stantiated by a consistent theoretical description. One possibility to accomplish this

would be to derive the electronic friction coefficient for O/Pt from ab initio calcula-

tions like Persson an co-workers have done this in the context of vibrational relaxation

of adsorbates [119, 22, 115] and to combine these calculations with well established

models for anharmonic coupling of vibrational modes [120,31,116,121,122,117]. The

model calculations presented in chapter 6 could easily be extended in order to make

a direct comparison with experiment possible. In terms of a comparison with more

sophisticated theoretical descriptions, such as a full DIMET calculation [57, 105], it

should be emphasized that the temperature dependent friction coefficient ηe(Te) in-

troduced in Sect. 6.4 provides a convenient interface between experiment and theory.

A calculation of this coupling parameter allows for a comparison with experiment

without theory having, e.g., to simulate a full cross-correlation measurement.

A second direction into which the present work should probably be extended con-
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cerns the generality of the mechanism for electronically induced diffusion. A natural

next choice for an adsorbate in this context is CO. CO is known to have a considerably

higher binding energy at the steps of Pt(111) than on the terraces [61,29]. This makes

it also possible to preferentially cover the step sites with CO molecules as described for

O/Pt(111) system by adsorbing a well-defined amount of CO at temperature above

430 K and slowly cooling down the sample. Preliminary experiments conducted in

our laboratory indicate that fs laser pulses are indeed able to induce diffusion for this

system rather efficiently. The required pulse intensities are significantly lower than

those necessary to induce the diffusion of atomic oxygen. Moreover, very recently

Backus et al. [123] reported the results of time-resolved SFG vibrational spectroscopy

for laser-induced diffusion of CO. Similar to our experiment, they used a stepped

Pt(111) surface, Pt(553), in order to detect diffusion on a microscopic scale with a

macroscopic optical probe. Their results suggests that in the case of CO diffusion the

frustrated rotations rather than the frustrated translations are primarily driving the

diffusive motion. Two-pulse correlation measurements would give information about

the dynamics of energy transfer from the electronic excitation to adsorbate motion

which are complementary to those obtained from time-resolved SFG. Since it is also

easily possible to desorb CO under similar conditions, the comparison of two-pulse

correlation experiments between diffusion and desorption would be most interesting.

It could directly show whether the energy flow is similar or different for both reactions.

Finally, a third perspectives of the present work is to combine it with STM de-

tection in order to gain more detailed microscopic information about electronically

induced surface diffusion processes. A promising plan that will be pursued in our lab-

oratory is to continue using SHG for detecting the average amount of step-depletion

during the femtosecond excitation process. Then the sample is transferred in-situ

to a scanning tunneling microscope and the distribution of adsorbates is determined

with atomic resolution. Because one always starts with the same well-defined initial

distribution where all adsorbates are located at the step edges one can investigate

many more diffusion events by STM using such a scheme than with the method of

Bartels et al. [34]. It should thus be possible to perform experiments for a variety of

lasers parameters. In particular it should be possible to perform two-pulse-correlation

measurements with the STM. This would enable us to perform the first experiment

that combines ultrafast temporal with atomic-scale lateral resolution.
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Summary

Electronically induced diffusion of atomic oxygen on a stepped Pt(111) surface has

been studied using ultrashort pulses of near-infrared light for the generation of a

hot electron distribution at the surface. This study represents the first time-resolved

investigation of electronically induced diffusion at surfaces and demonstrates the pos-

sibility of initiating diffusion of a strongly chemisorbed adsorbate on a metal surface

at low substrate temperatures by an electronic excitation.

The dissociative adsorption of molecular oxygen at steps on the Pt(111) surface

has been used to generate a non-equilibrium distribution of an adsorbate by decorating

the step edges selectively with chemisorbed atomic oxygen. The coverage at the step

edges during adsorption and induced diffusion has been monitored by exploiting the

sensitivity of optical second-harmonic generation (SHG) on surface symmetry which

is macroscopically broken by regular steps. The high sensitivity of this method made

it possible to measure rates for hopping from a step site onto an initially empty terrace

site down to 10−7 per laser shot. A UHV chamber has been builded for the realization

of the optical experiments as well as for the preparation and the characterization of

the platinum surface.

The diffusion process has been studied as a function of laser fluence and time delay

between two pump-pulses, which made it possible to investigate the energy transfer

dynamics from the optical excitation to the frustrated translation. These experiments

revealed a strong nonlinear dependence of the diffusion-rate on laser fluence (∝ F 15)

and a fast electronic coupling of the initial excitation and the adsorbate motion with

a time-constant of 1.5 ps. Both findings suggests that the excitation mechanism of

diffusion on metal surfaces is the same as for the well-studied process of desorption

induced by femtosecond laser excitation, which is driven by the hot laser-excited

electrons of the metallic substrate. Even for complicated reaction pathways, such

experiments can be successfully described by models in which the electronic coupling

of the adsorbate to the metal surface is represented by a constant electronic friction

coefficient. The extreme nonlinear dependence of the hopping-rate on laser fluence,

however, indicates that the energy transfer mechanism is more complicated than for

the case of desorption. This is reflected by the fact that a consistent description of the
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experimental data within a generalized electronic friction model cannot be achieved

with a constant electronic friction and a reasonable value for the diffusion barrier, but

requires the introduction of a temperature dependent electronic friction coefficient.

It is suggested that this temperature dependence appears due to the neglect of the

coupling between different vibrational modes. A mechanism of an indirect excitation

by anharmonic coupling to the O-Pt stretch is proposed, that introduces a coupling

which depends on excitation density and would therefore explain the observed effective

dependence of the electronic friction on electron temperature.



Appendix A

Details of the Two-Temperature Model

After femtosecond laser excitation of metals the excited electron relaxation and the

relevant redistribution of the energy of the optical excitation is governed by en-

ergy transport through non-equilibrium electrons, by electron-electron and electron-

phonon scattering, and finally by diffusion of thermalized electrons. This appendix

describes how the excited electrons can thermalize through electron-electron and

electron-phonon scattering and how the optical excitation done by the laser can be

calculated.

A.1 Thermalization of Hot Electrons

Optical excitation of the metal with fs-laser pulses creates a rectangular distribution

of the electron-hole pairs, which is centered around the Fermi-level. The width of this

non-Fermi distribution is given by twice the photon energy, and the height by the

density of the adsorbed energy (see Fig. A.1, dashed line).

E F E

DOS
2kT

hω

Fig. A.1: The electron distribution in the metal before the optical excitation (dashed
line), after optical excitation by fs-laser pulses with photon energy ~ω (solid line), and the
resulting Fermi-Distribution after thermalization (shaded).
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Immediately after excitation, when the electrons are in a highly non-equilibrium

state, two competing processes take place. One is ballistic motion of these excited

electrons into deeper parts of the sample with velocities close to the Fermi velocity,

i.e., approximately 106 m/s [124].

The other more general process is the development of an electron temperature

by collisions between excited electrons and electrons around the Fermi level. Once

thermal equilibrium among hot electrons is reached, a second time interval starts.

This interval can be characterized by the Fermi distribution (Fig. A.1 shaded), and

an electron temperature which differs strongly from the lattice temperature at the

beginning. Such a hot electron bath is initially localized within the optical absorption

depth for d-band metals. Driven by the temperature gradient, these hot electrons

diffuse into deeper parts of the bulk with a considerably slower speed than ballistic

motion. The diffusion length is governed by electron-phonon coupling which cools the

electron bath [98] and it can be well-described in the two-temperature model.

For the transition metal ruthenium, Lisowski et al. [125] studied the dynamics of

electron thermalization, cooling and transport effects. They could show that apart

from the known inability of the two-temperature model to describe the initial carrier

dynamics due to their non-thermal character, it yields an energy density (electronic

temperature) at the surface which is systematically too high for times>400 fs after

excitation. With the additional insertion of a ballistic transport mechanism their

simulations agreed with experimental data. Therefore, they proposed that ballistic

transport will be important at times where usually the two-temperature model is used

to describe carrier dynamics because it can lead to very efficient energy transfer into

the bulk.

A.2 Electron-Phonon Scattering

The hot electrons can loose energy not only through electron-electron scattering, but

through electron-phonon scattering. Deformation of a crystal lattice modifies also the

electronic structure of the crystal, i.e. in the free electron gas model it leads to a

periodic charge aggregation through a longitudinal lattice oscillation of the ion cores,

which will be screened with the same electron spatial distribution. Consideration

of such time dependent potential changes in the Hamiltonian of the system leads to

an inelastic coupling between the electrons and the lattice oscillations, the so-called

electron-phonon coupling (g(Te − Ti) in Eq. 6.1).

Using first-order perturbation theory in the Born-Oppenheimer approximation,

where the perturbation of the lattice is assumed to be quasi-static with respect to the
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electronic motion, the total Hamiltonian can be written as:

Ĥ =
∑

i

p2
i

2m
+
∑
i,α

V (ri −Rα) + Ĥee + Ĥion−ion. (A.1)

It includes the kinetic energy of the electrons, the potential energy for electrons at

coordinate ri and ions at Rα, the electron-electron interaction, and the ion-ion inter-

action.

For calculating the electron-phonon interaction from Eq. A.1, it is generally as-

sumed, that the form of the deformation potential does not change, when the ions are

slightly displaced by δRα from their equilibrium position, and it can be included in

the second term of the Hamiltonian [126].

In perturbation theory (Fermi’s golden rule), the probability of a transition of an

electron from state |1〉, into state |2〉 by emission or absorption of one photon is given

by:

P12 =
2π

~
|〈2|ĝ|2〉|2δ(E2 − E1) . (A.2)

The energy transfer rate g has been calculated by Kaganov et al. [127], it is a

sum over all elementary one-phonon absorption and emission processes, weighted

with the energy transfer (± phonon energy) per collision. The electrons and phonons

have Fermi-Dirac and Bose-Einstein distribution, respectively. The acoustic phonon

spectrum is described with the Debye model. The total transfer of energy per unit

volume and per second from electrons to phonons is:

g(Te, Ti) = f(Te)− f(Ti) (A.3)

where

f(T ) = 4g∞

(
T

ΘD

)5 ∫ ΘD
T

0

x4

ex − 1
dx. (A.4)

In the literature of the fs spectroscopy g∞ is called the electron-phonon coupling

constant [128].

A.3 Optical Excitation and Penetration Depth

For calculating the temporal evolution of the temperature of the electrons and phonons

from the two-temperature model, we need to know the optical excitation which is

described by the source term. Absorption of incident laser pulses at metal surfaces

can be described with electron-hole excitation. The absorbed energy is distributed

among the excited electrons at the surface, where the spatial distribution function

can be characterized with the optical penetration depth, or ”skin-depth” δ.
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Material constants Symbol Value [Units]

Electron-phonon coupling g 6.76 1017 W/m3K

Electron heat capacity γ 748 J/m3K2

Heat conductivity (0 K) κ 71.6 W/mK

Debye temperature ΘD 240 K

Density of atoms n 21450 kg/m3

Atomic mass µ 195.08 g/mol

Penetration depth δ 12.55 10−9 m

Refractivity index (800nm) n 2.92

Wave number (800nm) k 5.07

Tab. A.1: The relevant material constants of Platinum [82,103]

In term of the classical electrodynamics, deducing from the Maxwell’s equation,

the simplest solution of the a plane, time-harmonic wave in metals is:

~E = ~E0e
i(k̂~x−ωt) (A.5)

with a complex refractive index

n̂ = n(1 + iκ) =
c

ω
k̂. (A.6)

Here n and κ are real, k̂ is the complex wave number and κ is the extinction coefficient.

Taken k̂ from Eq. A.6 into Eq. A.5 we get

~E = ~E0e
−ω

c
nκ~xeiω[n

c
~x−t] . (A.7)

The real part of the Eq. A.7 represents the electric field vector, which is a plane wave

with wavelength λ = 2πc/ωn. The extinction is given by the first exponential term.

The intensity of the incident light is exponentially damping in the metal along axis

x, and it is proportional to ~E2:

I ∝ |E|2 ∝ e2
ω
c
nκ~x = e

4π
λ0

nκ~x
= e

4π
λ

κ~x. (A.8)

λ0 is the wavelength in vacuum, and λ is the wavelength in the medium. The distance

which makes the energy density fall to 1/e of its value is the penetration depth or

skin-depth [129]:

δ =
λ0

4πnκ
=

λ

4πκ
(A.9)

With the help of the complex refractive index we can calculate the transmitted and

reflected part of the incident light, applying the Fresnel-equations for the interface
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between two materials for a given polarization (s or p) and for a given angle of

incidence.

The excitation of the laser pulses in the two-temperature model decays like:

S(x, t) =
(1−R)I(t)

δ
e−x/δ . (A.10)

This is the so-called source term, which describes the absorbed energy density, deter-

mined by the optical penetration depth δ and the absorbed fraction of the incident

intensity [104].
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[40] G. Lüpke, D. J. Bottomley, and H. M. Vandriel, J. Opt. Soc. Am. B-Opt. Phys.

11, 33 (1994).

[41] P. Kratzer, E. Pehlke, M. Scheffler, M. B. Raschke, and U. Höfer, Phys. Rev.
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K. Stépán, J. Güdde und U. Höfer
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