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Introduction 

Volcano eruptions are not only dangerous in the immediate vicinity of the eruption, 

but also in a much wider area with their side effects. The volcanic ash is dangerous for 

airplanes, either blocking the vision of the pilot or damaging the plane’s engines. It also 

blocks sunlight, lowering the temperature in the area, which in extreme cases can create 

what is called a volcanic winter. Volcanic gases also in many cases contain sulphur 

dioxide and hydrogen chloride, which cause acid rains.  

Since Japan is located on a boundary of tectonic plates, it has many volcanoes. As 

technology advances it is expected that robots will help not only in emergency situations, 

but also before they happen. One of the task, where robots can help, is the observation of 

an active volcano to find out its state. This information is then used for example for 

warning or planning of evacuation. 

The purpose of this research is to improve the volcano observation robot by creating 

means of autonomous navigation in cases where it is difficult for the teleoperator to 

navigate it manually. 
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1 Description of the robot 

The purpose of the CLOVER robot is to observe volcanoes. It is carried in a net 

hanging from a UAV to the vicinity of a volcano. This requires the robot to be as light as 

possible, because additional weight reduces flight time of the UAV. Then the UAV 

descends to land the net with UGV. The robot is teleoperated using 3G connection. The 

teleoperator then drives the robot to the top of the volcano to conduct observation using 

a camera mounted on the UGV. Then it is driven back and it is navigated into a net carried 

by the UAV, lifted and brought back. (FieldRoboticsLaboratory, 2016) 

 

Fig 1.1: Robot carried by the UAV (FieldRoboticsLaboratory, 2016) 

At the time of my arrival the CLOVER was robot at the exhibition in Tokyo. 

Therefore, I was given a task to recreate this robot from a similar robot that wasn’t needed 

anymore. This would allow me to experiment with my own CLOVER robot without the 

risk of damaging the real one and I would also learn how the robot works in the process 

of creating. I started with the disassembly of the old robot´s electronics to see if some 

parts can be reused.  
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Fig. 1.2: Old robot. 

The main processing unit consists of circuit board with AXIS ETRAX 100LX 

system-on-chip. It is designed for embedded Linux applications. It has Ethernet port and 

utilises Teridian 78Q2120C-CGT Ethernet transceiver. It also has AXIS ARTPEC-2 

video chip. (Axis, 2016) 

 

Fig. 1.3: Control board. 

For controlling Maxon motors there was a motor driver with ARM STM32F103 

microcontroller. The communication with this device is done using either RS485, 

USART, SPI or I2C bus. The problem is that it doesn’t have USB for connection to a 

control unit. 
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Fig. 1.4: Motor driver. 

The observation of the volcano is conducted using Panasonic rc90kd camera. This 

camera is primarily made for mounting on the back of a car to transmit image during 

reversing. According to the website of the manufacturer this hardware is still maintained 

and I think it could be reused. (Panasonic, 2016) 

 

Fig. 1.5: Panasonic rc90kd camera. 
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I decided to reuse two Maxon motors that were already connected to wheels. These 

brushed motors, when rotating in the opposite directions enable robot to move either 

forward or backward. When the motors turn in the same direction the robot turns while 

remaining in place. 

Tab. 1.1: Maxon motor parameters. (Maxon, 2016c) 

Parameter Value 

Nominal voltage 12 V 

Nominal speed 5720 rpm 

Nominal torque (max. continuous 

torque) 

11,7 mNm 

Nominal current (max. continuous 

current) 

0,806 A 

No load speed 7470 rpm 

No load current 30,9 mA 

Speed constant 634 rpm/V 

 

In this application, it is not necessary for the wheels to turn thousands of times per 

second. Instead we need a large torque, that would allow the robot to overcome terrain 

obstacles of various sizes and inclinations, that it encounters while it navigates around a 

volcano. For this conversion, the motors are equipped with a planetary gearbox. 

Tab 1.2: Maxon gearbox parameters. (Maxon, 2016b) 

Parameter Value 

Reduction 157:1 

Number of stages 3 

Max. continuous torque 1,2 Nm 

Max. efficiency 59 % 

Weight 68 g 
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The motors are also equipped with differential encoders. By counting the pulses in a 

motor driver, we can measure the speed of rotation of the motor which allows us to gain 

the velocity of the robot because we know the diameter of the wheels. The encoders also 

allow us to get the trajectory of the robot which is helpful for the robot navigation. 

Tab. 1.3: Maxon encoder parameters. (Maxon, 2016a) 

Parameter Value 

Counts per turn 128 

Number of channels 2 

Max. operating frequency 80 kHz 

Max. speed 37 500 rpm 

Supply voltage 5 V 

 

I also decided to reuse belt transmissions, wheels and a frame made of aluminium 

profiles. The belts transfer torque from the front wheels to the back wheels, making the 

robot a four-wheel drive. This is useful because when the robot is overcoming an obstacle 

one of wheels might end up in the air which could result in a robot being stuck. 

 

Fig. 1.6: Power transmission from motor (left wheel) to back wheel. 

There were also other less important components that can be reused on other robots 

like a USB hub, LAN to Wi-Fi converter or different types of antennas. 
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Fig. 1.7: Disassembled robot. 
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2 Implementation of a new control system 

Since the original CLOVER robot in the field robotics laboratory uses ROS 

frameworks, there was a need to make this robot use ROS too. The ROS framework is 

developed for either Ubuntu or Debian. This means that the most suitable solution for 

running ROS is Raspberry Pi. I could remove a Raspberry Pi 2 from another disabled 

robot that was made for beginner’s seminar. This Raspberry already had installed Ubuntu 

14.04 and ROS indigo and contained basic scripts for communication between the 

microcomputer and motor driver that allowed controlling the movement of the robot 

using Wi-Fi. The beginner’s seminar robot also has similar construction with two DC 

motors. (ROS wiki, 23. 5. 2016) 

 

Fig. 2.1: Beginner’s seminar robot. 

Raspberry Pi on the robot cannot be powered using power outlet and USB. I decided 

to reuse 14.4 V, 6 Ah Li-ion battery from beginner’s seminar robot which comes with a 

circuit board containing DC-DC converter that reduces voltage to 5 V.  

Similarly to the beginner’s seminar robot, I have decided to use a T-FROG motor 

driver. It was created specifically to use with ROS. The problem with connecting motors 

to the T-frog driver is that the motors of the volcano robot use a differential encoder, 

while motor driver has only single ended inputs. Since I am not even sure if I will need 
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encoders later, because the robot is teleoperated and not autonomous, I decided for now 

to just connect only positive signal wires.  

 

Fig. 2.2: Schematics of motor – driver connection. 

The communication is done over Wi-Fi. For this there is a dongle in the USB port. 

The Raspberry Pi has set a fixed IP of 172.16.245.10. When I needed to modify files on 

the microcomputer I used SSH: 

$ssh frl@172.16.245.10 

 

2.1 Software 

The Raspberry Pi part of the software was already taken care of. I needed to prepare 

a computer for teleoperator. I decided to use my laptop with virtual machine running 

Ubuntu 14.04. First, I followed the procedure that creates ROS environment using these 

commands: 

$mkdir -p ~/bs_ws/src 

$cd ~/bs_ws/src 

$catkin_init_workspace 

$cd .. 

$catkin_make 
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$source devel/setup.bash 

$cd src 

$git clone http://172.20.0.20:8000/ALL/BeginnersSeminar.git 

$cd .. 

$catkin_make 

This creates a bs_ws directory for the project, then initialises the workspace and 

clones beginner’s seminar packages bs_mover, bs_rc and bs_start from the gitlab of the 

field robotics laboratory and finally compiles them. (GitLab, 6. 2016) 

 

Fig. 2.3: Beginner´s seminar robot control system. (GitLab, 6. 2016) 

Since the CLOVER robot doesn´t have a 2D scanner I removed the URG node from 

the Raspberry Pi bs_mover launch file. Then I need to install ROS node for joystick 

remote control in the VM using command 

$sudo apt-get install ros-indigo-joy 

That´s all for the installation. To control the robot, I connected PlayStation 4 joystick. 

In my case I found out that the joystick doesn´t configure itself properly and I had to do 

it manually. First, I displayed all connected input devices with command 

$ls /dev/input/ 

In my case I had three joystick devices called js0, js1 and js2. Each of them had to 

be tested by running the following command, moving the analog stick and watching if 

there are any changes to the data displayed. 

$sudo jstest /dev/input/jsX 
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For me it was js2 but this can change according to the number of devices connected. 

Now I needed to give permission to use the joystick for the ROS node with  

$sudo chmod a+rw /dev/input/js2 

Finally, I sent the ROS node information about which joystick device to use with 

$rosparam set joy_node/dev "/dev/input/js2" 

Now that I had my joypad fully configured and I was ready to connect to the robot. 

(ROS wiki, 12. 5. 2016) 

First, I export IP address of the robot’s Raspberry Pi which has its IP set to fixed 

$export ROS_MASTER_URI=http://172.16.245.10:11311/ 

then I enter the IP address of the virtual machine which I found using $ifconfig 

$export ROS_IP=IP of VM  

It is important that both virtual machine and Raspberry Pi are on the same network. When 

in doubt it is enough to $ping the robot’s IP. 

Finally, I launch ROS with  

$roslaunch bs_rc bs_rc_wo_rviz.launch 

Another option is to use  

$roslaunch bs_rc bs_rc.launch 

which launches visualization software called rviz for the 2D scanner of the beginner´s 

seminar robot. This isn´t necessary now but it might come in handy later for getting 

camera feed. (GitLab, 9. 2016) 

By trying the remote control, I discovered a problem. When I pressed a joystick 

analog stick to the left, the robot turned right and vice versa and it was also turning very 

slowly. It was necessary to update the parameter file called bs_mover.param in a folder 

catkin_ws/scr/BeginnersSeminar/bs_mover/params on Raspberry Pi. 
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3 Camera 

My intent was to reuse the Panasonic rc90kd from previous version of the robot. This 

proved impossible because the original connector had been cut off and replaced with a 

different one without any documentation of rewiring.   

 

Fig 3.1: Rewired connector of the Panasonic camera. 

Instead I had to choose a different camera. Because my main control unit was a 

Raspberry Pi, it was logical to either choose an official Raspberry Pi camera module or 

a USB web camera. I was given an iBUFFALO web camera from a laboratory storage. 

 

Fig. 3.2: iBUFFALO web camera. 
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First, I wanted to test whether the camera works. I connected it to the USB port and 

enabled it inside VirtualBox, then I went to:  

https://www.onlinemictest.com/webcam-test 

to test the camera. The result was a black screen. I decided to perform the same test on 

Windows with a successful result. This could mean that there were no drivers for the 

webcam in Ubuntu. After searching for solution, I found out that VirtualBox has issues 

with old USB webcams. (VirtualBox, 2014) 

 

Fig. 3.3: Webcam test on Ubuntu (left) and Windows (right). 

When I knew that camera is working but not with VirtualBox I wanted to test the 

camera with Raspberry Pi. I connected the camera to the USB port of the Raspberry Pi 

and used SSH to connect to it. I was afraid that there could be issues with drivers or 

permissions so I decided to take a simple picture with it first. For this I installed fswebcam 

with: 

$sudo apt-get install fswebcam 

Then I took a picture using: 

$fswebcam image.jpg 

Finally, I wanted to get the picture to my virtual machine using secure copy: 

$scp frl@172.16.245.10:image.jpg . 

But for some reason this didn´t work. The process showed success but the file was 

nowhere to be found. I suspect that this was another issue of running a virtual machine. 

Instead of searching for a solution I decided to plug in my USB flash drive. I used  

$sudo fdisk -l 
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to display a list of drives. I could see that my flash drive is /dev/sdb1. Then I created a 

new directory called /media/usb for the flash drive with 

$sudo mkdir /media/usb 

Finally, I mount the flash drive on the directory with 

$sudo mount /dev/sdb1 /media/usb 

to be able to copy the image using 

$cp image.jpg /media/usb 

This way I got the following image to the PC. (Askubuntu, 2012) 

 

Fig. 3.4: Picture taken using fswebcam. 

When I knew that the camera is working fine it was time to choose drivers that would 

capture the image from the camera and publish it on a ROS topic. I decided to use a 

usb_cam driver. On a Raspberry Pi I used: 

$cd bs_ws/src 

$git clone https://github.com/bosch-ros-pkg/usb_cam.git 

To download the package into the workspace and then I used following commands to 

compile it: 

$cd .. 
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$catkin_make 

Then I had to make sure it doesn´t get deleted by the read-only system with: 

$rfsync-add /home/frl/bs_ws/ 

It is not necessary to source the setup.bash file inside the devel folder because this 

has already been done inside the .bashrc file. Next, I wanted to check if the dependency 

requirements are satisfied. For this there is a tool called rosdep: 

$rosdep check 

This showed that there were multiple dependencies missing. First, I used  

$sudo fsprotect-chroot.sh 

and then I installed missing packages with: 

$sudo apt-get install ros-indigo-image-transport ros-indigo-

camera-info-manager v4l-utils 

Finally, I ran the camera node with: 

$rosrun usb_cam usb_cam_node. 

On the laptop, I have to export IP addresses before I launch rviz: 

$export ROS_MASTER_URI=http://172.16.245.10:11311/ 

$export ROS_IP=IP of VM  

$rosrun rviz rviz 

This launches a visualization software. I clicked Add at the bottom left corner and 

chose Image from the Display type menu. This creates new window that will later be 

used to display camera feed. Then I need to find out on what topic does the camera node 

publish image. This I done using: 

$rostopic list 

I can see from the list that there are topics /usb_cam/image_raw and 

/usb_cam/camera_info that weren’t there before.  
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Fig. 3.5: List of ROS topics. 

Therefore, I have to write /usb_cam/image_raw into the Image Topic field. 

 

Fig. 3.6: Display tab of the rviz software. 
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The next step would be to choose a type of compression for the video using the 

image_transport ROS package but that depends on the chosen method of communication. 

Since the robot was currently using only fast laboratory Wi-Fi there was no need for 

compression. 

 

Fig. 3.7: Camera image window. 
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4 Autonomous navigation 

It is very difficult to navigate the CLOVER robot into its transportation net because 

the teleoperator navigates only using a camera with very limited field of view and 

because there is a lag between a command and its execution which depends on the 

distance between the robot and the teleoperator. That´s why there is a request to make 

the navigation autonomous. There are many different possibilities for solving this. I have 

narrowed the options to basically three solutions. The first one is using the visual 

recognition.  My idea was that there would be lights on each pole of the net and the 

distance and orientation would be calculated based on the position of the lights. For 

example, the closer together the lights were the further the net was and so on. 

 

Fig. 4.1: Lights on the net. 

The advantage of this solution is that there is no need to mount any additional sensor. 

The problem is that the camera is not shielded from dust or mud. It may also have 

problem with tall grass or other obstacles. Finally, the camera would also have to be 

oriented towards the net all the time or periodically turn towards the net to determine the 

robots position.  

We could also try to use a scanner. The advantage is that they are reliable. The 

problem is that they are heavy, thus reducing the UAV flight time, and rather expensive. 

Given that the robot is carried by UAV in case of an accident we would lose another 

expensive piece of technology. 
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Tab. 4.1: Comparison of navigation methods. 

Method 
Weight of 

sensor 
Reliability Price 

Visual 

recognition 
✓  ✓ 

Laser 

scanning 
 ✓  

IR signal ✓ ✓ ✓ 

 

My other proposal was to use infrared technology. It would work on a principle of 

an IR beacon and a sensor consisting of multiple phototransistor separated by a barrier. 

The simplest application of this is a robot going straight for the beacon. The sensor 

consists of just two phototransistors divided by a barrier.  

 

Fig. 4.2: Robot with two phototransistors (light grey) divided by barrier (brown). 

Based on which phototransistor received signal from the beacon the robot would 

move according to the table 4.1. 

Tab. 4.1: Two phototransistor robot behaviour. 

Left phototransistor Right phototransistor Movement 

1  1 Move forward 

1 0 Turn left 

0 1 Turn right 

0 0 Stop (no signal) 
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This is only useful when there are no obstacles in the way. Unfortunately, there are 

poles at the corners of the net that must be avoided. To solve this, I designed a more 

complex IR sensor and control algorithm.  

For this solution, there is a need for two beacons each with different frequency of 

modulated signal. One will cover 360° around the net and the other one is directional (red 

area in fig. 4.3). The new sensor consists of multiple phototransistors divided by barrier 

that accept signal from the sides to determine orientation and one phototransistor 

surrounded by barrier so that it can only accept signal from above. There will be a need 

for either two sensors, each for different frequency, or one sensor with two filters. 

 

 

Fig. 4.3: Stating position. 

The algorithm will first turn the robot either left or right based on the initial position 

until it is approximately tangent to the imaginary circle with the centre in the beacon and 

radius of the distance between the robot and the beacon. This corresponds with either the 

red phototransistor in fig. 4.4 giving logical 1 or the one on the opposite side of the sensor. 
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Fig. 4.4: Initial turn of the robot. 

The robot then starts to move forward for as long as the same phototransistor gives 

the signal high. When the robot moves too far and the phototransistor changes for 

example according to the fig. 4.5 the robot then readjusts itself back into orientation 

shown in fig. 4.4. This can be done multiple times creating a sort of circle around the net 

until the robot reaches a red area with differently modulated signal.  

 

Fig. 4.5: Robot before orientation correction. 
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When the robot encounters the area with differently modulated signal the robot turns 

towards the net and starts moving forward.  

 

Fig. 4.6: Robot before the final approach. 

Since the sensor can only detect direction and not distance, it was necessary to find 

another way of knowing that the robot has reached the destination. This is done by the 

phototransistor in the middle of the sensor which gives logical 1 only when the beacon 

is above it. 

Alternatively, we could add a separate sensor for measuring the distance. But this 

would add more weight to the robot which is something we should try to avoid. It will 

be necessary to test whether my proposed solution yields satisfactory results or whether 

there is a need for additional sensor. 
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Fig. 4.7: Final position. 

After the discussion with my supervisor we decided to try the IR approach. 
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5 Implementation of the proposed solution 

The first task was to design a beacon that would be hanged on the net and the receiver 

that would be connected to the Raspberry Pi. I decided to try using unmodulated signal 

first. The most important parts of the beacon are the IR LEDs. I was searching for LEDs 

with high intensity and wide angle of radiation. I have chosen TSFF5510 IR LED diodes. 

For the first test, I used 8 LEDs in serio-parallel configuration.  

 

Fig. 5.1: IR beacon prototype. 

According to the datasheet the voltage drop of the diode is approximately 1,5 V for 

100 mA. To power the diodes, I chose a 9,9 V LiFe battery because it´s small while being 

powerful enough.  To determine the value of the resistor I first used the second 

Kirchhoff´s law to gain the resistor voltage 

𝑈𝑅 = 𝑈𝐵 − 4𝑈𝐷 => 9,9 − 4 ∙ 1,5 = 3,9 V 

where:  

UR is the voltage on the resistor 

UB is the battery voltage  

UD is the diode voltage drop 

And then the Ohm´s law to get the resistance 

𝑅 =  
𝑈𝑅

2𝐼𝐷
=>

3,9

2 ∙ 0,1
= 19,5 Ω 
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where:  

R is the resistance of the required resistor 

UR is the voltage on the resistor  

ID is the current passing through the diode  

The closest match was 20 Ω resistor. (Vishay, 2012) 

For the receiver design, I used OP593B phototransistor with 10 kΩ pull-up resistor. 

 

Fig. 5.2: Phototransistor setup. 

Unfortunately, I was only able to achieve a range of approximately 20 cm with this 

setup, which is insufficient for robot navigation. To increase the range, I wanted to 

modulate the signal similarly to the TV remote signal.  

5.1 Beacon design 

To create a 38 kHz modulated IR signal, I had to modify the beacon. My idea was 

that the modulation would be created by 555 timer whose output would be connected to 

the base of the transistor that would switch on and off the LEDs.  
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Fig. 5.3: Beacon with modulated signal. 

The oscillation frequency of astable 555 times is determined by the values of RA, RB 

and C according to this formula. (Texas Instruments, 2016) 

𝑓 =
1,44

(𝑅𝐴 + 2𝑅𝐵)𝐶
 

where f is the frequency of the oscillation and RA, RB and C are values of parts shown in 

fig. 5.3.  

I chose the values RA = 600 Ω, RB = 1,6 kΩ and C = 10 nF, which give the following 

theoretical frequency: 
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𝑓 =
1,44

(𝑅𝐴 + 2𝑅𝐵)𝐶
=>

1,44

(600 + 2 ∙ 1 600) ∙ 10−8
= 37 894,7 Hz  

Due to the tolerances of electronic components the real frequency is approximately 

36 kHz. This isn´t necessarily a problem but by correcting this error a greater range could 

be achieved. The correction can be achieved for example by putting a potentiometer in 

serial connection with the resistor and tuning the frequency manually. 

 

Fig. 5.4: Voltage signal measured on the 20 Ω resistor. 

As can be seen from fig. 5.5 the circuit generates pulses. The problem is that the 

collector-emitter voltage drop of the transistor reduces the current flowing through the 

LEDs to mere 75 mA which, given that the duty is approximately 60 %, is not enough 

and the range of the IR signal is just over 2 meters. 

By reducing the number of LEDs to just 4 in a serial connection I doubled the current 

to 150 mA which resulted in range of approximately 4 meters. According to the datasheet 

the. LED can handle up 1 A which would increase the range of the signal even further 

but this would require redesigning the circuit and choosing a more powerful battery. 

(Vishay, 2012) 



   37 

 

 

Fig. 5.5: Beacon circuit board. 

 

5.2 Receiver design 

For receiving this modulated signal, I chose IR receiver TSSP4038 that already 

contains band filter for 38 kHz and demodulator. (Vishay, 2014) 

To test this sensor, I set up a circuit shown in fig. 5.6. Without the 33 kΩ resistor the 

voltage would be 5 V which is over the GPIO 3,3 V limit. With the resistor, the voltage 

is only 2,5 V which is enough to trigger the logical 1 of the input. 
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Fig. 5.6: IR sensor test setup. 

To test whether the IR receiver works properly I connected the probes of the 

oscilloscope between the output and ground. Then I pointed a TV remote that operates at 

the carrier frequency of 38 kHz towards the sensor and pressed random buttons. The 

result shown at fig. 5.7 confirms that the sensor is connected properly and operates as 

expected. 

 

Fig. 5.7: Output of the IR receiver. 

The previous test was conducted inside the laboratory with table lamp as the only 

source of light. Since the robot operates in the outside it was necessary to test whether 
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the sun, the biggest IR source we know, would interfere with the sensors operation. I took 

one IR receiver and connected a regular red LED to the output. Then I put the receiver to 

the sunlight and pointed the beacon at the receiver. The result is that the LED turns on 

and off according to the beacon meaning that the receiver works even when exposed to 

the sunlight. 

 

Fig. 5.8: Testing the sensor in sunlight. 

After testing one sensor I connected 9 sensors in parallel. This setup works but there 

are multiple issues which need addressing.  

 

Fig. 5.9: Parallel connection of sensors. 

The first one is that for some reason the voltages at the outputs are not equal. The 

difference however is so small that it doesn’t affect functionality. The other problem are 

pulses that randomly appear at the output. Again, they don’t affect functionality but they 
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may for example reduce service life and this is something that can’t be immediately 

observed. 

 

Fig. 5.10: Output pulses. 

For creating the barrier, I used a universal circuit board to which I soldered 8 sensors 

in a circle facing outwards and one in the middle facing upwards. Then I glued pieces of 

cardboard to the circuit board as barriers. From the bottom, there are two connectors. One 

is a two-pin connector for 5 V power supply from the voltage regulator and ground. The 

other one is a nine-pin connector for the GPIO signal wires. 

 

Fig. 5.11: Assembled sensor bottom (left) and top (right). 
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5.3 Navigation script 

The signal wires from the receiver are connected to GPIO port. The control of the 

motor is done by publishing speed information on a cmd_vel ROS topic. It was therefore 

necessary to create a program that would read the GPIO port and based on the logical 

values of the individual pins it would publish translation or rotation speed command on 

the cmd_vel topic. 

 

Fig. 5.12: Control system diagram. 

I decided to write the program in python because there is a python library called 

pigpio that allows controlling the GPIO pins in Ubuntu. I created a folder called scripts 

inside the bs_start directory and I created a file called nav.py for the script itself.  

At first, I put in a python interpreter directive and import modules for working with 

ROS in python, GPIO controller, time and Twist messages. 

#!/usr/bin/env python 

import rospy 

import time 

import pigpio 

from geometry_msgs.msg import Twist 

Then I need to set up GPIO pins as inputs. The visual representation of pins can be seen 

at fig. 5.13 

gpio = pigpio.pi() 

gpio.set_mode(7, pigpio.INPUT) 

gpio.set_mode(11, pigpio.INPUT) 
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gpio.set_mode(9, pigpio.INPUT) 

gpio.set_mode(10, pigpio.INPUT) 

gpio.set_mode(5, pigpio.INPUT) 

gpio.set_mode(12, pigpio.INPUT) 

gpio.set_mode(16, pigpio.INPUT) 

gpio.set_mode(20, pigpio.INPUT) 

gpio.set_mode(21, pigpio.INPUT) 

 

 

Fig. 5.13: Sensors with corresponding GPIO pin numbers. 

I also set the internal pull-up resistor to increase the reliability of the system. The 

pull-ups and not pull-downs because the sensors are inverted to common perception. The 

sensor is in high state by default and changes to low state when receiving signal. 

gpio.set_pull_up_down(7, pigpio.PUD_UP) 

gpio.set_pull_up_down(11, pigpio.PUD_UP) 

gpio.set_pull_up_down(9, pigpio.PUD_UP) 

gpio.set_pull_up_down(10, pigpio.PUD_UP) 

gpio.set_pull_up_down(5, pigpio.PUD_UP) 

gpio.set_pull_up_down(12, pigpio.PUD_UP) 

gpio.set_pull_up_down(16, pigpio.PUD_UP) 

gpio.set_pull_up_down(20, pigpio.PUD_UP) 

gpio.set_pull_up_down(21, pigpio.PUD_UP) 
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Then follows the only function of the program called nav. Inside the function there 

is a definition of the ROS publisher, initialisation of the navigation node and finally a 

one second delay. The delay is necessary because initialising node takes some time and 

without it the program does not work properly. 

pub = rospy.Publisher('/ypspur/cmd_vel', Twist, queue_size=10) 

motion = Twist() 

print "Start init" 

rospy.init_node('navnode') 

time.sleep(1) 

print "Init done" 

Then the navigation algorithm itself follows. It is created by a for loop because the 

final approach towards the transportation net is not implemented yet and without it the 

robot would circle around the beacon indefinitely. After every loop, the script sleeps for 

0,1 second. This is programmed to give the motors more time to react to changes and 

avoid spamming the cmd_vel topic. The navigation algorithm is based on if conditions. 

We can see that it first tests whether it should rotate the robot and if not then it starts to 

move the robot forward. I also tested the opposite method. I made the robot move forward 

by default and tested if it should stop and rotate. This however resulted in robot slowly 

getting out of the range of the beacon. The last if condition applies when the robot is 

facing the wrong direction. It turns the robot until other if condition applies. 

for x in xrange(175): 

 time.sleep(0.1) 

 if gpio.read(20) == 1: 

  motion.angular.z = 0 

  print "Stop turn" 

  if gpio.read(16) == 1: 

   motion.linear.x = 0 

   print "Stop forward" 

  if gpio.read(16) == 0: 

   motion.linear.x = -0.2 

   print "Forward" 

 if gpio.read(20) == 0: 
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  motion.angular.z = -1 

  print "Turn" 

 if (gpio.read(16) == 1 and gpio.read(20) == 1):  

  motion.angular.z = -1   

  print "Wrong orientation -> turning" 

 pub.publish(motion) 

The visual representation of the loop can be seen at fig. 5.14. 

 

Fig. 5.14: Flow chart of the navigation loop. 

After the for loop end, there are commands to stop the robot and notify the user about 

it. 

motion.angular.z = 0 
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motion.linear.x = 0 

pub.publish(motion) 

print "end" 

The final part of the script consists of calling the navigation function or quitting the 

program  

if __name__ == '__main__': 

 try: 

         nav() 

     except rospy.ROSInterruptException: 

         motion.angular.z = 0 

  motion.linear.x = 0 

  pub.publish(motion) 

After launching the script, the robot turns until it´s tangent to the imaginary circle 

with the center in the beacon and then start to circle the beacon as shown in fig. 6.4. 

 

Fig. 5.15: Robot trajectory based on the algorithm above. 
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6 IR navigation of the Arduino robot 

In this chapter, I describe the continuation of the IR navigation project, that I 

conducted after returning to the Czech Republic from Japan. Since I left the CLOVER 

robot in Japan, I had to create a new vehicle to finish the autonomous navigation. I 

decided to use a tracked RC car from which I removed the electronics and left only 

motors and chassis. To drive the motors, I used Arduino Uno with motor shield.  

 

Fig. 6.1: Arduino robot. 

6.1 Infrared beacon 

Except the CLOVER robot I also left behind the IR beacon and receiver. This time I 

developed a complete beacon as described in chapter 4 (including red areas). To achieve 

having two distinctive areas I had to create two different kind of signals. My solution 

was to emit pulses of 38 kHz signal with different frequencies. The final beacon uses 10 

Hz pulses in areas where to robot circulates the beacon and 100 Hz pulses in areas where 

the robot turns and makes the final approach.  
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Fig 6.2: Pulses emitted by the beacon. 

Instead of using a 555 timer to generate 38 kHz pulses and then another two timers 

to generate 100 Hz and 10 Hz pulses, I decided to used Arduino Nano which comes 

equipped with three timers. This beacon has 12 LEDs divided into 3 branches. Each 

branch can be controlled from Arduino through ULN2803 transistor array. The voltage 

is supplied from two 9V batteries and regulated by L7812 voltage regulator. 

 

Fig. 6.3: Beacon schematics. 
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The beacon is soldered on universal PCBs which are attached to each other by M3 

screws. The first PCB has ports for Arduino so it can be removed if necessary. The second 

contains LEDs that are arranged so that they cover the area of 360 degrees. The last one 

has the remaining electronic parts. 

The program running in Arduino uses three variables. One for generating 38 kHz 

modulated signal, other two for creating pulses of 10 Hz and 100 Hz. 

boolean toggle10Hz = 0; 

boolean toggle38kHz = 0; 

boolean toggle100Hz = 0; 

Then next is the setup function which run only once after the Arduino boots and 

where digital pins 7, 8, 9 are set as outputs 

void setup() { 

  pinMode(7, OUTPUT); 

  pinMode(8, OUTPUT); 

  pinMode(9, OUTPUT); 

and then bits of the timers are set. The following code is for timer 0 which has a frequency 

of 200 Hz. Timer 1 has a frequency of 20 Hz and differs from timer 0 in the value of 

compare match register OCR1A = 780. Timer 2 creates the modulated signal of 76 kHz 

and has compare match register OCR2A = 210, also it has TCCR2B |= (1 << CS20) for 

no prescaler. 

//set timer0 interrupt at 200 Hz 

  TCCR0A = 0;// set entire TCCR2A register to 0 

  TCCR0B = 0;// same for TCCR2B 

  TCNT0 = 0;//initialize counter value to 0 

  // set compare match register for 200 Hz increments 

  OCR0A = 77;// = (16*10^6) / (200*1024) - 1 (must be <256) 

  // turn on CTC mode 

  TCCR0A |= (1 << WGM01); 

  // Set CS01 and CS00 bits for 1024 prescaler 

  TCCR0B |= (1 << CS02) | (1 << CS00);    

  // enable timer compare interrupt 

  TIMSK0 |= (1 << OCIE0A); 
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The frequency of the timers must be a double of the frequency of the required signal 

because we need a square signal with a 50% duty cycle. Every timer has similar interrupt 

service routine, only the variable differs. 

ISR(TIMER0_COMPA_vect){ 

  if (toggle100Hz){ 

    toggle100Hz = 0; 

  } 

  else{ 

    toggle100Hz = 1; 

  } 

} 

Finally, there is the main loop function, where pins are set according to the timers. 

The pin 7 is responsible for 100 Hz signal while pins 8 and 9 are responsible for 10 Hz 

signal. 

void loop() { 

  if (toggle100Hz){ 

    if (toggle38kHz){ 

      digitalWrite(7, HIGH); 

    } 

    else{ 

      digitalWrite(7, LOW); 

    } 

  } 

  else{ 

   digitalWrite(7, LOW);  

  } 

  if (toggle10Hz){ 

    if (toggle38kHz){ 

      digitalWrite(8, HIGH); 

      digitalWrite(9, HIGH); 

    } 

    else{ 

      digitalWrite(8, LOW); 
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      digitalWrite(9, LOW); 

    } 

  } 

  else{ 

   digitalWrite(8, LOW); 

   digitalWrite(9, LOW); 

  } 

} 

6.2 Infrared receiver 

Not much has changed in the design of the receiver as it still consists of TSSP4038 

IR sensors connected in parallel. The main difference is that I reduced the amount of 

TSSP4038 sensors from 9 to 5. The rear sensor served no purpose and thus was removed 

first. The front left and front right sensors were removed because I thought that left and 

right sensors could cover their angle as well. After testing I conclude that the navigation 

works without them but I would recommend putting them back for increased precision. 

Finally, the sensor pointing upwards was removed, because I found that when the robot 

is in its final location, all the sensors activate. I not sure if this is because they have such 

a wide angle of transmission or the IR signal reflects from the PCB into the sensor.  

 

Fig. 6.4: IR receiver. 
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6.3 Navigation algorithm 

The navigation script starts with a declaration of variables for the motor control pins. 

The motor shield also supports current sensing on analog pins but these are not used. 

const int dirA = 12;    // direction of motor A 

const int dirB = 13;    // direction of motor B 

const int pwmA = 3;     // duty cycle of motor A pwm 

const int pwmB = 11;    // duty cycle of motor B pwm 

const int brkA = 9;     // brake of motor A 

const int brkB = 8;     // brake of motor B 

Then the pins for IR receiver are set. Currently there is enough pins for the IR 

receiver but if the number of sensors increases, it will be necessary to use analog pins as 

digital. 

const int forw = 6;     // forward pin 

const int lfor = 7;     // left forward pin 

const int rfor = 5;     // right forward pin 

const int lbac = 10;    // left back pin 

const int rbac = 4;     // right back pin 

Finally, there are variables that are used for navigation but do not have a pin 

associated with them. First five variables are used to record the state of the digital pins 

declared above at the beginning of the cycle. Next three are used to record the state of 

the digital pins at the end of the cycle so that they can be compared with new values in 

the next cycle. Variable indexPulse is set by the timer with frequency of 10 Hz. Variable 

pulse is used for counting pulses from the beacon and is reset every time the indexPulse 

variable is 1. The last variable stores the stage of the autonomous navigation (rotating, 

circulating beacon, final approach, stopping). 

int fo,lf,rf,lb,rb; 

int lfold = 1; 

int foold = 1; 

int rfold = 1; 

int indexPulse = 0; 

int pulse = 0; 

int stage = 0; 
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The setup function first sets the motor pins as outputs and receiver pins as inputs, 

then unbrakes the robot. 

void setup() { 

  // set up motor pins as outputs 

  pinMode(dirA, OUTPUT); 

  pinMode(dirB, OUTPUT); 

  pinMode(pwmA, OUTPUT); 

  pinMode(pwmB, OUTPUT); 

  pinMode(brkA, OUTPUT); 

  pinMode(brkB, OUTPUT);   

 

  // set up receiver pins as inputs 

  pinMode(forw, INPUT); 

  pinMode(lfor, INPUT); 

  pinMode(rfor, INPUT); 

  pinMode(lbac, INPUT); 

  pinMode(rbac, INPUT); 

   

  // unbrake robot 

  digitalWrite(brkA, LOW); 

  digitalWrite(brkB, LOW); 

The last part is setting up the timer that generates index pulse at 10 Hz 

  TCCR1A = 0;// set entire TCCR1A register to 0 

  TCCR1B = 0;// same for TCCR1B 

  TCNT1  = 0;//initialize counter value to 0 

  // set compare match register for 1hz increments 

  OCR1A = 1560;// = (16*10^6) / (10*1024) - 1 (must be <65536) 

  // turn on CTC mode 

  TCCR1B |= (1 << WGM12); 

  // Set CS12 and CS10 bits for 1024 prescaler 

  TCCR1B |= (1 << CS12) | (1 << CS10);  

  // enable timer compare interrupt 

  TIMSK1 |= (1 << OCIE1A); 



   53 

 

The interrupt service routine is simply setting the indexPulse variable to 1. It is reset 

to 0 at the end of if function in the main loop. 

ISR(TIMER1_COMPA_vect){ 

  indexPulse = 1; 

} 

Next there are function whose purpose is moving the robot. They are a combination 

of setting the direction pins and setting the pwm pins. 

void nomove(){ 

  analogWrite(pwmA, 0); 

  analogWrite(pwmB, 0); 

} 

 

void forward(){ 

  digitalWrite(dirA, HIGH); 

  digitalWrite(dirB, LOW); 

  analogWrite(pwmA, 235); 

  analogWrite(pwmB, 255); 

} 

 

void backward(){ 

  digitalWrite(dirA, LOW); 

  digitalWrite(dirB, HIGH); 

  analogWrite(pwmA, 235); 

  analogWrite(pwmB, 255); 

} 

 

void left(){ 

  digitalWrite(dirA, LOW); 

  digitalWrite(dirB, LOW); 

  analogWrite(pwmA, 235); 

  analogWrite(pwmB, 255); 

} 
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void right(){ 

  digitalWrite(dirA, HIGH); 

  digitalWrite(dirB, HIGH); 

  analogWrite(pwmA, 235); 

  analogWrite(pwmB, 255); 

} 

Finally, there is the loop function that contains switch statement which wraps the 

entire navigation algorithm. The delay of 3 ms was experimentally chosen as optimal. 

void loop() {  

  switch (stage){ 

    // stages of autonomous navigation 

  } 

  delay(3); 

} 

The first case of the switch statement corresponds with the stage of the navigation, 

where the robot turns so it is tangent to an imaginary circle with the center in the beacon. 

This requires all the sensors to check for signal. Based on which sensor returns positive 

signal, the robot turns either clockwise or counter-clockwise and the algorithm advances 

to the next stage. In case that the robot receives no signal (it is too far from the beacon) 

it just does not move. It might be beneficial to implement some form of signalling when 

no signal is received. 

case 0:{ 

      //rotation around robot's axis 

      fo = digitalRead(forw); 

      lf = digitalRead(lfor); 

      rf = digitalRead(rfor); 

      lb = digitalRead(lbac); 

      rb = digitalRead(rbac); 

 

      if (rf==0){ 

        nomove(); 

        stage = 1; 

      } 
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      else if (lf==0){ 

        nomove(); 

        stage = 2; 

      } 

      else if ((fo==0) || (lb==0)){ 

        left(); 

      } 

      else if (rb==0){ 

        right(); 

      } 

      break; 

    } 

The next stage deals with circulating the beacon. In stage 1, the robot circulates 

clockwise and then skips to stage 3, because stage 2 serves for counter-clockwise 

navigation. During this stage, only two sensors are active.  This helps reducing confusion 

caused by reflection into other sensors. The last if function checks the number of pulses 

each 100 ms to determine whether the robot should turn to take the final approach or not. 

case 1:{ 

      //clockwise rotation around beacon 

      rf = digitalRead(rfor); 

      rb = digitalRead(rbac); 

      if (rb==0){ 

        right(); 

      } 

      else if (rf==0){ 

        forward(); 

      } 

      if (rf!=rfold){ 

        pulse++; 

      } 

      if (indexPulse){ 

        if (pulse>8){ 

          right(); 
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          stage = 3; 

        } 

        pulse=0; 

        indexPulse=0; 

      } 

      rfold = rf; 

      break; 

The case 2 statement is same as case 1 except left pins and variables are used. The 

stage 3 is where the robot makes the final approach towards the transportation net. When 

the robot turns towards the net, it stops with a little deviation. The robot starts moving 

forward, but the front sensor quickly loses signal. The algorithm then checks if front left 

or right sensor has signal and turns respectively until the front sensor receives signal 

again. This means that the final approach is not a straight line but rather a general curve. 

case 3:{ 

      //translation towards beacon 

      nomove(); 

      fo = digitalRead(forw); 

      lf = digitalRead(lfor); 

      rf = digitalRead(rfor); 

      lb = digitalRead(lbac); 

      rb = digitalRead(rbac); 

      if (fo!=foold){ 

        pulse++; 

      } 

      if (indexPulse){ 

        if (pulse>7){ 

          forward(); 

        } 

        else if(lf == 0){ 

          left(); 

        } 

        else if(rf == 0){ 

          right(); 
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        } 

        pulse=0; 

        indexPulse=0; 

      } 

      foold = fo; 

      //stopping under the beacon 

      if ((fo==0) && (lf==0) && (rf==0) && (lb==0) && (lb==0)){ 

        stage = 4; 

      } 

      break; 

The final stage contains delay, because the robot would otherwise stop a bit early. 

Then the robot stops. 

case 4:{ 

      delay(1500); 

      nomove(); 

    }  
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Conclusion 

The purpose of this research was to improve the volcano observation robot by 

creating a method of autonomous navigation into the robot’s transportation net. At first 

an old robot that was not needed anymore was disassembled to provide the Maxon 

brushed motors, aluminium skeleton and belts to recreate the original CLOVER robot. 

Other removed parts were identified but were either useless for current function of the 

robot or obsolete.  

A control system based on Raspberry Pi 2 was implemented. The microcomputer 

uses Ubuntu 14.04 as an operating system and has ROS Indigo installed. The Maxon 

motors are controlled by the T-FROG motor driver that is connected to the Raspberry Pi 

over the USB. Communication is then based on publishing on the ROS topics. 

To allow the navigation of the robot without the direct line of sight an iBuffalo 

webcam was added to the robot. It connects to the Raspberry Pi’s USB port. For getting 

the camera image a usb_cam ROS driver was used, that publishes camera feed over the 

image_raw topic into the rviz visualisation software. 

Next, various methods for autonomous navigation were discussed and it was decided 

to try using infrared signal to navigate the robot. An algorithm for the navigation was 

developed. The designed navigation consists of three steps. First the robot turns until it’s 

tangent to an imaginary circle with the centre in the beacon. Then the robot starts 

following the circle until it arrives to a position where it can avoid the net structure. 

Finally, the robot turns towards the net and moves forward until it is inside. 

For the beacon-sensor pair, two versions were created. The first version used 

unmodulated signal and consisted of a beacon made of 8 infrared LEDs connected to a 

9,9 V LiFe battery and a receiver made of phototransistors with 10 kΩ pull-up resistors. 

The range of this solution was 20 cm which is not enough to navigate the robot.  

The second version uses 38 kHz modulated signal generated by a 555 timer circuit. 

The beacon was made by adapting the previous variant and the problem is that it currently 

operates at approximately 15 % of possible power because the LEDs can be powered by 

up to 1 A at this frequency. The receiver part is made of 9 TSSP4038 IR sensors that are 

connected parallelly and whose output connects to GPIO port of the Raspberry Pi. The 

range of the signal is 4 meters. 
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Next a python script was created that reads the GPIO values using the pigpio library 

and based on the algorithm previously designed publishes on the cmd_vel ROS topic. So 

far, the script enables the robot to circle around the beacon which was a crucial step in 

the navigation algorithm due to its difficulty. 

After returning to the Czech Republic a new vehicle based on Arduino Uno was 

created. There was also a need for a new beacon, that this time supports entire navigation 

procedure and uses Arduino Nano as a core. The receiver still uses TSSP4038 IR sensor, 

but now only five of them. The Arduino is able to successfully navigate into its 

transportation net.   
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