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ABSTRACT

Solid oxide cells (SOCs) are high-efficiency energy conversion devices un-

der high temperature. However, the key reaction mechanisms governing the

overall performance of SOCs are not well understood. Here, we develop a

multiscale model combining density functional theory calculations, transition

state theory and continuum modeling to elucidate the essential reaction steps

and predict the performance of the device. Density functional theory calcu-

lations are used to obtain the free energy barriers for different reaction steps,

transition state theory is used to predict the reaction rate constants for each

step based on the free energy barriers, and the continuum theory utilizes

the reaction rate constants to obtain the voltage loss-current density rela-

tions. We apply the methodology to both the oxide ion-conducting SOCs as

well as the proton-conducting SOCs. The proposed multiscale model yields

quantitative agreement with the voltage loss-current density data from ex-

periments. The results indicate that as to the oxygen electrode reactions in

the Lanthanum Strontium Cobalt Ferrite (La1−xSrxCo1−yFeyO3−δ or LSCF)

based oxide ion-conducting SOCs, the reaction step involving the splitting

of the surface oxygen molecules into oxide ions under SOFC mode and the

combination of surface oxide ions into oxygen molecules under SOEC mode

is the rate limiting reaction step, and the diffusion of oxide ions in bulk LSCF

is the rate limiting diffusion step. As to the Pt/Y-doped BaZrO3/Ag based

proton-conducting SOFC, the cathode reactions are rate-limiting steps.

Key Words: multiscale modeling, continuum modeling, transition state

theory, density functional theory, solid oxide cells
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CHAPTER 1

INTRODUCTION

1.1 Background

Hydrogen is a clean and sustainable fuel compared with fossil fuels such as

coal and petroleum, since it does not produce harmful gases and could be

produced through water electrolysis[3]. Developing environmentally friendly

and highly efficient processes to utilize as well as to generate hydrogen is of

great interest. Solid oxide cells (SOCs) are high-efficiency energy conversion

devices for generation of electricity or production of hydrogen under high

temperature[4]. They can work under fuel cell mode (SOFC) to transform

hydrogen and oxygen into water steam and produce electricity[5, 6, 7], as well

as function under electrolysis cell mode (SOEC) to consume electricity and

produce hydrogen from water[3, 8, 9]. SOCs have attracted wide attention

due to their high performance.

Typical SOCs have three components, one dense electrolyte and two porous

electrodes. Stable oxide ion conductors, such as Yttria-Stabilized Zirconia

(YSZ) and Strontium, Magnesium doped Lanthanum Gallate (LSGM), are

normally used as electrolytes[7, 9, 10, 11]. Transition metals, such as Pt

and Ni, are widely used as the hydrogen electrodes. Mixed Ionic-Electronic

Conductors (MIEC) such as La1−xSrxCo1−yFeyO3−δ (LSCF)[7, 12] are typ-

ically used as the oxygen electrodes. Since YSZ is an oxide ion-conducting

material, this kind of SOCs is called oxide ion-conducting SOCs. Typically,

the oxygen electrode polarization resistance in oxide ion-conducting SOCs

is high and is a primary impediment for high cell efficiency[7, 13, 14]. Un-

derstanding the reaction mechanisms and rate-limiting steps in the oxygen

electrode is essential for improving the efficiency.

Compared to oxide ion-conducting SOCs, proton-conducting SOCs offer

many advantages in several perspectives. First, proton conductors have
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higher ionic conductivity compared with that of oxide ion conductors in

the intermediate temperature range, resulting in high cell efficiency[15, 16].

Second, many proton-conducting materials show better chemical compatibil-

ity with Ni, which is a commonly used hydrogen electrode for SOFCs[17].

Therefore, it is essential to understand the working mechanisms in proton-

conducting SOCs and design efficient proton-conducting devices.

1.2 Motivation for Modeling of Oxide Ion-Conduction

SOCs

As stated above, understanding the reaction mechanisms and rate-limiting

steps in the oxygen electrode is essential for improving the efficiency. The

reaction equation for the oxygen electrode under SOFC mode is

0.5O2 + 2e− −→O2−

And the reaction equation under SOEC mode is

O2− −→ 0.5O2 + 2e−

The large polarization resistance in the oxygen electrode is due to the slow

reaction rates of these two reactions. To lower the resistance, MIECs are used

as oxygen electrodes, since oxygen release or incorporation can be extended to

the entire electrode surface rather than only near the Triple Phase Boundary

(TPB). LSCF, a typical MIEC material, is a p-type semiconductor with

electronic and ionic conductivity[1]. It is widely-used as an oxygen electrode

because of its high stability, good catalytic ability for oxygen reactions and

low oxide ion conducting resistance[18, 19, 20]. Understanding the LSCF

based oxygen electrode reaction mechanisms is essential for designing efficient

and effective SOCs.

To investigate the reaction mechanisms in LSCF based electrode, both

computational and experimental studies have been conducted. Current density-

overpotential curves and overall reaction rates can be obtained through ex-

periments, but it is difficult to obtain detailed insights into chemical reactions
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via experiments, thereby limiting the approaches one could pursue to improve

the efficiency of the whole cell[21, 22, 23]. First principle calculations, in-

cluding density functional theory (DFT) and ab initio molecular dynamics

(AIMD), can provide detailed insights into the chemical reactions occuring

in the electrode[20, 24, 25, 26, 27, 28, 29]. However, the high computational

cost restricts the system to fewer than 200 atoms, which is inadequate to

describe the physics of the entire cell. Furthermore, much work has been

done on understanding the importance of each reaction step using contin-

uum modeling[1, 30, 31]. For example, Adler, Lane and Steele developed

a continuum model to explain the oxygen reduction pathways in MIEC[30].

Fleig developed a charge transfer model for the MIEC surface[32]. Yurkiv

et al. developed a model whose impedance spectrum results were consis-

tent with experiments[31]. While these results helped explain the reaction

mechanisms in LSCF, the fitted values for important physical parameters,

such as reaction rate constants and diffusivities, used in the continuum mod-

els lower their reliability. Therefore, it is essential to build a more reliable

model incorporating realistic models for various physical parameters.

1.3 Motivation for Modeling of Proton-Conduction

SOCs

The anode reaction equation for the proton-conducting SOFCs is

H2 −→ 2H+ + 2e−

And the cathode reaction equation is

0.5O2 + 2H+ + 2e− −→ H2O

Metals, such as Ni, Pt and Ag, are commonly used as electrodes, and

proton-conducting materials, such as Y-dopedBaZrO3 and Y-doped SrZrO3,

are commonly used as electrolytes. Many chemical reactions happen on the

surface of electrodes, at the TPB, and in the bulk electrolyte. Understand-
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ing proton-conducting SOFC reaction mechanisms is essential for designing

efficient and effective cells.

To investigate the reaction mechanisms in the proton-conducting SOFC,

both computational and experimental studies have been conducted. Current

density-voltage loss curves and overall reaction rates can be obtained through

experiments, but it is difficult to obtain detailed insights into chemical re-

actions via experiments, thereby limiting the approaches one could pursue

to improve the efficiency of the whole cell[2]. First principle calculations as

well as atomic scale calculations, including density functional theory (DFT)

and reactive force field molecular dynamics (ReaxFF), can provide detailed

insights into the chemical reactions occurring in the electrode[33, 34, 35, 36].

However, the high computational cost restricts the simulation length scale

and is inadequate to describe the physics of the entire cell. Furthermore,

some work has been done on understanding the importance of each reaction

step using continuum simulations[9]. However, the fitted values for impor-

tant physical parameters lower their reliability. Therefore, it is essential to

build a more reliable model incorporating realistic models for various physical

parameters.

1.4 Thesis Overview

In this work, we develop a multiscale approach combining DFT-based quan-

tum scale simulations, transition state theory (TST) and continuum scale

simulations to elucidate the essential reaction steps and predict the perfor-

mance of the SOCs. First, DFT-based calculations are performed to calculate

the energy barriers for each reaction step and the vibrational frequencies of

atoms, to obtain the free energy landscape of the entire reaction processes.

These results are used in the TST to obtain the reaction rate constants and

diffusivities. These results are subsequently used in the continuum theory to

calculate the current density–voltage loss curves which are compared with the

experimental data. We apply the methodology to both the oxygen electrode

in the oxide ion-conducting SOCs as well as the proton-conducting SOFCs.

Chapter 2 introduces the overall multiscale simulation details. First, sim-

ulation setups of DFT-based calculations are presented. Second, details of

TST and the methods for free energy calculations are presented. Third, the
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governing transport equation for continuum modeling is presented.

Chapter 3 introduces the details for modeling of the oxygen electrode in

the oxide ion-conducting SOCs. First, the model structure and the overall re-

action steps are presented. Second, Simulation details, including simulation

structures in DFT+U calculations and detailed equations in continuum mod-

eling are presented. Third, the simulation results for DFT+U calculations

as well as continuum modeling are presented.

Chapter 4 introduces the details for modeling of proton-conducting SOFCs.

First, the model structure and the overall reaction steps are presented. Sec-

ond, Simulation details, including simulation structures in DFT calculations

and detailed equations in continuum modeling are presented. Third, the

simulation results for DFT calculations as well as continuum modeling are

presented.

Chapter 5 summarizes the major accomplishments of the thesis.
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CHAPTER 2

MULTISCALE FRAMEWORK

The overall multiscale framework is presented in Figure 2.1 and is discussed

in more detail in the following sections.

Figure 2.1: Schematic representation of the multiscale framework. The left
picture is one structure in DFT-based calculations. The middle picture
shows the energy diagram used in the TST. The right picture is the current
density–overpotential curve.

2.1 Density Functional Theory Calculations

We used Vienna Ab initio simulation package (VASP)[37, 38, 39], version

5.3.5 to perform all spin-polarized DFT+U calculations with periodic bound-

ary conditions[40, 41, 42]. Generalized gradient approximation (GGA) exchange-

correlation functional of Perdew-Burke-Ernzerhof (PBE)[43] was used, and

the conjugate-gradient method was utilized to optimize the ionic positions

until the Hellmann-Feynman forces on each ion were less than 0.04 eV/Å.

The energy convergence criterion was 10−5 eV. The plane wave basis set

cutoff energy was set to be 500 eV. The projector augmented wave (PAW)

method was used to calculate the interactions between valance electrons and

nuclei plus core electrons[44, 45].
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The rotationally invariant formulation was used for the U terms to describe

the electron-electron interactions in the 3d orbitals of Fe, Co atoms and 4f

orbitals of Ce, Gd atoms[41]. In this formulation, only the differences (Ueff )

between the Coulomb (U) and exchange (J) values were the inputs of the

calculations. The Ueff values for Fe, Co were chosen to be 4.0 eV[46, 47, 48],

and for Ce, Gd were chosen to be 5.0 eV[49], which were recommended

in the literature. The migration energy barriers and the transition state

(TS) positions were calculated using the climbing image nudged elastic band

method (CI-NEB)[50]. Bader charge analysis was performed to calculate the

atomic charges[51]. We used a 4×4×4 Monkhorst-Pack[52] k-point mesh for

bulk systems, and used a 4× 4× 1 Monkhorst-Pack k-point mesh for surface

and interface systems.

2.2 Transition State Theory

Accurate parameters for reaction rate constants and diffusivities are needed

to perform continuum calculations. Some of them can be obtained from ex-

isting literature, for example, diffusivities of O2 in gas phase and O2− in bulk

LSCF[1, 53, 54], while other parameters need to be calculated using transi-

tion state theory. The equations relating reaction rate constants, diffusivities

and free energy barriers are given by:

k =
kBT

h
exp(−∆G(T,C)

kBT
)

D =
λ2

z

kBT

h
exp(−∆G(T,C)

kBT
)

(2.1)

where k denotes the reaction rate constant, D denotes the diffusivity, kB

denotes the Boltzmann constant, T denotes the temperature, C denotes the

concentration of different species, h denotes the Planck’s constant, and G

denotes the Gibbs free energy.

The free energy barriers are a function of temperature and concentration of

ions. Assuming the influences of temperature and concentration on barriers

are independent of each other, we have

∆G(T,C) = ∆G(T ) +∆G(C) (2.2)
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The expressions for ∆G(C) will be discussed in Section 3.3.2, Influence

of Concentration Variation on Free Energy Barriers. In other situations,

this term has minor effect on the overall reaction rates/diffusivities and is

neglected.

For the molecules in gas phase (O2, H2 andH2O molecules), the temperature-

dependent Gibbs free energy is expressed as

Gi(T ) = F 0K
i + F translation

i + F rotation
i + F vibration

i + (PV )i

= −kBT lnZ0K
i − kBT lnZtr

i − kBT lnZrot
i − kBT lnZvib

i + (PV )i
(2.3)

Z0K
i = 3 exp(− E0,i

kBT
)

Ztr
i = (

2πmkBT

h2
)

3
2

V

Zrot
i = (

8π2ImkBT

2h2
)

Zvib
i = (

exp(− hνi
2kBT

)

1− hνi
kBT

)

(2.4)

where F denotes the Helmholtz free energy, P denotes the pressure, V

denotes the volume, Z denotes the partition function. Derivations of these

equations are from reference [55].

For the adsorbed molecules (adsorbed O2, H2 and H2O on material sur-

faces), the Gibbs free energy can be expressed as

Giads(T ) =Fiads + (PV )i

Fiads = E0,iads +
7

2
kBT − TSiads

(2.5)

For the adsorbed gas, the following approximations are used to obtain the

entropy term SO2,ads [56, 57]:

Siads ≈ 0.7Si − 3.3kB

Si =
1

T
(E0,i +

7

2
kBT − Fi)

(2.6)

For the ions (O2−, H+,OH− and so on), the Gibbs free energy can be

expressed as
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Gi(T ) ≈ Fi =F 0K
i + F vibration

i

F 0K
i = E0,i

F vibration
i = 0.5

3N∑
m=1

hνm + kBT
3N∑
m=1

ln(1− exp(−hνm
kBT

))

(2.7)

The terms E0,i are the internal energies of each species at 0K. These terms

are calculated using DFT-based calculations. The vibrational frequencies

are calculated using the finite displacement method. All atoms in reaction

or diffusion process and their nearest neighbor atoms were included in the

calculations, as they are directly involved in the reaction mechanism[58].

The vibrational frequencies at a constant volume were obtained within the

harmonic approximation using finite ionic displacements ±0.015Å.

2.3 Continuum Modeling

In continuum scale, the current density output is coming from the transport

of ions. Here we use the continuum scale transport equations to describe this

phenomenon:

d

dz
[−φ
τ
Di(

d

dz
Ci −

FaCi
RT

d

dz
ϕ)] = 2ri (2.8)

where i denotes different species, C denotes the concentration of different

species, r denotes the reaction rates, ϕ denotes the electric potential, D

denotes the diffusivity, φ denotes the porosity, τ denotes the tortuosity, Fa

denotes the Faraday’s constant, T denotes the temperature, and R denotes

the ideal gas constant. The expressions for electric field, − d
dz
ϕ, reaction rates

r and boundary conditions will be presented in later chapters.
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CHAPTER 3

MODELING OF OXIDE
ION-CONDUCTING SOLID OXIDE CELLS

In this chapter, we develop a multiscale approach combining DFT-based

quantum scale simulations, transition state theory and continuum scale sim-

ulations to determine the key reaction/diffusion steps in the LSCF-based

electrode. Our results are consistent with the experimental data. We also

investigate the sensitivity of the current density-overpotential curve to reac-

tion rate and diffusion parameters and determine the key reaction/diffusion

steps.

3.1 Model Structure and Reaction Steps

The overall structure modeled in the chapter is the same as that in reference[1]

and shown in Figure 3.1. The 23µm electrode is the porous LSCF struc-

ture (La0.6Sr0.4Co0.2Fe0.8O3−δ), and the electrolyte is the dense Gadolinium

doped Ceria (GDC). The upper boundary of the electrode is exposed to

the pure oxygen gas under 1 atm pressure, and the lower boundary inter-

face with the electrolyte. All the reactions are at 1073K, which is the same

temperature as in experiments. The entire oxygen reduction reactions for

LSCF-based SOFC are shown in Figure 3.1. The SOEC mode reactions are

the reverse process of those shown for the SOFC mode. The entire oxygen

reduction process can be separated into 5 transport steps (T1 to T5) and 6

reaction steps (R1 to R6) and are presented below:

The 5 transport steps:

1. Transport of O2 in gas phase (T1).

2. Transport of O2,ads on LSCF surface (T2).

3. Transport of O2−
2,suf on LSCF surface (T3).

10



Figure 3.1: Schematic representation of the reactive pathways in the model
(presented in SOFC mode). The blue grains are the LSCF phase, the white
spaces between them are the gas phase, and the gray rectangle is the GDC
phase. Oxygen can transport into the electrolyte through the bulk LSCF
phase, which is shown in the left part of the figure and denotes path A, or
transport into the electrolyte through the TPB, which is shown in the right
part of the figure and denotes path B. The reactive pathways under SOEC
mode are the reverse process of that for SOFC.
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4. Transport of O−suf on LSCF surface (T4).

5. Transport of O2− in bulk LSCF (T5).

where O2,ads denotes the adsorbed O2 molecule on the LSCF surface, O2−
2,suf

denotes the oxygen molecule on the LSCF surface with 2 extra electrons, O−suf
denotes the oxide ion on the LSCF surface, O2− denotes the oxide ion in bulk

LSCF.

The 6 reaction steps:

1. Adsorption of O2 on LSCF surface (R1):

O2 −→O2,ads

2. O2,ads fills vacancies on LSCF surface (R2):

O2,ads + Vsuf
O + 2e− −→O2−

2,suf

3. Splitting of O2−
2,suf into two O−suf on LSCF surface (R3):

O2−
2,suf + Vsuf,n

O −→ 2O−suf

4. O−suf transports to the bulk LSCF (R4):

O−suf + VO + e− −→ Vsuf
O + O2−

5. O2− transports across the interface between LSCF and electrolyte (R5):

O2− + Vele
O −→O2−

ele + VO

6. O2−
2,suf transports across the TPB (R6):

O2−
2,suf + Vele

O + e− −→O2−
ele + O−suf

12



where V suf
O denotes the oxygen vacancy on the LSCF surface, V suf,n

O de-

notes the V suf
O that is neighboring to O2−

2,suf , V
ele
O denotes the oxygen vacancy

in bulk electrolyte, O2−
ele denotes the oxide ion in bulk electrolyte (GDC). It

should be noted that oxygen can transport into the electrolyte through both

LSCF/GDC interface or the three-phase boundary as shown in Figure 3.1.

3.2 Simulation Details

3.2.1 DFT+U Calculations

La0.6Sr0.4Co0.2Fe0.8O3−δ is the material used in the experiments. To min-

imize the structure difference between the simulation and experiment, we

focused on the structure La0.625Sr0.375Co0.25Fe0.75O3−δ, which has already

been discussed in previous work[20, 48]. The relaxed LSCF bulk structure

used in the calculations is the supercell with 2
√

2× 2
√

2× 2 unit cells, and

is shown in Figure 3.2(a-b). The lattice parameters are a=b=c=3.843 Å,

and α = β = γ = 90◦, same as those in reference [20]. The overall bulk

LSCF structure is consistent with the normal ABO3 structure for perovskites

(A=La, Sr, B=Co, Fe). To confirm that the structure is suitable for subse-

quent calculations, we calculated the vacancy formation energy in the struc-

ture:

∆Ef,vac = Edefective + 0.5EO2 − Ehost (3.1)

where ∆Ef,vac is the vacancy formation energy, Edefective is the total energy

of the bulk LSCF with one oxygen vacancy, Ehost is the total energy of the

perfect bulk LSCF, and EO2 is the energy of an oxygen molecule[48]. The

oxygen vacancies were located at different positions in bulk LSCF, and the

calculated vacancy formation energies are within the range of [0.95,1.44] eV,

consistent with the previous experimental results[59, 60, 61, 62, 63].

The LSCF surface structure used in the calculations is shown in Figure

3.2(c-d). Here we used a (100) oriented 6-layer slab, as this surface is the

most stable one[20]. A vacuum slab larger than 15Å was used above the

surface to minimize the interactions between the surface structure and its

periodic images. The bottom layer atoms were fixed at the bulk position,
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while the rest of the atoms were fully relaxed. The first, third and fifth layers

are the AO layers, and the second, fourth and sixth layers are the BO2 layers.

For the cases considered, the surface layer has the SrO-terminated structure,

since Sr termination on annealed LSCF surface is an important observation

in experiments[64].

The LSCF/GDC interface structure used in the calculations is shown in

Figure 3.2(e-f). Here we used a (100) oriented 5-layer slab for LSCF phase,

and a (100) oriented 3-layer slab for GDC phase. As LSCF and GDC have

similar lattice parameters, the GDC structure is also chosen to be (100)

oriented, and that orientation can form a stable interface with (100) oriented

LSCF. The lattice parameters are a=b=c=3.834Å, which are the average

lattice length for LSCF and GDC, and α = β = γ = 90◦. A vacuum

slab larger than 15Å was used to minimize the interactions between the

interface structure and its images. The bottom layer atoms were fixed at the

bulk position, the upper layer atoms were fixed at the bulk position along

directions perpendicular to the slab, while the rest of the atoms were fully

relaxed. Due to the Sr segregation phenomenon at interface shown in the

experiments[65, 66, 67], the fifth atom layer, which is the interfacial layer

between the two materials (shown in Figure 3.2(e)), is chosen to be SrO

layer.

3.2.2 Continuum Modeling

The entire oxygen reduction process is separated into 5 transport steps and

6 reaction steps, as stated above. Here a 1-D continuum model is used to

describe them. The 5 transport equations are as follows:

Transport of O2 in gas phase (T1):

d

dz
(−φgas

τgas
DO2

d

dz
CO2) = −rsufR1 (3.2)

Transport of O2,ads on LSCF surface (T2):

d

dz
(−φgas

τgas
DO2,ads

d

dz
CO2,ads) = rsufR1 − r

suf
R2 (3.3)

Transport of O2−
2,suf ion on LSCF surface (T3):
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(a) (b)

(c) (d)

(e) (f)

Figure 3.2: The structures used in the DFT+U calculations. The structures
shown in the figures are all after structural relaxation. (a-b) Side and top
view of the LSCF bulk structure. (c-d) Side and top view of the LSCF
surface structure. (c-d) Side and top view of the LSCF/GDC interface
structure.
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d

dz
[−φLSCF
τLSCF

DO2−
2,suf

(
d

dz
CO2−

2,suf
−

2FaCO2−
2,suf

RT

d

dz
ϕ)] = rsufR2 − r

suf
R3 (3.4)

Transport of O−suf ion on LSCF surface (T4):

d

dz
[−φLSCF
τLSCF

DO−
suf

(
d

dz
CO−

suf
−
FaCO−

suf

RT

d

dz
ϕ)] = 2rsufR3 − r

suf
R4 (3.5)

Transport of O2− ion in bulk LSCF (T5):

d

dz
[−φLSCF
τLSCF

DO2−(
d

dz
CO2− − 2FaCO2−

RT

d

dz
ϕ)] = rsufR4 (3.6)

Experimental values for φgas,τgas,φLSCF ,τLSCF are in Table 3.1. As is shown

in Figure 3.1, the boundary conditions at the top and the bottom of the

electrode are as follows:

Top boundary (z=23 µm):

CO2 =
p

RT
d

dz
CO2,ads = 0

d

dz
CO2−

2,suf
= 0

d

dz
CO−

suf
= 0

d

dz
CO2− = 0

(3.7)

Bottom boundary (z=0 µm):

d

dz
CO2 = 0

d

dz
CO2,ads = 0

−DO2−
2,suf

d

dz
CO2−

2,suf
= −rTPBR6

−DO−
suf

d

dz
CO−

suf
= rTPBR6

−DO2−
d

dz
CO2− = −rintR5

(3.8)

The expression for the electric potential gradient is as follows:
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d

dz
ϕ =

2FaDO2−( d
dz
CO2− − d

dz
CO2−(bottom))

σ +
4Fa

2CO2−DO2−
RT

(3.9)

The derivation of equation (3.9) is presented in Appendix A.

The reaction rate expressions for R1-R6 are as follows:

For reaction R1:

rsufR1 = Asuf [k
+
1,sufCO2 − k−1,sufCO2,ads ] (3.10)

For reaction R2:

rsufR2 = Asuf [k
+
2,sufCO2,ads

CV suf
O

Cmax
O2−

suf

− k−2,sufCO2−
2,suf

]

CV suf
O

= Cmax
O2−

suf
− CO2−

2,suf
− CO−

suf

(3.11)

For reaction R3:

rsufR3 = Asuf [k
+
3,sufCO2−

2,suf

CV suf,n
O

Cmax
O2−

suf

− k−3,suf
(CO−

suf
)2

Cmax
O2−

suf

]

CV suf,n
O

= CV suf
O

exp(−
GV suf,n

O
(T )−GV suf

O
(T )

kBT
)

(3.12)

For reaction R4:

rsufR4 = Asuf [k
+
41,suf

CO−
suf

C
V

sub1
O

Cmax
O2−

suf

− k−41,sufCO2−
sub1

CV suf
O

Cmax
O2−

suf

] (3.13)

For reaction R5:

rintR5 = Aint[k
+
1,intCV int1

O

CO2−

Cmax
O2−

suf

− k−1,intCO2−
int1

CVO
Cmax
O2−

suf

]

CVO =Cmax
O2− − CO2−

(3.14)

For reaction R6:

rTPBR6 = ATPB[k+TPB exp(−Faη
RT

)CV ele
O

CO2−
2,suf

Cmax
O2−

suf

− k−TPB exp(
Faη

RT
)CO−

ele

CO−
suf

Cmax
O2−

suf

]

(3.15)

where Asuf denotes the LSCF surface area per unit volume, Aint denotes
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the percentage of LSCF/GDC contacting surface area on the interface, ATPB

denotes the TPB length per unit interface area. Experimental values for

Asuf ,Aint,ATPB are listed in Table 3.1. Additional details on obtaining C
V

int1
O

,

CO2−
int1

, C
V

sub1
O

, CO2−
sub1

are presented in Appendix B.

The expression for current density is given by:

I = 2Fa(−rintR5 − rTPBR6 ) (3.16)

The overall continuum model procedure is described in the flow chart in

Figure 3.3. The coupled equations are numerically solved using the finite vol-

ume method in OpenFOAM[68] (Open Field Operation and Manipulation).

(a)

Figure 3.3: Flow chart of the overall continuum model procedure.
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Table 3.1: LSCF electrode microstructural parameters. The values
presented in the table are from literature [1].

Asuf 5µm2/µm3

ATPB 3.4µm/µm2

Aint 0.6µm2/µm2

φgas 0.4
φLSCF 0.6
τgas, τLSCF 1.46

3.3 Simulation Results

3.3.1 DFT+U Calculation Results

The DFT+U calculations contain three parts, the free energy profile calcu-

lations for LSCF surface reactions, the free energy profile calculations for

LSCF/GDC interface reactions, and the free energy barrier calculations for

LSCF surface oxide ion diffusions. The detailed energy barrier values are pre-

sented in Table 3.2 and Table 3.3. The optimized structures and additional

details on these calculations are presented in Appendix C.

Figure 3.4(a) shows the free energy profile for the LSCF surface reactions,

O2 + 4e− + 2VO → 2O2−. The entire process includes 4 reactions, R1, R2,

R3 and R4. R1 and R2 describe adsorption of O2 on the LSCF surface and

O2,ads occupying a vacancy on the surface, respectively. Our calculations

suggest that these two steps are both endothermic. R3 describes the O2−
2,suf

spliting process. From Figure 3.4(a) we see that it contains 2 sub steps. In

the first sub step, V suf
O transports to a neighboring positions of O2−

2,suf , which

is denoted as V suf,n
O . Calculations reveal that the energy of the structure

containing V suf,n
O is 1.465 eV higher than that containing V suf

O . In the second

sub step, O2−
2,suf splits into two O−suf . The energy barrier for O2−

2,suf split is

0.814 eV, and the barrier for combination of two O−suf is 2.343 eV. These high

barriers indicate that this process can be a rate-limiting step. R4 describes

the process of O−suf transports to the bulk LSCF. From the calculated results,

we note that the oxide ions are less stable in the surface than in the bulk

LSCF. This result is consistent with the literature, showing that surface

vacancy segregation is an important phenomenon of LSCF[69]. It can be

concluded that the largest barrier for the LSCF surface reactions comes from
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step R3, which contains the oxygen-oxygen bond breaking in SOFC mode

or bond forming in SOEC mode. Besides, the high energy of the V suf,n
O -

containing structure also slows down the overall reaction rates. It is observed

from our relaxed structures that after V suf,n
O is introduced in the structure,

the oxygen-oxygen bond length in O2−
2,suf stretches from 1.472Å to 1.494Å,

which means that V suf,n
O makes O2−

2,suf less stable and explains the relatively

high energy of this structure.

Figure 3.4(b) shows the free energy profile for LSCF/GDC interface reac-

tion R5, O2− + V ele
O → O2−

ele + VO. This reaction contains 6 sub steps: the

oxide ion migration from the bulk LSCF to the interfacial layers, migration

within the interfacial layers and the migration from interfacial layers to the

bulk electrolyte. Details on these sub steps and the definitions of layer in-

dices are discussed in Appendix B. The free energy profile shows that oxygen

vacancies are more stable in the interfacial layers than in bulk LSCF, and

layer 5, the interfacial layer between SrO and CeO2 layers, is the most sta-

ble layer for oxygen vacancies. The energy profile also shows that the largest

barrier comes from the migration from layer 4 to layer 5 as well as from layer

5 to layer 6. Besides, it can be seen from Table 3.2 that the energy barriers

at the interface are much smaller than that at the surface.

Figure 3.5 shows the free energy profile for diffusion of O−suf and O2−
2,suf at

the LSCF surface. The free energy barrier for O−suf diffusion is very high,

indicating that the diffusion of O−suf on the LSCF surface is very slow. The

free energy barrier for O2−
2,suf diffusion (1.27 eV) is higher than that of the

oxide ion diffusion in bulk LSCF (about 0.7 eV), and the calculated barrier

is similar to the O2−
2,suf diffusion on other SrO terminated surfaces[25]. These

results show that the SrO surface layer is inefficient for surface oxide ion

diffusions.

3.3.2 Influence of Concentration Variation on Free Energy
Barriers

Unlike ∆G(T ), whose values are presented in Table 3.2, expressions for

∆G(C) are difficult to obtain theoretically. Therefore, we derived the ∆G(C)

term for specific reaction steps based on the experimental observations avail-

able in the literature[31, 61, 32, 54].
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(a)

(b)

Figure 3.4: (a) Free energy profile for LSCF surface reactions. All energies
are with reference to energies of the O2 gas. This profile contains reactions
R1, R2, R3 and R4. (b) Free energy profile for LSCF/GDC interface
reactions R5. All energies are with reference to energies of the oxide ion in
bulk LSCF.
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(a)

Figure 3.5: Free energy profile for ion diffusions on LSCF surface. The
brown circles are the oxide ions that are moving in the process.

From reference [61], the vacancy formation energy of LSCF is related to

the oxygen vacancy concentration:

∆Gf,vac = ∆Gperf
f,vac + a

CVO
Cmax
O2−

(3.17)

where ∆Gf,vac is the vacancy formation free energy, ∆Gperf
f,vac is the vacancy

formation free energy with no vacancies in the lattice, and ′a′ represents

the deviation from the ideal structure. The interactions among defects and

lattice ions account for the additional change in free energy[70, 71]. The

experimental values for ′a′ are presented in Table 3.4. Equation (3.17) implies

that as CVO in bulk LSCF increases, the vacancies become less stable, and

O2− are more stable in the bulk. Stability of O2− directly affects the reaction

step R4 (accounts for the oxide ion migration between LSCF surface and bulk

LSCF), and R5 (accounts for the oxide ion transport across the LSCF/GDC

interface). Therefore, the reaction rate constants for k−43,suf ,k
+
1,int are modified

as follows:
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k−43,suf =
kBT

h
exp(−

∆Gk−43,suf
(T )

kBT
) exp(−

∆Gk−43,suf
(CVO)

kBT
)

k+1,int =
kBT

h
exp(−

∆Gk+1,int
(T )

kBT
) exp(−

∆Gk+1,int
(CVO)

kBT
)

∆Gk−43,suf
(CVO) = ∆Gk+1,int

(CVO) = a
∆CVO
Cmax
O2−

(3.18)

From reference [54], bulk diffusivity and surface reaction rate constants of

LSCF are all related to the pressure of oxygen gas. Thus, we have:

DO2− =
λ2

6

kBT

h
exp(−

∆GDO2− (T )

kBT
) exp(−

∆GDO2− (CVO)

kBT
)

∆GDO2− (CVO) =2γbulka
∆CVO
Cmax
O2−

(3.19)

k+3,suf =
kBT

h
exp(−

∆Gk+3,suf
(T )

kBT
) exp(−

∆Gk+3,suf
(CVO)

kBT
) exp(−

∆Gk+3,suf
(CO−

suf
)

kBT
)

k−3,suf =
kBT

h
exp(−

∆Gk−3,suf
(T )

kBT
) exp(−

∆Gk−3,suf
(CVO)

kBT
) exp(−

∆Gk−3,suf
(CO−

suf
)

kBT
)

∆Gk+3,suf
(CVO) = ∆Gk−3,suf

(CVO) = 2γsufa
∆CVO
Cmax
O2−

(3.20)

The experimental values for γbulk,γsuf are listed in Table 3.4. Details on

the derivations of equations (3.19,3.20) are presented in Appendix A. Equa-

tions (3.19,3.20) imply that as CVO increases, O2− are more stable, and their

movements become more difficult. Such phenomenon can be explained based

on Bader charge analysis. It is observed that after one vacancy is introduced

into the bulk LSCF, the average Bader charge of O2− changes from -1.231 to

-1.264, and the average Bader charge of other cations increases slightly. This

implies that vacancy introduction increases the electrostatic forces between

cations and O2− and results in an increase of the energy barrier.

As noted in references [31, 32], the electrostatic potential difference be-

tween the adsorbed oxygen layer and LSCF surface layer, which denotes χ,

exists at the LSCF/gas interface, as shown in Figure 3.6. χ varies with over-

potential. In the SOEC mode, O−suf enriches on the LSCF surface, and the
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negative charge due to O−suf enrichment induces an increase of χ. In the

SOFC mode, the positive charge due to the O−suf depletion induces the de-

crease of χ. The expressions for ∆Gk+3,suf
(CO−

suf
) , ∆Gk−3,suf

(CO−
suf

) are given

by:

∆Gk+3,suf
(CO−

suf
) = αe∆χ

∆Gk−3,suf
(CO−

suf
) = −(1− α)e∆χ

∆χ =χ− χeqi

(3.21)

where e is the charge of an electron, α is the charge transfer coefficient,

χeqi is the electrostatic potential step in equilibrium. As is shown in Figure

3.6(d), α = d1
d1+d2

≈ 1
3
. The expression for χ is given by:

χ =
FaCO−

suf

Capsuf

Capsuf =
εsuf
d
≈ εair + εLSCF

2d

(3.22)

where Capsuf is the capacitance for surface LSCF, d is the vertical distance

between the uppermost oxygen and the surface layer and is shown in Figure

3.6(c), and ε is the permittivity. Here we assume that the surface permittivity

value εsuf is the average of the air permittivity εair and the permittivity of

LSCF/electrolyte interface εLSCF . This approximation is consistent with the

parameters used in reference [72], showing that the capacitance at surface

is approximately half the value of that at interface. The value for εLSCF is

listed in Table 3.4.

∆χ helps lowering the reaction barriers. As is shown in Figure 3.6(a),

in the SOEC mode (O2− transfers from the electrolyte into LSCF), CO−
suf

is

higher than in equilibrium, and the energy barrier for k−3,suf becomes smaller,

which makes the reaction faster. In the SOFC mode, CO−
suf

is lower than in

equilibrium, and the energy barrier for k+3,suf becomes smaller.

3.3.3 Continuum Modeling Results

The current density-overpotential plot is shown in Figure 3.7, and it is con-

sistent with experimental results. Although the current density under SOEC

mode is comparable to that under SOFC mode with the same overpotential
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(a) (b)

(c) (d)

Figure 3.6: Schematic representation of the influence of electrostatic
potential difference at the LSCF/gas interface on the reaction rate
constants for R3. (a) The energy profile for R3 with and without the
electrostatic potential step. (b) The mechanism of ∆χ formation. When
O2− transfer from the electrolyte into LSCF, O−suf enrich at the LSCF
surface, and induce the electric potential ∆χ. When O2− transfer in reverse
direction, ∆χ will be negative. (c) Side view of LSCF surface with O2−

2,suf . d
is the vertical distance between the adsorbed oxygen layer and the surface
layer. (d) Top view of the R3 process. Brown circles are the initial,
transition and final state positions of the moving atom in the reaction.
d1,d2 are the x-y plane distances of the moving atom between the initial
and the transition state, and the transition and the final state, respectively.
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magnitude, the governing mechanisms are different. It can be seen from Fig-

ure 3.8 that DO2− under SOEC mode is much higher than that under SOFC

mode, and CVO under SOEC mode is much lower than that under SOFC

mode, which is consistent with the literature[21, 73]. Based on the current

density expression I = 2Fa(−DO2−
d
dz
CO2−), I is limited by the low d

dz
CO2− in

the SOEC mode, while I is limited by the low DO2− in SOFC mode.

To analyze the importance of each parameter, sensitivity analysis was per-

formed. The sensitivity of current density Se to other parameters is given

by:

Se =
∂I/I

∂Pa/Pa
≈ ∆I/I

∆Pa/Pa
(3.23)

where Pa is the parameter of interest. As shown in Table 3.5 that, the

current density is sensitive to the reaction rate constants for R3, k+3,suf and

k−3,suf , and the oxide ion diffusivity DO2− . Therefore, it can be concluded

that reaction step R3, the oxygen-oxygen bond breaking and forming step in

SOFC/SOEC, respectively, and O2− diffusion in bulk LSCF are the two es-

sential steps for the system, and improving k+3,suf ,k
−
3,suf and DO2− can greatly

enhance the current density.

In addition, neglecting of the reaction path across the TPB is a valid as-

sumption. It can be seen from Table 3.3 and Figure 3.5 that the surface

diffusivities of O−suf and O2−
2,suf are both much lower compared to bulk O2−

diffusivity. The low surface diffusivities make the contribution of the reac-

tion path B shown in Figure 3.1 insignificant. It is found that when the

concentrations of different species are all within the physical limits:

0 ≤ CO2−
suf
,CO2−

2,suf
, CO2,ads ≤ Cmax

O2−
suf

0 ≤CO2− ≤ Cmax
O2−

(3.24)

We have

ITPB = −2Far
TPB
R6 ≤ 0.03Acm−2 (3.25)

where ITPB is the current density across the three-phase boundary, and its

value is much smaller than the experimental current density. Therefore, this

reaction path is neglected in this work.

Low ITPB is attributed to two reasons. First, due to the low surface
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diffusivities of O2−
2,suf and O2−

suf , O
2−
2,suf and O2−

suf far away from the TPB

find it difficult to transport to the TPB. Therefore, only the O2 molecules

near the TPB can be incorporated into the electrolyte through path B, and

this makes the reaction rate from this path very slow. On the contrary, once

oxide ions transport into the bulk LSCF, they can diffuse fast in bulk LSCF.

Therefore, the O2 molecules far from the LSCF/GDC interface can be easily

incorporated into the bulk LSCF, then transport across the LSCF/GDC

interface and into the electrolyte. This makes the reaction rate from path

A in Figure 3.1 much faster than path B and Iint much larger than ITPB.

Second, the electrode structure here is the LSCF single-phase electrode. As

shown in Figure 3.1, TPB only exists at the bottom of the electrode, and the

small TPB surface area contributes to the low ITPB. As for other electrode

structures, such as LSCF-CGO composite electrode[1], TPB can exist in bulk

electrode and ITPB can be higher.

Based on the above analysis, SrO terminated LSCF surface is not an effi-

cient surface structure for oxygen oxidation and reduction reactions. On the

one hand, CO2−
2,suf

and CO2−
suf

diffuse very slowly on SrO terminated surface. It

can be seen from equation (3.25) that, the slow surface diffusions make ITPB

very small. On the other hand, the high energy barrier for reaction step R3

from DFT+U calculations result in the slow reaction rate, indicating that

SrO terminated surface is not a good catalyst for the splitting of O2−
2,suf or

combination of two O−suf . Such phenomenon is also discussed in recently

published experimental work[74].
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(a)

Figure 3.7: Simulation and experimental LSCF based electrode
overpotential-current density curve under pressure = 1atm and temperature
= 1073K. When current density is less than 0, the cell is working under fuel
cell mode; when current density is larger than 0, the cell is working under
electrolysis cell mode. Error bars on the simulation curve come from the
uncertainties from published experimental parameters.
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(a) (b)

(c) (d)

Figure 3.8: (a) DO2− at LSCF/GDC interface as a function of
overpotential. (b) Vacancy concentration percentage at LSCF/GDC
interface as a function of overpotential. (c) DO2− as a function of z-axis
coordinate. Different lines represent different overpotential values, ranging
from -0.08722 Volt to 0.062555 Volt. (d) Vacancy concentration percentage
in bulk LSCF as a function of z-axis coordinate. Different lines represent
different overpotential values.
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Table 3.2: Internal energy barriers and free energy barriers for each
reaction rate constant. Here ∆G(T ) is the free energy barrier at
temperature T=1073K.

Parameters ∆ G(T)(eV) Values (s−1)
k+1,suf 0.4337 2.06198× 1011

k−1,suf 0 2.2347× 1013

k+2,suf 0.1214 6.06167× 1012

k−2,suf 0 2.2347× 1013

k+3,suf 0.8138 3.3939× 109

k−3,suf 2.3432 2.2664× 102

k+41,suf 0 2.2347× 1013

k−41,suf 1.07428 2.03546× 108

k+42,suf 1.9076 2.5033× 104

k−42,suf 0 2.2347× 1013

k+43,suf 0 2.2347× 1013

k−43,suf 1.2838 2.116× 107

k+1,int 0 2.2347× 1013

k−1,int 0.6807 1.43× 1010

k+2,int 1.53418 1.4151× 106

k−2,int 0 2.2347× 1013

k+3,int 0.8457 2.406× 109

k−3,int 0.706 1.088× 1010

k+4,int 1.5138 1.7635× 106

k−4,int 0 2.2347× 1013

k+5,int 0 2.2347× 1013

k−5,int 1.7985 8.1395× 104

k+6,int 0 2.2347× 1013

k−6,int 0.5297 7.3046× 1010

Table 3.3: Internal energy barriers and free energy barriers for diffusivities.
Here λ is the migration length. The value for DO2− is from experiments,
and the value for DO2 is from Dusty Gas Model[1].

Parameters ∆ G(T)(eV) λÅ Values (s−1)
DO2− [53, 54] / / [9.73,15.85]×10−10

DO2 [1] / / 1.2× 10−5

DO2,ads 0 3.843 8.25× 10−7

DO2−
2,ads

1.2787 1.9215 2.0639× 10−13

DO2−
suf

3.08769 3.843 2.6851× 10−21
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Table 3.4: Parameters used in ∆G(C) expressions.

Parameters Experimental Values
a[61] [9.2,10.86]eV
γbulk[54] 0.37
γsuf [54] 0.56
εLSCF [75, 76] 11.068

Table 3.5: Sensitivity analysis results of the parameters.

Parameters ∆Pa/Pa Se(η = −0.08722V ) Se(η = −0.062555V )
k+1,suf , k

−
1,suf 0.05 ≈ 0 ≈ 0

k+2,suf , k
−
2,suf 0.05 ≈ 0 ≈ 0

k+3,suf , k
−
3,suf 0.05 [0.466,0.477] [0.460,0.476]

k+4,suf , k
−
4,suf 0.05 [0.0091,0.0136] [0.00225,0.0344]

k+int, k
−
int 0.05 [0.0272,0.0334] [0.00225,0.00939]

DO2− 0.05 [0.467,0.482] [0.477,0.481]
DO2,ads 0.05 ≈ 0 ≈ 0
DO2−

2,suf
0.05 ≈ 0 ≈ 0

DO2−
suf

0.05 ≈ 0 ≈ 0
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CHAPTER 4

MODELING OF PROTON-CONDUCTING
SOLID OXIDE FUEL CELL

In this chapter, we develop a multiscale approach combining DFT-based

quantum scale simulations, transition state theory and continuum scale sim-

ulations to determine the key reaction steps in the Pt/Y-doped BaZrO3/Ag

based proton-conducting SOFC. First, DFT calculations are performed to

calculate the energy barriers for each reaction step and the vibrational fre-

quencies of atoms, to obtain the free energy landscape of the entire reaction

processes. These results are used in the transition state theory to obtain the

reaction rate constants and diffusivities. These results are subsequently used

in the continuum theory to calculate the current density-voltage loss curves

which are compared with the experimental data.

4.1 Model Structure and Reaction Steps

The overall structure modeled in this paper is the same as that in reference

[2] and shown in Figure 4.1. The anode is made of porous Pt, the cathode

is made of porous Ag, and the electrolyte is made of Y-doped BaZrO3. The

anode and the cathode atmospheres are wet (7.3 kPa) H2 and wet (2.3 kPa)

air. All the reactions are at 873K, which is the same temperature as in

experiments. The reactions happened in the cell are shown in Figure 4.1.

The entire reaction process can be separated into 13 transport steps (T1 to

T13) and 11 reaction steps (R1 to R11) and are presented below:

The 13 transport steps:

1. Transport of H2 in gas phase (T1).

2. Transport of O2 in gas phase (T2).

3. Transport of H2O in gas phase (T3).

32



4. Transport of H2,P t on Pt surface (T4).

5. Transport of O2,Ag on Ag surface (T5).

6. Transport of H2OAg on Ag surface (T6).

7. Transport of H+ on Pt surface (T7).

8. Transport of H+ on Ag surface (T8).

9. Transport of O2− on Ag surface (T9).

10. Transport of OH− on Ag surface (T10).

11. Transport of H+ in bulk electrolyte (T11).

12. Transport of e− in Pt (T12).

13. Transport of e− in Ag (T13).

where H2,P t denotes the adsorbed H2 on Pt surface, O2,Ag denotes the

adsorbed O2 on Ag surface, H2OAg denotes the adsorbed H2O on Ag surface.

The 11 reaction steps:

1. Adsorption of H2 on Pt surface (R1):

H2 −→ H2,Pt

2. H2,P t splits into 2 H+ on Pt surface (R2):

H2,Pt −→ 2H+
Pt + 2e−

3. H+ transports across the Pt-BZY-air TPB (R3):

H+
Pt −→ H+

BZY

4. H+ transports across the Ag-BZY-air TPB (R4):

H+
BZY −→ H+

Ag
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5. H+ transports across the Ag-BZY-air TPB and react with O2− on Ag

surface (R5):

H+
BZY + O2−

Ag −→OH−Ag

6. H+ transports across the Ag-BZY-air TPB and react with OH− on Ag

surface (R6):

H+
BZY + OH2−

Ag −→ H2OAg

7. Adsorption of O2 on Ag surface (R7):

O2 −→O2,Ag

8. O2,Ag splits into 2 O2− on Ag surface (R8):

O2,Ag + 4e− −→ 2O2−
Ag

9. Combination of H+ and O2− into OH− on Ag surface (R9):

H+
Ag + O2−

Ag −→OH−Ag

10. Combination of H+ and OH− into H2O adsorbed on Ag surface (R10):

H+
Ag + OH−Ag −→ H2OAg

11. Desorption of H2OAg from Ag surface (R11):

H2OAg −→ H2O

where H+
Pt denotes the H+ on Pt surface, H+

BZY denotes the H+ in bulk

BZY, H+
Ag denotes the H+ on Ag surface, OH−Ag denotes the OH− on Ag

surface, O2−
Ag denotes the O2− on Ag surface.
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Figure 4.1: Schematic representation of the reactive pathways for
Pt/BZY/Ag based proton-conducting SOFC. The blue grains are the Ag
phase, the green grains are the Pt phase, the white spaces between them
are the gas phase, and the gray rectangle is the electrolyte. The left graph
shows the reactions that happen on the surface of electrodes, and the right
graphs show the reactions that happen on the TPB.
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4.2 Simulation Details

4.2.1 DFT Calculations

It can be seen from the reaction steps and the transport steps above that, the

reaction and transport processes happen on metal (Ag, Pt) surfaces, in the

bulk BZY as well as across the metal-BZY-air TPB. Because the diffusion

of proton in the bulk BZY is well-explained in the literature[34, 77, 78, 79],

here we did not perform the DFT calculations for this process.

To study the reactions on the metal surfaces, here the (111) oriented Pt

surface slab and the (111) oriented Ag surface slab were constructed, which

are shown in Figure 4.2(a-b). A vacuum slab larger than 15Å was used above

the surface to minimize the interactions between the surface structure and

its periodic images. The bottom layer atoms were fixed at the bulk position,

while the rest of the atoms were fully relaxed.

The TPB structure used in the calculations is shown in Figure 4.2(c-d).

Here we used a (001) oriented 4-layer slab for the BZY phase. To simulate

the complex TPB structure, a 10-atom metal cluster was constructed at the

surface of BZY, which is the same as reference [80]. Although it is a simplified

TPB structure, it can help us understand the reaction mechanisms around the

TPB. A vacuum slab larger than 15Å was used to minimize the interactions

between the TPB structure and its images. The bottom layer atoms were

fixed at the bulk position, while the rest of the atoms were fully relaxed.

4.2.2 Continuum Modeling

The entire reduction process is separated into 13 transport steps and 11

reaction steps, as stated above. Here a 1-D continuum model is used to

describe them. They are presented as follows:

In the anode(Pt) domain, 4 transport equations will be solved:

Transport of H2 in gas phase (T1):

d

dz
(−φgas

τgas
DH2

d

dz
CH2) = −rR1 (4.1)

Transport of H2,P t on Pt surface (T4):
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(a)

Figure 4.2: The structures used in the DFT calculations. The structures
shown in the figures are after structural relaxations. (a-b) Side view of the
metal surface structure. (c-d) Side view of the metal-BZY-air TPB
structure.
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d

dz
(−φPt

τPt
DH2,P t

d

dz
CH2,P t) = rR1 − rR2 (4.2)

Transport of H+ on Pt surface (T7):

d

dz
[−φPt
τPt

DH+
Pt

(
d

dz
CH+

Pt
+
FaCH+

Pt

RT

d

dz
ϕ)] = rR3 (4.3)

Transport of e− in Pt (T12):

d

dz
[−φPt
τPt

De−(
d

dz
Ce− −

FaCe−

RT

d

dz
ϕ)] = 0 (4.4)

In the electrolyte(BZY) domain, 1 transport equation will be solved:

Transport of H+ in bulk electrolyte (T11):

d

dz
[−DH+

BZY
(
d

dz
CH+

BZY
+
FaCH+

BZY

RT

d

dz
ϕ)] = 0 (4.5)

In the cathode(Ag) domain, 8 transport equations will be solved:

Transport of O2 in gas phase (T2):

d

dz
(−φgas

τgas
DO2

d

dz
CO2) = −rR7 (4.6)

Transport of H2O in gas phase (T3):

d

dz
(−φgas

τgas
DH2O

d

dz
CH2O) = rR11 (4.7)

Transport of O2,Ag on Ag surface (T5):

d

dz
(−φAg

τAg
DO2,Ag

d

dz
CO2,Ag) = rR7 (4.8)

Transport of H2OAg on Ag surface (T6):

d

dz
(−φAg

τAg
DH2OAg

d

dz
CH2OAg) = rR10 − rR11 (4.9)

Transport of H+ on Ag surface (T8):

d

dz
[−φAg
τAg

DH+
Ag

(
d

dz
CH+

Ag
+
FaCH+

Ag

RT

d

dz
ϕ)] = −rR9 − rR10 (4.10)

Transport of O2− on Ag surface (T9):
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d

dz
[−φAg
τAg

DO2−
Ag

(
d

dz
CO2−

Ag
−

2FaCO2−
Ag

RT

d

dz
ϕ)] = 2rR8 − rR9 (4.11)

Transport of OH− on Ag surface (T10):

d

dz
[−φAg
τAg

DOH−
Ag

(
d

dz
COH−

Ag
−
FaCOH−

Ag

RT

d

dz
ϕ)] = rR9 − rR10 (4.12)

Transport of e− in Ag (T13):

d

dz
[−φAg
τAg

De−(
d

dz
Ce− −

FaCe−

RT

d

dz
ϕ)] = 0 (4.13)

Experimental values for φgas,τgas,φAg,τAg,φPt,τPt are in Table 4.1. The

potential distribution is solved using Poisson equation:

d2

dz2
ϕ =

−ρ
ε0εr

(4.14)

The distribution of the relative permittivity εr is shown in Figure 4.3.

As is shown in Figure 4.1, the boundary conditions are as follows:

At the bottom of the overall cell:

ϕ =V0

CH2 =Const

d

dz
Ci = 0, i =H2,P t, H

+
Pt, e

−

(4.15)

At the Pt/BZY/air TPB:

−φPt
τPt

DH+
Pt

(
d

dz
CH+

Pt
+
FaCH+

Pt

RT

d

dz
ϕ) = −rR3

−DH+
BZY

(
d

dz
CH+

BZY
+
FaCH+

BZY

RT

d

dz
ϕ) = rR3

d

dz
Ci = 0, i =H2, H2,P t, e

−

(4.16)
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At the Ag/BZY/air TPB:

−φAg
τAg

DH+
Ag

(
d

dz
CH+

Ag
+
FaCH+

Ag

RT

d

dz
ϕ) = rR4

−DH+
BZY

(
d

dz
CH+

BZY
+
FaCH+

BZY

RT

d

dz
ϕ) = −rR4

−φAg
τAg

DO2−
Ag

(
d

dz
CO2−

Ag
−

2FaCH+
Ag

RT

d

dz
ϕ) = −rR5

−φAg
τAg

DOH−
Ag

(
d

dz
COH−

Ag
−
FaCOH−

Ag

RT

d

dz
ϕ) = −rR6

d

dz
Ci = 0, i = O2,Ag, H2OAg, H2O,O2, e

−

(4.17)

At the top of the overall cell:

ϕ = V1

Ci = Const,i = H2O,O2

d

dz
Ci = 0, i = O2,Ag,H2OAg, O

2−
Ag , H

+
Ag, OH

−
Ag, e

−

(4.18)

The reaction rate expressions for R1-R11 are as follows:

For reaction R1:

rR1 = APt[k
+
1 CH2 − k−1 CH2,P t ] (4.19)

For reaction R2:

rR2 = APt[k
+
2 CH2,P t − k−2

(CH+
Pt

)2

Cmax
H+

Pt

] (4.20)

For reaction R3:

rR3 = APt−TPB[k+3 exp(−αAFaηA
RT

)CH+
Pt
− k−3 exp(

(1− αA)FaηA
RT

)CH+
BZY

]

(4.21)

For reaction R4:

rR4 = AAg−TPB[k+4 exp(−αCFaηC
RT

)CH+
BZY
− k−4 exp(

(1− αC)FaηC
RT

)CH+
Ag

]

(4.22)
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For reaction R5:

rR5 = AAg−TPB[k+5 exp(−αCFaηC
RT

)CO2−
Ag

CH+
BZY

Cmax
H+

BZY

−k−5 exp(
(1− αC)FaηC

RT
)COH−

Ag
]

(4.23)

For reaction R6:

rR6 = AAg−TPB[k+6 exp(−αCFaηC
RT

)COH−
Ag

CH+
BZY

Cmax
H+

BZY

−k−6 exp(
(1− αC)FaηC

RT
)CH2OAg ]

(4.24)

For reaction R7:

rR7 = AAg[k
+
7 CO2 − k−7 CO2,Ag ] (4.25)

For reaction R8:

rR8 = AAg[k
+
8 CO2,P t − k−8

(CO+
Pt

)2

Cmax
O+

Pt

] (4.26)

For reaction R9:

rR9 = AAg[k
+
9 CO2−

Ag

CH+
Ag

Cmax
H+

Ag

− k−9 COH−
Ag

] (4.27)

For reaction R10:

rR10 = AAg[k
+
10COH−

Ag

CH+
Ag

Cmax
H+

Ag

− k−10CH2OAg ] (4.28)

For reaction R11:

rR11 = AAg[k
+
11CH2OAg − k−11CH2O] (4.29)

where APt denotes Pt surface area per unit volume, AAg denotes Ag sur-

face area per unit volume, APt−TPB denotes Pt/BZY/air TPB length per

unit interface area, AAg−TPB denotes Ag/BZY/air TPB length per unit inter-

face area, αA,αC denotes the anode and cathode charge transfer coefficient,

respectively, ηA denotes the anode overpotential, ηC denotes the cathode

overpotential. The expressions for ηA, ηC are as follows:
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Table 4.1: Electrode microstructural parameters for the proton-conducting
system. The values presented in the table are extracted from the
microstructure figures presented in literature [2].

APt,AAg 5µm2/µm3

AAg−TPB 2.9µm/µm2

APt−TPB 3.45µm2/µm2

φgas 0.4
φPt, φAg 0.6
τgas, τPt, τAg 1.46

ηA = ϕ+
A − ϕ

−
A

ηC = ϕ+
C − ϕ

−
C

(4.30)

The positions for ϕ+
A, ϕ

−
A, ϕ

+
C , ϕ

−
C are presented in Figure 4.3.

Experimental values for APt, AAg, APt−TPB, AAg−TPB are listed in Table

4.1. The expression for current density is given by:

IA =FarR3

IC = Fa(rR4 + rR5 + rR6)
(4.31)

where IA denotes the current density at the anode/electrolyte interface, IC

denotes the current density at the cathode/electrolyte interface. The overall

continuum model procedure is described in the flow chart in Figure 4.4.

Figure 4.3: Schematic representation of the positions of ϕ−A,ϕ+
A,ϕ−C ,ϕ+

C and
the distribution of εr. At the interface between the electrode and the
electrolyte, εr is assumed to be linearly varying from 14.15 (at electrolyte
side) to 50 (at electrode side).
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Figure 4.4: Flow chart of the continuum model procedure for
proton-conducting SOFC.
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Table 4.2: Internal energy barriers and free energy barriers for diffusivities.
Here λ is the migration length. The value for DH+

BZY
is from experiments,

and the value for DH2 , DO2 , DH2O is from Dusty Gas Model[1].

Parameters ∆ G(T)(eV) λÅ Values (s−1)
DH2 [1] / / 4.3569 ×10−5

DO2 [1] / / 1.0892 ×10−5

DH2O[1] / / 1.4523 ×10−5

DH2,P t 0 1.6235 1.5982 ×10−7

DO2,Ag 0 1.6985 1.7493 ×10−7

DH2OAg 0 1.6985 1.7493 ×10−7

DH+
Pt

0.0445 1.6235 9.0557 ×10−8

DH+
Ag

0.1427 1.6985 2.6283 ×10−8

DO2−
Ag

0.3448 1.6985 1.796 ×10−9

DOH−
Ag

0.2904 1.6985 3.701 ×10−9

DH+
BZY

[2] / / 5.2756 ×10−10

4.3 Simulation Results

4.3.1 DFT Calculation Results

The DFT calculations contain two parts, the free energy barrier calculations

for transport steps and the free energy barrier calculations for reaction steps.

The detailed energy barrier values are presented in Table 4.2 and Table 4.3.

Figure 4.5 and Table 4.2 show the free energy barriers for the diffusion

of different species on metal surfaces. We can see that diffusion on metal

surfaces is a fast process with low energy barriers. Therefore, this process is

not a rate-limiting process.

Figure 4.6 and Table 4.3 show the reaction configurations and the energy

barriers for different reaction steps. From Table 4.3 we can see that, k+4 ,

which is the forward reaction rate constant for reaction R4, H+
BZY → H+

Ag,

is much smaller than other rate constants. It means that R4, referring to

the direct hopping of H+ from BZY onto the Ag surface, is not a favorable

reaction step. On the contrary, k+5 and k+6 , which are the forward reaction

rate constants for reaction R5, H+
BZY + O2−

Ag → OH−Ag and R6, H+
BZY +

OH2−
Ag → H2OAg, are much larger than k+4 . Since R4, R5 and R6 are all the

reaction steps referring to the transport of proton from BZY phase to the Ag

surface, it means that steps R5 and R6 are more favorable than R4.
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Figure 4.5: Free energy barriers for diffusion on metal surfaces. (a) Free
energy barrier for H+ diffusion on Pt surface. (b) Free energy barrier for
H+ diffusion on Ag surface. (c) Free energy barrier for O2− diffusion on Ag
surface. (d) Free energy barrier for OH− diffusion on Ag surface.
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(a)

(b)

Figure 4.6: Different reaction configurations used in DFT calculations. (a)
Reaction configurations on metal surfaces. (b) Reaction configurations at
the meta-BZY-air TPB.
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Table 4.3: Internal energy barriers and free energy barriers for each reaction
rate constant. ∆G(T ) is the free energy barrier at temperature T=873K.

Parameters ∆ G(T)(eV) Values (s−1)
k+1 0.73457 1.05579× 109

k−1 0 1.819× 1013

k+2 0 1.819× 1013

k−2 0.49168 3.2637× 1010

k+3 0 1.819× 1013

k−3 0.7745 6.209× 108

k+4 1.2725 8.3433× 105

k−4 0 1.819× 1013

k+5 0.8725 1.6895× 108

k−5 0.9048 1.1010× 108

k+6 0.658 2.9152× 109

k−6 0.291 3.8155× 1011

k+7 1.1891 2.52527× 106

k−7 0 1.819× 1013

k+8 0 1.819× 1013

k−8 0.73497 1.0502× 109

k+9 0 1.819× 1013

k−9 1.6241 7.8296× 103

k+10 0 1.819× 1013

k−10 1.21448 1.8028× 106

k+11 0 1.819× 1013

k−11 0.91616 9.47× 107
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4.3.2 Continuum Modeling Results

The current density-voltage loss plot is shown in Figure 4.7, and it is con-

sistent with experimental results. The concentration of different ions and

different molecules in the cell with no voltage bias is shown in Figure 4.9 and

Figure 4.10. We can see that the concentration variations of these species in

the electrodes are very small. On the contrary, we can see proton segrega-

tion as well as electron segregation at the electrolyte/electrode interface from

Figure 4.8 and Figure 4.9(a). Segregation of protons results in the positive

charge at the electrolyte side, while segregation of electrons results in the neg-

ative charge at the electrode side. These charges at the electrolyte/electrode

interface form the electric double layer, and is the origin of the interfacial

overpotential.

Figure 4.11 shows the potential distribution in the cell under different

voltage bias. We can see that with the variation of voltage bias, the anode

overpotential changes little, while the cathode overpotential varies a lot. It

is related to the reaction rate constants of different reaction steps. It can be

seen from Table 4.3 that k+3 , which is the reaction rate constant for protons

transporting from the anode surface to the electrolyte, is much larger than

k+4 , k+5 and k+6 , which is the reaction rate constant for protons transporting

from the electrolyte to the cathode surface. Therefore, the reactions at the

electrolyte/cathode interface are much slower than at the anode/electrolyte

interface. This conclusion is consistent with experimental results, showing

that the resistance at the electrolyte/cathode interface is larger than that at

the anode/electrolyte interface[2].

48



Figure 4.7: Simulation and experimental voltage loss-current density curve
under the temperature = 873K.

Figure 4.8: Concentration of e− in the cell with no voltage bias on the
boundaries.
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(a)

(b)

(c)

Figure 4.9: (a) Concentration of H+ in the cell with no voltage bias on the
boundaries. (b) Concentration of OH− in the cell with no voltage bias on
the boundaries. (c) Concentration of O2− in the cell with no voltage bias on
the boundaries.
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(a)

(b)

(c)

Figure 4.10: (a) Concentration of O2 in the cell with no voltage bias on the
boundaries. (b) Concentration of H2O in the cell with no voltage bias on
the boundaries. (c) Concentration of H2 in the cell with no voltage bias on
the boundaries.

51



Figure 4.11: Potential distribution in the cell under different voltage bias.
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CHAPTER 5

CONCLUSION

In summary, we developed a multiscale model combining DFT-based cal-

culations, transition state theory and continuum modeling to elucidate the

essential reaction steps and predict the performance of the oxide ion as well

as proton-conducting solid oxide cells.

As to the oxide ion-conducting SOCs, we developed a model for the oxy-

gen reduction and oxidation reactions in LSCF based solid oxide fuel and

electrolysis cells, respectively. DFT+U calculations were used to obtain the

energy barriers for different reaction steps. The influence of concentration

on free energy barrier for specific steps was considered based on the pub-

lished experimental results. Transition state theory was used to predict the

reaction rate constants for each step based on the free energy barrier. Con-

tinuum modeling utilized the reaction rate constants, diffusivities and LSCF

microstructure parameters and predicted the overpotential-current density

relations. The proposed model results are consistent with overpotential-

current density data from experiments. We found that oxygen exchange at

the TPB can be neglected in our model. Chemical reaction of surface oxygen

molecules split under SOFC mode / surface oxide ions combination under

SOEC mode is the essential reaction step, and oxide ion diffusion in bulk

LSCF is the essential diffusion step. We also highlight that SrO terminated

LSCF surface is not an efficient surface structure for oxygen oxidation and

reduction reactions.

As to the proton-conducting SOCs, we developed a model for the Pt/BZY/Ag

based solid oxide fuel cell. DFT calculations were used to obtain the energy

barriers for different reaction steps. Transition state theory was used to

predict the reaction rate constants for each step based on the free energy

barrier. Continuum modeling utilized the reaction rate constants, diffusiv-

ities and microstructure parameters and predicted the voltage loss-current

density relations. The proposed model results are consistent with the experi-

53



mental data. We also found that the cathode reactions are more rate-limiting

than the anode reactions.
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APPENDIX A

DERIVATIONS OF SPECIFIC EQUATIONS

In this chapter, the derivation of the electric potential gradient equation,

which is equation (3.9), and the derivation of the concentration dependent

free energy expressions, which are equations (3.19,3.20) are presented.

A.1 Derivation of the Electric Potential Gradient

Equation

The current density distribution is presented in Figure A.1. At the top

boundary, the ionic current density is 0, and the overall current density is

from the electronic conduction. At the bottom boundary, the overall cur-

rent density is from the ionic conduction. According to the current density

conservation equation, we have that

I(O2−) + I(e−) = I(O2−)(bottom) (A.1)

where

I(O2−) = 2FaDO2−(
d

dz
CO2− − 2FaCO2−

RT

d

dz
ϕ) (A.2)

I(e−) = −σ d
dz
ϕ (A.3)

I(O2−)(bottom) = 2FaDO2−
d

dz
CO2−(bottom) (A.4)

After putting equations (A.2 - A.4) into (A.1), we can get

d

dz
ϕ =

2FaDO2−( d
dz
CO2− − d

dz
CO2−(bottom))

σ +
4Fa

2CO2−DO2−
RT

(A.5)
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(a)

Figure A.1: Schematic representation of current density distribution in
LSCF. I(O2−) is the current density from oxide ion conduction, and I(e−)
is the current density from electronic conduction.
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A.2 Derivation of the Concentration Dependent Free

Energy Expressions

The equation for oxygen vacancy formation in bulk LSCF is as follows:

O2− −→ VO + 0.5O2 + 2e−

The relation between the concentrations of O2−, VO and O2 and the va-

cancy formation energy are as follows:

C0.5
O2

CVO
Cmax
O2− − CVO

= exp(−∆Gf,vac

kBT
) = exp(−

∆Gperf
f,vac + a

CVO

Cmax
O2−

kBT
) (A.6)

ln(CO2) = −2
∆Gperf

f,vac + a
CVO

Cmax
O2−

kBT
− 2 ln(

CVO
Cmax
O2− − CVO

) (A.7)

According to reference [54], the relation between oxide ion diffusivity and

CO2 are as follows:

DO2− =
λ2

6

kBT

h
exp(−

∆GDO2− (T )

kBT
) exp(−

∆GDO2− (CVO)

kBT
) ∝ Cγbulk

O2
(A.8)

Therefore

∆GDO2− (CVO) = −γbulkkBT ln(Co2) + const (A.9)

After putting equation (A.7) into equation (A.9), we have

∆GDO2− (CVO) = 2γbulk(∆G
perf
f,vac+a

CVO
Cmax
O2−

)+2γbulkkBT ln(
CVO

Cmax
O2− − CVO

)+const

(A.10)

For 2γbulk∆G
perf
f,vac term is a constant (not a function of concentration), and

γbulkkBT ln(
CVO

Cmax
O2−−CVO

) << γbulka
CVO

Cmax
O2−

, we have

∆GDO2− (CVO) = 2γbulka
CVO
Cmax
O2−

+ const (A.11)

Considering that in equilibrium, ∆GDO2− (CVO) = 0, we have
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∆GDO2− (CVO) = 2γbulka
(CVO − C

equi
VO

)

Cmax
O2−

= 2γbulka
∆CVO
Cmax
O2−

(A.12)

Where Cequi
VO

is the vacancy concentration in bulk LSCF in equilibrium,

which is about 600 mol/m3. The relation between k+3,suf ,k
−
3,suf and CO2 are

as follows:

k+3,suf , k
−
3,suf ∝ C

γsurf
O2

(A.13)

After derivations similar to equations (A.8 - A.10), we have

∆Gk+3,suf
(CVO) = ∆Gk−3,suf

(CVO) = 2γsufa
CVO
Cmax
O2−

+ const (A.14)

Considering that when CVO = CDFT
VO

, k+3,suf = kBT
h

exp(−
∆G

k+
3,suf

(T )

kBT
),

k−3,suf = kBT
h

exp(−
∆G

k−
3,suf

(T )

kBT
)), we have

∆Gk+3,suf
(CVO) = ∆Gk−3,suf

(CVO) = 2γsufa
(CVO − CDFT

VO
)

Cmax
O2−

= 2γsufa
∆CVO
Cmax
O2−

(A.15)

Where CDFT
VO

is the vacancy concentration in bulk LSCF used in the DFT

calculations, which is about 1154 mol/m3.
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APPENDIX B

DEFINITIONS FOR INTERFACE AND
SUBSURFACE LAYERS

In this chapter, we present the definitions for interface and subsurface lay-

ers, which are used in chapter 3. The positions for different oxide ions and

vacancies are presented in Figure B.1. Because oxide ions can only migrate

from one layer to its neighboring layer, the reactions R4 and R5 in chapter

3 consist of multiple migration steps across different layers. As to the LSCF

surface structure, the 4th atom layer is regarded as the bulk layer. As to the

interface structure, the 1st atom layer is regarded as the LSCF bulk layer,

the 7th atom layer is regarded as the electrolyte bulk layer, and all the layers

in between are regarded as the interfacial layers.

The reaction rate expressions for the migrations of oxide ions from surface

to the bulk are as follows:

rsuf→sub1R4 = Asuf [k
+
41,suf

CO−
suf

C
V

sub1
O

Cmax
O2−

suf

− k−41,sufCO2−
sub1

CV suf
O

Cmax
O2−

suf

] (B.1)

rsub1→sub2R4 = Asuf [k
+
42,suf

CO2−
sub1

C
V

sub2
O

Cmax
O2−

suf

− k−42,sufCO2−
sub2

C
V

sub1
O

Cmax
O2−

suf

] (B.2)

rsub2→bulkR4 = Asuf [k
+
43,suf

CO2−
sub2

CVO
Cmax
O2−
− k−43,sufCO2−

C
V

sub2
O

Cmax
O2−

] (B.3)

where suf → sub1 denotes the migration of oxide ions from the surface to

the first subsurface layer, sub1 → sub2 denotes the migration of oxide ions

from the first subsurface layer to the second subsurface layer, and sub2 →
bulk denotes the migration of oxide ions from the second subsurface layer to

the bulk. When the reactions reach the steady state, we have

rsuf→sub1R4 = rsub1→sub2R4 = rsub2→bulkR4 = rsufR4 (B.4)
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The values for C
V

sub1
O

and CO2−
sub1

can be obtained after solving equation

(B.4). After that we can put these two values in the equation (3.13) to get

rsufR4 .

The reaction rate expressions for the migrations of oxide ions across the

LSCF/GDC interface are as follows:

rbulk→int1R5 = Aint[k
+
1,intCV int1

O

CO2−

Cmax
O2−
− k−1,intCO2−

int1

CVO
Cmax
O2−

] (B.5)

rint1→int2R5 = Aint[k
+
2,intCV int2

O

CO2−
int1

Cmax
O2−
− k−2,intCO2−

int2

Cint1
VO

Cmax
O2−

] (B.6)

rint2→int3R5 = Aint[k
+
3,intCV int3

O

CO2−
int2

Cmax
O2−
− k−3,intCO2−

int3

Cint2
VO

Cmax
O2−

] (B.7)

rint3→int4R5 = Aint[k
+
4,int exp(−2Faη

RT
)C

V
int4
O

CO2−
int3

Cmax
O2−
− k−4,intCO2−

int4

Cint3
VO

Cmax
O2−

] (B.8)

rint4→int5R5 = Aint[k
+
5,intCV int5

O

CO2−
int4

Cmax
O2−
− k−5,intCO2−

int5

Cint4
VO

Cmax
O2−

] (B.9)

rint5→eleR5 = Aint[k
+
6,intCV ele

O

CO2−
int5

Cmax
O2−
− k−6,intCO2−

ele

Cint5
VO

Cmax
O2−

] (B.10)

where bulk → int1 denotes the migration of oxide ions from the bulk LSCF

to the first interfacial layer, inti → intj denotes the migration of oxide ions

from the ith interfacial layer to the jth interfacial layer, and int5 → ele

denotes the migration of oxide ions from the fifth interfacial layer to the

bulk electrolyte. The overpotential η is added on the reaction rate rint3→int4R5 ,

for the third and fourth interfacial layers are the interacting layers between

LSCF and GDC, and the interface electric double layer induced overpotential

acts between them. When the reactions reach the steady state, we have

rbulk→int1R5 = rint1→int2R5 = rint2→int3R5 = rint3→int4R5 = rint4→int5R5 = rint5→eleR5 = rint5R5

(B.11)

The values for C
V

int1
O

and CO2−
int1

can be obtained after solving equation

(B.11). After that we can put these two values in the equation (3.14) to get
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rintR5 .

(a)

Figure B.1: Schematic representation of the positions of oxide ions and
vacancies in different subsurface and interfacial layers.
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APPENDIX C

THE OPTIMIZED STRUCTURES AND
THE DETAILS OF EACH REACTION

STEP

In this chapter, we present the details of DFT+U calculation results for

reaction R1-R5 in chapter 3. The detailed optimized structures and the

energy barriers for each reaction steps are presented in Figure C.1 - C.5,

respentively.
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(a) (b)

(c) (d)

Figure C.1: Energy profile for reaction R1 in Chapter 3. (a-c) The energy
profiles with 3 different final optimized structures. The energy difference
used in Table 3.2 is the average value of these three results. (d) Top view of
the adsorbed oxygen molecule on LSCF surface.
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(a)

Figure C.2: Energy profile for reaction R2 in Chapter 3.

(a)

Figure C.3: Energy profile for reaction R3 in Chapter 3.
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(a) (b)

(c)

Figure C.4: Energy profile for reaction R4 in Chapter 3. (a) Migration of
an oxide ion from surface to the first subsurface layer. (b) Migration of an
oxide ion from the first subsurface layer to the second subsurface layer. (c)
Migration of an oxide ion from the second subsurface layer to the third
subsurface layer.
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(a) (b)

(c) (d)

Figure C.5: Energy profile for reaction R5 in Chapter 3. (a) Migration of
an oxide ion from the first interfacial layer to the second interfacial layer.
(b) Migration of an oxide ion from the second interfacial layer to the third
interfacial layer. (c) Migration of an oxide ion from the third interfacial
layer to the fourth interfacial layer. (d) Migration of an oxide ion from the
fourth interfacial layer to the fifth interfacial layer.
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