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Abstract

Recommender systems are an advanced form of software applications, more specifically
decision-support systems, that efficiently assist the users in finding items of their interest.
Recommender systems have been applied to many domains from music to e-commerce,
movies to software services delivery and tourism to news by exploiting available information
to predict and provide recommendations to end user. The suggestions generated by recom-
mender systems tend to narrow down the list of items which a user may overlook due to the
huge variety of similar items or users’ lack of experience in the particular domain of interest.
While the performance of traditional recommender systems, which rely on relatively simpler
information such as content and users’ filters, is widely accepted, their predictive capability
perfomrs poorly when local context of the user and situated actions have significant role in the
final decision. Therefore, acceptance and incorporation of context of the user as a significant
feature and development of recommender systems utilising the premise becomes an active
area of research requiring further investigation of the underlying algorithms and methodology.

This thesis focuses on categorisation of contextual and non-contextual features within
the domain of context-aware recommender system and their respective evaluation. Further,
application of the Multilayer Perceptron Model (MLP) for generating predictions and ratings
from the contextual and non-contextual features for contextual recommendations is presented
with support from relevant literature and empirical evaluation. An evaluation of specifically
employing artificial neural networks (ANNs) in the proposed methodology is also presented.
The work emphasizes on both algorithms and methodology with three points of consideration:
contextual features and ratings of particular items/movies are exploited in several representa-
tions to improve the accuracy of recommendation process using artificial neural networks
(ANNs), context features are combined with user-features to further improve the accuracy of
a context-aware recommender system and lastly, a combination of the item/movie features
are investigated within the recommendation process. The proposed approach is evaluated on
the LDOS-CoMoDa dataset and the results are compared with state-of-the-art approaches
from relevant published literature.
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The results show that the proposed approach can assist in dealing with context either as a
standalone input to the recommendation process as well as in the form of categories that are
formulated based on the dynamic and static nature of features to predict recommendations.
However, we observed that combinations of contextual features perform better than the
standalone contextual features. The LDOS-CoMoDa dataset provides a rich set of dynamic
contextual features which can potentially dominanate the predictions during context-aware
recommendation process. The contextual features are incorporated into the recommendation
process after pre-processing and normalisation which is helpful to move geometrical biases
towards the dimensions of the data vectors. Considering the LDOS-CoMoDa dataset, the
impact of movies’ features in recommendation process shows a performance accuracy of
66.5%, 74.1%, 66.5% and 75.1% with Principal Components Analysis (PCA), Support
Vector Machines (SVM), Logistic Regression and ANNs, respectively. Similarly, the impact
of users’ features shows that ANNs have an average accuracy of >76% which is bettar than
that of the SVM (<75%) and with Combination 2 (Actors, Genre, Director, Country), the
ANNs accuracy is 77%.

Based on the results, we have shown that ANNs based approach outperforms SVM and
PCA in improving the accuracy of contextual recommendation processes and, therefore, can
play a vital role for context-aware recommender systems.
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Chapter 1

Introduction

The massive increase of structured and unstructured data available on the internet introduced
the concept of Big Data that is difficult to process using traditional data processing techniques
[87]. This abundance of uncategorized data on the internet makes it difficult to find useful
information and creates the problem of information overload [142]. In order to handle such
problems two major internet technologies, information search retrieval, and recommenda-
tions, have been developed over the last decade [28]. Recommendations are a growing
paradigm which automatically presents and assist the user with what he/she is looking to
search for from a huge amount of information.This paradigm is known as a recommender
system. Recommender systems emerged as an independent research area during the 1990s,
when researchers and practitioners started focusing on the problems of recommendations
that explicitly rely on the ratings provided by the user as a way to capture user’s preferences
for different items [4]. These user preferences further help to specify the initial ratings for
items. These ratings can be further used to recommend items to different users.

The main focus of this thesis is on context-aware recommender systems. We study two
major issues of context-aware recommender systems: the role of non-contextual features and
the incorporation of relevant contextual features into context-aware recommender systems.
We cross compare the different contextual and non-contextual features that remain static and
dynamic in nature and incorporate these features into context-aware recommender systems
based on detailed analysis.

In this chapter, we present a general overview of recommender systems, then we discuss
the value of recommender systems in the industry. We further describe the motivation of our
proposed research followed by the aims and objectives of the proposed research. Then we
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present our research contribution, list of publications and structure of the thesis.

1.1 Recommender Systems

Recommender systems are software applications that are used to recommend a product or
service with the aim of optimizing some user-oriented objectives in the light of inherent
uncertainty concerning users and content [15, 90]. Traditionally, recommender systems have
been useful in assisting users when they search in large information spaces such as collections
of products (movies, books, music CDs), documents (news articles, medical texts, Wikipedia
articles), or users for matchmaking (dating services, online game players/teams, consumer-
to-consumer marketplaces) [3]. A recommender system can be defined as a decision-making
approach for users in complex information environments [108]. It is an advanced application
of software that assists users to search through records of knowledge according to their
interests and preferences that users expressed in the form of ratings. The recommendations
use these ratings to predict what a user will like in the future.

The ratings can be collected explicitly in the form of feedback based on the experience of
something about the user or implicitly by observing the search behaviour of the user. For
example, in explicit feedback on Amazon, a user explicitly rates an item after buying it based
on his/her experience. In comparison, the implicit feedback clicked or search behavior of
the user is observed to associate the preferences of the user with its profile. The focus of
the proposed research is more on the explicit feedback than the implicit feedback due to the
reason the user can provide explicitly after experiencing something, for example, a user can
rate a movie after watching it. Explicit feedback provides more reliable data as it does not
involve extracting preferences from actions of the users as implicit feedback does. Explicit
feedback also brings transparency to the recommendation process that results in a better
recommendation quality [27].

Traditional recommender systems have performed well in many cases, however, many
recommender systems do not consider some useful information such as location and time
[129]. This additional information is known as contextual information in recommender
systems. Nowadays, the context has great importance in the domain of recommender systems.
For example, the music that a user would like to listen to at a party will be completely differ-
ent from the music that a user will prefer on a date. The recommender systems that use such
contextual information in traditional recommendation processes are called context-aware
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recommender systems [6].

1.1.1 Value of Recommender systems in industry

Recommender systems have become very well known in recent years. Companies such
as Amazon and eBay have developed a large number of products to meet different needs
of customers. An increasing number of options are available to customers in the era of
E-commerce. Thus, in this new level of customization, in order to find what they really need,
customers must process a large amount of information provided by businesses [46].

The market value of recommendations in the industry is vital in the domain of e-
commerce, news, services delivery and many others. According to research on Netflix1, 2/3
of the movies watched on their platform are recommended to the users. Similarly, 35% of
sales at Amazon2 comes from recommendations that are recommended to the users and users
have shown a great interest. At the same time, recommendation generates 38% more clicks
reported by Google News3. Similarly, at Choice stream4, a very famous music platform, 28%
people would like to buy more music they liked from the recommendations [66].

1.2 Motivation

Traditionally recommender systems focus on recommending the most relevant items to the
users or the most appropriate users to the items [10]. While traditional recommendation
approaches have performed well in many applications [80], in a number of other applications
and contexts, such as location and time-based service recommender systems and travel
recommendations, it may not be sufficient to consider only users and items [141]. It is
also important to incorporate additional contextual information into the recommendation
process [80].

A context can be defined as a "dynamic set of factors that further describe the state of
a user at the moment of user’s experience" [51]. Nowadays, context-aware recommender
systems have emerged as a very popular field in many applications such as movie, music and

1www.netflix.com
2www.amazon.com
3https://news.google.com/
4http://www.choicestream.com/
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mobile recommendations, services for learning, travel, and tourism, shopping assistance and
multimedia [48, 82]. Most of the context-aware recommender system approaches assume
that the contextual information does not change significantly and remains static (for example,
the cast of the movie is static in nature and does not change with the time), but some dynamic
contextualization approaches have also been proposed.

Although recommender systems are gaining more and more popularity these days, there
is still a long way to go. In a recommender system, each user must rate a certain number
of items so that the system can learn the preferences of the user and predict the reliable
recommendations for the user [32]. Typically, users show their preferences by rating only a
small number of items that are available which make the dataset sparse. In context-aware
recommender systems, the issue is usually resolved by applying latent factor methods such
as matrix factorization. However, in the domain of context-aware recommender systems,
for the different type of datasets, Matrix Factorization methods are not always that effective.
Different approaches of context-aware recommender systems can be categorized by the
contextual factors they take into consideration [109]. Many approaches assume that the
contextual information does not change significantly and remains static. This assumption
is made in most of the cases, while some recent research has been proposed for dynamic
contextualization [70].

Over time, different approaches to dealing with the challenges of context-aware recom-
mender systems have been developed [150], and machine learning algorithms are used to
develop models and find patterns based on training data. Most models are based on using
a clustering technique for identification of a user based on a test set. Some well-known
model-based techniques are Clustering, Association Rules, Matrix Factorization, Restricted
Boltzmann Machines and others [65, 83, 89, 148]. In our approach, we use Artificial Neural
Networks (ANNs), which have not been used in detail for contextual recommendations
and have the potential to outperform most techniques used for traditional and contextual
recommendations.

1.3 Aims and Objectives

The aim of the study is to improve the effectiveness of a recommender system by incorporat-
ing the additional contextual information using Artificial Neural Networks (ANNs). This
will be further done by adopting a multilayer perceptron model for rating prediction and
contextual recommendations. In order to achieve the aim of the study my objectives are as
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follows:

O1 Investigate and analyze the existing recommendation techniques for different recom-
mender systems from the literature (Chapter 2).

O2 Analyze and evaluate different feature sets available for contextual recommendations
(Chapter 4).

O3 Analyze and evaluate performance by defining a minimum contextual attribute subset
which can generate more accurate contextual recommendations (Chapter 5).

O4 Develop and evaluate a novel conceptual methodology to include and integrate both
contextual and non-contextual features into the contextual recommendation process
(Chapter 3, Chapter 4, Chapter 5).

The hypothesis, thus formulated for this research, can be defined as:

H0 There will be no improvement in accuracy between the traditional contextual recom-
mendation approach and contextual recommendations through proposed ANNs based
methododology (Section 5.4.4).

H1 The accuracy of the recommendation process can be further improved by incorporating
the combinations of contextual and non-contextual features in the recommendation
process using proposed ANNs methodology (Section 5.4.9).

Since it is an open problem to incorporate the contextual data with a traditional recom-
mender system and improve the performance of the system by generating more accurate
recommendations, the proposed research is highly motivated in this domain. In order to
achieve the objectives of this research, we further emphasize on comparing contextual and
non-contextual features so that the relevant contextual features could be identified to incor-
porate into recommender systems. For this purpose, we will cross compare the different
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contextual and non-contextual features that remain static and dynamic in nature and incorpo-
rate these features into a context-aware recommender system based on detail analysis. Once
we have identified the relevant features that can play a vital role in the development of a
context-aware recommender system, we will assume them to generate recommendations
following the proposed framework. The results will be evaluated as we mentioned in research
objectives.

1.4 Contributions

The key contribution of my research can be summarized as follows:

C1 Categorisation of contextual and non-contextual features in context-aware recommender
system and evaluation thereof (Chapter 4).

C2 Applying and evaluating the Multilayer Perceptron Model (MLP) for rating prediction.
MLP can predict ratings from the set of initial ratings while provided with the contex-
tual and non-contextual features for contextual recommendations (Chapter 4, Chapter
5).

C3 Specifying and evaluating the applications of ANNs in contextual recommendation with
the help of proposed methodology. Evaluating and integrating the contextual features
along with non-contextual features in recommendation process (Chapter 3, Chapter 4,
Chapter 5).

1.5 Publications

• Ghulam Mustafa and Ingo Frommholz. Comparing contextual and non-contextual fea-
tures in ANNs for movie rating prediction. Lernen, Wissen, Daten, Analysen (LWDA
2016), pages 361-372, 2016.

• Ghulam Mustafa and Ingo Frommholz. Performance Comparison of top N Recommen-
dation Algorithms.The IEEE Fourth International Conference on Future Generation
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Communication Technologies (IEEE FGCT 2015), pages 100-105, 2015.

1.6 Structure of the thesis

The structure of the thesis is organized as follows:

Chapter 1: We introduce traditional recommender systems and describe our motivation
followed by the aims and objectives. We present our contribution and provide a list of
publications.

Chapter 2: We provide a detailed review of techniques and algorithms used for the recom-
mender system and context-aware recommender systems. We also present evaluation
measures for context-aware recommender systems. We also provide our motivation
towards the use of artificial neural networks for contextual recommendations.

Chapter 3: We introduce our proposed methodology and our test collections. We describe
different phases of our proposed methodology and explained our experimental setup.

Chapter 4: We present an ANN-based approach to compare the different contextual, user’s
and item’s features. We explained how we can identify the relevant features using
ANNs.

Chapter 5: We present our experiment on our test collection in detail. We also describe
the role of different user-features, movie-features, and contextual features. We also
present the comparison of our results with some machine learning techniques as well
as with the results reported in the literature.

Chapter 6: We present overall conclusion and findings of our research. We also present our
contribution as well as discussed future work.



Chapter 2

Recommender Systems: State of the art

In this chapter, we have conducted a review of the state of the art in the domain of recom-
mender systems. Particularly, we have revised the related work on recommender systems and
described the motivation towards a context-aware recommender system. We study different
algorithms and techniques used for recommender system and their advantages as well as
shortcomings to find new perspectives related to proposed research. In this chapter, we
further present a review of context-aware recommender systems. We describe the concepts
and methods of context-aware recommender system as well as explain how a context-aware
recommender system is different from the traditional recommendation approaches. We
also present the different methods that can be used to evaluate the accuracy and perfor-
mance of context-aware recommender systems. We further explain the Artificial Neural
Network (ANNs) based approaches that can be used for machine learning problems and their
potential role in context-aware recommender systems. A detailed description of different
context-aware recommendation techniques and an introduction to ANNs can be found in this
chapter. This chapter referred to the objective O1 that focus on investigation and analysis of
recommendation techniques for the domain of recommender system.

2.1 Introduction

Recommender systems are the applications of software that can provide suggestions for users
about particular lists of products such as movie, books or services in a personalized manner
(in the case of e-commerce recommender systems) [11, 79]. Recommender systems have
been very useful in assisting users in the scenarios of information overload that makes the ex-
ploration and selection of items from large information space a difficult task. Recommender
systems offer a personalized suggestive assistance in form of discovery as an effective way
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of improving revenue on many e-commerce and media streaming platforms such as Amazon,
Netflix, Youtube 1 and many others by increasing user satisfaction [122].

Basically, recommender systems are built on the theories, algorithms, and technolo-
gies from different domains such as Information Retrieval (IR), Artificial Intelligence (AI),
Machine Learning (ML), Human-Computer Interaction (HCI), E-commerce Marketing [7].
Recommender systems remain an emerging and active research topic that has attracted more
attention in the last decade.

A recommender system attempts to estimate/predict a rating function R on the basis of
an initial set of ratings. The rating function R can be specified with the help of following
Equation 2.1.

R =User× Item → Rating (2.1)

Rating, in above formula, can be defined as an order set to capture preferences of the
users, while users and items are the domains of users and items. A recommender system
recommends the items that are highest rated, for the user once the rating function R is defined
for the user and item space [73]. In the following Figure 2.1, an approach following the
traditional method of a two-dimensional recommender system is given.

The basic recommender system problem is to estimate or predict a utility function
that can help to predict how a user will like an item. In the utility function, U is rep-
resented as set of users U := {users}, I is represented as a set of recommendable items
I := {recommendableitems} where F := utility f unction, then

F =U × I → R (2.2)

where R := {recommendeditems} and for each user u, we want to choose the items í that
maximize f , as shown in the following Equation 2.3.

u ∈U íu = argmax f F(u, i) (2.3)

The traditional paradigm of recommender system has three main aspects: user, item,
and rating. Rating, in this case, represents the feedback that a user gives for a specific item.

1www.youtube.com
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Fig. 2.1 A Traditional Recommendation Approach

Ratings can be in different forms; implicit and explicit. Ratings can be defined as explicit
when a user rates an item to share shopping experience. Ratings can be defined as implicit
when a user buys an item and the information comes in the form of user logs. Rating can be
in the form of a numeric value on a multi-point scale e.g. 1 to 5 or can be in a binary form
such as yes/no format [118].

One of the most studied cases in the domain of recommender systems is movie recom-
mendation for Netflix in which the recommendation task is to suggest the movies to the
users from a large list of movies [19]. The suggestions or recommendations are made based
on the preferences that users provide in form of initial ratings of the movies that they have
watched. However, there are many other examples in which the typical conditions of movie
recommendation do not apply such as book recommendations where the contents of the
books are used for recommendation process.

2.1.1 Recommender System Algorithms

Recommender system algorithms can be categorized based on the recommendation task
and the nature of feedback provided by the users. In the literature, a common criterion
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based on how the different algorithms use the user preferences with respect to the items is
used to divide the algorithms into three main categories which are known as Collaborative
Filtering, Content-Based Recommendations, and Hybrid Recommender Systems. Each of
the algorithms is used based on the recommendation task and the user preferences for the
particular items.

In Figure 2.2, the categorization of different recommendation algorithms is presented in
the form of a flow diagram.

Fig. 2.2 Breakdown of recommendation algorithms used for recommender systems

We further proceed to review above mentioned different categories of recommendation
algorithms and discuss the purpose, advantages, and weakness of each category.

2.1.2 Collaborative Filtering

Collaborative Filtering (CF) algorithms are mostly used to design a recommender system.
In Collaborative Filtering (CF), large amounts of information on the behaviour, activities,
and preferences of the user are collected and analysed to further predict what a user likes
based on the similarity to the other users [109, 146]. The users are identified from the list of
users with similar preferences by matching the ratings of the users, that they provide initially,
against other users. The system recommends the items to similar users that are rated high
within the domain of similar users but not rated by the specific user [140].
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The basic methods of collaborative filtering involve the process of identification of users
with similar interests and calculate the ratings from the same users in order to calculate the
predictions for an active user [12]. Collaborative filtering uses the initial rating data that
comes from different users for many items, as a base to predict the missing ratings and create
a top-N recommendation of the most popular items as a list for a given user which is also
known as an active user. In collaborative filtering, ratings are stored in a matrix R for users U
and items I [55]. In typical CF a very small fraction of ratings is known while the values are
missing in many cells of the matrix R. At this stage, a number of different algorithms operate
on ratings within a specific scale. Collaborative Filtering algorithms are classified into two
types, known as Memory-Based Collaborative Filtering and Model-Based Collaborative
Filtering.

Memory-Based Collaborative Filtering:

In memory-based CF, initial rating data of the user is used for computing the similarity
between the users and items, which can be further used for the recommendation process
[135]. Since there is no learning phase involved in this method, memory-based CF algorithms
are regarded as easy to implement and incorporation of new data is possible. The most well
known memory-based CF is the neighborhood methods which are further divided into two
types [49] user-based collaborative filtering and item-based collaborative filtering.

In user-based CF, each user is identified based on the opinion that is expressed for
some items where the opinion of the user provides the rating for a target user. A similarity
function is used to find the similarity between the identified user and the other users in the
neighborhood in order to predict the missing ratings. Once the missing ratings are specified,
these are passed to the recommender system to recommend the items [115]. In item-based
CF, set of users who rated the target item i and identify the other items (neighbors) were
rated by the users set A similarity function is used to find the similarity between the items in
the neighborhood items to predict the missing ratings that can be used in the recommendation
process.

A comparison between user-based CF and item-based CF is presented with the help of
Figure 2.3, in which four different fruits are recommended to three users with the help of
both aforementioned techniques. The two users are identified who share the interests in
user-based CF method by calculating the similarity between the users and recommendations
made, while in the item-based CF method, the similarity is calculated between the items to
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recommend an item to the user.

Fig. 2.3 User-based CF versus Item-based CF: The two users are identified who share
the interests in user based CF method by calculating the similarity between the users and
recommendations made, while in the item-based CF method, similarity is calculated between
the items to recommend an item to the user [91].

In neighborhood-based algorithms [104], similarity is calculated between two users as
target user U , rating matrix Y (initial rating matrix) where yv,i is the rating by user v for item
i, ŷu is average rating by user u and Iuv is the set of items rated by user u and v. A similarity
Pearson’s r correlation sim(u,v) between users u and v can be represented as:

sim(u,v) =
∑i∈Iuv(yu,i − ŷu)(yu,i − ŷu)√

∑i∈Iuv(yu,i − ŷu)2 ∑i∈Iuv(yu,i − ŷu)2
. (2.4)

where the i in I sums over the items that are rated by both user u and user v.

In this case the predicted rating can be described as y∗(u, i)

y∗(u, i) = ŷu +
∑q∈Iy∗q ̸=0

sim(vq,u)(yvq,i − ŷvq)

∑q∈Iy∗q ̸=0
|sim(vq,u)|

(2.5)
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Item-based collaborative filtering can be further modified into the popular items method
and the random item method to get better accuracy in the recommendation process. In the
popular items method recommendations are made based on the popularity of the items in
the rating matrix [94]. In the random item, method recommendations are made randomly
from the real rating data. In item-based CF, the similarity is calculated between two items for
target item i and q using the following equation.

sim(i,q) =
∑u∈Iiq(yu,i − ŷi)(yu,q − ŷq)√

∑u∈Iiq(yu,i − ŷi)2 ∑u∈Iiq(yu,q − ŷq)2
(2.6)

The predicted rating y∗(u, i) can be described by the following equation.

y∗(u, i) = ŷi +
∑v∈Iy∗u ̸=0

sim(i,qv)(yu,qv − ŷqv)

∑v∈Iy∗u ̸=0
|sim(i,qu)|

. (2.7)

The neighborhood-based algorithm in collaborative filtering is used to calculate the
similarity between two users and items that can be further used to produce the prediction for
the user or items. In this approach, computing similarity is important very important that can
be computed between items or users where multiple methods such as Pearson correlation
between users and items and vector cosine-based similarity are used for this purpose [92].
The similarity computing technique, cosine similarity for item-based collaborative filtering
can be represented with following Equation 2.8:

cos(i, j) =
∑u∈Ii j yu,iyu, j√

∑u∈Ii j y2
u,i ∑u∈Ii j y2

u, j

(2.8)

The Movielens recommender system is an example to test the performance of the differ-
ent user-based, item-based, and model-based recommendation algorithms. The Movielens2

dataset is available publicly for research purposes.

2www.http://grouplens.org/datasets/
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Model-Based Collaborative Filtering:

In model-based Collaborative Filtering methods, machine learning algorithms are used to
develop models and find patterns based on training data. Machine learning algorithms are
generally based upon the notion of finding trends, patterns or anomalies in a set of data, and
could be beneficially used for analyzing large and complex datasets [139]. This technology
could either be used for grouping certain data points together, finding anomalies in data or
for predicting an attribute out of several known parameters, based on trends and patterns
found in the training data [125]. Predicting an unknown attribute of an object based on other
known attributes and information about it is what is generally known as supervised machine
learning. Supervised learning is mainly used to either classify an object into one of several
predefined categories, such as vehicle type or a binary yes/no answer or in estimating a
continuous attribute not bound to any predefined classes, for example, the upcoming petrol
price, in what is generally known as regression analysis [26].

In model-based methods, algorithms depend on the learning phase, unlike in memory-
based CF. This technique is commonly used to predict the real data with the help of many
model-based CF algorithms. These methods are highly inspired by the machine learning
techniques such as ANNs. In this method, most of the models are based on using a cluster-
ing technique for identification of a user based on a test set. Model-based CF algorithms
include techniques such as Clustering [121], Association Rules [114], Restricted Boltzmann
Machines [134], Principle Component Analysis (PCA) [8], Matrix Factorization [72], and
many others.

One simple model-based CF modes to make recommendations is Naive Bayes (NB)
[119]. In NB, we assume that features are independent of each other. When we apply
NB to recommender systems, a similar assumption is used. Several researchers conduct
experiments to exploit the potential of NB in recommender systems. In the work of [143],
NB is used to solve the recommendation problem in a binary rating matrix. They show that
better recommendations than neighbor-based CF systems can be achieved by a simple NB
based recommender systems. In addition, Bayesian Network Classifier is also effective for
the recommendation problem.

In clustering, the users/customers are divided into different clusters that are formed based
on different categories and preferences that may come from past purchases of the users. The
user preferences are used to calculate recommendations at the level of each cluster where
all customers in a cluster receive the same recommendations. Clustering technique is very
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Table 2.1 Clustering Example

Book 1 Book 2 Book 3 Book 4 Book 5 Book 6

Customer A x x
Customer B x x x
Customer C x x
Customer D x x
Customer E x x

helpful to apply for selecting K most relevant neighbors in an algorithm based on CF [22].
Clustering is the faster technique of recommendations however recommendations generated
from this technique are less personalized. An example of clustering technique is given in
Table 2.1, where clusters are formed based on the interests that five customers have taken six
books. Clustering algorithms are also useful in recommender systems. Clustering algorithms
are unsupervised learning algorithms and designed to cluster objects into different categories
without label information. In CF, clustering usually can be used as an intermediate step. First,
one clustering algorithm, such as K-Means, is used to cluster users or items into different
groups. Then, the conditional probability of ratings for an item can be calculated based on
their group information [60].

In contrast, the association rule method uses past purchases to find the relationship among
most common purchases. The association rule model is fast to implement and execute
requiring very little storage space and is very successful too in large population applications
such as retail stores [117]. However, it is not suitable in cases in which a user’s preferences
change rapidly and false associations can arise.

The Matrix factorization method is used in recommender systems to characterize items
and users by vectors of factors that are inferred from item rating patterns [74]. Matrix
factorization models are used to analyse the user-item matrix with the purpose of finding
latent factors [62]. These latent factors can further characterize the relationship between user
and items. For example, in the domain of movie recommendations, latent factors can map
the genres of the movies as well as the user characteristics such as age. The latent factor is
further computed through matrix factorization techniques in which matrix of the user and
items is further decomposed into two smaller matrices. Recommendations are made to the
users based on the latent factors space of items in the way those items are recommended to
the users which are closed in latent factors space.
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The most successful model-based CF technique is Matrix Factorization (MF) [72]. It
finds common factors that can be the underlying reasons for the ratings given by users. For
example, in a movie recommender system, these factors can be genre, actors, or director of
movies that may affect the rating behavior of users. Matrix factorization techniques not only
find these hidden factors but also give the importance of them for each user and how each
item satisfies each factor. Matrix factorization techniques get the matrix containing all the
available ratings and find a feature set for each user and item as the result of the factorization
process. Then, a rating that each user assigns to each item can get estimated by the scalar
product of the two feature vectors corresponding to that user and item. In this way, users with
similar preference will have similar latent features, and items which are favored by similar
users will share similar latent features.

As shown in equation 2.9, MF approximates the rating matrix M with two matrices: A
and B, which can be viewed as latent factors of users and items respectively. Each row of
matrix A and each column of matrix B are the latent factors of a user or item respectively.
By multiplying latent factors of a user with latent factors of an item, we get an estimation of
the corresponding rating.

M = A×B (2.9)

The matrix of user-items in recommender system is usually sparse in nature, the method
works to minimize the loss function. The ratings in this method can be predicted for the users
u and item i, by using the following Equation 2.10.

P(u, i) = r×AT
u +Bi (2.10)

Recommendations, in matrix factorization method, are generated based on high corre-
spondence between the factors of items and users. Matrix factorization has become the most
dominant method within CF recommendations and experiences with the Netflix3 dataset tech-
nique have delivered more accurately than other nearest neighbor techniques [75]. However,
matrix factorization like other model-based CF approaches also lose useful information for
dimensionality reduction techniques. The idea of matrix factorization based on the technique
of latent factors is highly influenced by the domain of Information Retrieval in which singular
value decomposition (SVD) is used to find the latent factors in documents. Later on, SVD
and principal component analysis (PCA) [17] was applied to the domain of recommender

31http://www.netflix.com/
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systems. Following the idea of SVD in information retrieval, Matrix Factorization is used to
overcome the data sparsity issues of traditional collaborative filtering methods.

Principle Component Analysis (PCA) is a dimensionality reduction technique that
supports the faster computations for recommendations. It is multivariate in nature which
transforms a set of correlated variables into a new set which is called uncorrelated variables.
PCA is marked as one of the most effective model-based recommendation technique for
recommender system used by many researchers [37, 97] for recommendation problems in
many domains. In this work, we select PCA as a strong baseline from a family of recom-
mender system algorithms, to compare our results from experiments. Another standard used
for recommendation problem is Support Vector Machine (SVM), which assist in classifying
different features and recommend by predicting the missing ratings from rating matrix. The
SVM based algorithms have also been proposed in a number of scenarios in recommender
systems. Due to wide applications of SVM [76, 137] in recommendations, we also select it
as baseline method to compare the performance of ANNs.

Restricted Boltzmann Machines (RBM) are generative models that start from the ini-
tial visible state and the model can calculate the hidden state where the hidden state is used
to reconstruct the visible state [2, 113]. Restricted Boltzmann Machines are powerful models
and work efficiently when probability distributions of all the training states converge. The
goal of learning is to make the Restricted Boltzmann Machine more likely to reconstruct data
that is similar to the provided training data. The model attempts to find a weight configuration
which extracts the right set of features by learning the probability distribution over its inputs
as shown in the following picture. Each input of a unit is associated with a weight and a
transfer function is used to calculate for each unit a score based on the weighted sum of the
inputs. Once the weighted sum is calculated it is further passed to an activation function
which calculates at the end the probability that the unit state is active [45].

The weighted sum can represented as:

n

∑
i=1

Wi jxi

Where ∑
n
i=1, represent the sum of inputs from 1 to n and W represents the allocated

weight to the inputs. while the transfer function that passes the weighted sum to activation
function can be represented as following Equation 2.11:
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φ =
1

1+ e−∑
(2.11)

The probability distribution over the inputs can be represented as following Equation
2.12.

Although RBM can be successfully applied to the recommendation problem with 2
layers to model temporal data. RBM does not make use of content-based information and
contextual information where plenty of context features are available as inputs to the system.
RBM is typically used in two-dimensional recommender systems with missing values in
rating data and take advantage of this fact to compute tractability. Thus, the Restricted
Boltzmann Machine is not suitable for the analysis of contextual features and contextual
recommendation and in comparison, returns less accurate predictions than the more advanced
method of Matrix Factorization. A systematic view of RBM is given in Figure 2.4.

Fig. 2.4 Systematic view of Restricted Boltzmann Machine

Advantages and Limitations of Collaborative Filtering Methods

Collaborative filtering methods do not require information about the contents of an item,
the method remains optimal for recommendations [127]. Collaborative filtering exploits
only ratings of items given by the users and does not involve any information about users or
items. Collaborative filtering systems can generate more personalized recommendations, by
considering the experience of the people and can generate recommendations based on that
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experience. Another main advantage of a collaborative filtering based approach is that the
recommender systems can recommend items by observing similar shopping behavior of the
users.

However, Collaborative filtering methods cannot generate recommendations if users have
not provided any ratings for some items or items are not rated by the users. Collaborative
filtering methods determine the poor accuracy of recommendations when fewer user ratings
are available which means that a new user must provide enough ratings for the items before
the system can recommend items to the users. The problem is known as the cold start problem
in traditional CF based methods. Initially, most of the research focused on developing more
effective methods for recommender systems that could be helpful to overcome the limitations
of traditional recommender systems. particularly, plenty of work in this domain has been done
to reduce sparsity and the cold-start problem of collaborative filtering based recommender
systems.

2.1.3 Content Based Recommendations

In content based recommendations, the information comes directly from the contents of
the items rather than the opinions of the user. In order to model the preference data of a
user from the examples, a machine learning algorithm is used based on the description of
the contents where the contents of items are the explicit attributes or characteristics, for
example, the genre of a movie, feature and release year. In content-based recommendations,
the items based on the profile are recommended for a particular user based on analysing the
contents of the items that a user have liked in the past [24, 36]. For example, if a user liked a
science book in the past, the user will be recommended other books of the same type. The
challenging task in the content-based recommendation is to extract the features that can help
to recommend the items to the users. The following Table 2.2 provides the example of the
features of books that can be helpful for the recommendation process.

A content-based recommendation technique is most suitable for text based products,
for example, books and web pages, where items can be described by their features as well
as users can be described by the keywords in the items that a user bought. The common
technique in the content-based recommendation is to build the user profile based on the list
of keywords that can describe the items [23].
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Table 2.2 Features of items that can be used for content based approach

Title Author Genre Nationality Keywords

Book 1 Alice Science British Science, distinct, battle death
Book 2 Bob Fantasy American fantasy, magic, dreams
Book 3 John Adventure British adventure, surprise, mesmerism
Book 4 Alice Science British Science, distinct, battle death
Book 5 Alice Science British Science, distinct, battle death

Recommendations are generated on the basis of a match between the user keywords
and contents of items. In content-based recommender system, the utility function F can be
calculated with the help of Equation 2.13:

F(K,T ) = score(ContentBasedPro f ile(k),Content(g)) (2.12)

The Content-Based Profile (k) belongs to user and Content(t) of document T , are repre-
sented as term frequency-inverse document frequency (TF-IDF) vectors of keyword weights.
A utility function F(K, T), in this case, is usually represented by the cosine similarity measure.
The Content-Based Profile (k) belongs to user and Content(t) of document T , are represented
as TF-IDF vectors of keyword weights.

The user model can also be a classifier in this case for the neural network, SVM, and
others. Although in content-based recommendation sparsity problems and cold start problems
are resolved by recommending a user with unique taste and the ability to recommend new
and popular items, however, the problem with this type of recommendation is that it works
with only contents that can be extracted as meaningful features. Where some other type of
items like movies and music etc. are not suitable to feature extraction methods. The main
drawback of this approach is that it is hard to predict for the items with the similar features.

In this type of recommendation, it is also hard to exploit the quality judgments of other
users. Filtering based on the content was the most popular recommender system until the
appearance of collaborative filtering [50]. However, the main problem that this system faced
was overspecialization. Overspecialization takes place when the contents of recommenda-
tions are very similar and do not consider the interests of the users. Another problem of the
recommender systems based on the content is that they only offer partial information (usually
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textual information), whereas the contextual, visual or semantic information is more diffi-
cult to know and, therefore, connections between similar objects get lost in a less obvious way.

2.1.4 Hybrid Recommender Systems

Hybrid recommender systems are more advanced that combines the two or more recommen-
dation techniques for achieving better performance in the recommender systems. In hybrid
recommender system, most of the times, a memory-based CF algorithm is combined with
the model-based CF algorithms to overcome the limitations and drawbacks of the typical
approach of collaborative filtering methods [25].

The combination of different recommendation techniques in hybrid recommender system
depends on the nature of the final application. However, some combinations of recommen-
dation techniques may not be able to use the models or the features generated by the other
technique. Table 2.3 shows some of the combined methods that have been used for hybrid
recommender systems. Hybrid models have been proposed by Konstas [71], to combine
collaborative method for contents and social information. Another similar approach has been
proposed for tag recommendation given in [85].

The approach of hybrid recommender systems helps to overcome the typical problems of
collaborative filtering methods such as sparsity and information loss. However, these types of
systems have increased the complexity of the recommender systems and are very expensive
to implement. An overview of the collaborative filtering techniques [126] with respect to
advantages and shortcomings are described in the Table 2.4.

2.1.5 Comparison of different recommendation algorithms

In Figure 2.5, the performance comparison of chosen techniques is given where the user based
collaborative filtering performs better than the item-based collaborative filtering, random,
popular, PCA and SVD. The comparison shows that the memory based UBCF and popular
movie selection in top N recommendations are good in performance than other model-based
PCA and SVD. whereas model based PCA and SVD performed better than memory based
item-based CF and random items selection techniques for movielens 100K dataset [95].
A comparison of the selected recommendation techniques is given with ROC curve and
precision and recall in Figure 2.5.
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Table 2.3 Different methods used for hybrid recommender systems

Hybrid Method Description

Weighted

In weighted method, scores/output of different
recommendation techniques such as memory

based technique and model based technique are
combined to produce a single recommendation.

Switching
In this method, recommender system assume the

current situation of the process and switch
between two different recommendation techniques.

Mixed
In mixed method, recommendations generated

from several different recommender systems are
further presented at the same time.

Feature combination

In Features combination method, different features
from different recommendation data sources are

provided together into the process of a single
recommendation algorithm.

Cascade
In this method, one recommender system

further refines the recommendations
generated by another.

Feature augmentation
In this method, Output generated by

one technique is further used as an input
feature to another technique.

Meta-level
In this method, the model learned by one
recommendation process is further used

as an input to another.
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Table 2.4 Overview of the techniques used for the recommender systems

Type Techniques
Advantages and
Disadvantages

Memory based CF
Neighbour-based CF

User-Item based Top N
Recommendations

+Easy to implement.
+New data can be added.
+ Do not have to consider

contents of items.
+ Scale well the items that

are co-rated,
-Human rating dependency,
- Can not recommend for

for new users unless enough
ratings provided,

-In large datasets Scalability
is limited

Model based CF

Bayesian belief nets
Clustering

MDP- based CF
Latent semantic

Sparse factor analysis
SVD
PCA

+Better deal with sparsity
and scalability

+Improved prediction performance
-Expensive Models

-Loss of useful information
for dimensionality

reduction techniques

Hybrid RS

Content based
CF Recommender

Content boosted CF
Hybric CF

+ Overcomes limitations of
traditional CF approach.

+ Improved prediction performance
+Overcomes problems such as

sparsity and grey sheep
- complexity and cost is increased
-Requires external information that

is usually not available
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Fig. 2.5 Results for MovieLens 100K Dataset

2.2 Context-Aware Recommender Systems

Traditional methods of recommender systems are two dimensional (users x items) in nature
and do not take contextual features into account. The information about the current situation
of the users in which items could be recommended comes from the contextual feature, which
is very important in many applications. In many cases, the preferences of the users depend
on the runtime circumstances that can be used as contexts. These contexts can be the loca-
tion, time and other factors such as mood of the user [129]. This further leads to the third
dimension of context in the recommender system.

A context can be any relevant information that could further be used to characterize the
situation. A context can be defined as a dynamic set of factors that further describe the state
of a user at the moment of user’s experience. A context in recommender system can also be
defined as:

"Any information that can be used to characterise the situation of an entity. An entity is a
person, place, or object that is considered relevant to the interaction between a user and an
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application, including the user and applications themselves."

In this work, a context can be defined as any relevant information that can be used to
characterize the situation of an entity. The contexts can be divided among the static contexts
and dynamic contexts. Static contexts are the contextual information that is fully observed
and remains the same over time, while dynamic contexts are the information which is partially
observed and can change over time. The addition of context to the traditional recommenda-
tion approach opens a new area of research in this domain which is more challenging than
the traditional two-dimensional recommender system. These long-term user preferences are
usually expressed in the form of ratings provided by the users that are further modeled as the
function of the items, users, and the context.

In CARs some additional contextual information is available to influence the rating be-
haviour. A context in this case can be defined as a set D where d ∈ D and contexts consist of
values such as d1 = {happy,sad, ..} and d2 = {Morning,A f ternoon, · · ·}. We can claculate
the utility function F with the help of Equation 2.14. In this case multiple contexts D1, ..,Dm

are available besides users U and items I, so the utility function y to estimate the rating R can
be expressed as:

F =U × I ×D1 × . . .×Dm → R (2.13)

Therefore, the rating function R in the above equation is defined by the three aspects
including the user, item and multiple dimensions of context which consist of multiple di-
mensions. The index of context variable starts with 3 here as technical users and items are
placed at D1 and D2. In context-aware systems, the main obstacle is to adapt contextual
user preference to the dynamic changing contexts. The importance and incorporation of the
contextual information into recommender systems have been discussed by researchers in
many domains such as movies, trips etc. The contextual recommendations can help to suggest
the products more accurately than the traditional two-dimensional recommender systems [14].

One of the interesting questions in the domain of recommender systems is to define what
is a good recommendation. Research has reported that a good recommendation is always
relevant to the end user and presented in a well-personalized way. It is diverse in nature,
presenting the user with all possible suggestions in form of recommendations from different
categories. The recommendations should be in the form of discovery and suggestions made
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to the user should be unsought. The user should not be recommended the items that have
already been seen or found [132].

Context-aware recommender system incorporates additional contextual information into
the recommendation process. The area of context-aware recommender system has emerged
as one of the hottest research topics in the domain of recommender system. Traditional rec-
ommender systems focus on recommending the most relevant products/items to the users or
the most appropriate users to the items [102]. Whereas the traditional recommender systems
have performed well in many applications, in a number of other applications and contexts,
such as location and time-based service recommender systems and travel recommendations
may not be sufficient to consider only users and items. It is also important to incorporate
additional contextual information into the recommendation process [129].

User and Item are specified as the domains of users and items individually where the rat-
ing is the domain of ratings, and Context specifies the contextual information associated with
the application. The traditional method of recommender system can assume the preferences
of the users in different contexts. For example, whether a song is suitable to play for a party
or not. In context-aware recommender system, some additional contextual information is
available to influence the rating behavior. However, the lack of contextual data remains a
fundamental issue for the domain of context-aware recommender systems [29]. The issue has
been identified by many researchers. Adomavicius and Tuzhilin [129] have argued that the
lack of real-time contextual data pushed the focus of context-aware recommender systems
towards the development of conceptual methods where a limited amount of contextual data
could be tested.

Since the early work on context-aware recommender systems [109], there have been
many efforts made in this domain. Most of the work on context-aware recommender sys-
tems is described with directions of future work. The applications of CARs have become
very popular in many fields such as movies [20], music [48], mobile recommendations
[111], services for learning [136], travel and tourism [82], shopping assistance [112] and
multimedia [41]. Different techniques and models of context-aware recommender systems
can be categorized using the base of contextual factors. In context-aware recommender
systems, contextual information is mostly static in the natures and does not change signifi-
cantly. However, some recent research has been proposed as dynamic contextualization [106].
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Recent work on CARS [93] has focused on developing the models by integrating the
contextual information with the user/item relations and models the user, item as well as
context interactions. The work presented in [98], provide a new model for representing the
preferences of the users into context-aware movie recommender system. To date, different
approaches have been proposed under different categories of context-aware recommender
systems including Tensor factorization [57] and factorization machine (FM) [110] however
both of these approaches have been proposed using explicit feedback. In contextual rec-
ommendations researchers [105] also suggest to incorporate the metadata, for example, the
attributes of the users and item, into the recommendations, however, the drawback of using
metadata in predictions normally yields a small improvement for the prediction of rating.

One of the recent works [130] on CARs suggested a method for dimensionality reduction
in space by extracting the latent context from the data acquired sensors of smartphones.
In this method, latent contexts consist of unsupervised hidden context patterns which are
formed as numeric vectors and extracted from the raw sensor data. Then, the unsupervised
deep learning techniques, as well as PCA, is applied to the collected data to learn from
the latent contexts. The author further suggested a method to utilize these latent contexts
into the recommendation process by describing a hybrid recommendation approach that can
utilize these contexts and improve the accuracy of the recommendation process. However,
the proposed method considered only two contexts; the geographic location of the user and
weather conditions into the contextual recommendation process.

The challenging task in context-aware recommender systems is the lack of contextual
data that can be used to recommend the items/products to the user [64]. In traditional recom-
mender system, the user-item rating cannot indicate the preference of the users in different
contexts [69]. In order to make recommendations based on the contexts, the user is required
to rate the item in some particular context which can be used to define the preferences
of the user and generate contextual recommendations. For large systems and data-sets, it
is more challenging to divide the user preferences based on the contexts which make the
context-aware recommendations an open challenging problem.

On the other hand, Hidasi [52] proposed a General Factorization Framework (GFF),
which is based on a single flexible algorithm. The proposed framework takes the preference
model as an input to the system and computes latent feature matrices for the dimensions
of the input. The benefit of the GFF based approach is that it eases the process of perform-
ing experiments with the different linear models for the contextual recommendations tasks
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Table 2.5 An overview of some available recommender systems

Name Type Research-oriented Status
BibTip Document recommendations Yes Active
Refseer Citation recommendations Yes Active
Lumi/Last.fm Music recommendations Yes Active
BeerRecommender Beer recommendations Yes Active
Yelp Food recommendations Yes Active
TripMatcher Trip recommendations Yes Active

for both; the implicit or explicit feedback. The scaling properties of GFF make it usable
under the different circumstances however the model is tested with few contextual features
and leave an open question to expend it in the future to use it with the multiple sets of features.

One of the recent attempts [34] in the domain of contextual recommendation is Postvia
360, which is an advanced architecture in tourism industry domain. The architecture aimed to
provide support for tourists and Destination Marketing Organizations (DMO). The system is
built on cutting edge of technologies, including artificial immune systems, geo-representation,
feature-based opinion mining, semantic technologies. The system was designed specifically
to collect data from the initial visit of the users by means of pervasive approaches. The
system, then, analysed the data to regenerate the accurate visit data which is further used
to offer the relevant recommendations based on the position of the user as a bio-inspired
recommender system. The recommender system is particularly tested and validated as per
the requirements of the tourism industry.

Some of the recent works [21] [54] [86] [133] focus on the job recommendation on
the social networks such as XING where job recommendation [84] task is very close to
traditional prediction tasks such as ad click prediction or app download prediction, with a
common key component is used to estimate the probability that a user will click on the target
item. An overview of some available recommender systems [16] from different domains is
presented in the following Table 2.5.

Most of the previous work on contextual recommendation deals with the contexts that
are pre-assumed to result in better accuracy of recommendations. Also, the work done on
contextual recommendation deals with the limited (few contexts) number of contexts along
with the user and item in the recommendation process. In proposed ANNs methodology, the
basic motive of the study is to develop an approach that can be used to incorporate the multi-
ple contexts with the user and item data into recommendation process. The methodology,
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then, can be used to compare the contextual features along with non-contextual features to
find a set of features or standalone feature that can be used in the recommendation process to
generate recommendations with the better accuracy. The proposed approach is used to predict
the ratings that are provided with the set of both contextual and non-contextual features
by considering the features (both; contextual and non-contextual) one and in the form of
groups (categories/representations). The proposed research is concerned with the explicit
feedback which is collected from the users in the form of ratings as opposed to the inference
of contexts from implicit information.

A number of approaches have been proposed to deal with contextual data into rec-
ommender system, however, most of the researchers [101] agreed on three main types of
context-aware recommender systems. The type of CARs are known as contextual pre-
filtering, contextual post filtering, and contextual modeling.

2.2.1 Contextual Pre-Filtering

Context-aware recommender systems based on pre-filtering prune the preference data that
comes from the user according to the target recommendation context before applying an
algorithm for recommendations. In this method, input data is contextualized for the rec-
ommender system. The contextual pre-filtering method applies a data processing filter on
traditional user-item recommendation method and then a contextualization filter is applied to
contextualize the recommendations [129] as shown in the Figure 2.6.

2.2.2 Contextual Post Filtering

Context-aware recommender systems based on the post-filtering methods apply recommenda-
tion algorithms on the preference data that comes from the user and then adjust the generated
recommendations according to the context. Similar to contextual pre-processing, contextual
post-processing also ignores the contexts at input stage and generates recommendations.
Once the recommendations are generated, these recommendations are adjusted to the context
by removing the irrelevant recommendations.

The post-filtering contextualization method can provide the simplest approach in which
recommendations are made through the traditional two-dimensional recommender system
approach. further, the contextual recommendations can be generated when context-aware
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recommendations are required by contextualizing the results from typical traditional recom-
mender systems as shown in the Figure 2.6.

2.2.3 Contextual Modeling

Context-aware recommender systems based on the technique contextual modeling, incorpo-
rate the additional contextual information into the model at the same time when it is used to
generate recommendations. The input is provided to apply a multi-dimensional recommen-
dation technique and the results are contextualized at the same time the model/algorithm is
applied to generate recommendations. A comparison of the type of context-aware recom-
mender system is presented in the Figure 2.6.

Fig. 2.6 Comparison of context-aware recommender system techniques
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In the comparison of CARs techniques, the contextual pre-filtering method is marked as
very simple and could work well with the large number of data [5]. However, the method
also increases sparseness and does not scale well with many context variables. While post
filtering technique, in comparison, is based on a single model that takes interactions into
account but it is computationally expensive and also increases data sparseness as well and
does not model the context directly.

2.2.4 Context-Aware Recommender System in Mobiles

Recently, the popularity of smart-phones is increasing day by day and most smart-phones
have the ability to locate users with the help of GPS. Most users prefer the suggestions on
their mobiles, therefore, context-aware recommender systems for mobile phones have a great
scope.

The applications of context-aware recommender systems in the domain of mobiles in-
cludes restaurant recommendations [13] and tour guide recommendations [30] which works
with the time, user ID and location as contextual information. In this case, location is de-
scribed as the present geographical location of the mobile user where time is described as the
time of the request for the service and ID relate to the user of that particular device. However,
the limitation of mobile devices such as latency means more personalized recommendations
are provided to a mobile user [103].

Some mobile-based recommender systems are presented in the following Table 2.6. In
this Table 2.6, different recommender systems designed for the purpose of research and use
under different academic institutions are presented with the information about the type of
recommender system, type of contexts that are used for recommendations, adopted method
and the list of devices on which the designed context-aware recommender system can be
further used.

2.2.5 Multiverse recommendation and attribute aware recommender
system

In multiverse recommendations technique, a recommender system is proposed to factorize
the tensor over the users, items and all the categories of the contexts [67]. The technique
shows a better accuracy and performance in predicting items than item splitting, however, the
computational complexity is the main drawback of this model. In this scenario, the computing
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Table 2.6 Some Context-aware Recommender Systems for mobile devices

MIT Lab Tsing University Telematica FuJen University
Type Restaurant Restaurant Travel Information Commercial

Context Location
Location, Time,

Weather

Location, Time,
Weather,Schedule,

Shopping

Location, Time,
Contents

Method
Interaction
between
2 agents

Search after
request

Variable prediction
strategy NN Learning

Device GPS PC, GPS Mobile,GPS Mobiles

complexity on the context-aware rating from the users is exponential in the number of modes
and polynomial in the number of factors which further lead both towards the poor learning
and poor prediction as well as runtime the number of factors grow-up [110].

Attribute aware recommender systems, in comparison, consider some additional informa-
tion about the user or item individually where contextual data is also attached to rating mode
simultaneously [124]. However, this technique is proposed and used for the specific problem
only and cannot examine or extend the general problems of context-aware recommender
systems.

Although plenty of techniques and methodologies have been proposed for the problems
in the domain of context-aware recommender systems for different scenarios, however, lack
of contextual data and method to deal with the multiple contextual information is a quite
challenging process.

2.3 Evaluation Methodologies

Evaluation of recommender systems is a challenging task because recommender systems
have to provide useful recommendations which are relevant to the end user. Traditional
methods to evaluate the recommender system can be divided into two categories: offline
evaluation and online evaluation [59, 18]. Both methods have their advantages and drawbacks
which are discussed one by one in this section.
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2.3.1 Offline Evaluation

Offline evaluation method in the domain of recommender systems is a more convenient way
to evaluate the recommender system. In this method the dataset which contains the informa-
tion of users, items and ratings are divided into training and validation sets to train a model on
the training set and test the model on the validation set. While the performance of the system
is further evaluated on the validation set with different evaluation techniques. The offline
evaluation method is most convenient to use as it gives an opportunity to cross-compare the
different recommendation algorithms.

Since the method works on the data and behavior of the users collected in the past, the
offline evaluation method does not deal with the current users. However, the method is useful
when experiments are required to repeat plenty of times, especially in a research environment.

Accuracy of rating prediction with Root Mean Squared Error

Root Mean Error Square is used to compute the accuracy of recommendations based on the
prediction of ratings in the validation set from the chosen dataset [102]. It measures the
average magnitude of errors in the predicted values. That is the average distance of a data
point from the fitted line. Being a quadratic measure Root Mean Square Error (RMSE) is
most affected by large errors, thus, it is useful for when large errors are especially undesirable.
Recommender system produces the predicted ratings for the user and items and given ratings.
The Root Mean Square between the predicted and given ratings can be calculated by the
following equation 3.2.

RMSE =

√
1
N ∑( ˆrui − rui)2 (2.14)

In recommender systems, most of the times, we do not want to find how accurately the
rating prediction is performed, rather, we are more interested to know whether the items that
are recommended by the recommender system are relevant or not. In such case, evaluation
metrics such as Precision and Recall are very helpful for the evaluation of recommender
systems.



2.3 Evaluation Methodologies 35

Precision and Recall Metrics

In recommender systems, precision and recall are used for the accuracy and performance
evaluation [44]. The probability that a selected item is relevant is represented by precision.
Precision can be defined as the ratio of selected relevant items to the total number of selected
items. Recall, at this stage, can be defined as the ratio of selected relevant items to the number
of relevant items available.

We can observe through this technique whether an item which is recommended is relevant
or not based on the predicted rating of the user for some given items. The large predicted
value for an item indicates the item is relevant, while a small value represents that the item is
not relevant. Therefore, we will have four possible outcomes for the recommendation based
on relevance and irrelevance of an item.

Fig. 2.7 Evaluation scheme for recommender system using confusion matrix

Recommender systems recommend an item which is relevant that comes through true
positive values and irrelevant from the false positive value from relevancy prediction. Rec-
ommender systems do not recommend items which are relevant and irrelevant to the user
from false negative and true negative values to evaluate the accuracy of recommendations.
The relationship between relevant and irrelevant items as well as recommended and not
recommended is presented in Figure 2.7.
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By using the precision and recall method, we can generate a test set consisting of both
relevant and irrelevant items to measure the proportion of recommended items that are
relevant. Precision can be calculated with the help of following equation 3.5.

Precision =
T P

T P+FP
(2.15)

Precision is highly suitable for the evaluation of context-aware recommender systems,
thus, as part of our evaluation methodology, we assumed to calculate confusion matrix as
well as Precision-Recall. The Recall at this stage can be calculated with the help of the
following equation.

Recall =
T P

T P+FN
(2.16)

2.3.2 Online Evaluation

Online evaluation performs evaluation by interacting with the real users online. In this type
of evaluation, variables are divided among the dependent such as the satisfaction of the user
and independents such as demographic user features. User studies and questionnaires are
presented to the user to evaluate the accuracy and performance of the recommender system.

The technique is very useful as the real-time users interact with the system and provide
feedback based on their experience. However, these techniques require plenty of efforts in
gathering the response and feedback from the user. Although online experiments overcome
the typical limitations of offline experiments by dealing with real human beings that have to
evaluate the system, the main disadvantage of this method is the difficulty to perform online
experiments several times.

2.3.3 The role of Artificial Neural Network in Context-Aware Recom-
mender System

Artificial Neural Networks (ANNs) consist of artificial neurons which are interconnected and
a computational model for processing on the inputs. Typically, ANNs consist of three layers
known as an input layer, hidden layer, and output layer. Artificial neurons which are called
perceptron from input layer are used to provide the input to the artificial neural network
while the hidden layer further assigns weights to the input. The output layer calculates the
output based on the weights assigned as part of the hidden layer to provide final results based
on the techniques chosen for ANNs [1]. In the following Figure 2.8, a simple structure of an



2.3 Evaluation Methodologies 37

artificial neural network is given.

Fig. 2.8 Basic structure of Artificial Neural Network

Artificial Neural Networks can learn, memorize, and establish a fine relationship between
the input data of different types. Artificial Neural Networks are also capable of modeling
non-linear dependencies. ANN-based algorithms are generally based upon the notion of
finding trends, patterns or anomalies in a set of data, and could be beneficially used for
analyzing large and complex datasets. This technology could either be used for grouping
certain data points together, finding anomalies in data or for predicting an attribute out of
several known parameters, based on trends and patterns found in the training data. Predicting
an unknown attribute of an object based on other known attributes and information about it is
what is generally known as supervised machine learning. Supervised learning is mainly used
to either classify an object into one of several predefined categories, such as vehicle type or
a binary yes/no answer or in estimating a continuous attribute not bound to any predefined
classes, for example, the upcoming petrol price, in what is generally known as regression
analysis [107].

ANNs are marked as promising modeling techniques, are very useful when the data sets
have non-linear relationships when given as an input [138]. In addition, ANNs can combine
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and incorporate experimental data to solve problems such as prediction and pattern finding.
Different applications of ANNs can be used for the problems such as classification, pattern
recognition, prediction, and modeling. A simple ANNs based perceptron model is given in
figure 2.9.

Fig. 2.9 Architecture of Artificial Neural Network. The inputs i1–in to ANNs are multiplied
to respective weights W. A weighted sum J is calculated and passed to the transfer function
which produce output as y as classification results such as y = {0,1}

A number of techniques based on Artificial Neural Networks have been used for dif-
ferent machine learning problems including Back Propagation Neural Networks (BPNN),
Feedforward networks, Group Method for Data Handling (GMDH) are the few ANNs based
techniques [61]. Since ANNs have been widely adopted for machine learning and optimiza-
tion problems, there are a few examples when ANNs are applied to recommender systems. A
TV programme recommender system is presented in [77], in which a Feedforward ANN is
applied to recommend a TV programme to the user. The approach is tested with one hidden
neuron and received an accuracy of 92% which proves that ANNs are highly capable of
predicting accurately.

Another ANN based technique is proposed by Chou et al. [32], to make a personalized
recommendation based on navigational behaviors and similar interests of the users. A Back
Propagation Neural Networks (BPNN) technique is used to train a model that can classify
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the users into different groups based on the navigational behavior of the user. The user in the
same group is recommended the same items. Another example of ANN-based recommender
systems is a content recommendation tool [31] developed for Web personalization in which
the online shopping behaviors of the users is analyzed to predict what a user will like in future.

Recently experimental results have suggested that, in order to train better AI models, a
deep architecture is needed. Before that, models with two or three layers at most perform
better than deep models. Deep models tend to give worse results and become harder to train.
Research shows that with a layer-wise training strategy, a Deep Belief Network (DBN) can
be successfully trained to predict handwritten digits [53]. This is the first attempt and success
to training a deep model. Before that, researchers have not seriously exploited deep models
due to lack of data and computational power. Generally, deep architecture models consist of
multiple layers and can learn a hierarchy of features from low-level features to high-level
ones. A DBN is formed with a stack of Restricted Boltzmann Machines (RBM). In its first
two layers, two-layer RBM with one visible layer and one hidden layer is trained. Then, the
activation probabilities of the hidden layer form a visible layer to learn another hidden layer.

Restricted Boltzmann Machine can be stacked to learn a multi-layer DBN. Another type
of deep model is Deep Neural Networks (DNN). DNN is a Multi-Layer Perceptron (MLP)
with many hidden layers. Back-propagation (BP) is employed to learn DNN. The success
of DNN is due to two techniques: a larger number of hidden units and better parameter
initialization techniques. A DNN with a large number of hidden units can have better model-
ing power. Even when the learned parameters of the DNN is locally optimal, the DNN can
perform much better than those with fewer hidden units. However, in order to converge to
a local optimum, a DNN with a large number of units also requires more training data and
more computational power. This also explains why DNN has become popular until recently.
Learning a DNN is a highly non-convex problem, there is no doubt that better parameter
initialization can lead to better performance. Researcher [131] found that parameters of DNN
can be initialized with the learned parameters of a DBN with the same architecture.

Artificial neural networks can be applied for the purpose of predictions and recommenda-
tions. However, we can find only a few examples where ANNs are used for recommendation
purposes. The great tendency of using ANNs in many machine learning areas make artificial
neural networks highly emerging candidate to introduce a methodology that can be applied
to context-aware recommender systems.
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2.4 Summary and Conclusion

In this chapter, we defined the basic recommendation problem and explained how traditional
recommender systems work. We reviewed different algorithms and techniques used for
recommender systems and discussed the motivation about context-aware recommender
systems. We also discuss the advantages and shortcomings of different recommendations
techniques and models. In this chapter, we further described the concepts and challenges that
context-aware systems are facing in the domain of recommender systems. We introduced
the different methods for context-aware recommender systems and described the context
factor in contextual recommendations. We also described the limitations of context-aware
recommendation methods and explained the role of artificial neural networks in the domain
of context-aware recommender systems. We also outlined the evaluation methods that can be
used to evaluate a context-aware recommender system.



Chapter 3

Proposed Methodology and
Experimental Set-up

In this chapter, we describe the research methodology which is proposed for the contextual
recommendation as well as experimental setup and evaluation measures that will be used as
part of the experiments. The proposed methodology combines three different stages which are
data pre-processing (Data Transformation), Artificial Neural Networks (ANNs) based model
and output which refer to the final recommendations. In this chapter, we will discuss the
proposed methodology and its key phases that can be used for contextual recommendations,
the dataset that we will use for our experiments, experimental setup and evaluation measure
that will be used to evaluate our results. This chapter referred to the objective O4 that focus
on the proposed methodology that is used to integrate the contextual and non-contextual
features into the recommendation process. Later on, the proposed methodology as part of
chapter 4 and chapter 5 is evaluated.

3.1 Proposed System Architecture

The architecture of the system as the proposed methodology is given in Figure 3.1. The pro-
posed system consists of three main phases including data pre-processing and transformation
phase, Multilayer Perceptron (MLP) model from ANNs and the contextual recommendation
phase or output phase. Each phase of proposed system architecture is described as following

3.1.1 Data pre-processing, Normalisation and transformation

The first phase of the proposed architecture is data pre-processing and transformation or
normalisation of an input to ANNs. If the input variables are combined linearly, as in an MLP,
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Table 3.1 Example dataset for data preprocessing and transformation

User ID Item ID Ratings Location Time
U1 P1 2 Home Morning
U2 P2 3 Work Afternoon
U3 P1 4 Home Evening
U2 P2 3 Work Afternoon

then it is rarely strictly necessary to standardize the inputs, at least in theory. The reason is
that any rescaling of an input vector can be effectively undone by changing the corresponding
weights and biases, leaving you with the exact same outputs as you had before. However,
there are a variety of practical reasons why standardizing the inputs can make training faster
and reduce the chances of getting stuck in local optima.

Since the contextual data and ratings comes in the abstract form of the data which requires
pre-processing before it can be used for the recommendations, we normalise the input values
to make the training phase faster and accurate. Traditional recommender systems work with
the user-item matrix only, while working in context-aware recommender system an additional
input comes in the form of context. Since the second phase of proposed architecture MLP
model is an ANNs based model, it requires a specific data format that could be used for the
further process. ANNs based approaches deal with the normalized form of data for the input
of features (Contexts) and binary format for the target data (ratings). Data pre-processing
phase in proposed system architecture helps the data to convert it into the format that can be
used in next phase. In order to describe the data transformation stage, we report an example
of data in following Table 3.1.

The example dataset in this table consist of users, items, and rating alongside two contex-
tual attributes as Location and Time. We have ratings on the scale from 1 to 5, and we have
two contextual attributes for the location which can be denoted as Home = 1 and Work =
2. Similarly, for contextual attribute time we can denote Morning = 1, Afternoon = 2, and
Evening = 3. Now, at first stage, we pre-process the table which can be written in the form
given in Table 3.2.

At next stage, the rating data is transformed into binary representations which could be
done by binary transformation of the numeric data. The rule of binary transformation is
simple for rating data as the number of bits depends on the rating scale. In example data-set,
we have ratings on the scale from 1 to 5, so we need five bits (Number of columns) for binary
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Table 3.2 Example dataset for data preprocessing and transformation

User ID Item ID Ratings Location Time
U1 P1 2 1 1
U2 P2 3 2 2
U3 P1 4 1 3
U2 P2 3 2 2

Table 3.3 Rating Transformation into binary

Ratings Binary Format
2 0 1 0 0 0
3 0 0 1 0 0
4 0 0 0 1 0
3 0 0 1 0 0

representation. All we will switch on the relevant bit (If the rating is 3 out of five the third
column will be 1 and remaining will denoted with 0) to transform ratings into binary format.
In Table 3.3, ratings are transformed into binary format from Table 3.1.

Now the Table 3.1, after pre-processing and transformation will look like the Table 3.4.
The data is in processed form, now, and could be passed to the next phase which is multilayer
Artificial Neural network perceptron model. Normally, ANNs predict better on aforemen-
tioned data format, however, in order to improve the prediction and classification task, the
data can be further normalized by dividing with the number of attributes in a specific data
column. For example, contextual attribute Time have total three attributes in Table 3.1,
which are {Morning, afternoon, Evening} . After denoting {Morning = 1, Afternoon = 2,
and Evening = 3 }, we can divide the numeric values by 3. we will have the normalized
numeric number as {Morning = 0.33 , Afternoon = 0.66, and Evening = 1}. Once, the data is
preprocessed and ratings are transformed into binary transformation, now the data is ready to
pass to the next phase of proposed Artificial Neural Networks based approach.

Table 3.4 Example data after preprocessing and transformation

User ID Item ID Ratings Location Time
U1 P1 0 1 0 0 0 1 1
U2 P2 0 0 1 0 0 2 2
U3 P1 0 0 0 1 0 1 3
U2 P2 0 0 1 0 0 2 2
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3.1.2 An Artificial Neural Networks Phase

Once the data is processed, it is passed to the next phase of the proposed approach. The
next phase is Multilayer Perceptron Model: An ANN-based model which can be used to
predict the missing ratings and generate recommendations from input data. The MLP phase
consists of three further stages, in fact, three layers known as the input layer, hidden layer,
and output layer as shown in the Figure 3.1. An MLP model is technique based on ANNs. It
is a feedforward artificial neural network model that has ability to map the sets of input data
on a set of appropriate target outputs.

Multilayer Perceptron Model consists of multiple layers, where each layer is fully con-
nected to the next layer with the help of nodes except the input nodes. Each node in multilayer
perceptron is a neuron, which is also known as a processing unit as well as a nonlinear acti-
vation function. multilayer perceptron-based approach uses a back-propagation technique
for the purpose of training in artificial neural networks. The three-layer architecture of MLP
model consists of the input layer, hidden layer, and output layer. The input layer is used to
provide inputs to the model that can be the input data from user-item tables in the context of
recommender system while an additional input can be provided as the list of the contexts
that can be modeled. The rating data is provided in the form of binary format to map the
user-items alongside the contexts.

Hidden layer in multilayer perceptron model consists of hidden neurons that contain
activation function. The hidden neuron uses to assign the weights to the input data while
the activation function in each neuron is used map the weighted inputs to the output. In
this phase, learning occurs through backpropagation in perceptron by changing the assigned
weights after each piece of data that is provided as input is further processed on the base of
errors in the output compared to the expected output result. The output layer consists of the
final results generated by the model in form of recommendations, that could be evaluated
using ANNs. The structure of the multilayer perceptron model is given in the second phase
of following Figure 3.1.

Once the predictive results are generated through multilayer perceptron model, the results
can be stored in the form of contextual recommendations based on the predictions made by
ANNs. The last phase of proposed approach given in Figure 3.1 is the final output in form
of recommendations based on the contexts that are provided as input to the system. The
context-aware recommendation is generated through proposed multilayer perceptron model
as the more refined approach which has potential to produce more accurate and relevant
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recommendations to end user.

Fig. 3.1 Proposed System Architecture

On the basis of proposed approach, a setup for the experiments is established and de-
scribed in the next section. The experiment setup will assume the proposed methodology to
run further experiments.

3.2 Experimental Set-up

In order to perform experiments and validate the results, following the methodology proposed
in Section 3.1, the experimental ground is prepared by selecting the appropriate dataset,
tools, and technologies along with the hardware resources. For this purpose, we reviewed the
literature [63], to search open datasets that can be used for the problem of the context-aware
recommender system. In order to make maximum utilization of our proposed context-aware
recommendation methodology, we searched out UCI1 machine learning repository of the
datasets which contains 360 data sets as a service to the machine learning community. How-
ever, in particular domain of context-aware recommender system, we can only find few of
them relevant including Opinrank hotel recommendation dataset [42], restaurant recommen-

1www.http://mlr.cs.umass.edu/ml/datasets.html
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dation dataset [103]. Most of these open datasets come with few contextual variables which
provide no reason why we should use that particular contexts. As well as both datasets come
with pre-assumptions that the given contextual variables will yield good recommendation
accuracy. While, one of our main objective O2, of this research, is to analyze different
contextual and non-contextual attributes to describe which contextual variables/features can
provide the better recommendations, in comparison to the others.

For this purpose, we discovered an interesting dataset, LDOS-CoMoDa2 [100], a context-
based movie recommender dataset which is acquired for conducting research in the domain
of context-aware recommender systems. The dataset contains ratings for the movies as well
as the contextual information describing the situation in which the movies were watched
alongside the non-contextual information such as user features and movie features. The
features of the chosen datasets are described in the following section.

3.2.1 Dataset

LDOS-CoMoDa [100] is rich in terms of contextual attributes in which ratings and contextual
information are collected explicitly from the users after a user watched a movie. In this
dataset, contextual information is the situation in which a user watched that movie. The
ratings and the context information are gathered from the real users immediately after user
watch a movie based on the interaction of user-item relationship. However, user’s past
experiences based on the memories are not considered. Users are also asked to rate the same
movie more than one if they have watched a movie multiple times. The dataset is available
on request for the research purpose and provides rich contextual attributes with almost 12
contextual features which make it ideal to use for contextual feature analysis and contextual
recommendations.

The abstract view of the data from LDOS-CoMoDa that is divided into user features,movie
features and item features is given in Table 3.5, 3.6 and 3.7. In Table 3.5, a brief portion of
user features is taken to give an overview of the structure of user features in LDOS-CoMoDa
dataset. Similarly, in Table 3.6, a brief portion of movie’s features are presented from the
selected dataset follow by the Table 3.7, in which a brief portion of contextual features are
given from LDOS-CoMoDa.

2http://www.ldos.si/comoda.html

http://www.ldos.si/comoda.html
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Table 3.5 Abstract View of User Features in LDOS-CoMoDa Dataset

User ID Item ID Rating Age Sex City Country
23 14 5 33 1 20 2
21 5 3 28 1 10 3
21 6 4 28 1 10 3
22 13 4 28 1 20 2
21 7 3 28 1 10 3
20 12 5 30 1 10 3
21 15 3 28 1 10 3
15 11 4 30 1 10 3
23 18 4 33 1 20 2
26 17 5 -1 2 3 5
26 18 4 -1 2 3 5
26 16 1 -1 2 3 5
27 19 2 25 1 10 3
28 19 2 26 2 10 3
29 20 3 30 1 20 2
30 21 4 29 1 10 3
30 22 1 29 1 10 3
31 3 3 30 2 20 2
31 9 4 30 2 20 2
33 5 3 26 2 10 3
33 6 4 26 2 10 3
34 4 4 26 1 20 2
35 23 1 30 1 10 3
35 24 3 30 1 10 3
35 25 4 30 1 10 3
27 18 4 25 1 10 3
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Table 3.6 Abstract View of Movie Features in LDOS-CoMoDa Dataset

User ID Item ID M-L M-Y M-C Dir Budget Genres Actors
23 14 9 2007 36 234 9000000 7, -1, -1 1303, 1524, 1656
21 5 9 1998 36 234 90000000 7, 6, 10 1636, 1539, 1402
21 6 9 2008 36 234 24000000 7, 10, 18 1373, 1510, 1691
22 13 9 2010 36 234 60000000 1, 14, 19 1382, 57, 1109
21 7 9 2003 36 234 35000000 3, 10, 18 98, 385, 1827
20 12 9 2003 36 234 -1 10, -1, -1 482, 1190, 393
21 15 9 2071 36 234 4000000 1, 8, 21 384, 93, 715
15 11 9 2010 36 234 20000000 7, 18, 18 862, 61, 1378
23 18 9 2010 36 234 82000000 1, 3, 21 1803, 251, 1376
26 17 9 2010 36 234 8000000 1, 7, 8 190, 558, 1657
26 18 9 2010 36 234 82000000 1, 3, 21 1803, 251, 1376
26 16 9 2010 36 234 110000000 1, 17, 21 98, 1181, 328

LDOS-CoMoDa consists of 4381 movies which are rated by 121 users. The number of
ratings available in this dataset is 2296 and the maximum number of ratings provided by a
single user is 220; the minimum number of ratings is 1. The dataset consists of 12 contextual
variables in addition to static information of movies and users. LDOS-CoMoDa dataset
consists of an abstract form of the features which can be divided among the User features,
Movie features and Contextual features as given in given in the following Table 3.8.

Once we have the features in three different categories i.e. user features, movie features,
and contextual features, we further look into the numeric representation of the features so
that we can use our proposed methodology which is described in Section 3.1. The quality of
the LDOS-CoMoDa, representation of the features with the numeric value make it an ideal
dataset for our proposed methodology that we described in Section 3.1. We need the data in
the numeric form which can be further processed to exploit our proposed approach. We are
more interested in the processed form of the data that can result in good recommendation
results.

An overview of the contextual features with respect to associated numeric value is given
in the Table 3.9, where each contextual attribute in every contextual feature is represented
by a number. Once, we have the numeric data which correspond to the contextual attributes
in contextual features, now, the contextual features data is ready to use as an input to the
user-item data and ratings. In order to achieve good prediction accuracy, this data can be
further normalized by dividing the numeric number by value of a total number of attributes
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Table 3.7 Abstract View of contextual Features in LDOS-CoMoDa Dataset

Time day Season Loc Weather Soc E-Em D-Em Mood Phy Dec Int
4 1 3 3 1 3 4 1 3 1 1 1
4 1 2 2 2 3 7 7 1 1 1 1
2 1 2 1 2 1 7 7 3 2 1 1
4 2 2 1 2 1 1 2 1 1 2 1
2 2 2 1 1 2 7 7 1 1 2 2
3 2 2 1 1 2 2 2 1 1 2 1
3 1 2 1 3 5 4 7 1 2 2 1
3 1 3 1 1 1 6 6 2 2 1 1
4 1 3 1 1 1 2 4 1 2 1 1
3 2 2 1 1 5 2 2 1 1 2 2
3 3 2 1 2 7 7 2 1 2 1 1
4 3 2 1 2 7 2 4 1 2 1 1
2 2 2 1 1 1 2 2 1 1 2 2
2 2 2 1 2 1 2 2 1 1 2 2
2 2 2 1 2 1 4 2 2 1 1 1
2 2 2 1 2 1 2 4 2 1 2 2
3 2 2 1 1 1 5 7 2 1 1 1
3 2 2 1 5 1 1 6 1 1 2 2
2 2 2 3 2 2 7 7 2 1 1 1
4 2 3 1 2 2 7 7 2 1 1 2
3 2 2 1 1 2 7 2 2 1 2 1
3 2 3 1 2 1 1 3 2 1 2 2
4 2 3 1 2 1 4 3 2 1 2 2
3 1 2 2 2 6 2 2 2 1 2 1
2 2 2 1 2 3 2 2 2 1 2 1
4 2 3 1 2 1 4 2 3 1 1 1
3 2 2 1 3 1 7 6 2 1 1 2
2 2 2 1 2 2 7 7 2 1 2 1
3 2 2 1 2 2 2 2 1 1 1 1
1 3 2 3 1 1 2 4 1 1 1 1
3 1 3 1 5 1 2 7 1 1 1 1
4 1 3 1 5 1 2 2 1 1 1 1
2 1 3 1 2 1 2 4 1 1 1 1
3 1 3 1 2 1 7 4 1 1 1 1
3 1 3 2 5 6 7 7 1 1 2 1
3 1 2 1 1 1 2 2 2 1 2 2
4 1 2 1 1 1 1 2 2 1 2 2
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Table 3.8 List of Features in abstract form from LDOS-CoMoDa dataset

Features Attributes

Movie Features
Item ID, movie language, movie year,

movie country, dir, budget, a1, a2, a3 (Actors of the movie),
g1, g2, g3 (Genres of the movie)

User Features User ID, age, gender, city, country

Contextual Features
time, day-type, season, location, weather, season,

dominant emotions, end emotion, mood, physical, decision,
interaction

in a single contextual feature. For example, after replacing {Morning = 1, Afternoon = 2,
and Evening = 3 } in contextual feature Time, we can divide the numeric values by a total
number of contextual attributes 3 as defined in section 4.1. we will have the normalized
numeric number as {Morning = 0.33 , Afternoon = 0.66, and Evening = 1} which is ideal to
use for the artificial neural networks based approach.

The input data consist of contextual data alongside user item data and ratings. In LDOS-
CoMoDa, we have rating data on scale 1-5. In order to use this rating data as an input to the
proposed system, we need the binary transformation of the data which could be done by the
following method described in section 3.1. The data transformation phase of the proposed
approach will help to convert the rating data into binary that which is suitable for the ANNs
based approach to process the input.

The rating data from LDOS-CoMoDa dataset is transformed into a binary representation
of the data as per the requirements of the proposed system. The transformation of the first 40
rating entries from LDOS-CoMoDa dataset is given in the following Table 3.10. The table
contains the entries of user-items, ratings and the binary form of ratings, after transformation
process.

Once the data from chosen dataset LDOS-CoMoDa is pre-processed and user ratings
are transformed to the binary format, the data is ready to go through the proposed ANNs
based model. Since the LDOS-CoMoDa dataset contains plenty of contexts, user and movie
feature, one of the most interesting finding could be the optimal combination o user features
and movie features with contextual features that can predict recommendation with higher
accuracy. This analysis will not only help to identify the relevant features that could be incor-
porated into context-aware recommender system, but it will also help to refine the data by
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Table 3.9 Contextual Features from LDOS-CoMoDa and their assigned numeric values

Contextual Features
Corresponding
Numeric Value Detail

Time 1-4
Morning = 1, Afternoon = 2, Evening = 3,

Night = 4

Season 1-4
Spring = 1, Summer = 2, Autumn = 3,

Winter = 4

Location 1-3
Home = 1, Public Place = 2,

Friend’s House = 3

Weather 1-5
Sunny = 1, rainy = 2, stormy = 3,

snowy = 4, cloudy = 5

Mood 1-3
Positive =1, Natural=2,

Negative = 3
Physical 1-2 Healthy = 1, ill = 2
Decision 1-2 User’s Choice = 1, Given by others = 2

Interaction 1-2 First = 1, nth = 2

daytype 1-3
Working day = 1, Weekend = 2,

Holiday = 3

Social 1-7
alone = 1, partner = 2, friends = 3, colleagues = 4,

parents = 5, public = 6, family = 7

dominantEmo 1- 7
sad = 1, happy = 2, scared = 3, surprised = 4,

angry = 5, disgusted = 6, neutral = 7

endEmo 1-7
sad = 1, happy = 2, scared = 3, surprised = 4,

angry = 5, disgusted = 6, neutral = 7
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extracting and refining the irrelevant features that normally do not result in good/better results.

This could be done by mapping the input features with user item data over the binary
rating using proposed Multilayer Perceptron Model. The feature analysis could also be
performed by predicting the user ratings with the help of contextual data, however, dealing
with the too many contextual, user and movie features from the LDOS-CoMoDa is another
big challenge.

Once the data is in proper processed format, it can be used in proposed methodology.
The next step is to identify the evaluation methodology that can be used to evaluate the
performance and accuracy of recommendations, generated from the proposed approach.
We have discussed some common methodologies used for the context-aware recommender
system in Chapter 2, However, in next section, we will briefly discuss the evaluation methods
that will be used to evaluate the results as part of our experiments.

3.2.2 Software and Hardware Resources

The experiments are performed using Matlab R2016b on Windows 10 and Mac OSX plat-
forms with 16GB RAM and Intel Core i7 processor. Since machine learning is quickly
becoming a powerful tool for solving complex modeling problems across a broad range of
domains, several machine learning applications and toolbox are available on Matlab platform
to provides functions and applications that can be used to describe, analyse, and model the
data. For multidimensional data analysis on Matlab platform, machine learning toolbox
provides the feature selection, stepwise regression, principal component analysis (PCA) and
many other dimensionality reduction methods to identify the variables or features that have
an impact on the model.

The toolbox facilitates both; the supervised and unsupervised learning algorithms such as
support vector machines (SVMs), decision trees, k-nearest neighbor, k-means, clustering,
Gaussian models, and hidden Markov models to compute on data sets that are too big to be
stored in memory using the applications of Matlab. In particular, we use classification learner
applications to train the models on the dataset and classify data using supervised learning.
Using Classification Learner, we perform classification of the data to compare the multiple
contextual and non-contextual features as well as generate predictions from the given data.
We also compare the different data models from classification learner applications such as
SVM, PCA, Logistic Regression to compare with our proposed ANNs based methodology to
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Table 3.10 Binary Transformation of ratings in LDOS-CoMoDa dataset

User ID Item ID Rating Binary Transformation of ratings
23 14 5 0 0 0 0 1
21 5 3 0 0 1 0 0
21 6 4 0 0 0 1 0
22 13 4 0 0 0 1 0
21 7 3 0 0 1 0 0
20 12 5 0 0 0 0 1
21 15 3 0 0 1 0 0
15 11 4 0 0 0 1 0
23 18 4 0 0 0 1 0
26 17 5 0 0 0 0 1
26 18 4 0 0 0 1 0
26 16 1 1 0 0 0 0
27 19 2 0 1 0 0 0
28 19 2 0 1 0 0 0
29 20 3 0 0 1 0 0
30 21 4 0 0 0 1 0
30 22 1 1 0 0 0 0
31 3 3 0 0 1 0 0
31 9 4 0 0 0 1 0
33 5 3 0 0 1 0 0
33 6 4 0 0 0 1 0
34 4 4 0 0 0 1 0
35 23 1 1 0 0 0 0
35 24 3 0 0 1 0 0
35 25 4 0 0 0 1 0
27 18 4 0 0 0 1 0
27 26 5 0 0 0 0 1
31 27 4 0 0 0 1 0
31 28 3 0 0 1 0 0
23 31 4 0 0 0 1 0
21 29 4 0 0 0 1 0
23 32 3 0 0 1 0 0
21 30 4 0 0 0 1 0
28 33 2 0 1 0 0 0
26 34 3 0 0 1 0 0
28 35 4 0 0 0 1 0
35 30 4 0 0 0 1 0
35 36 3 0 0 1 0 0
33 37 5 0 0 0 0 1
21 38 5 0 0 0 0 1
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compare and evaluate based on the accuracy of Matlab environment.

3.2.3 Evaluation Measures

Once, we have the data in the processed form, our experimental setup is ready to run the
experiments with all basic elements. In this section, we present a brief overview of the
evaluation methods that we will use to evaluate our final results/output.

Accuracy

Artificial Neural Networks provide evaluation schemes by dividing the data into three phases,
Training, Selection and Validation. Validation data is used to evaluate the accuracy of
the results that are produced using ANNs based approach. Accuracy can be used for the
predictions of the ratings using the proposed approach which actually tells how accurately
the system has classified the inputs and generate the predictive results. The evaluation can be
shown into confusion matrix in which we will have the values for True Positive (TP), False
Positive (FP), False Negative (FN) and True Negative (TN). The accuracy of the predictions
will be used to evaluate the performance of different contextual inputs alongside the initial
ratings and movie features from the proposed methodology. The calculation of the accuracy
can be shown with the help of the following Equation.

Accuracy =
T P+T N

T P+FP+FN +T N
(3.1)

Precision and Recall metrics are more practical in the context of the recommender system.
We also put some of the confusion matrices from our experiments into appendices section
to show that we have calculated different measures such as precision, AUC, accuracy, and
others. We find accuracy is more relevant and reported by the most of literature [151], so
we assumed it as main values to put into tables of our results. Precision and Recall help to
evaluate the relevance prediction accuracy by calculating the relevance of items to the users.
In recommender systems, precision and recall are used for the accuracy and performance
evaluation. The probability that a selected item is relevant is represented by the precision.

We can observe through this technique whether an item which is recommended is relevant
or not based on the predicted rating of the user for some given items. The large predicted
value for an item indicates the item is relevant, while a small value represents that the item
is not relevant. Therefore, we will have four possible outcomes for the recommendation
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Table 3.11 Proposed Evaluation Method

Recommended Not Recommended
Relevant True Positive (TP) False Negative (FN)
Irrelevant False Positive (FP) True Negative (TN)

based on relevancy and irrelevancy of an item. True Positive (TP), False Positive (FP), False
Negative (FN) and True Negative (TN). The accuracy of the predictions will be used to
evaluate the performance of different contextual inputs alongside the initial ratings and movie
features from the proposed methodology. The detail description of Evaluation measure is
given in Chapter 2.

Recommender system recommends an item which is relevant that comes through True
positive values and Irrelevant from the False Positive value from relevancy prediction. Rec-
ommender system does not recommend items which are relevant and irrelevant to the user
from False Negative and True Negative values to evaluate the accuracy of recommendations.
The relationship between relevant and irrelevant items as well as recommended and not
recommended is presented in table 3.11.

3.2.4 Significance Test(Paired t Test)

The basic objective of the significance test or paired t-test is to observe if there is a statistical
evidence that can confirm that the mean difference between paired observed values on a
specific outcome is significantly different from zero [123]. It is a statistical hypothesis test to
confirm if the null hypothesis is supported following the student’s t distribution.

For example; the null hypothesis suggests the mean as µ0, and sample mean as z, then
we can calculate one sample t-value with the help of following Formula 3.2, where s is the
standard deviation and n represent the total number of observations.

t =
z−µ0

s√
n

(3.2)

The paired t-test considers the difference between paired values in observations from the
algorithm and expert, estimates the variation of values within each and produces a single
number known as a t-value. It represents if two sets of observations are significantly different
from each other resulting in the acceptance or rejection of the null hypothesis.
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3.2.5 Cross Validation

Algorithms that deal with recommendations and classification problems potentially face the
problem of over-fitting of data. The problem can be resolved by validating data in the man-
ners of splitting the sample data further into two subsets training and testing. The over-fitting
issue can be circumvented by splitting the sample data into subsets where one subset is used
for the training algorithm and other subsets act as independent data. This method of splitting
data into several subsets and use one for the training purpose and remaining as independent
test data is called cross-validation. The method is efficient for ANNs based approaches.

In this K folds cross-validation method, the whole set of inputs from LDOS-CoMoDa
dataset is divided into K folds where we use K-1 subsets as independent test data and one
subset as the training set. As part of this work, we use 10 fold cross validation using ANNs
based approach.

3.3 Summary and Conclusion

In this chapter, we presented the description of proposed methodology. We have introduced,
an Artificial Neural Network based multilayer perceptron model for context-aware recom-
mender system. We described our proposed approach and presented the test collection that
will be used to perform our experiments. We discussed the key features of our chosen dataset
and argued why these collections are suitable to perform our experiments. We also discussed
how we can pre-process the data available in LDOS-CoMoDa dataset and transform the
rating data into binary ratings using proposed approach. We further discussed, how we can
evaluate our results in this chapter by selecting evaluation methods that we discussed in
chapter 2. We have selected the accuracy measure as evaluation measure to calculate the
accuracy of correctly classified relevant items. We also concluded that ANNs use data as an
input in the specific format to predict better results. So we proposed an approach to transform
data into the form as per the requirements of ANNs.



Chapter 4

A Feature Selection Approach to
Compare the Contextual, User’s and
Movie’s Features

In context-aware recommender system, one of the basic problems is to select an appropriate
context that can provide good accuracy when it is combined with the rating data to generate
recommendations. The LDOS-CoMoDa dataset provides different contextual, movies and
user’s features which are large in number to consider for the context-aware recommender
system given in Section 3.2.1. In context-aware recommender system, all contextual informa-
tion or the other user or movie features may not be possibly relevant to the recommendation
process. In this chapter, we aim to investigate the role of these features by dividing them into
different groups/representations by using ANNs approach. We further aim at identification
of the relevant group of features that can be incorporated into context-aware recommender
system for recommending movies.

In this chapter, we briefly discuss the problem space to compare different contextual and
noncontextual features and explain how the test collection is divided into different repre-
sentations (Categories). Since we have a variety of features which can be used to predict
ratings, it is very important to analyse the features and identify the relevant feature set. We
further, explain how we divided these features among the six categories as well as explain on
what basis we formed categories. We also describe the transformation of the rating data into
binary data which can be used as target data in our proposed approach. We also explain in
this chapter, how the proposed ANNs based approach is used to compare different categories
of features using ANNs. We, then, perform our experiments and present our results in the
evaluation section. Later on, We discuss our results and summarize our key findings. This
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chapter refers to the objective O4 that focus on evaluation and analysis of the different feature
sets available for contextual recommendation process where the proposed methodology is
used to integrate the features into the recommendation process as per O4. This chapter also
refers to contribution C1 which focus on the categorisation of contextual and non-contextual
features in context-aware recommender system and evaluation thereof.

4.1 Introduction

Feature selection is the curse of dimensionality, that can be used to reduce the number of
features available in a selected dataset, especially, when a large number of features are
available. There are plenty of techniques that can be used for the selection of an appropriate
set of features, however, complex structures of the many machine learning algorithms result
in the selection of irrelevant features [144]. In this work, we propose a simple ANNs based
methodology that can be helpful to compare the features and check the performance of the
features when mapping input our output. This can further help to identify the list of features
with the better performance. Generally, ANNs can be helpful to map an input over an output
to classify the input data and find the patterns. However, ANNs can also be applied to quality
of an individual feature as well as a group of features that can support the feature selection
process. So in our proposed approach, we are following a typical method of mapping input
and classification. Using concept of classification in ANNs, an input feature set consist
of X = {x1,x2, ,xn} which can identify the class these inputs using ANNs [78]. A feature
selection process can be performed based on the computation of ANNs that compute a new
set of outputs from provided inputs X which can be denoted as output Y . The selection of the
features is made by considering only those features contains useful information.

Context-aware recommender systems go beyond traditional personalized recommenda-
tion models as they correspond not only to the user’s preference profile but also consider the
given situation and context. However, the selection and incorporation of relevant contextual
features in context-aware recommender systems are always challenging. In the domain
of context-aware recommender systems, it is assumed that not all the features from test
collections are relevant. Most of the time, users show their interests for some items/movies
in different circumstances or contexts. There are several methods to identify the relevance
of a context in context-aware recommender systems. However. mostly, the relevance of
the contextual data is determined manually using the advice of an expert with the domain
knowledge. However, there are many machine learning and data mining techniques that can
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also be used to determine the relevancy of contextual features. These techniques work with
the rating data that is initially collected by the users during the data preprocessing phase. As
part of our work, we investigated the role of different contextual, user and movie features by
using Artificial Neural Networks as feature selection approach.

We evaluated different representations (feature sets) from the given dataset (LDOS-
CoMoDa) for contextual recommendations, by comparing the different features sets. We
form these representations (Feature sets) from our test collections assuming the nature of
the data. The available contextual and non-contextual features are divided based on the
dynamic and static nature of data. The non-contextual features are further divided into
sub-categories/representation by separating the features that can be normalised using the
data preprocessing and normalising technique described in Section 3.1.1. For example, the
dataset contains movie’s features, user’s and contextual features. These features in the test
collections can be divided among the dynmaic and static in nature. The contextual features
are more dynamic in nature than the user’s features and the movie’s features. So we assume
all contextual features as dynamic features and represent them as category/representation
Dynamic in our test collection. Now we have the users’ features which are static in nature
so we put them into the category/representation of the user. The movie features are also
identified as more static in nature, however, by analysing the attributes, we decided to form
four representations out of movie features so that we can have more insight into the classifi-
cation of ratings when and ANNs based approach can deeply and more correctly provide the
accuracy on these representations. The four representations from movie features are named
as Movie which contains the movie information as shown in Table 4.1, Maker contains the
features about director and budget, Stars which contains the features of cast of the movie
and representation with the title Category which contains the features related to the genre of
the movies.

We further cross-compare these representations to select the useful and relevant category
of the features from different representations and their combination as well as the individual
features from the dominant representation. Another contribution of this work is the compari-
son of the performance of standard matrix factorization to Artificial Neural Networks (ANNs)
in CARs. Since relevancy of the contextual features can be determined by the different ma-
chine learning and statistical techniques. One of the dominant technique in this field is Matrix
Factorization which is used by the author in [99] for the chosen dataset LDOS-CoMoDa.
Our evaluation show and confirm that dynamic, contextual features are highly dominant
compared to non-contextual ones in the given data set [96]. We also show that ANNs slightly
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outperform matrix factorization approaches typically used in CARs for the detecting of the
relevant category/representation of the features. Finally, in our discussion, we briefly outline
the usage of ANNs as an alternative approach to detect the relevant representation of the
features and how ANN-based approach can potentially mean to guide the feature selection
process in the context-aware recommender system.

In this chapter, our main focus is on an important sub-problem in the domain of rec-
ommender system; the selection of the relevant features from all types of movie features,
contextual features, and user features using initial set of the ratings (e.g., 1 to 5 stars) that
a user might give a certain items/movies. In a later step, this prediction can be used for
recommendation, for instance by recommending items with a predicted rating of 5 stars.

To predict ratings, machine learning algorithms are reported in the literature to develop
models and find patterns based on training data [128]. In context-aware recommender sys-
tems, the selection of the appropriate context feature remains a persisting challenge [100]. In
CARs, using too many context features may result in low accuracy and high dimensionality
in the process of recommendation. Recommendation algorithms usually depend on the
assumption that the features selected in advance will result in better accuracy [147]. However,
this is not the case all the times. Although, in context-aware recommender systems, some
features such as location have performed well in many cases. However, it is hard to decide
on some of the features whether those are relevant or irrelevant such as the value of the
stock market is less relevant than the purpose of buying a book while dealing with contextual
information for book recommender systems. Similarly, the currency value/rate may be less
relevant while booking a trip than the leisure or time information. Our test collections from
chosen dataset LDOS-CoMoDa, which is rich in contextual features as well as user and
movie features, we have space to identify, discuss and describe the role of features. That is
the reason why we are more interested to look at the comparison of the features from our test
collection using our proposed methodology as Artificial Neural Network which has not been
much used in particular domain of context-aware recommender systems.

The aim of this chapter is to gain more insights to aid the feature selection process. We
investigate different feature sets (which we call representations) and their performance either
as a single representation or combination of features. To conduct our studies we use LDOS-
CoMoDa, which is the most prominent collection of contextual movie recommendation
[150]. This is a very specific collection for the evaluation of CARs as it contains dynamic
contextual features like location, mood, etc as well as static features for the users and the
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movies. Previous work on the similar domain has shown that applying dynamic features leads
to highly accurate results. However, previous work has only considered dynamic contextual
features and find the relevancy using statistical matrix factorization method but did not look
at other available non-contextual ones (like gender, movie type, etc). As well as the previous
method does not describe the role of other machine learning techniques that can also be
used to predict the relevancy or over a baseline method. Hence one aim of this study is to
check the performance of non-contextual features, either alone or combined with contextual
ones. Furthermore, we show that utilising Artificial Neural Networks (ANNs) instead of
matrix factorization, which is prominent in CARs, improves the performance of the rating
categorization.

4.2 Comparison of different categories of features using
proposed approach

In order to compare the different contextual features, we introduce our ANN-based approach
which is composed of a three layers architecture as illustrated in Figure 4.1, consisting of an
input, hidden and output layers. The input layer is composed of 6 representations, which are
provided as input to ANNs to predict the output y that represents the ratings from 1 to 5 from
an initial set of ratings. These representations are manually formed based on the nature of the
different contextual attributes and explained at the end of this section. An overview of the
nature of different available features in LDOS-CoMoDa dataset are shown across the contex-
tual vs non-contextual features as well as dynamic vs static features in given Figure 4.2 The
different representations are also combined as input, for example, the Dynamic representation
is combined with the Category and User to find a better match in terms of accuracy which is
computed from the accurate classifications of the given inputs. The rating data is made as
the target data in the proposed ANN based approach to model the input over the target data.
Each of the representations and their combinations is evaluated against the target data, which
is the rating data that comes from the users. The user rating (1-5) is transformed into binary
rating as explained in the data preprocessing part of the proposed approach so that the ANNs
can be trained on the collections. A good set of representations of the context features will
be identified at the end and will be recommended based on the accuracy that comes from
the ANNs for each input. The accuracy of the classified ratings will be used to describe the
relevancy of the input categories/representations, in our proposed approach A brief descrip-
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tion of the different representations with respect to the list of features is given in the Table 4.1.

In order to train ANNs on the different manually formed representations (formed based
on the nature of the data that is static versus dynamic and contextual versus non-contextual),
we then normalize the contextual features as per the approach described in our proposed
approach. Since ANNs work better on the normalized data for the predictions and classi-
fication, we, therefore, described the approach in Section 3.2 of the third chapter, how to
normalize the data for ANNs. This results in better accuracy for different features and their
combinations. The hidden layer, a feed-forward multi-layer perceptron neural network, is
used to map the input into the output binary classes y. The detail systematic view is shown in
Figure 4.1.

Fig. 4.1 Architecture of the proposed ANN approach for rating prediction

We pre-process the data to train a model using neural networks. The features available
in the dataset are a dynamic set of features and static features. The dynamic set of features
are assumed as contextual features which incorporate the additional contextual information
such as time, season, location etc. The static features are static in nature assumed as the non-
contextual features which incorporate the additional static information such as user features
as well as details of actors and genres of the movies. The different types of contextual and
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Fig. 4.2 Distribution of different features from LDOS-CoMoDa Dataset

non-contextual features in the LDOS-CoMoDa dataset are illustrated in Fig. 4.2.

The different features available in the dataset are manually categorized into 6 repre-
sentations based on the type of contextual attributes as described in Table 4.1. Each of
the representations is evaluated against the target data (user ratings) in our experiments.
Since ANNs are binary classifiers, the target data is converted into binary representations for
comparison and evaluation. To turn each of the 5 classes into a binary classification decision,
each of the 5 possible ratings is compared to the rest as a yes/no decision (e.g. “Class 1 / not
Class 1” to decide if the rating was 1 or not), resulting in 5 classes Class 1 to Class 5. The
detailed methodology of transformation of rating data into binary rating data is described in
section 3.2 of chapter 3. In comparison, matrix factorization considers the ratings provided
by the users for the items to map the users and the items in a joint latent feature space [38].

Different representations are also combined to find a better match in terms of accuracy,
with less error rate. After evaluating the different representations and their combinations,
the optimal feature set with the highest accuracy will be considered for the recommendation
process. Note that an item might be classified into more than one of the above classes (e.g.,
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Table 4.1 Representations and Features from LDOS-CoMoDa dataset

Representation List of Features
Category g1, g2, g3 (Genres of the movie)

Stars a1, a2, a3 (Actors of the movie)
Maker dir, budget
Movie movie language, movie year, movie country
User age, gender, city, country

Dynamic Environment
time, day-type, season, location, weather, season,

dominant emotions, end emotion, mood, physical, decision,
interaction

the ANN may predict 1 star and 4 stars based on the single binary decisions). In this case, our
policy is to select the highest rating prediction. The prediction of the ratings for items will
also allow to rank items, that have not been rated, to improve the recommendation process.
Since other approaches such as probabilistic neural networks are slower than multilayer
perceptron networks and require more memory space to store the model, they are not better
options at this stage [39].

Following the representations that are given in the Table 4.1, the contextual features are
distributed among 6 representations. The Category representation consist of movie genres
which show each movie is presented in three genres. The representation of Stars consists
of the cast of movies, whereas the Maker representation contains information about the
director of the movies as well as the budget. The representation Movie consist of information
about the movie country, movie language and movie year. The representation User consists
of the static information of users including age, gender, city, and country of the user. The
Dynamic Environment representation contains dynamic variables such as time, day type,
season, location, weather, social, dominant emotions, end emotions, mood, physical, decision,
and interaction. Different representations with the associated contextual information from
the LDOS Comoda dataset are shown in Table 4.2.

Once the different representations are identified, a multilayer perceptron model based
neural network is trained to compare every single representation and combinations thereof
with the target data to evaluate the performance and accuracy of the different context features.
ANNs classify based on the rating data so here we called at this point prediction of the ratings.
The better set of representations of the context features will be identified and recommended
based on the experiments. Further details are provided in the next section.
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Table 4.2 Basic Statistics of LDOS-CoMoDa

Users/Items 121/4381 Ratings 2296
Rating scales 1–5 Context factors 12

User attributes 4 Item attributes 7

4.3 Evaluation

In this section, we briefly describe the dataset and the methodology used for our experiments.
First of all, we examine the dataset to find which information can be used as a potential con-
text. Based on the structure of the dataset we define an approach how different representation
can be formed based on the nature of the contextual features. In order to evaluate our results
for movie rating prediction, we refer to the evaluation measure briefly explained in Chapter
4, in which we described evaluation measures. Since we are using an ANNs based approach,
the results we are having in the form of confusion matrix represented by True Positive, False
Positive, True Negative and False Negative form. We observed these values and calculated
that how accurately the given input representation can be classified with the initial rating
data.

4.3.1 Dataset

The chosen dataset LDOS-CoMoDa1 consists of 4381 movies which are rated by 121 users.
The number of ratings available in this dataset is 2296 and the maximum number of ratings
provided by a single user is 220; the minimum number of ratings is 1. The dataset consists of
12 contextual variables in addition to static user information. The basic statistics are given in
Table 4.2.

In order to evaluate the performance of different representations using binary classifica-
tion, the true positive rate versus false positive rate is used as part of accuracy matrices [120].

4.3.2 Results

In this section, the different representations derived from the given contextual variables in the
LDOS-CoMoDa dataset are evaluated, presented and discussed. The work presented in [100]
on detecting the relevant context in movie recommender systems provides the relevance and
irrelevance of contextual variables. However, we can categorize the contextual variables into
the 6 different representations discussed above and cross-compare the representations as well

1http://www.ldos.si/comoda.html

http://www.ldos.si/comoda.html


66 A Feature Selection Approach to Compare the Contextual, User’s and Movie’s Features

Table 4.3 Sampling from ANN

Entire dataset size No. of Samples Cross-Entropy Measure % Error
Training dataset size 1608 1.4213 3.17
Selection dataset size 344 3.85 2.03

Validation dataset size 344 3.87 3.19

as their combinations to find successful sets of contextual representations. In order to train
the neural network on the chosen dataset, the data is preprocessed and normalized in the first
stage. The rating data is transformed into a binary form as the neural network performs better
using binary classifications. Different features available in the dataset are then normalized
with respect to the number of available context features. Then, the ANN is trained using the
methodology described above and the samples are divided among the training data, selection
data, and the validation data.

The statistics from the ANN samples division are giving in the Table 4.3. The number of
the samples used by the Neural Network for training is 1608 (70%), 344 for the selection
purpose and 344 for the validation. The cross-entropy during the training stage of ANN was
measured as 1.4213, which shows a small fraction of the error occurring during the training
stage. The error percentage in the training stage is 3.17% which shows a small fraction
of samples is misclassified during the training stage. Similarly, the selection stage of the
Neural Network utilizes 244 (15%) samples with cross-entropy 3.85 and error percentage
2.03. The validation stage also utilizes 344 samples (15%) with cross-entropy 3.87 and the
percentage of error at 3.19. We have also tried the combinations of all representations and
observed the higher error rate of 62.20% which shows that it is not an ideal condition to
use the features from all representations. A full intersection of the all six representations is
not better matched, however, a combination given in Table 4.4 performed at the rate of 80%
which shows the intersection of the Category, User and Dynamic can perform better in the
scenario.

Using the approach described above, we cross-compared the different representations
with the target data to find the relevant representation (i.e. set of features). Features are
cross-compared one by one by training the neural network which learns over 2296 samples
(70% for training, 15% for testing and 15% for validation).

We use the results reported in [99], using matrix factorization (MF) as a baseline to
compare the performance of our ANN approach since it utilizes the contextual attributes



4.3 Evaluation 67

Fig. 4.3 ROC Curve of Dynamic Representation

Table 4.4 Performance of different features using ANN and MF (where reported in the
literature)

Representation Performance (Accuracy) MF
Dynamic 97.12 96.9
Category 80.68 Not Reported
Makers 65.8 Not Reported
Stars 66.71 Not Reported

Where 66.58 Not Reported
User 64.9 Not Reported

Category + User + Dynamic 80.81 Not Reported
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which are part of the Dynamic Environment in our approach. The results comparison in
Table 4.4 between the contextual attributes in the baseline method on the one hand and the
ANNs, on the other hand, shows that contextual attributes performed better with ANN than
with MF.

After comparing ANNs to MF, we looked at the performance of the different represen-
tations or feature sets. As we can see in the Table 4.4, the context features available in
the Dynamic Environment representation performed better while the other representations
struggle with respect to the performance and errors. So the Dynamic Environment represen-
tation is picked as the single optimal set of features. We also tried combinations of Dynamic
Environment with other representations such as Category, Makers, Stars and User Statics to
study combinations of representations. The comparison of combinations given in Table 4.4
shows that the good performance of the Dynamic Environment is not further improved when
combining this representation with others; the representations do not seem to complement
each other. This means Dynamic Environment is indeed the dominant representation in the
LDOS-CoMoDa collection.

We confirmed the role of dynamic contextual variables in the aforementioned comparison,
we now have a closer look at the dynamic representation. The different dynamic features are
tried one by one as per the approach defined above to investigate the role of each variable. In
this case, the input layer of the proposed methodology consists of one contextual variable out
of 12 contextual variables from the Dynamic variables/features. A detailed description of
the contextual variables in the dynamic representation is given in Table 4.5. The number of
attributes, at this stage, helps to normalize the contextual variables before training ANN on
the data.

Each contextual attribute in the dynamic category is chosen as input to the proposed
methodology. The ANN is trained on each contextual feature to observe and discuss its
role in the Dynamic category as a step towards the design of an interactive recommender
system. Once again the sampling ratio remains same as mentioned in Table 4.3 for training,
selection and validation processes. The accuracy is calculated for each contextual feature and
reported in table 4.6. Our evaluation shows the dominant role of the Location feature with
the accuracy of 97.8%. The mood is another prominent contextual feature which shows the
accuracy of 97.6%. Physical and Interaction features contribute equally with 97.4% while
Dominant emotions and end emotions show the accuracy of 97.3% and 97.2% respectively.
The role of Decision and day-type features have also shown the good accuracy of 97.3%
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Table 4.5 Dynamic Contextual variables from LDOS-CoMoDa

Dynamic Variable No. of
Attributes Description

Time 4 Morning, Afternoon, Evening, Night
Season 4 Spring, Summer, Autumn, Winter

Location 3 Home, Public Place, Friend’s House
Weather 5 Sunny, rainy, stormy, snowy, cloudy
Mood 3 Positive, Natural, Negative

Physical 2 Healthy, ill
Decision 2 User’s Choice, Given by others

Interaction 2 First, nth
Day-type 3 Working day, Weekend, Holiday

Social 7
alone, partner, friends, colleagues, parents,

public, family

DominantEmo 7
sad, happy, scared, surprised, angry,

disgusted, neutral

EndEmo 7
sad, happy, scared, surprised, angry,

disgusted, neutral

and 97.2%. However, the role of time, season weather and social features from Dynamic
category have shown less level of accuracy in comparison with other features in the same
category with 96.3% for the time feature, 96.9% for season feature, 96.5% for weather and
96.7% for the social feature. The detailed results are presented in Table 4.6. We take top
eight contextual features with higher accuracy from representation for further experiments
from aforementioned results in Table 4.6.

The performance of the ANN is also evaluated by computing the Cross-Entropy which
helps to evaluate the performance of three different stages of ANN (Train, Validation, and
Test) against the best performance. The results presented in the Table 4.3 shows that the
performance of ANN remains better for all three stages when the ANN is trained for 22
epochs. In ANNs, an epoch is used to present the set of training vectors to the network for
the calculation of new weights.

4.3.3 Discussion

The results have shown that contextual Dynamic Environment features by far outperform
the static non-contextual features in the chosen LDOS-CoMoDa collection when it comes to
rating prediction. The results also show that applying ANNs instead of matrix factorization



70 A Feature Selection Approach to Compare the Contextual, User’s and Movie’s Features

Table 4.6 Performance of contextual dynamic attributes

Dynamic Variable Accuracy %
Location 97.8

Mood 97.6
Physical 97.4

Interaction 97.4
Decision 97.3

DominantEmo 97.3
Daytype 97.2
EndEmo 97.2
Season 96.9
Social 96.7

Weather 96.5
Time 96.3

improves the rating prediction accuracy even further when using the Dynamic Environment
features. It confirms the important role of contextual features for CARs and the rather infe-
rior role non-contextual features play, at least in the given dataset. ANNs are indeed a very
effective method for rating prediction, which is crucial for the context-based recommendation.

The further experiments on the Dynamic category have confirmed the important role of
contextual features such as location, mood, physical and interaction, which can play a key
role in the development of an interactive context-aware recommender system. The location
feature has been used in most of the context-aware recommender systems without discussing
or comparing it with the other contextual features. Whereas the domain specialists believe
that location is a key feature in most of the context-aware recommender system, in the case of
LDOS-CoMoDa dataset, the proposed ANNs based methodology also confirmed the role of
location. ANNs based approach for the comparison of the contextual features plays a handy
role to determine the relevant features. In our proposed methodology, we not only compare the
location feature as part of a category/representation but also an individual feature for finding
its relevancy through classification of the provided ratings. In this section, we introduced
ANNs based approach for comparing the contextual features, user features and movie features
as an alternative approach which can be helpful to select a feature, while dealing with a
standalone feature or a category/representation of features set. We presented how to form
different representations from a chosen dataset LDOS-CoMoDa. Different representations
are cross-compared and we concluded that the Dynamic Environment context features
performed best when applied alone, also outperforming the chosen matrix factorization
baseline method. We further cross-compared combinations of the Dynamic Environment
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with other representations and observed that they do not perform well and are even not able to
further complement the dynamic features. We also investigated the role of different features
within the Dynamic category and the contribution of each contextual feature within Dynamic
representation is reported.
We further include these contextual features with the user-item matrix, user features, and
movie features to generate contextual recommendations using rating data and present in next
Chapter 5.

4.4 Summary and Conclusion

In order to determine the relevancy of the different contextual, user and movie features, there
are a different number of approaches have been used. In particular domain of contextual
recommendations, machine learning algorithms and manual selection from the domain
specialists are two more common and well-known techniques to find the relevant context.
We used our proposed ANNs based methodology to identify the relevant and irrelevant
contextual, movie and user’s features over a strong machine learning technique. We divide
our collections into different representations that are used as input with the rating data and
further used them in our proposed methodology. We, then, select ratings as target data to
model input over ratings so that we can observe the accuracy of correctly classified input
data. We trained the neural network and store output y to evaluate the results of the approach.
In order to evaluate the output results, we use evaluation measure described in this chapter.
We, then, reported our results and compared with the baseline method from the literature. We
also confirmed the importance of contextual features which are dynamic in nature to those
non-contextual features which are static in nature. The top-performing contextual features
with higher accuracy are selected for the further experiments that we discuss in next chapter.



Chapter 5

Contextual Recommendation using an
ANN based approach

In contextual recommendations, the main aim is to suggest to users which item they might
be interested in. The interest of the user is highly influenced by the context in which the item
was rated to further predict what a user will do in some particular context. In this chapter,
we explore the linkage between the context and other features of movies and users from
our chosen test collection LDOS-CoMoDa. In the previous chapter, we cross compare the
different contextual, user and movie features. In this chapter, we use different user features,
movie features, and contextual features to generate contextual recommendations that refer
to our contribution C2. For this purpose, we use our proposed Artificial Neural Networks
based approach described in Section 3.1. We also use some most developed machine learning
approach such as Support Vector Machine (SVM), and Principal Component Analysis (PCA)
to compare our results. We also compare our results with some user-based studies in the
same domain. We also evaluate our results with widely used evaluation techniques in context-
aware recommender systems that further help to compare our results with other machine
learning techniques as well as with results from the other researchers in the same domain.This
chapter referred to the objective O3 that focus on evaluation and analysis performance by
defining a minimum contextual attribute subset which can generate more accurate contextual
recommendations where the proposed methodology is used to integrate the features into
the recommendation process as per O4. We present our experiments and results on the
LDOS-CoMoDa dataset and describe each experiment in this chapter. We discuss our results
and make recommendations.
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5.1 Introduction

Recommender systems aim to recommend the item to users in which a user can be interested
in looking into the interaction of the users with the system. In order to use contextual
information in the recommendation process, a more recent trend in context-aware recom-
mender systems is known as preferences elicitation and estimation. The method attempts
to model the user preferences by learning on observations and interactions of the user with
the system. The technique obtains feedback or preferences from the end users on different
items that are recommended to the user in different contexts. In order to model context into
recommender systems and generate recommendations, this technique adopts the traditional
methods of collaborative filtering and/or applies intelligent data analysis techniques from
the domain of machine learning or data mining such as support vector machine (SVM) and
Bayesian Classifiers. The interest of the user in a particular item is highly influenced by the
context variables. While a number of machine learning and data mining techniques have
been used for context-aware recommender systems so far, we propose an Artificial Neural
Network based approach which is a binary classifier to generate contextual recommendations
using the LDOS-CoMoDa dataset. This context variable defines the situation in which a
user likes the item. At this stage, we know the fact that the interest of the user is not only
influenced by the contents of the items but also by the context in which the user has made
choices. In this chapter, we present our experiments based on the link between the user fea-
tures, item features and the context variables that can be used to recommend items to the users.

For this purpose, we used the LDOS-CoMoDa dataset which is rich in terms of contextual
features, user features, and movie features. We further showed that the kind of features from
all three categories of user features, movie features, and contextual features could be used
to make recommendations with better accuracy. We used our proposed approach which
is defined in Chapter 4 and present our results using some widely used machine learning
algorithms. The remainder of the chapter includes the brief overview of the methodology,
experiments on different feature sets, results, and discussion.

5.2 Overview of User Features, Movie Features and Con-
textual Features

In Chapter 4, we confirmed the importance of Dynamic features that consist of contextual
features from the LDOS-CoMoDa dataset. Although user features and movie features result
in less accuracy while predicting the ratings, however, the role of user features and movie
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features in contextual recommendations is vital. In this section, we will have another look at
the user features, movie features and contextual features from our test collections before we
use these features in contextual recommendations.

In contextual recommendations, it is assumed that the interests of the users are strongly
influenced by the circumstances (Contexts), in which decisions are taken. The role of the
user features and movie features play a key role in the interests of the users such as age group
matters while watching a movie or genre of the movie or for some users cast of the movies
has a great impact on their decision about watching movies. So instead of ignoring the user
features and movie features, we conducted our experiments on the dataset to recommend
movies, by assuming four conditions.

1. Contextual recommendations with user features

2. Contextual recommendations without user features

3. Contextual recommendations with movie features

4. Contextual recommendations without movie features

Although we use different contextual variables for the prediction of the ratings which is a
sub-problem of context-aware recommender systems, in which a Location attribute presents
better results than the other contextual variables, however, the role of remaining contextual
variables is important. It is one of the widely researched topics too in which researchers
are trying to justify the role of each contextual variable for contextual recommendations.
An example work presented in [149] describes the role of emotions in contextual movie
recommendations in which the author has described how the user interests can be influenced
by their emotions and how emotions can be incorporated to recommend movies to the users.

At this level, an interesting question could arise of which context we will use. Each
contextual feature from the LDOS-CoMoDa dataset can have a great impact on the interests
of the user. The dataset is one of the richest in terms of contextual features and provides
the best scenario to analyze the role of different contextual features for generating movie
recommendations. In the following Table 5.1, we give an overview of the user features,
movie features and contextual features from test collections.

As part of our work, we use all contextual attributes one by one to recommend the movies
from test collection. We set four conditions to record and compare our results so that we can
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Table 5.1 List of Features from LDOS-CoMoDa dataset

Movie Features
movie language, movie year, movie country

, dir, budget, a1, a2, a3 (Actors of the movie),
g1, g2, g3 (Genres of the movie)

User Features age, gender, city, country

Contextual Features
time, day-type, season, location, weather, season,

dominant emotions, end emotion, mood, physical, decision,
interaction

find a better way and better match of features to recommend the user the movies. In the next
section, we describe how we will compare our results with the proposed approach with other
machine learning models.

5.3 Comparison of Proposed Methodology with different
Machine Learning Models

In order to generate contextual recommendations, we have separated each feature from the
test collection so that we can use the different mix and match of features. The proposed
methodology explained in chapter 3 (Section 3.1.1), will be followed where we have the test
data in processed and transformed form. The transformed data is further imported into our
workplace one by one to make use of each individual feature and select the better one with
good recommendation accuracy. A generic overview of the recommendation schema is given
in the following Figure 5.1 in which user features, movie features and contextual features
will be used as input to the proposed ANN based approach. The final recommendations will
be evaluated using the evaluation scheme described in Chapter 3 (Section 3.2.3).

Once we have the recommendation accuracy of different feature sets (Contextual, user,
movies), we will also run some reference machine learning algorithms on the same test
collection. We have selected two well-established machine learning algorithms: Support
Vector Machine (SVM) and Principle Component Analysis (PCA) to compare our results.
SVM and PCA are two well-established models used for recommender systems. We will
compare the accuracy of recommendations of our ANN based approach with PCA and SVM
while using them on the same test collection at the same time.

Once we have discussed the conceptual and theoretical concepts, in the next section we
discuss our experiments on the test collection, results and discussions.
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Fig. 5.1 A general Overview of the contextual recommendation process

5.4 Experiments

In context-aware recommender systems, user interests have key importance. User interests
are more related to the circumstances in which decisions are made. These circumstances are
the contexts that are used to generate contextual recommendations. In this work, we con-
nected the preferences of the users on movies using our test collections as LDOS-CoMoDa
with the contexts in which those movies were watched. We performed our experiments using
ANNs in which we trained a multilayer perceptron model on the user data, ratings, contexts
and movie features. ANNs, by default, divide the input data into three phases: training,
validation, and evaluation where we selected 10-folds cross-validation.

For evaluation purposes, we have divided movie ratings from our test collections into
two categories zeros (0) and one (1) as described in Chapter 3 (Section 3.1.1). The category
with zeros represents the movies that are not recommended while rating category with one
represents the movies that are recommended for the user. Based on the classification, being
classified as one is considered as True Positive (Recommended Movies). While zero is
classified as zero which is a negative condition True Negative (Not Recommended Movies).
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5.4.1 Impact of Movie’s features in Contextual Recommendations

In this section, we explored the link between features of movies and the context when the
movie is selected or watched to better understand how contextual information from the
chosen dataset LDOS-CoMoDa, such as location, weather and time of the day can influence
the movie selection. We showed with experiments that by using preferences in particular
contexts, we are able to recommend to the user in a given context based on the preferences
of the user. In this section, we further discuss the influence of movie features, when these are
selected, to compute recommendation accuracy from algorithm generated results.

In order to generate recommendations, we further divide our dataset into two different
parts. We assumed that the ratings 4 and 5 are the positive ratings that can be used for
generating recommendations while ratings below 4 are the negative ratings that can be
considered as not recommended. We further divided our dataset into all contextual variables
and all movie features as individual inputs to the system. We have tried all the movie features
together and individually to compare the accuracy of the recommendations by considering
eight contextual features. We would like to refer our results from the previous chapter given
in Table 4.6, in which we have shown the analysis of contextual features through ANNs
as a binary classifier. We do not take time,season,weather,social into account because of
their low classification performance in comparison with the other eight contextual features.
A detailed feature analysis and selection approach is described in Chapter 4 (Section 4.2).
We follow our proposed approach, an ANN based system to generate recommendations and
evaluate our results in terms of recommendation accuracy. We also compare our approach
with other machine learning algorithms such as SVM, Logistic Regression, and PCA as
well as presenting our results in this section. The details of the results from our proposed
technique and other machine learning algorithms used are described in the following section
of results.

Results

Considering this point that some of the features of movies will result in better recommenda-
tion accuracy, we use them as input with all 12 contextual attributes (Contextual Features)
of the LDOS-CoMoDa dataset. First of all, we use all movie features with all contextual
features to see an overall accuracy of the recommendations. We divide our dataset into
three different samples training, validation, and testing while we evaluate the accuracy of
the testing phase which contains test data. The default test data percentage is 15% in ANNs
based approach so we consider this ratio while evaluating our results. When we combine all
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Table 5.2 The comparison of different machine learning algorithms for contextual recom-
mendations from Movie features

PCA SVM L-Regression ANNs
Accuracy Accuracy Accuracy Accuracy
66.5 74.1 66.5 75.1

Movie features and all contextual features as an input to the proposed approach to generate
recommendations, we observe an accuracy of 75.1%. The recommendation accuracy is
determined and evaluated based on the criteria that we explained in section 3.2.3 of chapter
4.

In order to compare our proposed approach, which is based on ANNs, we also used the
well-known machine learning algorithms such as PCA, SVM and Logistic Regression on the
same test set. We observe different values while PCA provides us an accuracy of recommen-
dation 66.5%, SVM hit the highest value at 74.1%, while, in comparison, Logistic Regression
provide 66.5% recommendation accuracy. In this case, PCA and logistic regression model
provide the same level of accuracy on test collections. The results are observed and presented
in Table 5.2.

Once we have the recommendation accuracy of all movie features as one combination,
we observed that the role of Logistic Regression does not give accurate results in comparison
to the remaining three approaches. Although ANN based approaches have outperformed the
well-established SVM and PCA algorithms, still their results are comparatively better than
Logistic Regression. So at this stage, we drop our idea to further compare our results with
the Logistic Regression and take SVM and PCA as baselines to compare the results.

As we mentioned earlier, we divided our data into a features wise approach (Each feature
as separate input), now, we further cross-compared the role of each movie feature into contex-
tual recommendations for movies. For this purpose, we incorporate eight contextual features
and one movie feature as an input to the system with a user-item matrix. We observed the
role of each feature by following the same pattern of evaluation. We observed the accuracy of
movie feature Budget as 75.9% using proposed ANNs based approach while using the Budget
feature with SVM and PCA, the recommendation accuracy is 75.2% for SVM and 63.8% for
PCA. Similarly, movie feature Year recommends movies at the accuracy of 66.5% with PCA,
74.4% with SVM with positive improvements and 75.8% with ANN based approach. The
ANNs based approach outperformed so far by a fair margin to both PCA and SVM for budget
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Table 5.3 The comparison of different machine learning algorithms for contextual recom-
mendations from Movie features

PCA SVM ANN
Movie Feature Accuracy Accuracy Accuracy
Budget 63.8 75.2 75.9
Year 66.5 75.4 75.8
Country 66.5 75.4 76.0
Language 66.5 75.4 76.2
Director 66.5 75.3 76.5
Genre 66.5 75.5 76.6
Actor 66.5 75.0 76.6

and year features of the movie. We further look into the role of Country feature and observed
the accuracy as 66.5% with PCA, 75.5% with SVM and 76.0% with ANNs. The movie
features country also predict better results with the ANNs based approach than SVM and
PCA. Language feature contributed in contextual recommendations of movies at the accuracy
of 66.5% with PCA, 75.4% with SVM while 76.2% with ANNs. The Language feature
shows better improvements with ANNs than SVM and PCA. The movie feature Director has
shown a similar accuracy value of 65.5% with PCA, while SVM reports 75.3% accuracy. In
comparison with PCA and SVM, ANN reports 75.5% accuracy. The notable value of director
with the ANN-based approach makes it a better movie feature in comparison to other movie
features that we have compared so far.

Similarly, PCA shows poor results for genre and actor features with accuracy 65.5% for
both of the features. While, in comparison, SVM shows 75.5% for Genre feature and 75% for
actor feature. Our proposed ANN based approach reports 76.6% accuracy for the genre and
similar value of 76.6% for actor feature. In case of actor a close comparison is noted between
the proposed approach and SVM as both show better accuracy for this feature. The observed
results are presented in Table 5.3. The evaluation of each movie feature, individually, shows
that the role of Genre and Actors is stronger with the higher accuracy rate in comparison to
movie feature year which shows slightly worse results in comparison.

In order to try different sets of movie features, we also use a feature elimination approach.
In this approach, we simply took all the movie features with the eight contextual features.
Based on the results from Chapter 4 (Section 4.3.2), in which four contextual features {time,
season, weather, social} provide less accuracy than other contextual features such as location
etc. We simply eliminate those four features for the time being and perform our experiments
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on the remaining eight contextual features. In this section, we start trying all seven movie
features and eliminate each movie feature after every experiment. So in this way, we start the
experiment with all seven movie features and eight contextual features. After every entry,
one movie feature is eliminated so we can observe the accuracy of the feature set. In all cases,
the contextual features remain the same in number i.e. we use eight contextual features for
every experiment in this section. Once the role of the ANN-based approach is confirmed,
while predicting the recommendations, in our feature elimination technique we only focus
on our proposed ANN based approach.

In this technique, we simply combine all of the movie features but in every instance,
we eliminate (Remove) one movie feature from the combination. We use eight contextual
features to run our experiments with the user-item matrix and rating data as target data. The
experiment is performed using our proposed ANN based approach and results are given
in Table 5.4. We observed the behavior of the recommendation process, first of all, by
removing the budget feature. When we remove movie feature Budget from the combination
we observed the accuracy of contextual recommendation process is 75.6%. When we remove
the movie feature Year and added Budget back to the combination, we observed accuracy as
75.2%. The accuracy of the recommendation process further decreases to 74.9% when we
remove movie feature Country.

However, the accuracy of the process increases to 76.5% when we remove movie feature
Language. When we remove the movie feature Director, we observed accuracy as 75.3%.
We noted more decrement in accuracy when we removed movie feature Genre from the
process with the value of 72%. This confirms how important the role Genre can play from
our test collections when generating contextual recommendations. Similarly, the role of the
actor is also confirmed when we remove this movie feature, we also get less accurate results.

By looking at the results given in Table 5.3, we can say that ANN outperformed the
well-established SVM and PCA algorithms in contextual recommendations using the Lods-
Comoda dataset. Once the role of the ANN-based approach is confirmed with a continuous
better performance, we used it on the next step to try different combinations so that we can
look into the accuracy of different combinations of those movie features. This will further
help to identify a combination of movie features that can be used to recommend movies
more accurately. In the next stage, we tried every possible combination of movie features
and reported the accuracy. By looking at the results, we decided to not use the SVM and
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Table 5.4 The comparison of different movie features for contextual recommendations using
the elimination technique.

Eliminated Movie Feature ANN
Movie Feature Accuracy
Budget 75.6
Year 75.2
Country 74.9
Language 76.5
Director 75.3
Genre 72
Actor 74.3

PCA for further experiments because of the continuous poor results with our test collections.

In order to try the combinations of different movie features, we again incorporate a
selected eight contextual features and combinations of the user features. We tried the
combinations starting from all user features with all movie features, then, eliminated one
movie feature out of the combination to try different combinations of the movie features.
One example of the ongoing work from the same domain is given in [68] from the literature.
We used results from the work given in [68] as a baseline to our results while dealing with
the combinations of movie features. The baseline method works with prism algorithm in
the environment of Weka while we are dealing with ANNs using the platform of Matlab.
We observed the results and reported in Table 5.5. In order to try different combinations,
we calculated the combinations that could possibly be tried to analyse the recommendation
accuracy. We find that we have 34 possible combinations of movie features in chosen
test collections. We further cross compared each and every combination and reported our
results in Table 5.5. The comparison of different combinations of movie features shows
a better accuracy and resulted in two combinations that can result in a higher accuracy
of recommendation while contextual attributes are considered. This further refers to our
hypothesis that incorporating the contextual features into movie features and user features
results in better accuracy in the recommendation process. A comparison with the results
selected from the literature shows that an ANN based approach predicts better results than the
baseline method as the prism algorithm. The following two combinations of movie features
can better recommend the movies to the users.

1. {Actors, Genre, Director, Country}

2. {Actors, Genre Director, Country, Budget}
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The results are also compared with the results reported in [68], and analysis shows that
ANNs provide better results in terms of accuracy of recommendations than the reported
results.

Discussion

In this experiment, we investigated the role of movie features in context-aware movie recom-
mender systems. First, we formed our test collection as per requirements and evaluated the
accuracy of Movie features as a single set of features. Later on, we used each feature as an
individual subset which is used an input to generate recommendations. Initially, we used all
movie features and cross-compared the accuracy of our input set by comparing the results
from proposed methodology, and some well-known machine learning algorithms including
PCA, SVM and Logistic Regression. Our results show that our proposed approach which is
based on ANNs outperformed the machine learning algorithms by a fair margin. We then
evaluate the accuracy of each movie feature individually and compare the results with SVM
and PCA.

On our test collection, the ANN-based approach again outperformed SVM and PCA with
a higher accuracy rate. At this stage, we can confirm the important role of our proposed
approach in the domain of context-aware recommender systems. We further investigated
the role of combinations of movie features in contextual recommendation assuming that we
can find a combination that can provide more accurate value in our test collections. The
results are observed in Table 5.5, and a comparison with a baseline from the literature are
presented. The comparison shows that our proposed ANN-based methodology provides more
accuracy as well as having two possible combinations that can recommend with accuracy
more than 77.5%. Based on the experiments, in this section, we can conclude that if we
remove features such as Budget, Year, Language from our movie features set, we can have
better recommendation accuracy. However, the movie features such as Genre,Actors are
shown as high important user features. In our results, we have shown that if we remove
the Genre feature the accuracy of recommendation drop down to 72% which is lower than
average accuracy we are getting through our experiments. Similarly, if we remove the movie
feature actor, the accuracy of the recommendation process drops down to 74.3%.

A comprehensive overview of how we can use movie features and contextual data into
recommender system is described in this section and a comparison of movie features is given.
In the next section, we describe the role of user features in the contextual recommendation
by using our test collections. Since the user features also play a crucial role in context-aware
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Table 5.5 The evaluation and comparison of the different Movie features when incorporating
with the context to generate recommendations

Movie Features ANNs Prism Algorithm
Actor Genre Dir Country Lang. Year Budget Accuracy Accuracy
X X X X X X X 75.1 52.52
X X X X X X - 75.6 53.24
X X X X X - X 75.2 53.96
X X X X - X X 76.5 51.32
X X X - X X X 74.9 53.00
X X - X X X X 75.3 52.28
X - X X X X X 72 52.28
- X X X X X X 74.3 47.96
X X X X X - - 75.5 52.76
X X X X - X - 74.7 50.72
X X X - X X - 74.6 53.24
X X - X X X - 75.2 52.04
X - X X X X - 74.7 52.52
- X X X X X - 75.1 46.76
X X X X - - X 77.1 52.42
X X X - X - X 76 53.96
X X - X X - X 75.7 54.20
X - X X X - X 75.3 52.91
- X X X X - X 75.8 49.28
X X X - - X X 76.4 52.28
X X - X - X X 75.6 50.60
X - X X - X X 74.3 51.80
- X X X - X X 75.9 46.76
X X - - X X X 76.2 52.28
X - X - X X X 75.8 52.04
- X X - X X X 75.7 47.96
X - - X X X X 74.8 53.00
- X - X X X X 75.4 48.68
- - X X X X X 73.7 46.28
X X X X - - - 77.5 50.85
X X X - X - - 76.2 53.24
X X X - - X - 76.5 52.17
X X X - - - X 76.6 53.28
X X X - - - - 75.3 51.83
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recommender systems, we aim to look at the accuracy of recommendations using our test
collections with and without using the features of users.

5.4.2 Impact of User features in Contextual Movie Recommendations
using the proposed approach

Once we have described the role of movie features for recommending movies from our
test collections, we further refine our test collections based on the previous experiment. In
this section, we described the role of user features which include age, sex, city, country
in the contextual recommendations. For this purpose, we have conducted our experiments
on two bases, contextual recommendations with movie features and user features as well
as contextual recommendations with user features and without movie features. In order
to generate recommendations, we, again, have divided movie ratings from our test col-
lections into two categories zeros (0) and one (1) on the similar pattern of the previous
experiment. We selected eight contextual features from the contextual features set of 12 and
two combinations of the movie features that perform with better accuracy when we cross
evaluate the movie features from our previous experiment. These combinations are as follows:

1. Combination:1 {Actors, Genre, Director, Country, Budget}

2. Combination:2 {Actors, Genre, Director, Country}

The selection of eight contextual features (Location, Mood, Physical, Interaction, Deci-
sion, DominantEmo, Daytype, EndEmo) comes from the results given in Table 4.6 of Chapter
4. We simply do not select the four features with the lower classification accuracy. On the
similar pattern of the previous experiment, Category with zeros is representing the movies
that are not recommended (TN) while rating category representing with one represent the
movies that are recommended (TP) for the user. In this section, we describe our experiments
with user feature. We by assuming eight contextual features and combinations of movie
feature with higher accuracy. We further conduct our experiments on user features and
presented our results in the following section.

Results

We consider that some or all of the user features can be used to generate recommendations.
We tried all user features as part of the recommendation process with selected combinations
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Table 5.6 The comparison of Impact of overall User Features for contextual Recommendations

SVM ANNs
- Without Movie Features With Movie Features both combinations
Accuracy Accuracy C 1: Accuracy C2: Accuracy
74.6% 76% 76.3 % 77 %

of movie features and without movie features. While, in both cases, we assumed eight con-
textual features for the recommendation process, we also tried each user feature individually
as well as the combinations of the user feature so that we can define the role of each and
every user feature that can give us better recommendation accuracy. Additionally, we tried
combinations to see if we could find a better combination (or more than one combination)
of user features that can improve the accuracy of the recommendation process. Initially, we
chose three machine learning algorithms to compare the performance of our ANN based
proposed approach. We concluded from our previous experiments that PCA and Logistic
Regression models result in far lower accuracy than the SVM and ANNs. While SVM
performs much better than PCA and logistic regression, in this experiment and onwards, we
only compare the accuracy of ANNs for the contextual recommendation with SVM.

First of all, we ran our experiment on user features without assuming movie’s feature
using SVM and our proposed ANN-based system with the User-item matrix, eight contextual
features, and user ratings. We observed the results of the recommendation process which
are presented in Table 5.6. We observe that SVM performs at an accuracy of 74.6%. The
ANN-based approach provides accuracy of 76.3%, when we do not use movie features as
input to the recommendation process. We subsequently ran our experiment with an addition
of movie features to observe the impact of user features in our context-aware recommendation
approach. For this purpose, we used two combinations of movie features that performed
better than other combinations from our previous experiment. The combination-1 consists
of 4 movie features while combination-2 consists of 5 movie features. The ANN-based
approach provides an accuracy of 76.3% of the combination-1. While the ANN-based ap-
proach shows more accuracy with the combination-2 with a rate of 77%. The combination-2
is the most prominent combination of movie features that show a better performance than
all other combinations in our previous experiment When we take this combination into
account to compare the accuracy of user features, the accuracy remains again better than
combination-1. If we compare our results on overall user features, we can conclude that User
features alongside all eight selected contextual features and a combination of movie features
perform better in the recommendation process, in comparison, without movie features. This
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refers to our hypothesis H1 that the accuracy of the recommendation process can be further
improved by incorporating the combinations of contextual and non-contextual features in the
recommendation process using proposed ANNs methodology. The result of our experiment
also confirms the important role of user features in the process of contextual recommenda-
tions. Once we confirmed the role of user features in the contextual recommendation process,
we further analyze the impact of each individual user feature on contextual recommenda-
tion process from our test collections. Each user feature is cross-compared into contextual
recommendation process by providing the selected eight contextual attributes, with movie
features and without movie features. We use both combinations one by one from movie
features that perform better when we analyzed them. We use our proposed ANNs based
model to generate recommendations and evaluate results and reported in Table 5.7. When we
use feature Age from user feature set, to generate contextual recommendations without using
movie feature, Our results show that user feature age provide an accuracy 75.1% without
using movie features. User feature age perform slightly better with combination-1 with
an accuracy of 75.6% while even better accuracy with the combination-2 at 75.9%. The
results are given in Table 5.7. This shows that age feature from the list of movie features can
perform better when combined with the movie features, even better when it is combined with
combination-2 from movie features, in the recommendation process.

Similarly, sex feature hit an accuracy of 75% without movie features and performed better
when combined with movie features. When User feature sex is used with combination-1
from movie feature, the observed accuracy of the recommendation process is 75.7% while
with combination-2, a slight improvement is observed with the rate of 75.8%. In the similar
experimental pattern, city feature provide an accuracy rate of 75.9% without movie features
and 76% with combination-1 of movie features as well as 76.4% accuracy is observed when
City is used with combination-2. Later on, country user-feature receives an accuracy of
76% without using movie features and 76% with combination-1 of movie features while the
accuracy is further improved of this feature when it is used with combination-2. In contextual
movie recommendations, user features can be used alongside the movie features to increase
the accuracy of the system. In most cases reported in the literature [20] [69], the impact of
the user features is not discussed in detail and the justification of selecting user features as
part of recommendation process is not provided. However, in proposed methodology, we
tried each and each user feature and their combination as part of recommendation process to
find a better match of user features along with the movie features.
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Table 5.7 The comparison of Impact of individual User Features for contextual Recommen-
dations

Movie Features Without Movie Features With Movie Features
Accuracy Accuracy (C1) Accuracy (C2)

Age 75.1% 75.6 % 75.9 %
Sex 75% 75.7 % 75.8 %
City 75.9% 76 % 76.4 %
Country 76% 76 % 76.6 %

Once we test the accuracy of different user features individually, we observed that user
features can perform better when combined with movie features. We also noted that the user
features Country,City are more helpful in the recommendation process with higher accuracy
than the remaining two user features. We further cross-compared the different combinations
of all user features with each other to identify the combinations that can provide better
accuracy when combined with the selected contextual features and 2 chosen combinations of
movie features.

After observing the accuracy of each and every feature in user features set, we further ran
our experiments to try different possible combinations. We observed the combinations and
found a total of 11 possible combinations can be used with the contextual features and the two
combinations of movie features. We run our experiments on each and every combination and
observed the accuracy fo different combinations in the recommendation process. We used
selected eight contextual features to include contexts in the recommendation process. We
observed the accuracy of each and every possible combination and presented in Table 5.8. We
observed that three combinations can predict better accuracy in the recommendation process
when they are combined with the combination-2 of the movie features. The combination of
all user features can be handy to use in the recommendation process when it is used with
combination-2 of the movie features with an accuracy 77%. While a combination of two
user features City,Country can have even more accuracy in recommendation process when
these are used with the features in combination-2 of the movie features. In next section, we
summarize our findings from this experiment by discussing the outcomes of our experiment
on user features.
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Table 5.8 The evaluation of the different combinations of user features

Combinations of User Features Movie Features
Age Sex City Country Accuracy (C1) Accuracy (C2)
X X X X 76.3 77
X X X - 75.9 76
X X - X 75.4 76.3
X - X X 75.7 76.1
- X X X 75.8 76.7
X X - - 75 73.9
X - X - 76 76.2
- X X - 76 76.2
X - - X 74 76.1
- X - X 76.4 76.9
- - X X 75.8 77.2

Discussion

In this experiment, we investigated the role of user features in context-aware movie recom-
mender systems using our proposed ANN based approach. Our previous analysis showed
that an ANN based approach provides better results than other machine learning techniques
such as SVM which is a prominent method used for recommender systems. We compared
our results for user features using contextual data and two combinations that perform better
in movie features. When we used all user features without using movie features, we observed
that our proposed methodology resulted in better accuracy than SVM. That is the reason why
we have tried our proposed approach for later experiments when we assumed the two combi-
nations of movie features. We formed our test collection as per requirements and evaluated
the accuracy of user features. Initially, we used all movie features and cross-compared the
accuracy of our input set by comparing the results from proposed methodology and SVM, a
well-established machine learning technique. Later on, we tried each feature in user-feature
as a separate input for contextual recommendations process to observe the accuracy of each
feature. Our observations show that using the country feature from user feature set can result
in better accuracy when it is used with the movie features, specifically, with combination-2.
However, City feature can also result in better accuracy when it is used with movie features
within contextual recommendation process. We also tried different combinations of the user
features and observed that two combinations can provide the better level of accuracy within
the process of contextual recommendations. These two combinations include all user features
and user features having City as well as Country features.
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Once we have analyzed the role of user features and movie features from our test
collection, we further perform our experiments to analyze the role of different contextual
features. Most of the context-aware recommender systems consider the time and location
context without justifying a reason how and why the time feature is selected into contextual
recommendations. Most of the datasets in context-aware recommender systems provide
limited or few contextual features, where incorporating these contextual features into context-
aware recommender system is another major challenge in this domain. The beauty of the
LDOS-CoMoDa dataset is that is rich in terms of contexts in which the dataset provides 12
contextual features. These contextual features can be incorporated as individual as standalone
features and, in the form of combinations to generate contextual recommendations. For
our previous experiments, we have used only selected contexts that we chose as per the
experiments that are given in Chapter 4. However, in the next section, we discuss the
role of each contextual feature individually. In the next section, we investigate the role of
the contextual feature Location as it is assumed to be very important in most cases of the
context-aware recommender systems [81].

5.4.3 The role of Location in contextual Recommendations

In our test collections, the location feature is described with three contextual conditions
Home, Public Place, Friend’s house. The location attribute defines the context in which a
user is watching the movie and providing the ratings. The numeric values in our location
matrix are represented as the following subset of context features.

{Home = 1, Public Place = 2, Friend’s house = 3}

In our test collections, we investigate the role of contextual feature location by providing
it as an individual attribute to the recommendation process. The recommendation process fol-
lows the proposed ANN-based methodology to generate recommendations. We investigated
the role of this feature in two ways: using all user features that includes {age, sex, gender,
city} and two combinations from the movie features that results in better accuracy in our
previous experiment given in Section 5.4.1. We give the term conditional movie features for
both combinations that we select to compare the results of this experiment from the previous
experiment. We called the condition conditional movie features which consist of two selected
combinations. These combinations are as follows:

1. Combination:1 {Actors, Genre, Director, Country, Budget}

2. Combination:2 {Actors, Genre, Director, Country}
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Table 5.9 The evaluation of the different combinations of user features

SVM ANNs
Accuracy(Comb-1) Accuracy(Comb-2) Accuracy(Comb-1) Accuracy(Comb-2)
66.8 66.9 67.6 67.7

We test our proposed ANN-based approach and compare our results with the machine
learning approach SVM. Later on, we evaluated the combinations (Combination:1, Com-
bination: 2) on all users features and conditional movie features that perform better in the
previous experiment. The detailed results are presented in next section.

Results

In order to run our experiments, we use the proposed system architecture described in chapter
3 (Section 3.1). Since location feature is a contextual attribute which is dynamic in nature,
we normalize it before we can use it as an input to the proposed methodology. First of
all, we use the user-item matrix with the location as a contextual feature to recommend
a user with the movies based on features of the users i.e. the set of user features {age,
sex, city, country}. we, also, have divided movie ratings from our test collections into
two categories zeros (0) and one (1) on the similar pattern of the previous experiment. The
category with one (TP) is representing the movies that are recommended while rating category
representing with zero (TN) represent the movies that are not recommended for the user.
We run our experiment using both SVM as baseline machine learning method and ANNs
as the proposed methodology to compare our results. We observed the results and present
them in Table 5.9. We ran our experiments with all user features, first, and conditional movie
features. Contextual Feature Location hit an accuracy of 66.8%, when we tried SVM with
all users features and first combination of movie features. We also observed SVM with an
accuracy of 66.9% when it is tried with a second conditional combination. Later on, we tried
our proposed ANNs based approach and observe that ANNs outperform SVM by 67.6% with
combination-1 and 67.7% with combination-2 of movie features. We confirm that ANNs
perform better than SVM on our chosen test collection for a given scenario. We also tried the
different combinations of the user features with our given scenario and reported the results.

We further combined the location feature with users features and the movie feature
to recommend based on the context provided. We evaluate the results of test data. Our
evaluation shows that the contextual feature location predicts recommendations with better
accuracy of 68.2%, when it is combined with the three user features (age, sex, country)
with combination-2 of the movie features. We tried 13 different combinations to generate
recommendations using contextual feature location, both conditional combinations of movie
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Table 5.10 The evaluation of the different combinations of user features with location

All User Features ANNs on Conditional Movie Features
Age Sex City Country Accuracy(comb1) Accuracy (comb2)
X X X X 66.7 67.7
X X X - 66.5 67.1
X X - X 67.3 67.9
X - X X 67.3 68.2
- X X X 65.5 67
X - X - 66.6 67.1
- X X - 66.2 66.7
X - - X 66.5 67.4
- X - X 66.4 67.4
X - - - 66.8 67.5
- X - - 66.6 67.5
- - X - 67 67.2
- - - X 66.5 67.3

features for different user features and reported our results in Table 5.10. We identified
that location performs better with combination-2 for almost all combinations which proved
that the contextual recommendation can be better predicted with the combination-2. We
identified the three most prominent combinations from all tested combinations with higher
accuracy of contextual recommendations. We noticed a better improvement in the accuracy
of 67.9%, when we combined the age, sex, country attributes from user features with the
location using combination-2. We also observed that combining all user features {age, sex,
city, country} can hit better recommendation accuracy using ANNs. Other than combinations
of user features with location and combination-2. we also assumed individual user feature
and observed that age and sex in given scenario can also predict the better accuracy of the
recommendation process. However, the individual user features show less accuracy than the
combinations, so, using an individual user feature with the location is not recommended.
In the next section, we discuss our results briefly. Although the role of contextual feature
location have been discussed several times in literature [13] [82] [116] [145], however
in most of the cases contextual feature is used as standalone contextual feature for the
recommendation process. In proposed methodology, we not only used the contextual feature
location along with the user features and movie features to compare and achieve the better
level of accuracy of the recommendation process but also combine location with the other
contextual features as combinations to discuss its role within the contextual recommendation
process in detail.
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Discussion

The role of the location feature has been discussed in many scenarios of context-aware
recommender systems. In our test collections, this role is different. We used our proposed
methodology which is an ANN-based approach to describe the role of this contextual feature.
Although the location feature performs well when it is combined with the individual and
combinations of and conditional combinations of the movie feature, it is overall less than the
average accuracy that we are getting for different recommendation scenarios. The accuracy of
the contextual feature location is further decreased when it is combined with the combination-
1 of the movie features as input to the recommendation process. So, combination-1 from
movie features is not ideal input from the feature set. We also concluded that location gives
more accurate results when it is combined with the user features and combination-2. So, in
our experiment, we also tried different combinations of user features with our contextual
attribute and refined the combinations that show better accuracy when incorporated into the
contextual recommendation process.

We have described the role of location in contextual recommendations using our test
collections, We further aim to look at the role of emotions, which is a hot topic in context-
aware recommender systems [35]. By taking the results from this experiment into account,
the pre-assumptions were used to drop the idea to use combination-1 for the next experiment,
combination-1 is hitting low accuracy in the recommendation process on a consistent basis.
So in the next experiment, we will have only one combination that will be used for the movie
feature. We will call this condition of selecting one combination as conditional features from
movie features. The details of experiments on the contextual feature emotion is given in the
next section.

5.4.4 The role of Emotions in Contextual Recommendations

The role of emotions in contextual recommendations has a wide scope and is being investi-
gated in a number of context-aware recommender systems [47]. The inspirations from the
emotion-based recommender system and richness of LDOS-CoMoDa in terms of emotions
enable the researchers to look at the contextual recommendations in movie domain. In our
test collections, We have two type of emotions captured from the users. The dominant
emotion defines the overall condition of emotions which come from the influence of movie
and end-emotions are the end feelings of the users.
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The dominant emotions and end emotions about the movie enable us to look at the
contextual recommendation problem from a new angle of emotions. We used both features
of emotions as separate entities and also combined them as one entity to look at the role of
both types of emotions in the contextual recommendation process. We design our experiment
by following our proposed ANN-based methodology and use the data transformer phase
(described in section 3.1.1) to normalize the contextual feature emotions. In this experiment,
we tried emotions in the contextual recommendation process with all user features first and a
selected conditional movie feature. The selected feature from movie features consists of a
combination of features that perform well in all previous experiments (Section 5.4.3) when
combined as an input. We also tried to compare different combinations of user features to
predict recommendations on user preferences and identify a combination of users features
which perform better with higher accuracy in the contextual recommendation process. We
called selected combination of movie features as conditional movie feature, preprocessed the
data as per the approach defined in the methodology part and normalized it to run an ANN on
it. We also split both dominant emotions, end emotion, and combined with user features and
selected movie features to observe a variety of accuracy level of recommendation process. In
the end, we report our results from our test data and present them in the following results
section.

Hypothesis

H0 : There will be no improvement in accuracy between the traditional contextual rec-
ommendation approaches and contextual recommendations through proposed ANNs
based methodology.

Results

In order to investigate the role of emotions in our test collections, we selected both features
{end-emotions, dominant emotions} along-with all users features and a selected combination
of movie features (Combination: 2 from section 5.4.3), to incorporate into the recommenda-
tion process as contextual features. We then used both features from emotions individually
and in the form of combination to evaluate the comparison of our results with SVM. We tested
both SVM and the proposed ANN-based methodology and report our results in Table 5.11.
When we use DominantEmotion as a stand-alone contextual feature in the recommendation
process, we observe an accuracy of 72.4%. While in comparison, when we used ANNs,
the accuracy of standalone DominantEmotions is improved by up to 73.9%. Similarly,
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Table 5.11 Results of contextual feature Emotions

SVM ANN
Dominant Emo End Emo Both Dominant Emo End Emo Both
Accuracy Accuracy Accuracy Accuracy Accuracy Accuracy
72.4 74.4 75.1 73.9 75.7 76.2

EndEmotions provides an accuracy of 74.4%, when it is used as a standalone contextual
feature in the recommendation process. While ANNs show accuracy as 75.7% which is much
improved over the SVM. Later on, we combined both DominantEmotions and EndEmotions
to compare and observe any change in the accuracy of the recommendation process. The
accuracy of both features as one unit increases in both approaches- SVM and ANNs. SVM
shows an improved accuracy of 75.1% when both features are combined. While ANNs in
the same case shows a better accuracy level of 76.2% which is highest and dominant in this
scenario. We also observed that the ANN methodology outperforms the SVM method in this
experiment on our test collections. Once the role of ANNs is confirmed in the recommenda-
tion process with emotions as contextual features, we further tried different combinations of
user features with the combination of both emotion features. Since the contextual feature
emotion performs better in the combination of dominantemotion and endemotions, we use
the same combination for further experiments.

The results from the proposed ANNs based methodology reports the improvements in
accuracy in comparison with the traditional SVM method. The further statistical significant
(paired test) test applied on two samples the initial set of ratings and the predicted ratings at
Hypothesized Mean Difference as 0. The statistical significance of the results from proposed
ANNs based methodology shows improvement at the value of p = 0.0158772 which is less
than 0.05. This rejects the null hypothesis H0 for the proposed ANNs based methodology in
the favor of an alternative hypothesis. The work reported in the literature [21] [54] [86] [133]
focused on the contextual recommendations where only few features are used in the recom-
mendation process as well as contexts selected in advance are assumed to perform better for
the recommendation process. In proposed ANNs methodology, we compare the multiple con-
textual and non-contextual features and reported the accuracy of the recommendation process.

Once we confirmed the role of ANNs in the contextual recommendation process using
emotions as context features, we further tried the combinations of emotion with the combina-
tions and individual features from the set of user features. We assumed both emotion features
along with the User and item matrix and one combination of movie features as input to the
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Table 5.12 The evaluation of the different combinations of user features with Emotions

All User Features ANNs with Conditional Movie Features
Age Sex City Country Accuracy
X X X X 76.2
X X X - 75.4
X X - X 76.6
X - X X 76.1
- X X X 75.9
X - X - 75.4
- X X - 74.8
X - - X 75.3
- X - X 75.5
X - - - 75.1
- X - - 75.9
- - X - 76
- - - X 76.1

contextual recommendation process. We observed the results from different combinations of
user features and present them in Table 5.12. When we use different combinations of users
features such as {age, sex, city, country} with combined emotions features and conditional
movie features, we observe a combination {age, sex, country} which performs better in rec-
ommendation process with 76.6% accuracy, in our proposed ANN methodology. We further
noted that the user feature Country performs better with an accuracy of 76.1%, however,
three combinations of user features with contextual feature emotions that results in higher
accuracy. The detailed results are reported in Table 5.12. In the next section, we discuss our
outcomes from this experiment.

Discussion

The role of emotions has been marked as a key role in many context-aware recommender
system applications. It is an interesting contextual feature which can be used to improve the
accuracy of contextual recommendation process. In this experiment, we investigate the role
of end emotions and dominant emotions as individual contextual features and as combined
one feature along-with the user features and a combination of movie features. We observed
that a combination of both emotion features performs better than acting as a standalone
contextual feature. We also observed that proposed ANNs outperform SVM. We further
observed that different combinations of user feature can further improve the accuracy of
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context-aware recommender system with emotion as contextual features.

After this experiment, in the next section, we investigate the role of contextual feature
Mood in context-aware recommendations using our test collections.

5.4.5 The Role of Mood in Contextual Recommendations

The role of mood in contextual recommendation process has been investigated in some recent
studies [9, 55] on context-aware recommender systems. The mood of the user can be used as
a key feature to predict what a user will like in the future. However, only a few applications
and datasets provide mood information of a user in context-aware recommender systems.
Our test collection LDOS-CoMoDa is rich in terms of mood context in which the mood
of the user is used for contextual recommendations in the movie domain. The contextual
features mood in LDOS-CoMoDa represents three different types of conditions {Positive,
Neutral, Negative} which can be used to predict the recommendations of the movie. So, in
this experiment, we aim to investigate the role of the contextual features mood when used
in the contextual recommendation process to predict recommendations. We again used all
user-features and one selected combination of movie-features from the dataset to compare
our results with our proposed ANN-based methodology and SVM as baseline method. We
perform our experiment and report the results in the following section results, then, discussed
in the discussion.

Results

First, we pre-process the contextual feature mood as per the approach defined in Chapter 3
(Section 3.1), as part of the proposed methodology. Once the data is processed and normal-
ized as per the requirements of the approach, we test SVM to predict recommendations using
mood as contextual features with user-item matrix, user ratings in normalized form, all user
features including age, gender, city, country and a selected combination of movie-features
as per the conditions we defined in the previous section about the selected combination of
movie-features. We observed the results and present in the Table 5.13. Our experiment
reports that SVM recommends movies using mood as contextual features at the accuracy of
67.5%, while, in comparison, our proposed approach generate recommendations with a slight
improvement of 67.8% accuracy. The comparison of our proposed ANN-based methodology
and SVM shows that ANNs provide better accuracy when we use mood as a contextual
feature in the recommendation process.
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Table 5.13 Accuracy of contextual feature mood in contextual recommendation process using
SVM and ANNs

SVM ANN
Accuracy Accuracy
67.5 67.8

Once the role of ANNs has been defined for mood as a contextual feature, we fur-
ther cross compare it with the different combinations of user-features. Since we have one
movie-combination selected from our previous experiments that perform better, we tried
the different combinations of user-features using our proposed methodology. We observed
the results and report in Table 5.14. The experiment on combinations of user-features with
mood as contextual feature shows that the accuracy of the recommendation process can be
further improved by up to 68.1%, if we consider age and city from user-features as part
of the recommendation process than all user features. While in comparison, if we use the
combination of sex and country, the accuracy will be improved by up to 69.1% with the
contextual feature mood. While the combination of city and country from user-features can
predict recommendations up to 68.5% in the contextual recommendation process. We further
discuss our findings in the discussion section. Mood aware recommendation is a hot topic
in the domain of multimedia recommendations where the mood of the user can be used to
predict/recommend what a user will like in the future. Few studies in the literature [33] [88]
[93] reported the utilization of the mood as contextual feature to recommend music to the
end user, however, the role of mood is not much discussed for the recommendations of the
movies where it can play a crucial role to increase the accuracy of overall recommender
system.

Discussion

The role of the contextual feature mood in LDOS-CoMoDa is of key importance which can be
helpful to recommend movies to users based on the mood of the user. We investigated the role
of mood as an individual contextual feature along with the user features and a combination
of movie features in the recommendation process based on the user-item matrix and rating
data. We observed the results from SVM as baseline method which is a well-established
technique of machine learning in the domain of recommender systems and our proposed
methodology as ANNs. We confirm the role of ANNs in contextual recommendation process
with higher accuracy in the recommendation process than SVMs. Later on, we use ANNs to
try further experiments on contextual feature mood, conditional movie features and different
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Table 5.14 The accuracy of different combinations of user features with contextual feature
mood and a selected conditional combination of movie features

All User Features ANNs with Conditional Movie Features
Age Sex City Country Accuracy
X X X X 67.8
X X X - 67.4
X X - X 67.5
X - X X 68.5
- X X X 67.1
X - X - 68.1
- X X - 66.8
X - - X 65.6
- X - X 69.1
X - - - 66.6
- X - - 67.1
- - X - 67.5
- - - X 67.9

combinations of user-features. We observed that mood as contextual feature can predict
recommendations with better accuracy when we select a combination of age and city from
user-features in recommendation process.

In the next experiment, we investigate the role of the contextual feature physical in the
recommendation process.

5.4.6 The role of Contextual Feature "Physical" in Contextual Recom-
mendations

The role of the physical condition of a user as a contextual feature can play a vital role in
recommending movies, items and places etc., to the user based on the physical condition of
the user. Physical condition as context can be further used to predict recommendations to
recommend different types of users with different physical conditions. In our test collections,
we have two conditions of the user {Healthy, Ill} that are described in the domain of
movies. So in this experiment, we investigate the role of the contextual feature physical
in the recommendation process. We investigated the role of physical as an individual
contextual feature along with the user features and a combination of movie-features in the
recommendation process based on the user-item matrix and rating data. We perform our
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Table 5.15 Accuracy of contextual feature Physical in contextual recommendation process
using SVM and ANNs

SVM ANN
Accuracy Accuracy
66.6 67.7

experiments and report the results in the following section of results, then, discussed the
results in section discussion.

Results

In order to investigate the role of physical as a contextual feature from our test collections
LDOS-CoMoDa, we use SVM as a baseline method and ANNs as a proposed approach on the
same pattern of the previous experiment. We use all user-features with the contextual feature
physical and a combination of movie-features along with ratings to analyze the accuracy of
recommendation process. We perform our experiment and present our results in following Ta-
ble 5.15. Our experiment reports that SVMs recommend movies using physical as contextual
features at the accuracy of 66.6%, while, in comparison, our proposed approach generates
recommendations with a slight improvement at 67.7% accuracy with a slight improvement.
The comparison of our proposed ANNs based methodology and SVM shows that ANNs
provide better accuracy when we use physical as a contextual feature in the recommendation
process.

Once the role of ANNs has been defined for physical as a contextual feature, we fur-
ther cross compare it with the different combinations of user-features. Since we have one
movie-combination selected from our previous experiments that perform better, we tried
the different combinations of user-features using our proposed methodology. We observed
the results and report in Table 5.16. The experiment on combinations of user-features with
the physical as contextual features show that the accuracy of recommendation process can
be further improved up to 68.1%, if we consider age and city from user-features as part of
recommendation process rather than all user features. While in comparison, if we use the
combination of sex and country, the accuracy will be improved by up to 67.71% with the
contextual feature physical. While the combination of all user-features can predict recom-
mendations up to 67.7% in the contextual recommendation process. In most cases, the scope
of contextual recommender system is limited to the contextual features such as location,
mood, emotions etc. that can be used to predict/recommend, however, some of the other
features such as physical condition of the user in the case of movie recommender system
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Table 5.16 The accuracy of different combinations of user features with contextual feature
physical and a selected conditional combination of movie features

All User Features ANNs with Conditional Movie Features
Age Sex City Country Accuracy
X X X X 67.7
X X X - 67.8
X X - X 67.1
X - X X 67.6
- X X X 67.1
X - X - 68.1
- X X - 67.0
X - - X 67.2
- X - X 67.7
X - - - 66.7
- X - - 66.9
- - X - 67.2
- - - X 67.1

can also play vital role. The physical contextual feature has not been exploited in the past
for the recommendation purpose although it is available as part of LDOS-CoMoDa dataset
as discussed in [100]. In this experiment, we observed the role of the Physical contextual
feature in detail as part of contextual movie recommendations and discussed in detail. We
further discuss our findings in the discussion section.

Discussion

The role of the contextual feature physical in LDOS-CoMoDa is observed as vital which can
be helpful to recommend movies to users based on the physical condition of the user. We in-
vestigated the role of physical as an individual contextual feature along with the user features
and a combination of movie-features into recommendation process based on the user-item
matrix and rating data. We observed the results from SVM as baseline method which is a
well-established technique of machine learning in the domain of recommender systems and
our proposed approach based on ANNs. We confirm the role of ANNs in the contextual
recommendation process with a slightly higher in the accuracy of recommendation process
than SVM. Later on, we use ANNs to try further experiments on contextual feature physical,
conditional movie features and different combinations of user-features. We observed that
physical as a contextual feature can predict recommendations with better accuracy when we
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select a combination of age and city from user-features in the recommendation process.

In the next experiment, we investigate the role of the contextual feature decision in the
recommendation process.

5.4.7 The role of Contextual Feature "Decision" in Contextual Recom-
mendations

The role of Contextual Feature "Decision" can be investigated based on the choices that user
is given. The contextual feature decision from our test collections LDOS-CoMoDa can also
play an important role to recommend user with the movies, based on the choices: whether a
user has made the choice or user is being asked to watch the movie. In our test collections,
we have two options for decision of the user {user decided which movie to watch, User was
given a movie} that described in the domain of movies. So, in this experiment, we investigate
the role of contextual feature decision in the recommendation process. We investigated
the role of decision as an individual contextual feature along-with the user features and a
combination of movie-features into recommendation process based on the user-item matrix
and rating data. We perform our experiments and report the results in following the section
of results, then, discussed the result in the discussion.

Results

In order to investigate the role of decision as the contextual feature from our test collections
LDOS-CoMoDa, we use SVM as baseline method and ANNs as the proposed methodology
on the same pattern of the previous experiment. We use all user-features with the contextual
feature decision and a combination of movie-features along-with ratings to analyze the
accuracy of recommendation process. We perform our experiment and present our results
in following Table 5.17. Our experiment reports that SVM recommends movies using de-
cision as contextual features at the accuracy of 72.4%, while, in comparison, our proposed
approach generate recommendations with improvements at 73.4% accuracy level with a
slight improvement. The comparison of our proposed ANNs based methodology and SVM
shows that ANNs provide better accuracy when we use decision as a contextual feature in
the recommendation process.
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Table 5.17 Accuracy of contextual feature Decision in contextual recommendation process
using SVM and ANNs

SVM ANN
Accuracy Accuracy
72.4 73.4

Once the role of ANNs has been defined for decision as a contextual feature, we fur-
ther cross compare it with the different combinations of user-features. Since we have one
movie-combination selected from our previous experiments that perform better, we tried
the different combinations of user-features using our proposed methodology. We observed
the results and report in Table 5.18. The experiment on combinations of user-features with
decision as a contextual feature shows that the accuracy of recommendation process can
be further improved by up to 73.5%, if we consider age and city or sex and country as two
separate combinations from user-features as part of the recommendation process rather than
all user features. The contextual feature decision is another example of an available feature
for the recommendation purpose which has not been exploited in the past in detail. It is only
reported in the literature [100] as part of LDOS-CoMoDa dataset where it can be used to
recommend a movie based on the two conditions; the decision of the user to watch a movie
or user was given a choice. In this experiment, we also used this feature to find its role for
the recommendations of the movies. We further discuss our findings in the discussion section.

Discussion

The role of the contextual feature decision in LDOS-CoMoDa is observed as vital which can
be helpful to recommend movies to users based on the choices that a user has made to watch
a movie. We investigated the role of decision as an individual contextual feature along-with
the user features and a combination of movie-features in the recommendation process based
on the user-item matrix and rating data. We observed the results from SVM as baseline
method which is a well-established technique of machine learning in the domain of recom-
mender systems and our proposed approach. We confirm the role of ANNs in contextual
recommendation process with better results in terms of accuracy of recommendation process
than SVM. Later on, we use ANNs to try further experiments on contextual feature decision,
conditional movie features and different combinations of user-features. We observed that
decision as contextual feature can predict recommendations with better accuracy when we
select a combination of age and city or sex or country from user-features as two separate
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Table 5.18 The accuracy of different combinations of user features with contextual feature
Decision and a selected conditional combination of movie features

All User Features ANNs with Conditional Movie Features
Age Sex City Country Accuracy
X X X X 73.4
X X X - 73.3
X X - X 71.9
X - X X 72.3
- X X X 72.9
X - X - 73.5
- X X - 72.5
X - - X 72.2
- X - X 73.5
X - - - 73.4
- X - - 72.8
- - X - 73.1
- - - X 72.8

combinations in recommendation process.

In the next experiment, we investigate the role of the contextual feature interaction in the
recommendation process.

5.4.8 The Role of Interaction in Contextual Recommendations

The role of the contextual feature interaction can be investigated based on the interaction of
the user with the movie in the domain of movie recommendation. The contextual feature
interaction, from our test collections LDOS-CoMoDa can also play an important role to
recommend user with the movies, based on their interaction with the movies. In our test
collections, we have two options for interaction of the user {first interaction with a movie, nth
interaction with a movie} that can be described in the domain of movies. In this experiment,
we investigate the role of contextual feature interaction in the recommendation process. We
investigated the role of interaction as an individual contextual feature along with the user
features and a combination of movie-features in the recommendation process based on the
user-item matrix and rating data. We perform our experiments and report the results in the
following section of results, then, discuss the result in the discussion section.
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Table 5.19 Accuracy of contextual feature Interaction in contextual recommendation process
using SVM and ANNs

SVM ANN
Accuracy Accuracy
66.9 68.8

Results

In order to investigate the role of interaction as a contextual feature from our test collections
LDOS-CoMoDa, we use SVM as baseline method and ANNs as a proposed methodology
on the same pattern of the previous experiment. We use all user-features with the contex-
tual feature interaction and a combination of movie features along with ratings to analyze
the accuracy of the recommendation process. We perform our experiment and present our
results in the following Table 5.19. Our experiments report that SVMs recommend movies
using interaction as contextual features at an accuracy of 66.9%, while, in comparison, our
proposed approach generates recommendations with improvements at 68.8% accuracy level
with better and improved level. The comparison of our proposed ANN-based methodology
and SVM shows that ANNs outperform SVMs in this experiment when we use interaction as
a contextual feature in the recommendation process.

Once the role of ANNs has been defined for interaction as a contextual feature, we
further cross compare it with the different combinations of user-features. Since we have one
movie-combination selected from our previous experiments that perform better, we tried
the different combinations of user-features using our proposed approach. We observed the
results and report in Table 5.20. The experiment on combinations of user-features with
interaction as a contextual feature shows that the accuracy of the recommendation process
remains on top when we used all user-features So in this case combinations of user-feature
do not seem ideal to work with interaction. In contextual movie recommendation, social
interaction feature is used in [43] for group recommendations where the recommendation is
made to a group of users rather than individuals. However, the interaction of the user with a
particular movie is not considered which can also be used as a vital feature for the movie
recommendations. The feature is available as part of dataset LDOS-CoMoDa [100] and can
be used to predict/recommend the movies. We further discuss our findings in the discussion
section.
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Table 5.20 The accuracy of different combinations of user features with contextual feature
Interaction and a selected conditional combination of movie features

All User Features ANNs with Conditional Movie Features
Age Sex City Country Accuracy
X X X X 68.8
X X X - 66.5
X X - X 67.7
X - X X 68.4
- X X X 66.5
X - X - 67.1
- X X - 66.6
X - - X 66.7
- X - X 66.8
X - - - 67.2
- X - - 67.1
- - X - 67.6
- - - X 67.6

Discussion

The role of contextual feature interaction in LDOS-CoMoDa is observed as crucial and can
be used to recommend movies to users based on the interaction of the user with the movies.
We investigated the role of interaction as an individual contextual feature along-with the user
features and a combination of movie-features into the recommendation process based on the
user-item matrix and rating data. We observed the results from SVM as baseline method
which is a well-established technique of machine learning in the domain of recommender
systems and our proposed methodology using ANNs. We confirm the role of ANNs in
contextual recommendation process with better results in the accuracy of recommendation
process than SVM. Later on, we use ANNs to try further experiments on contextual feature
interaction, conditional movie features and different combinations of user-features. We
observed that interaction as a contextual feature can predict recommendations with better
accuracy when we use all user-features combined.

In the next experiment, we investigate the role of the contextual feature day-type in the
recommendation process.
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Table 5.21 Accuracy of contextual feature day− type in contextual recommendation process
using SVM and ANNs

SVM ANN
Accuracy Accuracy
66.9 67.4

5.4.9 The role of day-type in Contextual Recommendations

The role of Contextual Feature day-type can be investigated based on the type of day a
user watched a movie which can further help to predict on what day which type of movie
a user will watch in the future. The contextual feature day-type, from our test collections
LDOS-CoMoDa can also play an important role to recommend movies to the user, based on
their patterns of movies watched in the past. In our test collections, we have three attributes
for day-type such as {Working day, Weekend, Holiday} that can be used as contextual
features to predict over the ratings for movies. So, in this experiment, we investigate the role
of contextual feature day-type in the recommendation process. We investigated the role of
day-type as an individual contextual feature along-with the user features and a combination
of movie-features into recommendation process based on the user-item matrix and rating
data. We perform our experiments and report the results in the following section of results,
then discuss the result in the discussion section.

Results

In order to investigate the role of day-type as a contextual feature from our test collections
LDOS-CoMoDa, we use SVM as the baseline method and ANNs as the proposed approach
on the same pattern of the previous experiment. We use all user-features with the contextual
feature day-type and a combination of movie-features along with ratings to analyze the
accuracy of recommendation process. We perform our experiment and present our results
in the following Table 5.21. Our experiments report that SVMs recommend movies using
day-type as contextual features at the accuracy of 66.9%, while, in comparison, our proposed
approach generate recommendations with improvements at 67.4% accuracy level with more
better and improved level. The comparison of our proposed ANN-based methodology and
SVM shows that ANNs outperform SVMs in this experiment when we use day-type as a
contextual feature in the recommendation process.
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Once the role of ANNs has been defined for day-type as a contextual feature, we fur-
ther cross-compare it with the different combinations of user-features. Since we have one
movie-combination selected from our previous experiments that perform better, we tried the
different combinations of user-features using our proposed approach. We observed the results
and report in Table 5.22. The experiment on combinations of user-features with the day-type
as contextual features show that the accuracy of the recommendation process can be slightly
improved by up to 67.5%, if we consider age and country as a combination of user-features
as part of the recommendation process rather than all user features. As in Section 5.4.4, we
rejected the null hypothesis H0 in the favor of an alternative hypothesis H1, we presented H1
in this section.

Hypothesis

H1 The accuracy of a recommendation process can be further improved by incorporating the
combinations of contextual and non-contextual features in recommendation process
using proposed ANNs methodology.

The results from the proposed ANNs based methodology reports the improvements in
accuracy in with the different combinations of the contextual and non-contextual features.
The further statistical significant (paired test) test applied on two samples the initial set of
ratings and the predicted ratings. The statistical significance of the results from proposed
ANNs based methodology shows improvement at the value of p = 0.003913769 which is less
than 0.05. This accepts the hypothesis H1 for the proposed ANNs based methodology, the
accuracy of the recommendation is significantly improved by incorporating the combinations
of contextual and non-contextual features in recommendation process using the proposed
methodology. We further discuss our findings in the discussion section.

In the domain of the movies recommendations, type of the day can play an important
role where a user can be recommended based on the based on the nature of the day on which
a movie is watched. Most of the movie recommender systems reported in the literature
[56] [88] assume the common features such as location, mood, and emotions. However,
the contextual features that define the interaction of the user on a particular day and time
can also play an important part in the particular domain of movie recommender system. In
this experiment, we also consider the type of the day as an important feature for contextual
recommendation. A summary of all individual contextual features that are incorporated in
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Table 5.22 The accuracy of different combinations of user features with contextual feature
day− type and a selected conditional combination of movie features

All User Features ANNs with Conditional Movie Features
Age Sex City Country Accuracy
X X X X 67.4
X X X - 66.4
X X - X 67.2
X - X X 66.5
- X X X 67.3
X - X - 66.5
- X X - 66.1
X - - X 67.5
- X - X 66.6
X - - - 66.9
- X - - 67.1
- - X - 67.2
- - - X 66.8

the contextual recommendation process, along with all users features and combination-2 of
the movie features, is given in Table 5.23.

Discussion

The role of contextual feature day-type in LDOS-CoMoDa is observed as of key importance
and can be used to recommend movies to users based on the type of day on which users
have watched movies in the past. We investigated the role of day-type as an individual
contextual feature along with the user features and a combination of movie-features in the
recommendation process based on the user-item matrix and rating data. We observed the

Table 5.23 Summary of individual contextual features with all user features and selected
combination (Comb-2) of the movie fearures

Contextual Feature SVM (Accuracy) ANNs (Accuracy)
Emotions (end emo and dominant emo) 75.1 76.2
Decision 72.4 73.4
Interaction 66.9 68.8
Mood 67.5 67.8
Location 66.9 67.7
Physical 66.6 67.7
Day-type 66.9 67.4
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results from SVM as baseline method which is a well-established technique of machine
learning in the domain of recommender systems and our proposed approach. We confirmed
the role of ANNs in the contextual recommendation process with better results in the accuracy
of recommendation process than SVMs. Later on, we use ANNs to try further experiments
on contextual feature day-type, conditional movie features and different combinations of
user-features. We observed that day-type as contextual feature can predict recommenda-
tions with better accuracy when we use a combinations of age and country from user-features.

Once we discussed the role of all eight selected contextual features from our test collec-
tions LDOS-CoMoDa, we further evaluated the combinations of these contextual features.
The evaluations of combinations of contextual features further help to identify if the combi-
nation of two or more contextual feature can provide better accuracy in the recommendation
process than the feature as standalone context. Since the results from our proposed ANN-
based methodology and baseline method SVM have the close difference, we decided to
observe both methods on combinations of contextual features. In order to try different
combinations of contextual features, we used all user-features and one combination of movie-
features with prominent accuracy in all previous experiments. We further observe the results
and reported in Table 5.24. Our comparison with the baseline method shows that ANNs
outperform SVM in every combination with a higher accuracy rate of recommendation
process. In our results, we can see that a combination of all contextual features that we
selected (described in Chapter 4) results in higher accuracy of recommendation process with
the proposed ANNs based methodology. This refers to our hypothesis that incorporation
of context into the recommendation process can improve the performance of recommender
systems.

5.5 Summary and Conclusion

The majority of the literature on recommender systems focuses on a few contextual features
with pre-assumptions that the feature will contribute to better accuracy [9] [23] [29]. That is
because only a few contextual features are available to incorporate into the recommendation
process. LDOS-CoMoDa is a context-rich dataset that provides almost 12 contextual features
to incorporate into context-aware movie recommender systems with user-features and movies
features. We cross-compared the different contextual features with our proposed ANNs based
methodology and find that eight contextual features are highly relevant. In this chapter, we
provide a detailed experiment based comparison of different combinations of user-features,
movie-features, and contextual features. We observed our results based on our proposed
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Table 5.24 The evaluation and comparison of the different contextual features when incorpo-
rated into the recommendation process

Contextual Features ANNs SVM
Loc Mood Physical Decision Interaction Day Emotion Accuracy Accuracy
X X X X X X X 77.0 76.0
X X X X X X - 67.7 67.1
X X X X X - X 76.3 75.1
X X X X - X X 75.6 74.6
X X X - X X X 76.6 74.8
X X - X X X X 76.1 75.1
X - X X X X X 76.3 75.1
- X X X X X X 76.4 75.0
X X X X X - - 68.0 67.4
X X X X - X - 67.6 67.1
X X X - X X - 67.7 66.9
X X - X X X - 68.1 66.8
X - X X X X - 67.8 67.4
- X X X X X - 69.0 67.7
X X X X - - X 76.4 75.0
X X X - X - X 76.1 75.0
X X - X X - X 76.3 74.1
X - X X X - X 76.1 75.1
- X X X X - X 76.4 75.6
X X X - - X X 76.2 74.8
X X - X - X X 76.2 75.3
X - X X - X X 76.3 74.8
- X X X - X X 75.8 74.7
X X - - X X X 76.6 75.5
X - X - X X X 76.2 74.8
- X X - X X X 76.6 75.2
X - - X X X X 76.4 75.1
- X - X X X X 75.7 75.0
- - X X X X X 76.4 75.1
X X X X - - - 67.5 66.8
X X X - X - - 68.5 66.6
X X X - - X - 67.6 66.9
X X X - - - X 76.5 74.9
X X X - - - - 66.9 66.5
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approach and compare them with some well-established machine learning algorithms. We
also cross-compared our results with the different results reported in the literature [68] for
the same test collections. We discussed our findings based on the experiments in detail as
well as recommended the combinations of different features with higher recommendation
accuracy in the contextual recommendation process.



Chapter 6

Conclusion and Future Work

Although the domain of contextual recommendation has made significant progress over the
last few years, the problem of selection of appropriate context, when plenty of contextual
features are available, remained fairly unexplored. In context-aware recommender systems,
different machine learning techniques have been developed to predict the ratings that come
in the form of initial ratings from the users. Different machine learning techniques have been
adopted for recommender systems such as Principle Component Analysis (PCA), Support
Vector Machine (SVM) and Matrix Factorization (MF), however, Artificial Neural Networks
(ANNs) have not been widely explored in this particular domain of context-aware recom-
mender systems. The incorporation of contextual data into the recommendation process
is challenging and requires the data to be divided into proper forms of features. Whereas,
in open datasets that are available for research purposes most of them have few contextual
features that are presumed to perform better in selected contexts. A comprehensive study in
this context can help in how to compare the contextual features when you have a context-rich
dataset with plenty of contextual features.

LDOS-CoMoDa is an open source dataset collected by a group of researchers with 12
contextual features along with a variety of user-features and movie-features in the domain of
movie recommendations, where contextual features include the personal preferences of the
users for the real-time movies in different scenarios. We find it an interesting dataset that
can be used for a detailed analysis of contextual features, user-features, and movies features.
We observe from LDOS-CoMoDa that contextual features are more dynamic by nature, in
comparison to the user-features and movie-features, which are observed as static features.
In this work, we compare both static features and dynamic features as well as finding the
relevant features from all categories.
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We introduced an Artificial Neural Network (ANN) based methodology that can be used
to compare the different contextual, user and movie features that can be further used to predict
recommendations. The proposed approach is divided into three phases which are described
in the proposed methodology. Once the data is transformed into an appropriate form, ANNs
can be trained for feature selection and contextual recommendation purposes. In order to
compare the results from our proposed methodology, we selected three well-established
methods of machine learning in the domain of recommender systems which are SVM, PCA,
and Linear Regression. We also selected the results given in the literature on the same dataset
as baseline results to compare the output of the proposed methodology. In chapter 1, we
introduced the problem of recommendation process and describe our motivation. In chapter 2,
we investigate the different recommendation techniques that refer to over objective O1 which
focus on investigation and analysis of existing recommendation techniques for different
recommender systems. The main contribution of this thesis is in two areas: contextual feature
selection and contextual recommendations with ANNs. This dissertation also contributes to
define the role of ANNs in the domain of context-aware recommender systems, especially, in
the scenario where plenty of techniques from machine learning algorithms are being used,
ANNs can be a better alternative option.

In chapter 3 we define a proposed methodology based on ANNs which refers to our
contribution C3. We also define how ANNs can be used to cross compare the role of different
contextual, user and movie features that further help to ease the selection process of features
or their combinations. The results from the feature selection approach using ANNs can
further be used in the process of contextual recommendations. We use a test collection
from an open source dataset from the domain of context-aware recommender systems. In
our contribution to the feature selection domain, while using LDOS-CoMoDa as our test
collections, we train ANNs to define the role of the different type of available features (user
features, movie features, contextual features). We also define a way to handle features by
dividing them into different representations/categories based on the nature of features (static,
dynamic). We further use our ANN-based methodology and confirm the important role
of contextual features in comparison with the subordinate role of user features and movie
features. Dynamic features have better classification accuracy that can be used as a base to
select a feature in the contextual recommendation process. We also compare the results from
our ANN based approach with a well-established approach Matrix Factorization that is used
to find the relevance of the contextual features in literature. We reported our results as our
proposed methodology outperforms the baseline method in detection of relevant contexts.
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6.1 Contribution Revisited

C1 In Chapter 4, we describe the categorisation of contextual and non-contextual features
and evaluation. We defined how ANNs can be used to cross compare the role of differ-
ent contextual, user and movie features that further help to ease the selection process
of features or their combinations. The results from the feature selection approach using
ANNs can further be used in the process of contextual recommendations. We used
our test collection from an open source dataset from the domain of context-aware rec-
ommender systems. In this chapter, our contribution to the feature selection approach
refers to our objective O2 which focus on analysis and evaluation of different feature
sets available for contextual recommendations., We used LDOS-CoMoDa dataset as
test collections for the experiments. We further trained ANNs to define the role of the
different type of available features (user features, movie features, contextual features).
We also defined a way to handle a large number of features by dividing them into
different representations/categories based on the nature of features (static, dynamic).
We further used our ANN-based methodology and confirmed the role of contextual
features in comparison with the subordinate role of user features and movie features.

C2 In chapter 5, we selected the eight top-performing contextual features based on the results
of our proposed methodology and take them on a further step to use in the contextual
recommendation process. We apply and evaluate MLP model for rating prediction in
both chapter 4 and chapter 5 which focused on our contribution C2. Our main aim is
to incorporate the relevant contextual features into the recommendation process along
with user features and movie features so that we can find a balanced combination of
three types of features that can predict better accuracy in the contextual recommenda-
tion process. We also compared the results of the ANN-based methodology with some
other well-established machine learning algorithms to compare the accuracy of the
contextual recommendation process. We investigated the role of movie features in the
contextual recommendation process by using context and user-features. We explore
the link between the features of movies and the context when the movie is selected
or watched to better understand how contextual information from the chosen dataset
LDOS-CoMoDa, such as location, weather and time of the day can influenced movie
selection. We showed with experiments that by using preferences in particular con-
texts, we are able to make recommendations to a user in a given context based on the
preferences of the users. We also demonstrate that there is an improvement in accuracy
in the contextual recommendation process using the proposed ANN-based approach
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which rejects our null hypothesis H0 and leaves a space for an alternative hypothesis.
We cross compared our results from this experiment with the results reported in the
literature on the same dataset. We observe that our proposed approach predicts better
in terms of the accuracy of the recommendation process in comparison with the results
from baseline algorithms. The contribution C2 which focus on applying and evaluating
multilayer perceptron model for rating prediction also extends our objectives O2 (Ana-
lyze and evaluate different feature sets available for contextual recommendations) and
O3 (Analyze and evaluate performance by defining a minimum contextual attribute
subset which can generate more accurate contextual recommendations).

We further cross-compared the different combinations of movie features and reported
a combination as finding that performed consistently better in the recommendation
process. We used economization of movie features to evaluate the performance of
different user features in contexts. We found that user-features have a crucial role in
the context-aware recommendation process and they are better in combination with
movie features and contextual features. We investigated the role of user features into
context-aware movie recommender system using our proposed ANN-based approach.
Our previous analysis showed that an ANN-based approach gives better results than
other machine learning techniques such as support vector machines SVM which is a
prominent method used for recommender systems [40]. We compared our results for
user features using contextual data and two combinations that perform better in movie
features. When we used all user features putting them with/ without using movie fea-
tures, we observed that our proposed methodology results in better accuracy than SVM.

Once we have analyzed the role of user features and movie features from our test
collection, we further perform our experiments to analyze the role of different con-
textual features. In a context-aware recommender system, contextual features have a
very crucial role. Most context-aware recommender systems consider the time and
location context without justifying a reason how and why the time feature is selected
for contextual recommendations. Most of the datasets in context-aware recommender
systems provide limited or few contextual features, where incorporating these con-
textual features into context-aware recommender system is another major challenge
in this domain. The beauty of the LDOS-CoMoDa dataset is that is rich in terms of
contexts in which dataset provides 12 contextual feature. These contextual features
can be incorporated as individual as a standalone feature and, in form of combinations
to generate contextual recommendations. We also discussed the role of each individual
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contextual feature as well as the role of their combinations. We observed that combina-
tions of contextual features perform better than the standalone contextual features. We
also observed that the accuracy of the recommendation process remains higher with the
user features on a consistent basis. We also observed that emotion as standalone and
with the combinations is the only contextual feature that results in better accuracy with
the process of contextual recommendations. Since SVM is a close competitor in all the
experiments we performed, we also noticed that the ANN-based approach outperform
SVM in every experiment with a fair margin that confirms the role of ANNs in the
domain of context-aware recommender systems. Based on the facts and results of our
experiment, we can recommend our ANN based approach in the selected domain of
context-based movie recommender systems.

C3 In chapter 5, we introduced an ANN-based approach which integrated both contextual
and non-contextual features into the contextual recommendation process. We con-
firmed the role of our proposed methodology with the experiments 5 by generating
contextual recommendations and comparing our results with some established machine
learning algorithms. Our results confirmed the role of our proposed methodology
which also confirms our contribution C3 which also refers to our objective O4. Our
proposed ANN based approach outperforms SVM and PCA by improving the accuracy
of contextual recommendation processes which also confirmed/accepted our hypothe-
sis H1 that states the accuracy of the recommendation process can be further improved
by incorporating the combinations of contextual and non-contextual features in the
recommendation process using proposed ANNs methodology.

6.2 Limitations of proposed ANN based approach

The proposed ANNs based approach has some limitations the contextualisation of the data
remains challenging for the large datasets in the domain of contextual recommendations. In
this section, we summarise the limitations.

The proposed ANN based methodology can only be applied to available contextual
information

In this thesis, we focused on the contextual information that is available as part of test
collections. The proposed ANNs based approach can recommend the movies for different
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contextual, non-contextual features and the combinations. The approach can be useful for
the contextual recommendations in music recommendation domain where songs can be
recommended to the user based on the mood of the user and/or the genres of the music. The
approach is also relevant for the location and interaction based recommendations which are
common in food recommenders or trip recommendation where similar contextual informa-
tion is utilized for contextual recommendation process. However, the proposed approach
may not be relevant to the other recommendation such as job search recommendation. The
approach does not introduce a way to infer the contexts from the user reviews like some of
the recommendation methods do. The issue is common in context-aware recommendation
techniques as in context generalisation, different generalisation rules are required for different
contextual information.

The proposed ANN based approach is used with the explicit feedback (ratings)

In our proposed methodology, we only use the users’ feedback that is collected explicitly.
Recommender systems should be able to make use of implicit data when it is available to
incorporate into the recommendation process.

The proposed ANN based approach cannot handle the change of preferences or ratings

The proposed approach can only handle the pre-recorded preferences while in recommender
systems, the preferences of the user can change. In order to obtain the recommendations from
the updated preferences, the process has to rerun with the updated feedback. The contextual
information in test collections is driven by the dataset which is available for research purposes
in the domain of contextual recommendation. The LDOS-CoMoDa dataset is an interesting
data set when it comes to providing a rich set of dynamic contextual features. The dominance
of such features for the given rating prediction task is remarkable, but may not be observable
in different datasets.

6.3 Future Work

The LDOS-CoMoDa dataset is a rich set of contextual and non-contextual features which
provide multiple contexts to incorporate into the recommendation process along with user
features and movie features. In the future, we will look into similar data sets and investigate
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the role of dynamic contextual features compared to static, non-contextual ones. In this
respect, we will also check if there is still a way to combine non-contextual features with
dynamic, contextual ones, given that other data sets do not possess a dominant feature set
like we find with LDOS-CoMoDa. One potential idea is borrowed from the principle of
polyrepresentation in information retrieval [58], which is also a reason why we called feature
sets representations in this work. If documents are recommended by different classifiers
using different representations (feature sets), we would expect that the set of documents
recommended by all classifiers to exhibit a high precision. This would also give rise to a
more interactive and personalized approach to recommendation using machine learning and
neural networks, for instance by presenting to the user those recommendations first that are
confirmed by different representations and let the user decide which set of recommendations
to visit next (for instance those that match the current mood vs. those that match other
features like age, location or genre). Polyrepresentation, as well as user interaction, would
inform the feature selection process in this case. Whether we can actually observe something
‘polyrepresentation-like’ in machine learning based recommendation and artificial neural
networks are subject to further investigation.

In the light of limitations of the proposed approach, we, specifically, would like to work
on the following points in the future.

• In the proposed ANN-based methodology, we can bring more algorithms other than
MLP such as GMDH that can be tested on the input and give an opportunity to decide
on the one with the better performance based on the nature of the data.

• We would also like to test our methodology in an application where both implicit
data and explicit data are available. We aim to test/modify our approach to use it for
job recommendation task by observing the click/search behavior of the users on job
searching website. The implicit data can be useful for the job recommendation process
which can be exploited in several forms, in future, for the recommendation tasks.

• In future, we would also like to introduce a way to infer contexts from the user reviews
so that the scope of the proposed methodology can be extended to text classification
and recommendations.

In future, we also plan to extend our ANN-based methodology to other datasets so that the
effectiveness of the ANNs can be further evaluated in the domain of recommender systems.
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We also plan to develop a recommender system kit based on the ANN approach and test
more ANN techniques on different datasets.
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Appendix A

ANNs Confusion Matrices

Some of the confusion matrices are given for the results presented in the form of tables in
Chapter 5. The confusion matrices for table 5.23 (All contextual combinations) from ANNs
are given.

Fig. A.1 ANNs results for Location with combination C2 in table 5.9 with accuracy of 67.7%
and precision 98.4%.
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Fig. A.2 Confusion matrix for Combination number 1 of contextual features given in table
5.23

Fig. A.3 Confusion matrix for Combination number 2 of contextual features given in table
5.23
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Fig. A.4 Confusion matrix for Combination number 3 of contextual features given in table
5.23

Fig. A.5 Confusion matrix for Combination number 4 of contextual features given in table
5.23
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Fig. A.6 Confusion matrix for Combination number 5 of contextual features given in table
5.23

Fig. A.7 Confusion matrix for Combination number 6 of contextual features given in table
5.23
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Fig. A.8 Confusion matrix for Combination number 7 of contextual features given in table
5.23

Fig. A.9 Confusion matrix for Combination number 8 of contextual features given in table
5.23
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Fig. A.10 Confusion matrix for Combination number 9 of contextual features given in table
5.23

Fig. A.11 Confusion matrix for Combination number 10 of contextual features given in table
5.23
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Fig. A.12 Confusion matrix for Combination number 11 of contextual features given in table
5.23

Fig. A.13 Confusion matrix for Combination number 12 of contextual features given in table
5.23
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Fig. A.14 Confusion matrix for Combination number 13 of contextual features given in table
5.23

Fig. A.15 Confusion matrix for Combination number 14 of contextual features given in table
5.23
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Fig. A.16 Confusion matrix for Combination number 15 of contextual features given in table
5.23

Fig. A.17 Confusion matrix for Combination number 16 of contextual features given in table
5.23
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Fig. A.18 Confusion matrix for Combination number 17 of contextual features given in table
5.23

Fig. A.19 Confusion matrix for Combination number 18 of contextual features given in table
5.23
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Fig. A.20 Confusion matrix for Combination number 19 of contextual features given in table
5.23

Fig. A.21 Confusion matrix for Combination number 20 of contextual features given in table
5.23
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Fig. A.22 Confusion matrix for Combination number 21 of contextual features given in table
5.23

Fig. A.23 Confusion matrix for Combination number 22 of contextual features given in table
5.23



143

Fig. A.24 Confusion matrix for Combination number 23 of contextual features given in table
5.23

Fig. A.25 Confusion matrix for Combination number 24 of contextual features given in table
5.23
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Fig. A.26 Confusion matrix for Combination number 25 of contextual features given in table
5.23

Fig. A.27 Confusion matrix for Combination number 26 of contextual features given in table
5.23
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Fig. A.28 Confusion matrix for Combination number 28 of contextual features given in table
5.23

Fig. A.29 Confusion matrix for Combination number 29 of contextual features given in table
5.23
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Fig. A.30 Confusion matrix for Combination number 30 of contextual features given in table
5.23

Fig. A.31 Confusion matrix for Combination number 31 of contextual features given in table
5.23
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Fig. A.32 Confusion matrix for Combination number 32 of contextual features given in table
5.23

Fig. A.33 Confusion matrix for Combination number 33 of contextual features given in table
5.23
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Fig. A.34 Confusion matrix for Combination number 34 of contextual features given in table
5.23
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