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ABSTRACT

Observed 4D effects are influenced by a combination of changes in both pressure and saturation
in the reservoir. Decomposition of pressure and saturation changes is crucial to explain the
different physical variables that have contributed to the 4D seismic responses. This thesis
addresses the challenges of pressure and saturation decomposition from such time-lapse seismic
data in a compacting chalk reservoir. The technique employed integrates reservoir engineering
concepts and geophysical knowledge. The innovation in this methodology is the ability to capture
the complicated water weakening behaviour of the chalk as a non-linear proxy model controlled
by only three constants. Thus, changes in pressure and saturation are estimated via a Bayesian
inversion by employing compaction curves derived from the laboratory, constraints from the
simulation model predictions, time strain information and the observed fractional change in V, and
Vs. The approach is tested on both synthetic and field data from the Ekofisk field in the North Sea.
The results are in good agreement with well production data, and help explain strong localized
anomalies in both the Ekofisk and Tor formations. These results also suggest updates to the

reservoir simulation model.

The second part of the thesis focuses on the geomechanics of the overburden, and the opportunity
to use time-lapse time-shifts to estimate pore pressure changes in the reservoir. To achieve this, a
semi-analytical approach by Geertsma is used, which numerically integrates the displacements
from a nucleus of strain. This model relates the overburden time-lapse time-shifts to reservoir
pressure. The existing method by Hodgson (2009) is modified to estimate reservoir pressure
change and also the average dilation factor or R-factor for both the reservoir and overburden. The
R-factors can be quantified when prior constraints are available from a well history matched
simulation model, and their uncertainty defined. The results indicate that the magnitude of R is a
function of strain change polarity, and that this asymmetry is required to match the observed time-
shifts. The recovered average R-factor is 16, using the permanent reservoir monitoring (PRM)
data. The streamer data has recovered average R-factors in the range of 7.2 to 18.4. Despite the

limiting assumptions of a homogeneous medium, the method is beneficial, as it treats arbitrary



subsurface geometries, and, in contrast to the complex numerical approaches, it is simple to
parameterise and computationally fast.

Finally, the aim and objective of this research have been met predominantly by the use of PRM
data. These applications could not have been achieved without such highly repeatable and short
repeat period acquisitions. This points to the value in using these data in reservoir characterisation,
inversion and history matching.
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CHAPTER
ONE

INTRODUCTION

This chapter lays the foundation and sets out the framework of this thesis. First, the importance of
integrating 4D seismic data and production data in resolving the challenges of complex reservoir
characterization is demonstrated, using examples from the literature. Geomechanically active
reservoirs and the associated challenges in seismic interpretation and analysis are also discussed.
| also explore the literature on pressure-saturation estimation on chalk reservoirs and the proxy

model solution. Finally, | provide an overview of the content of this thesis.



1.1 Preamble

Time-lapse seismic or 4D seismic is the investigation of seismic attribute changes by acquiring
seismic data through different time periods during the production period of a field. The first
repeated 3D seismic surveys were acquired in North Texas in 1982/1983 to monitor a combustion
process around an injection well (Mohamed and Samsudin, 2011). Since this seismic study was
performed as the first is sui generis, and it was ahead of its time, the results did not prove it to be
an economic method. However, now, nearly forty years after its first beginnings, 4D seismic has
become commonplace in oil and gas field development as a proven technology. For example,
nearly 75% of today’s Statoil’s field had acquired 4D seismic surveys by the year 2009 (Sandg et
al., 2009). Traditionally, time-lapse seismic was used to discover the “low hanging fruits”, such as
identifying un-swept areas and by-passed oil, to target infill drilling wells and to improve our
knowledge of the geological framework.

In recent years, combined with reservoir modelling, time-lapse seismic monitoring enables
reservoir engineers to improve reservoir characterization and reduce uncertainty in production
forecasts (Roggero et al., 2012). Pressure and saturation monitoring is key in field development,
such as assessment of field connectivity, monitoring well performance, drilling infill wells,
understanding injection and aquifer support and evaluating the average pressure state of the field
(Corzo et al., 2013). The decomposition of pressure and saturation changes is also crucial to
explain different physical variables that contributed to similar 4D seismic differences. The oil and
gas industry is constantly pushing the boundaries of technology and ideas. Figure 1.1 shows the
value chain of 4D seismic, demonstrating the vast contributions of 4D in different reservoir

management and operations domains.
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Figure 1.1: The 4D ‘Value Loop’ (de Waal and Calvert 2003).

An emerging technology known as the seismic permanent reservoir monitoring (PRM) system, is
paving the way to delivering better quality and higher repeatability seismic data. In the past, the
majority (in the range of 95%) of offshore seismic time-lapse surveys were acquired using towed
streamer, but this is now changing. The PRM system has improved repeatability so much that the
technology has claimed changes in travel time as small as a few hundred microseconds, and 2-3%
changes in amplitude are detectable above noise level (Bertrand et al., 2014). Figure 1.2 illustrates
the growth in offshore PRM use since the Foinaven installation, we can see an increase in the
number of kilometers of installed seismic sensor cables versus the year of installation. The forecast
does not specify field names. Higher detectability in time-lapse seismic change means better
operational efficiency, lower reservoir management costs, reduction of overburden drilling risk,
better monitoring of cap rock integrity and higher success rate in unravelling reservoir dynamic

changes such as pressure and saturation (Caldwell et al., 2015).
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Figure 1.2: Summary of seabed PRM projects over the last 20 years and those forecasted for the
future (Reproduced after Caldwell et al., 2015).

1.2 Integration of Time-lapse Seismic and Engineering data

The integration of seismic and engineering data has been mainly qualitative, such that anomalies
are often inferred to be changes in oil, water, or gas saturation (Sgnneland et al., 1996; Anderson
et al.,, 1997; He et al., 1998), or semi-quantitative, in which the interpretation of reservoir
performance has been aided by the visual comparison of maps and plots of seismic attributes with
areal plots of the reservoir simulator output. As a result, the reservoir model can often be improved
by updating the model in areas of misfit. Semi-quantitative integration of time-lapse seismic and
production data can be found in Al-Najjar et al. (1999), Waggoner (2001), Staples et al. (2002),

4



Marsh et al. (2003), Landa and Kumar (2011), Ayzenberg et al. (2013), Alerini et al. (2014),
Ayzenberg and Liu (2014) and Tian et al. (2014). A review of these articles shows that the
comparison of the 4D signature with the predicted output from a simulation model has been
successful in locating dynamic barriers, varying fault transmissibility multipliers, altering aquifer
connectivity, identifying injected water slumping, STOIIP adjustment, well planning and changes

in production strategies.

To move towards more quantitative solutions, one would need to merge flow simulation and 4D
seismic in an attempt to provide vastly improved forecasts of reservoir behaviour and make major
improvements in geological reservoir models. These developments hold significant impact on the
future of 4D within the industry. Other examples are from the “global inversion” scheme by El
Ouair and Stronen (2006) and Lafet et al. (2009); constraining 4D inversion results to the
stratigraphy constraints, which honours the reservoir zonation, expected production effects and
rock-physics trends (Figure 1.3). Seismic inversion is by its nature ill-posed and there are non-
unique solutions. In addition, the inherent errors in the 4D data, as well as the imperfect modelling
process, will make the inversion unstable. Therefore, the key for a successful 4D inversion lies in

collaboration among the disciplines.

Global inversion Global inversion
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Figure 1.3: Inverted elastic attributes for a water flooded area by (a) independent inversion of
baseline and monitor seismic data, (b) a global 4D inversion with a symmetrical
searching window and (b) a non-symmetrical searching window as constraints
(Lafet et al., 2009).



Quantitative examples such as that of Yin et al. (2015) have involved using well2seis attributes in
seismic-assisted history matching to honour data from both seismic and engineering domains, and
remaining consistent with fault interpretation. The well2seis attribute determines the correlation
between production and seismic data across time. This promoted a 90% reduction in the misfit
errors and 89% lowering of the corresponding uncertainty bounds after history matching with the
well2seis attribute (Yin et al., 2015). Figure 1.4 shows that area ‘I’ shows a hardening signal due
to pressure depletion, and this is not predicted in the simulation model in Figure 1.4 (b).
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Figure 1.4: (a) Observed 4D seismic difference between baseline and monitor, (b) simulated 4D
seismic difference from simulation model using traditional history matching without
well2seis attribute, (c) simulated 4D seismic difference after direct updating and (d)
the 4D difference after assisted history matching using well2seis (Yin et al., 2015).
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1.3 Geomechanically Active Reservoirs

Reservoir compaction, subsidence and potential fault reactivation are notorious in depleting, weak,
unconsolidated sandstone and chalk reservoirs. Reservoir compaction has been observed in a wide
range of geographical locations and reservoir types, such as the North Sea, the Gulf of Mexico,
California, Canada, South America and Southeast Asia (Bruno, 2002). It can be a positive
phenomenon, because the compaction mechanism can provide significant energy to drive
production, analogous to squeezing water from a sponge (Setarri, 2002). The value of the added
production outweighs the negative effects of compaction, which are chalk production, well failures
and damage on infrastructure (Barkved, 2012). The geomechanical challenges associated with a
compacting reservoir are shown in Figure 1.5. Some of these challenges include slip planes in the
overburden, well failure due to buckling-induced casing damage, a high shear zone in the

overburden and a risk in seal integrity (Dusseault et al., 2001).
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Figure 1.5: Geomechanical challenges both inside and outside the reservoir induced by
production (Dusseault et al., 2001).

1.3.1 Challenges for time-lapse seismic analysis of a compacting reservoir

There are many challenges to interpret time lapse seismic signals from a compacting reservoir, due

to the additional component of porosity reduction making interpretation more ambiguous. This is



demonstrated in Figure 1.6: in the event of an injection event at high effective stress in a chalk
reservoir, we have an interplay of (1) increase of water saturation, (2) pressure build up at injection
point and (3) compaction due to weakening of the chalk. This results in complex behaviour such
as cancellation in signals in the relative change of elastic properties and consequently amplitude

changes and time-shifts.

O/OAVP —_—

Gas out of solution

C e— %AVg — +

Figure 1.6: The behaviour of the relative change in P and S-wave velocity in an isolated event
with different dynamic changes.

As the reservoir compacts, the immediate overburden stretches in response. Often the seabed
produces subsidence, which means the seismic signal becomes time variant and cannot be
exploited to match time-lapsed seismic surveys with each other. In the Valhall field, time-shifts up
to 48ms have been measured from streamer 4D seismic data (Barkved et al., 2003). In order to
discriminate between subsidence effects, and image subtle time-lapse effects in the reservoir, high

repeatability is required in the data. This can be achieved by having the locations of both the source



and receivers repeated as closely as possible in each survey. This is one of the reasons why many

compacting reservoirs such as the North Sea chalk fields have a PRM system installed.

Time-shifts, or travel time differences measured between baseline and monitor, are now
transformed as an important reservoir characterisation tool especially for compacting reservoirs.
The very first published 4D seismic example of reservoirs inducing changes in the overburden was
by Guilbot and Smith (2002). This work provided a detailed interpretation of the towed streamer
surveys of 1989 and 1999, with strong correlation between time-lapse time-shifts data and
reservoir compaction. However, this was not always the case in the past, small time-shifts between
baseline and monitor were often corrected for, instead of being preserved for interpretation, in
order to improve repeatability. This small time misalignment could be due to acquisition,

geometry, processing algorithms, velocity models and parameterisation (Johnston, 2013).

In the Valhall field, challenges in tying wells to seismic using VSP and check shot data from older
wells were also reported. The mismatch could be 20-30ms, using legacy data. An improvement
was found when using wells that were newly drilled, with a mismatch of only 2ms. The most likely
explanation was due to lateral variation in gas charges across a fault, commonly found in many

compacting chalk fields with gas charges in the overburden (Barkved, 2012).

Monitoring of stress and strain in compacting reservoirs is also key in making reservoir
management decisions. This requires accurate prediction of changes in stress and strain due to
various operations, including production, injection and fracturing, via a geomechanical model. The
main challenge of geomechanical modelling and prediction is the availability of input data —
primarily rock strength and in situ stresses. To acquire these data, expensive core logging and
laboratory tests are required, which also is time consuming. These data are, however, sparse in the
overburden to characterise the surrounding medium of the reservoir. There are also constitutive
models which are difficult to parameterise. In Chapter 6 and 7, | will discuss in more depth
analytical models such as Geertsma’s model (1963, 1977), to characterise stresses and strain in the
overburden. An analytical or semi-analytical model like Geertsma’s can also be formulated in an

inversion scheme, to estimate change in pore pressure.



1.3.2 Chalk reservoir inversion

Acoustic impedance inversion can significantly improve data interpretation, since the
interpretation is now carried out on rock layers and not interfaces. It is also beneficial, in the sense
that comparison to the simulation model can be made on a cell-by-cell basis instead of using map-
based methods. There are many examples documented in the literature on impedance inversion for
compacting or slightly compacting chalk reservoirs. The examples here will be focused on North
Sea chalk reservoirs. In South Arne, both 3D and 4D AVO inversions were carried out. The
inverted products were the baseline and the ratio of changes of baseline over monitor for acoustic
impedance and Poisson’s ratio. Then, using a calibrated rock physics model allows translation of
the changes of acoustic impedance and Poisson’s ratio into reservoir properties, such as changes
in saturation for water and gas, and allows the changes in porosity to be quantified (Herwanger et
al., 2010). This example is further elaborated in Section 1.4.

In Halfdan, the reservoir is relatively thinner than Ekofisk (average thickness of 75m) and relies
on implementation of long horizontal multilateral wells for completion. The chalk has little or no
compaction if initial porosity is less than 35%, therefore compaction is expected to have less
impact on 4D response in most areas of the field (Dons et al., 2007). In Halfdan, an integrated 4D
inversion, showing time strain was used as a prior model, while inverting for 4D impedance
changes. The role of time strain is twofold: it was first used to time-align the amplitude in TWT
and also included as a prior model to estimate the low frequencies of the 4D impedance changes,
giving a broadband estimation and also to reduce the side-lobes above and below the real 4D
signal. The inverted relative change in impedance with a prior model looks cleaner, with more
distinctive signals (Micksch et al. 2014), and is more intuitive to interpret compared to amplitude
differences. From the inverted impedance difference, hardening signals were observed
surrounding the injectors representing flood front progression, and softening in the upper part of
Ekofisk, due to gas exsolution (Calvert et al, 2013, 2014), as shown in Figure 1.7 (a) and (b). This
observation is not necessarily obvious by looking at changes in 4D seismic amplitude due to tuning

and interference.
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Figure 1.7: (a) Map view of inverted acoustic impedance, blue colour corresponding to Al
increase/hardening and red colour representing Al decrease/softening, (b) section
view showing Tor formation: blue halo shows water sweep patterns (Calvert et al.,

2014).

In Valhall, the coloured inversion on the data shows the clear signal for pressure increase (a

reduction in acoustic impedance) due to re-pressurization from a newly-installed injector (shown

in Corzo et al., 2009). This effect is less apparent from the 4D amplitude anomaly overlaid, as this
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decrease could be attributed to side lobe interference. In Ekofisk, seismic impedance inversion was
used as a powerful technique in detailed reservoir characterization. It was used mainly for porosity
mapping and to understand reservoir layering and diagenesis. The impedance inversion results
shown in Figure 1.8 reveal detailed stratigraphic facies (EL3 facies, SEE, SED2 facies, tight layer
and porous layers) in Ekofisk, based on the strength of impedance (Guilbot et al., 2002).

s Top reservoir

z
»
g
o
=
=

Time (ms TWT)

SEE horizon

Figure 1.8: (left) Cross-section of amplitude and (right) acoustic impedance inverted from post-
stack inversion - good agreement was found with log data (Guilbot et al., 2002).

In the Dan field, impedance inversion was carried out using Bayesian classification constrained by
well data and rock physics analysis to define lithological boundaries and fluid distribution. The
inverted products shown in Figure 1.9 illustrate the gas cap and tilted fluid contact are highlighted,
where the both I, and V/Vs are low. This process also helps in updating the interpretation of the
top structure (Herbet et al., 2013).

12



Figure 1.9: (top) Inverted acoustic impedance, (middle) inverted V, /Vs ratio and (c)
hydrocarbon probability for the Dan field (Herbet et al., 2013).

1.4 Pressure-Saturation Estimation using 4D Seismic on Chalk reservoirs

The quantification of pressure and saturation distribution is an important improvement in the
interpretation and applicability of time-lapse seismic analysis. The Holy Grail of the 4D seismic
technology is the ability to separate time-lapse seismic response into pressure and saturation
changes. In the case of a compacting reservoir, estimation of porosity and stress changes is also
top on the list of deliverables from 4D seismic. Saturation changes supply information on fluid
movement and barriers, while pressure changes provide data on the position of barriers and
compartments, fault sealing and non-sealing, and general connectivity. An accurate estimation of
pressure and saturation requires a careful time-lapse analysis and a more quantitative integration
between the engineering and seismic domains. This can be carried out by relating the changes in
the seismic to corresponding changes in fluid pressure and/or saturation. The workflow presented
in Figure 1.10 shows how seismic is incorporated into reservoir models: information can be
compared in three key domains: seismic amplitude trace, impedance or elastic properties and the

dynamic properties domain.
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Different studies have shown that the matching in the seismic domain is very difficult (Gosselin
et al., 2003, and Roggero et al., 2007). This is related to the nature of seismic data, which are very
different from production data. Furthermore, seismic modelling is often a time intensive process.
Due to CPU time constraints, reservoir simulation often requires upscaling. Thus the resolution of
the simulated seismic attributes can be very low in comparison to the resolution of the observed

seismic. This creates unfavourable comparisons.

Matching in the impedance or elastic property domain has its pluses and minuses. The drawbacks
are that acoustic impedances are derived from a preliminary inversion process of the seismic data
which is generally noisy. In addition, the result of the inversion process is largely dependent on
the choice of the prior model, and thus is uncertain. However, if the seismic data is of reasonable
quality, the inverted acoustic impedance, which is an interval property, proves to be an attribute
that can be compared to the predicted ones more effectively. The petro-elastic model, which is key
in this process, requires many calibrations from well logs and laboratory stress sensitivity
coefficients and assumptions (Landrg, 2001, Gosselin et al., 2003, Stephen et al., 2005, Floricich,
2006, Wen et al., 2006, Amini, 2014).

The third domain is to compare maps or volumes of the dynamic properties such as pressure and
saturation changes, inverted from seismic, which can be directly compared to the outputs of the
simulation model prediction; this helps to reduce ambiguity in interpretation. However, these
inverted products carry more uncertainties than elastic changes, as the uncertainties associated
with inverted products from 4D seismic such as elastic properties and time-shifts are used as inputs.
If pressure and saturation changes can be accurately and effectively extracted from time-lapse
seismic data, a direct comparison can be made with predictions from the engineering domain.
There have been other methods that circumvent the complex seismic modelling process to arrive

at these dynamic properties, which will be provided in Section 1.5.
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Figure 1.10: A workflow showing how to make a comparison of the seismic data to the reservoir
model (engineering domain). Comparisons can be carried out in the domains of
seismic, elastic properties and dynamic properties
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The majority of pressure -saturation inversion work reported in the literature is mainly focused on
the development and application of model driven approaches. In these methods, dynamic
properties are inverted using AVO inversion which is based on the physical principles of seismic
wave propagation. It is often a two-step procedure, where seismic amplitudes are inverted into
various elastic properties and, subsequently, using a rock physics transform, these elastic
properties are translated into pressure and saturation changes. In the work of Herwanger et al.
(2010), angle-band stacks of baseline and monitor surveys are used as inputs to invert for acoustic
impedance and Poisson’s ratio and the ratio changes of these parameters. A calibrated rock physics
model then allows translation of these elastic properties into pressure, water saturation and porosity
changes. The results from this deterministic 4D AVO inversion work are reported in Figure 1.11.

In general, model-driven approaches are computation-intensive and could be hard to parameterise.

Data-driven methods, on the other hand, use production and seismic data at well locations to
compute some correlations. The correlations established at these sample points are then used to
estimate pressure and saturation changes from 4D seismic at the un-sampled locations between
wells. In data-driven approaches, pressure-saturation estimation is driven by what is learned from
field data, and thus sometimes does not require a rock-physics model. Further examples will be
given in Section 1.5. In the current literature, most data-driven 4D seismic inversion commonly
results in 2D maps displaying changes in reservoir pressure and saturation. This represents a major
shortcoming of the approach when compared to model-driven methods that generate 3D
volumetric changes in reservoir pressure and saturation. Extending the data-driven method into
volumetric or into 3D space is one of the goals of this thesis. | will also discuss the rationale of
breaking way from 2D maps for the Ekofisk field in Section 1.5.
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1.4.1 Taking advantage of multiple repeated surveys

The move towards more quantitative interpretation requires analysis of multiple 4D seismic
attributes to estimate the engineering measures of reservoir change. According to Watts (2011),
the use of seabed mounted four-component receiver technology will bring 4D seismic data to
whole new level of data quality, with an unprecedented level of repeatability and multi-azimuth
sampling of seismic wave field. Therefore, dedicated permanent reservoir monitoring (PRM) data
could provide an important contribution in this area of development. Well engineers in the Valhall
Field have been some of the most enthusiastic customers of PRM data (Caldwell et al., 2015). The
current state of the industry, as highlighted in the red box in Figure 1.12, shows how seabed
systems have provided a significant step-change in reservoir monitoring. Field operation and
management decisions are taken on a monthly to weekly basis, where PRM data can effectively

provide new snapshots of the reservoir in that time frame.

There are many examples showing the benefits of repeated surveys and a PRM system. One of
such examples is the Clair field, as illustrated in Figure 1.13, showing a towed streamer data in
1992, a sparse OBC in 2002 and lastly the high-density OBC from 2006 to present day. What is
being demonstrated is a significant improvement in data quality from a narrow azimuth acquisition
to full, coarsely-sampled data, to well-sampled full azimuth data (Davies et al., 2011). It can be

seen that there is a step change in improving the structural imaging and low frequency of the data.

Hypothetically, if changes in the dynamic properties of the reservoir can be easily and effectively
inverted from multiple seismic data across different time periods, this could ultimately replace the
concept of a simulation model. Building an up-scaled geological model (simulation model)
requires a tremendous amount of time, effort and data. Moreover, the constrained reservoir models
obtained by history matching with well production data often yield solutions that are not unique,
and data is sparse and local. In the Ekofisk field, with dedicated PRM surveys, seismic data are
acquired and processed as often as every six months (Bertrand et al., 2014). This provides a unique
opportunity to monitor these reservoirs and retrieve information from the subsurface at an
unprecedented pace, often surpassing the time required to history match the entire simulation

model from start to finish.
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Figure 1.12: Many oil management decisions and interventions are made on a monthly basis.
This could benefit from input from more frequently acquired seismic data
(highlighted in red box) than is the current norm (Reproduced after Caldwell et al.,

2015).
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Figure 1.13: A comparison of seismic quality for (a) a towed streamer, (b) sparse OBC, and (c)
high-density OBC (taken from Davies et al., 2011).
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1.5 A Proxy Model Solution

One branch of active research is the determination of quantitative estimates of pressure and
saturation changes from observed 4D seismic signals. Myriad techniques have been developed
over the years, and these fall between two end-members - those based on rock-physics models,
such as Tura and Lumley (1999), Cole et al. (2002), Landrg et al. (2003), Davolio et al. (2011) and
Trani et al. (2011), and those relying on statistical calibration against the well or field wide
production data, such as Landrg (2001), MacBeth et al. (2004), Floricich et al. (2006), Chu and
Gist (2010), and Falahat et al. (2013). The major challenge with all these methods is that one needs
to ensure that a forward model can adequately describe time-lapse elastic properties as a function
of the dynamic reservoir parameters, and that the inverted dynamic properties are realistic and

engineering consistent (EC).

1.5.1 Rationale of a Proxy Model approach

The use of a proxy model for inversion, modelling and production optimization is becoming more
popular. For example, MacBeth et al. (2004, 2006) proposed an approach for inversion of pressure
and saturation changes, where the linear relationship in Equation 1.1 describes the change of
pressure and oil saturation with time-lapse seismic attributes.

AA(x,y)
A’; L % CoAS,(x, ) + C,AP(x,y) (1.1)

where the constants C; and C,, can be determined by calibration against production data for wells

or the simulation model. AA(x, y) represents the changes in amplitude at each spatial location, 4,
is the baseline amplitude, AS, (x,y) and AP (x, y) are the changes in oil saturation and pressure at
each spatial location. The change in time-lapse amplitude difference is normalized by the
amplitude computed in the baseline survey. Multiple seismic attributes can be used and the above
linear system is to be solved in the least-squares sense, to invert for pressure changes and saturation
changes (Floricich et al., 2006). Such a linear relationship is said to be generally valid for a
petroleum reservoir under production. Work from Alvarez and MacBeth (2013) shows that
Equation 1.1 can also be written as Equation 1.2:
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AA = C,AS,, — C,AP (1.2)

where the controlling parameters C; and C, provide the balance between the relative contribution
of saturation and pressure change to the overall time-lapsed seismic signature. The negative sign
in Equation 1.2 shows that an increase in water saturation (hardening of impedance) has an
opposing physical effect on the reservoir, to an increase in pore pressure (softening of impedance),

when C; and C, are both positive values.

The key trends that shape my proposed equation come from Floricich et al. (2006) and Corzo et
al. (2013), where 4D seismic attributes are directly calibrated against field production data, and
with the latter, a linear relationship was found between porosity, pressure changes and 4D
amplitude changes in the compacting Valhall field. Linearity is not a necessary condition for this
type of approach, as in the presence of complicated rock deformation mechanisms like water
weakening, non-linear compaction trends can also be captured in the forward modelling procedure
and subsequently used for inversion. In the work of Corzo et al. (2013), initial porosity was

included to solve for pressure changes, specifically pressure depletion:
AA = (Cy; + C,)AP (1.3)

where C; and C, are fixed constants to be determined for a particular reservoir. Initial porosity, ¢;
was considered as an important factor in inverting for pressure depletion in the Valhall field, a
different mechanical stress sensitivity characteristics, depending on whether the initial porosity is
above or below 35%. A higher initial porosity gives rise to stronger stress sensitivity, whilst lower
porosity rocks are less stress sensitive for similar pressure ranges. This is similarly to the case of
Ekofisk, where different mechanical stress sensitivity is found above and below 28% of initial
porosity. The relationship between the time-lapse attribute (speed-up) versus pressure depletion as
a function of initial porosity is shown in Figure 1.14 (a) and (b). The results of the inversion applied
on the Valhall field are shown in Figure 1.15. The general conclusion from this work is that the
estimation of pressure depletion from time-lapse seismic differs from the simulation model in some

areas and the approach is easily implemented and data-driven.
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Figure 1.14: (a) Correlation between speed-up attribute from 4D seismic and pressure depletion
from pressure change predicted from simulation model at well perforations and (b)
the variation of the resultant gradient term (C;) with initial porosity (Corzo et al.,
2013).
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Figure 1.15: Estimated pressure change from (a) a coupled geomechanical-fluid flow simulator,
(b) inverted using 4D seismic amplitude attribute — Largest Positive Value (LPV)
with initial porosity averaged from certain layers in the reservoir and (c) inverted
from LPV using initial porosity of one zone only (Corzo et al., 2013).

This technique is also employed by Landa et al. (2015), where the correlation between 4D seismic

and pressure-saturation information is obtained by calibrating with well data. Uncertainty or

probabilistic analysis in the map-based estimation of reservoir pressure and saturation changes is

performed in the calibration process in order to bring forward the uncertainty in this process to the

final estimation of pressure and saturation changes. These uncertainties include seismic noise,

location of top and bottom surfaces to compute seismic attributes, and the production data. The
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pressure and saturation changes estimated for a clastic turbidite reservoir are presented in Figure
1.16.

(@)
well Inj4
Fp = Z(APp Az ¢)
From field data 4D seismic inversion X
Fp
(b)

o

well Inj4

b

Figure 1.16: (a) Maps of inverted pressure change and (b) water saturation change from Landa
et al., (2015) using a data-driven inversion approach.

Fsw = Z(ASW Az ¢)

From field data 4D seismic inversion

! | v " 5 ; ;

I am inspired to break away from the map-based approach into something more suitable for the

thick, multi-cycle, compacting chalk reservoir of the Ekofisk field. Equation 1.3 applied in the

Valhall field is not totally applicable to Ekofisk, due to their different production history and the

nature of the reservoirs, such as their heterogeneity and thickness. Ekofisk had twenty-nine years

of water injection between 1987 and 2015, whereas the water flooding in Valhall has only been
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operating for nine years, to date, and full scale water injection only started in 2007. This implies
the water weakening signal is less dominant in the Valhall field in comparison to Ekofisk. The
map-based approach of Equation 1.3 works effectively in Valhall, since the main producing Tor
formation is only 30m thick, which translates to half a cycle on the seismic data (Jack et al., 2010).
A comparative study between Valhall and Ekofisk is provided in Table 1.1, highlighting the main

differences between the two neighbouring chalk fields:

Ekofisk Valhall
Thickness Ekofisk formation (100 to 168 metres), Tor is on average 30m, Hod
Tight Zone (20m on average), Tor formation | is thicker but only contributes
(76 to 152 metres) 8% to production
Multicycles Half cycle
Burial depth | 2896 — 3261 m 2400 m
Water e More substantial in Ekofisk, since e Reservoir temperature
weakening the thermo-chemical aspect of the is93°C
behaviour water weakening is different, with a
higher reservoir temperature at 130
(0]
C

e Do not have seismic information on
pressure depletion alone as seismic
acquisition started after water
injection, as opposed to Valhall.

e Study shows seawater is able to
change enhance wettability of the
chalk towards more water-wet at
high temperature >100°C
(Puntervold et al., 2009)

Production Production in 1971 Production in 1982
history Full field water injection In 1987 (after 17 | Water injection in 2007
years of primary depletion) (after 26 years)

20 years on primary depletion

Table 1.1: Showing a comparison between Valhall and Ekofisk in terms of reservoir thickness,
burial depth, geomechanical behaviour and production history (Kristiansen and
Plischke, 2010, Madland et al., 2010).
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1.5.2 Proxy models in other applications

The concept of a proxy model is novel in the oil and gas related disciplines, but it has a long and
pivotal history in the fields of optimisation, statistics and uncertainty quantification. A proxy
model is used to provide a fast approximation to the actual function (Goodwin, 2015). Some of the
proxy models used in the oil and gas industry include the surrogate model, the kriging model,
neural networks, and the regression model. In history matching, response surface proxies are
commonly used to approximate the functional relationship between the input parameters and the
aggregated mismatch (Castellini et al., 2006, Friedmann et al., 2003, Landa and Guyagdler, 2003).
The mismatch function in history matching is the misfit between the simulated data and observed
data (Tarantola, 2005), which quantifies the degree of consistency of a reservoir model and the
historical data. Each evaluation of the mismatch function requires a simulation run, making the
history matching process laborious and computationally expensive. One way to reduce the
computational cost is to construct a response surface proxy for the mismatch function, which is a
parameterized mathematical expression that can be calibrated on a set of training data to
approximate the input to output relations of the mismatch function. After calibration, the response
surface proxy can be used to replace the simulator to evaluate the mismatch function.

Other uses of proxy include using an analytical expression to speed up the estimation of seismic
data using outputs from the reservoir simulator instead of running a full simulator-to-seismic
workflow. As successfully demonstrated by Fursov (2015), a linear relationship between seismic

and reservoir dynamic properties: pressure, water and gas saturation change:
AA = (ayAP + ag,AS,, + asyASy) - Ag (1.4)

was used to generate seismic attributes to speed up the history matching process. 4, is the seismic
attribute at baseline survey. The coefficients a,, as,, and ag, in the equation are calculated from
seismic data of the given reservoir from multiple monitors. The left hand side of the equation will
include all the points of time-lapse attribute maps from all monitors; the right hand side will include
the points of the reservoir dynamic property maps from the corresponding time steps, scaled by the
baseline seismic attribute. According to the findings obtained by Fursov (2015), the fast-track

procedures, conducted by applying a regression between 4D seismic attribute maps and the average
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maps of the dynamic reservoir properties, are considerably faster than the full-fledged history
matching. However, the fast track method is more applicable if noise is low, whereas the slower history

matching workflows are more robust for the situation where there are noisier inputs.

Map vs. volume

Thin and thick reservoirs should be treated differently for interpretation. Because many of the sand
thickness in clastic reservoirs are below tuning thickness, many case studies on 4D amplitude
interpretation employ a quadrature-phase difference approach (Johnston, 2013). Moreover, for a
thin reservoir, quadrature amplitude analysis is useful if the reservoir is a half cycle, such as in the
North Sea clastic Schiehallion field. In that case, changes in amplitude are then directly related to
the primary changes in impedance. Map-based methods will be sufficient, since averaging across
a thin reservoir will not compromise the signal too much. In contrast, thick reservoirs will have a
very different character at both top and base of the reservoir; thus, when looking at maps, this
reservoir should be interpreted using top and base maps separately and with caution, instead of
averaging the amplitude difference across the entire reservoir thickness.

The caveats of interpreting such reservoirs are interference, tuning and side lobe problems. The
4D signals will comprise of too many destructive and constructive events and will not truly reflect
primary changes, such as in the case of the Ekofisk field. This is also one of the reasons that
prompts us to look at volumes instead of maps. Moreover, this is particularly true for long
wavelength spatial components such as pressure; averaging the time-lapse response across the
entire reservoir will smear the signal significantly if there is a competing response between
pressure and saturation. Imagine there is a positive to negative pressure gradient from top to base
of the reservoir: computing a single map for the entire reservoir will significantly underestimate
the actual magnitude and spatial distribution of the signal. Table 1.2 shows the common analysis
carried out for both thin and thick reservoirs, the caveats are associated with the reservoir
thickness, the effectiveness of the interpretation and the necessity of a volume based approach. In
this thesis, I will demonstrate a new method to invert for changes in pressure and saturation for a

thick and multicycle reservoir such as the Ekofisk field, in three dimensions.
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Reservoir

type Analysis Caveats Interpretation 2D versus 3D
Quadrature Reflects primary ]
Thin amplitude Eﬂ?r?t o Impedance 2/I arl)ifaat?gg suffices
analysis g changes PP
Averaging smears
signals
e Treattop Long wavelength
and base Does not reflect spatial component
) Interference : of pressure loses
reservoir Tunin primary out
Thick separately Sid Igb reservoir Man-based
* Require C(IJTT? I?cztsions dynamic a rI)ication less
elastic P changes pplic
) . effective
inversion -
Requires

volumetric analysis

Table 1.2: Showing a compilation of the type of analysis, caveats of those analysis, methods of
interpretation and 2D versus 3D interpretation on thin versus thick reservoirs.

1.6 Focus of this Thesis

1.6.1 Outline of the thesis

This thesis will develop the ideas of monitoring changes inside the reservoir, namely changes in

dynamic properties, such as pressure and saturation changes, by utilizing time-lapse seismic

observations from both inside and outside the reservoir. Chapters 4 and 5 focus on using time-

lapse seismic attributes inside the reservoir, whereas Chapters 6 and 7 utilise overburden time-

lapse anomalies induced by production changes.

Here are the contents of the remaining seven chapters of my thesis, in brief:

Chapter 2 provides an overview of the literature on the Ekofisk field, covering topics from

geological setting to field production history and the challenges in geomechanics. | also evaluate

various rock physics models to establish a suitable rock physics model for the Ekofisk field. This

rock physics model is calibrated using data from rock mechanics, well logs and mineral moduli

from the literature.
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Chapter 3 shows how 4D seismic data are used for dynamic reservoir characterization in the
Ekofisk field. A summary of the seismic data from both acquisition strategies, streamer and Life
of Field Seismic (LoFS) is provided. An analysis is carried out to compare and contrast the
reservoir time-shifts in both types of surveys and the correlation with different production

mechanisms.

Chapter 4 presents the formulation of a new equation to invert for pressure and saturation changes
in a thick, compacting chalk reservoir. A synthetic model is created to understand the impact of
rock compaction and different dynamic changes on impedance changes. By employing backward
engineering, the composite impedance change is decomposed to analyse its individual components
and workings in detail, in order to recreate the same property using a proxy model. Physical
phenomena such as water weakening and compaction, which are notorious in chalk reservoirs, are

accounted for in the proxy model, and also described in this chapter.

Chapter 5 applies the proxy model set out in Chapter 4 to data from the Ekofisk field, in the
Norwegian North Sea. A stochastic approach via Bayesian McMC is employed to invert for the

changes in pressure and saturation and to capture uncertainties in the result.

Chapter 6 shows a different route to estimate pressure changes by using time-lapse information
from the overburden. The Geertsma pressure inversion method from Hodgson (2009) provides the
basis for a linear inversion scheme to estimate both pressure changes and also the Hatchell-Bourne-
Raeste R-factor. A synthetic example is provided to demonstrate the success of estimating the R-
factor by constraining the inversion result with pressure information from a well-history matched

simulation model.

Chapter 7 applies the inversion scheme introduced in Chapter 6 to the Ekofisk field. This chapter
draws conclusions on the average R-factor recovered in the Ekofisk field. The chapter also discuss
the R-factors calculated for different regions of pressure build-up and drawdown identified in the
field, and the results confirm the current understanding determined by laboratory experiments and
previous studies that the magnitude varies as a function of strain polarity, with the asymmetry

being at most a factor of three.
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Chapter 8 presents a summary of the thesis. In addition, recommendations are also made for

further development of the ideas presented in this thesis.

1.6.2 Publications
Parts of this thesis have been independently presented in the following publication:

Wong, M. Y., MacBeth, C., JafarGandomi, A., Bertrand, A., and Amini, H. (2017). An
Engineering-consistent approach for separating pressure and saturation changes in the Ekofisk

field. Petroleum Geoscience. (Accepted with revision)

1.6.3 Conferences with extended abstracts

Wong M. Y., MacBeth, C., and Amini, H. (2017). Time-shifts Interpretation of legacy and
frequent repeat seismic data in a compacting chalk reservoir. 79" EAGE Conference and
Exhibition.

Wong, M.Y., and MacBeth, C. (2016). R-factor Recovery via Geertsma's Pressure Inversion
Assisted by Engineering Concepts. EAGE Geophysics and Geomechanics, Jointly Applied to

Subsurface Characterisation workshop.

Wong, M.Y ., JafarGandomi, A., MacBeth C., and Bertrand, A. (2015). Pressure and saturation
change inversion using 4D seismic: Application to a chalk reservoir in North Sea, SEG

International Exposition and Annual Meeting.

Wong, M.Y., MacBeth, C., and Bertrand, A. (2015). Engineering Consistent Constraints for the
Inversion of Changes in Pressure and Saturation on Ekofisk. 77" EAGE Conference and
Exhibition.

Wong, M.Y., MacBeth, C., and Bertrand, A. (2015). Engineering Consistent Constraints for the
Inversion of Changes in Pressure and Saturation on Ekofisk. EAGE 4D Workshop: Getting the

most out of 4D - from reservoir to surface.
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CHAPTER
TWO

AN OVERVIEW: A SUITABLE ROCK PHYSICS MODEL FOR
THE EKOFISK FIELD

This chapter provides an overview of the literature on the Ekofisk field, and includes the geological
description, field production history and the associated geomechanical challenges. Specific
attention is given to the deformations of the reservoir, the surrounding rock and how it affects
reservoir performance. The success of 4D feasibility studies and inversion depends heavily on the
robustness of the rock physics model. 1 will show the calibration of the parameters in the rock
physics model using rock mechanics and data gathered from the literature. A full description of
the rock physics model proposed in generating synthetic time-lapse attributes for the Ekofisk,

along with a summary of different chalk rock physics models in the literature is provided.
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2.1 Geological Description

The Ekofisk field is a naturally fractured chalk field situated in the central graben in the southern
part of the Norwegian sector of North Sea. The location of the field is shown in Figure 2.1. It was
the first commercial oil and gas field discovered on the Norwegian continental shelf. The chalk
field is characterized by a four way dip anticline, elongated in a North-South direction. A seismic
amplitude cross-section is displayed in Figure 2.3 (a) with the major horizons (Top Reservoir,
Tight Zone and Tertiary Base Unconformity) highlighted. The two major formations in Ekofisk
are the Ekofisk formation (Danian) and Tor formation (Maastrichtian). Both units separated by a
relatively impermeable layer of argillaceous, siliceous, cherty chalk known as the tight zone. The
reservoir has an average thickness of 175 - 300m, with greater thickness at the crest and a thinning
towards the flank (Keszthelyi et al., 2016). Top reservoir is located around 3050m (10,000ft). A
well-defined oil-water contact does not exist in the Ekofisk Field due to migration history of oil.
This is commonly found in many other chalk reservoirs. The base of the hydrocarbon deposit
appears domed, possibly due to post accumulation salt movement. The cap rock is the highly over-

pressured Paleocene Balder shale (Feazel et al. 1985).

The porosity distribution in each formation varies both areally and vertically. The average porosity
in the Ekofisk Formation is 32%. However, porosities of up to 48% have been also been
encountered. The average porosity in the Tor Formation is 28%, and the maximum porosity
encountered in this zone is 41%. Porosity is lost towards the flanks, and once the water zone is
encountered porosity falls to about 15%. Figure 2.3 (b) shows the distribution of the chalk porosity
in both formations. The reservoir permeability is low, ranging from 0.1 to 5 mD. From the porosity-
matrix permeability correlations the maximum permeability expected in the Ekofisk Field is 8 mD.
However, well-test results indicate effective permeabilities of up to 150 mD. This enhancement in

permeability is due to fracturing of the formation.

The fluid flow characteristics of the reservoir are largely governed by the distribution, orientation
and interconnectivity of the natural fracture system, forming primary conduits for produced and
injected fluids (Hermansen, 2008). Three types of fractures, healed, tectonic and stylolite
associated, have been identified from cores. The healed fractures are filled with a base material
similar to the chalk and do not provide enhancement of the permeability. The tectonic fractures
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are those most likely to enhance the effective permeability. It has been found from core studies
that these fractures are predominantly sub-vertical (60°-75° dip). The intensity of fracturing varies
both vertically and areally; fracture spacings as small as 10-15 cm have been observed. Stylolite-
associated fractures form adjacent to stylolites. The usual length of such fractures is only 5 cm

(Brown, 1987). This type of fracture does not have a great influence on the effective permeability.

The chalk primarily consists of the skeletal remains of coccolithophorid algae. These calcareous
nannofossils are composed of individual calcareous plates (coccoliths) that form clay to silt-sized
spherical bodies called coccospheres, shown in Figure 2.2. Complete coccospheres are
sporadically present within the chalk but the majority are broken up into single coccolith plates or
laths (Hakansson et al., 1974, Hancock, 1975, Scholle, 1977). Clays and shales with thin
interlayered limestone or silt are the main composition of the overburden. A detailed description

of the overburden lithology is provided in Table 2.1.
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Figure 2.1: Map shows the distribution of various chalk fields and important outcrops in the
North Sea with hot colours showing deeper burial depth (Hjuler, M. L., 2007).

Figure 2.2: (a) a Scanning-electron micrograph (SEM) showing a coccolithophore (Tyrrel and
Merico 2004); (b) an SEM photo of a rock sample from the Ekofisk formation
(Gennaro 2011).
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Figure 2.3: (a) Cross-section showing seismic amplitude of LoFS 2 data from the Ekofisk field.
(b) A cross-section along the North-South direction of the field showing the porosity
distribution of the field in both Ekofisk and Tor formation, separated by a relatively
impermeable layer of argillaceous, siliceous and cherty chalk known as the tight
zone. The sub-intervals of each formation is also provided.
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Epoch Lithology

Sand intervals interbedded with
claystone

9Ud201SI13|d

Claystone with traces of coarse
sand, 98% clay, 2% sand

3ud20l1|d
pUBIPION

Claystone with limestone
intercalations, 95% clay, 2% sand,
3% limestone

Claystone/shale with dolomite
interbeds and traces of sand, 97%
clay, 1% sand, 2% limestone

3ua20B1|O | BUd20IN

Shale with limestone interbeds and
traces of sand/silt, 95% clay, 2%
sand, 3% limestone

puejepoH

9uU8203

Balder: Volcanic tuff

Sele: Claystone with limestone
stringers

pueeboy

9uad03|ed

Lista: Claystone with stringers

Vale: Marl

Ekofisk: Chalk
Table 2.1: Lithology of the Ekofisk field overburden (Nagel, 1998).
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2.2 Production Setting

The estimated stock tank original oil in place (STOOIP) in Ekofisk field is 7.1 billion bbl. The
prolific reservoir was discovered in 1969, it was initially overpressured and contained an
undersaturated oil at 7129 psi and 268°F at a datum elevation of 10,400ft subsea (Tolstukhin et al.,
2012). The bubble point pressure was approximately 5545 psig (Agarwal et al., 1999). Figure 2.4
shows the Ekofisk field historical production and injection plot. Initial production started in 1971
from the discovery well and appraisal wells. The initial recovery mechanism was primary
depletion with production supported from gas reinjection. In 1971, laboratory studies were carried
out to examine the potential of water flooding. A water flood using seawater was piloted in 1981.
A large scale water flood started in 1987 following favourable pilot results. The reservoir
responded positively to secondary recovery operations such as a very efficient oil displacement

and limited water breakthrough even after 10 years of waterflood operations.

The Ekofisk field’s oil is 38°API, and has a viscosity of approximately 0.25 cp. Oil production
increased from 70 MSTBO/D in 1987 to 300 MSTBO/D by mid-2000. A total of 1.5 billion barrels
of water has been injected in the first ten years of the operation. However, the full field water
injection program not only increased the oil production rate and stabilized field pressure, it also
resulted in the water weakening of chalk. This phenomenon resulted in substantial seafloor
subsidence. Reinjection of natural gas in excess of sales has been ongoing since 1975 with 1.3 Tcf
of gas injected as of the year 2000 (Agarwal et al. 2000). This resulted in the decrease of the
average field gas to oil ratio (GOR) during this period of time from approximately 8000 SCF/STB
to 1150 SCF/STB (Tolstukhin et al. 2012).
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Figure 2.4: Ekofisk field historical production and injection data. Seismic coverage on the
Ekofisk field with baseline shot in 1989, and streamer monitors on 1999, 2003,
2006 and 2008. The LoFS was put on stream in 2010. C, Q and OBC represent
conventional, Q-marine and Ocean Bottom Cable.

2.3 Geomechanical Challenges in Ekofisk

Various geomechanical challenges were encountered in the Ekofisk field. These geomechanical
occurrences affected the performance of the reservoir. Several aspects of the geomechanical
challenges are listed below.

2.3.1 Seabed subsidence

Over 7.8 metres of seafloor subsidence has occurred at the Ekofisk Field since the start of
production in 1971. Full water injection was initiated at Ekofisk on a limited scale in 1987. The

surface subsidence is a result of reservoir compaction, which is considered primarily to be due to
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pressure depletion until the early 1990°s and water weakening thereafter. “This phenomenon was
first noticed in 1984, where approximately three metres of seafloor subsidence has occurred at the
crest of the field”, according to Sylte et al., 1999. The measured subsidence rate averaged about
33cm/year. Several factors that contributed to the compaction are high porosity, overpressured
reservoir, large areal extent of the field relative to its burial depth, large thickness of the production
interval, and large reduction in pore pressure. The incremental efforts of water injection as a
recovery mechanism and pressure maintenance was expected to slow and eventually arrest
subsidence at the producing platforms. However, as the pressure began to stabilize in 1993 and
early 1994, there was little impact on stopping the subsidence rate. The subsidence rate remained
essentially unchanged through 1998. The continued subsidence after 1994 coupled with laboratory
and field data indicated that a water weakening phenomenon is responsible for the compaction of
the field (Sylte et al., 1999). The persistence of subsidence is observed throughout the entire field
production, this is depicted in Figure 2.5.

Reservoir compaction and seabed subsidence continues to be a very important consideration in
Ekofisk Field reservoir management strategies. Efforts to monitor early reservoir compaction and
seabed subsidence include twice-a-year compaction logging in a monitoring well, daily GPS
measurements at the platforms, and periodic bathymetry surveys with nine surveys span from the
year 1970 to 1999 (Guilbot and Smith 2002). Figure 2.6 shows seismic data in time along the well
2/4-X-09 in an area with strong compaction. The seismic trace along this well shows changes in
time and amplitude from 1989 (baseline survey) to 1999 (monitor survey) after a decade long of

water injection activities.
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Figure 2.5: Seabed subsidence is evident from the progressive sinking of the Ekofisk platform,
indicated by red up-down arrow (ConocoPhillips internal report).
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Figure 2.6: shows the time section along the well 2/4-X-09 at monitor (1999) and baseline
(1989). The yellow seismic trace is calibrated to the 1999 survey. This is an area of

strong compaction, a time subsidence effect is observed at top reservoir in 1999
(Guilbot and Smith, 2002).
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2.3.2 Reservoir performance and productivity effects

Reservoir compaction and subsidence was recognised in late 1984, but loss in reservoir
productivity was not observed. As of today, it has been widely recognised that compaction has
aided reservoir productivity immensely. In a nearby field - VValhall, we see rock compaction as the
main driver in contributing to the total cumulative oil contribution compared to other drive
mechanisms such as oil expansion, aquifer, gas influx and water flooding (Cook et al, 1996). This

is demonstrated in Figure 2.7.
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Figure 2.7: Cumulative oil contribution in MMSTB from various production mechanisms in the
Valhall field (Redrawn after Cook et al., 1996).

In chalk reservoirs, the water flooding decreases the pore collapse strength, and rock compaction
accelerates. The overpressure and the mechanically weak structure of the chalk are the elements
that trigger the rapid reservoir compaction. The compaction has the positive effect of being the
drive energy to produce fields like Valhall for more than 20 years without any other recovery
mechanism. Approximately 50% of the drive mechanism has come from the rock compaction
(Barkved et al., 2003). This compensates for the negative consequences such as chalk production,
influx failures and casing collapse problems.
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Waterflooding efforts in Ekofisk have generally been positive and visible. Early water injection
shows individual wells experienced significant increase in oil rates, dramatic drops in GOR and
limited water breakthrough (Hermansen et al., 1997). For strongly water-wet areas such as the Tor
and Lower Ekofisk formations at Ekofisk, the bulk of waterflood displacement is a capillary
dominated process and the rate of recovery is strongly dependent on the matrix block size and the
amount of matrix surface area exposed to fractures, with ultimate recovery determined by the
capillary, gravity, and viscous equilibrium. For less water-wet areas, such as the Upper Ekofisk
formation at Ekofisk, viscous and gravity forces as well as capillary forces are important. Figure

2.8 shows an imbibition experiment where water invades a chalk core and displaces oil.

Apart from the positive hydrocarbon recovery from compaction drive, are there any detrimental
effects on productivity? The Ekofisk chalk is relatively tight but is naturally fractured, these
fractures vary in terms of spacing, inclination, length, and conductivity significantly, in both
vertical and sub-horizontal directions. Increasing stress levels in the reservoir affects the closing
and opening of fractures. For example, stress components perpendicular to a fracture face tend to
close the fracture and reduce fracture conductivity. Shear stresses on the other hand may increase
conductivity and even open new ones. In the work from Sulak and Danielsen (1989), they reported
that no changes have been observed from productivity that might indicated changes in stress
affecting the fracture system. Nearby field (West Ekofisk) has a similar depletion history and
geology with a higher effective stress has also not reported negative productivity changes in the
field.
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Figure 2.8: Imbibition experiment was carried out on chalk cores in the Ekofisk field showing
the water wet chalk shows absorption of water quite effectively at low in situ water
saturation (ConocoPhillips internal report).

2.3.3 Casing deformation

One of the geomechanical challenges faced in the Ekofisk field is casing deformation, this was
first discovered in 1978. Casing deformation was first noticed while routine workover and wireline
operations were performed. By 1989, about two-thirds of Ekofisk well casings have reportedly
failed. One of the hypothesis of casing failure was due to excessive matrix acidizing, resulting in
lack of lateral support around the casing, and causing buckling as it is loaded in compression. Other
possible failure modes are collapse due to radial stresses, tensile break due to axial tension and
thread jump resulting from axial compression or tension. Several measures were taken to
understand failure mechanisms such as running caliper logs through failure casing. Such measures
were taken in well 2/4 B-10 in the overburden, where it shows ovaling or deformation in the
overburden. The overburden section of the casing string, close to the top reservoir is under tension
as a result of compaction inside the reservoir. Other methods of monitoring include using
radioactive markers placed at various depths in the well and utilizing highly accurate casing collar
logs to measure changes in the casing length (Yudovich and Morgan 1989).
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2.3.4 Overburden Stretching

Reservoir compaction is balanced by changes in the stress state of the overburden. Above a
compacting reservoir the overburden stress will decrease as the overburden expands to
accommodate the reduction in reservoir volume. This is accompanied by a reduction in acoustic
velocity of the overburden rock. An important publication from Guilbot and Smith (2002) on 4D
constrained depth conversion for reservoir compaction estimation: Application to Ekofisk field,
shows time-shifts at top reservoir could not be produced by the physical displacement of top
reservoir alone, as this assumption would result in compaction estimates of 2-4 times greater than
the reservoir model-based prediction. Guilbot and Smith (2002) shows that without taking into
account of the changes in overburden interval velocity, there is a 75% error in the compaction
prediction. More description will be provided in Chapter 6 on how the overburden signals are
useful in characterizing reservoir dynamic changes. Stress changes in the overburden could also

lead to redistribution of gas in the shallow overburden (Olav Barkved, personal communication).

2.3.5 Overburden Compaction

Stress arching in the overburden is also often associated with compacting reservoirs, this
phenomenon was found in nearby chalk field, Valhall (Barkved, 2012). Since the reservoir
undergoes significant compaction, a pressure gradient could form from the overpressured
overburden into the reservoir. Additional compaction and subsidence can arise from this pressure
gradient leading to depletion of the overburden. The overburden is mainly shales with low
permeability in the matrix. Drainage of the low permeability overburden sediments would require
an extensive fracture system or fractures caused by out of zone injection. There is currently no
data suggesting the existence of such fracture network in the overburden nor is the stress level in
the overburden suggesting the potential for creation of open fractures (Sulak and Danielsen 1988).
Compaction monitoring efforts such as radioactive markers show that the overburden is not
compacting. However, | show that localised time strain data in the overburden contains hardening
signal on top of injection activities in the reservoir. This does not necessarily suggest physical
changes in the overburden but re-orientation of stresses. We will evaluate this topic further in

Appendix D, where some examples on overburden compaction is presented.
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How can we understand these physical changes in seismic information?

One way to quantify and understand these phenomenon from seismic is to carry out rock physics
modelling. A rock physics model is a set of equations and statistics capturing the relationships
between physical properties for a particular rock type or formation. Essentially, the goal is to create
synthetic seismic using multiple scenarios from a fluid flow simulator to match the observed
seismic. It is therefore crucial to have an accurate rock physics model that captures the full physics
between the reservoir rock and fluid properties and the elastic properties picked up by the seismic

sound waves.

2.4 An Overview: Rock Physics Modelling

There are a growing number of publications studying and comparing rock physics models on
carbonate rocks. Although carbonate reservoirs represent many of the major oil and gas reservoirs
in the world, the experimental data on carbonate rocks (including chalk samples) have not been as
thoroughly studied as silici-clastic sedimentary rocks. In some cases, the relations developed for
sandstones are also applied in carbonates, which does not represent the full physics at best. A close
examination of the current literature in the subsequent section provides some insights into which
rock physics model is suitable for the purpose of estimating elastic properties of chalk in the

present study. | first start with the validity of Gassmann relations in chalk reservoirs?

2.4.1 Validity of Gassmann relations in chalk

The Gassmann equations make several fundamental assumptions such as that the pore spaces
between grains are well connected, and this assumption works well in monomineralic rocks.
Gassmann also assumed no chemical interaction occurs between the rock frame and the pore fluid,
and that the rock is isotropic (Gassmann 1951). These assumptions mean that these equations are

most applicable to porous, clean sandstones rather than chalk or other hard carbonate rocks.

Chalk differs greatly in its composition and structure from clastic rocks. While clastic rocks have

mainly inter-granular pores, chalk can have various pore types, such as inter-particle, intra-particle,
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moldic and vuggy pores (Xu et al., 2007). Works from Walls et al. (1998), Borre (1998), Wang
(2000), Borre and Fabricius (2001), Gommesen, Mavko, Murkerji (2002), Japsen et al. (2004),
Ragen et al. (2005), Adam et al. (2006), Gommesen et al. (2007), Fabricius et al. (2007), Bhakta
and Landrg (2013) and Das et al. (2016) have shown Gassmann’s relationships are valid in both
fluid substitution and estimation of elastic properties of the chalk. It is argued that, as a
consequence of the relative homogeneity and high pore-connectivity of the chalk, combined with
high porosity and permeability (Fabricius et al., 2007), the chalk interacts with sonic waves in a

low frequency manner, hence Gassmann’s relation can be applied.

From the work of Adam et al. (2006), it was demonstrated that at seismic frequencies, the brine-
saturated bulk modulus for carbonates rocks (with round pores and vugs) with small differential
pressure dependence is well estimated by Gassmann. However in his work it was also
demonstrated that carbonates samples that are strongly influenced by compliant pores and micro
cracks led to predictions that deviated from the observed ones. The samples that deviates from
observed values studied by Adam et al. (2006) are less applicable to the present case, as they are

mostly hard limestone, with some samples that have been dolomitized.

Another school of thought argues that instead of Gassmann’s relation, inclusion based scattering
theories would be more appropriate for modelling chalk samples. Reasons for disapproving the
validity of Gassmann’s relation on chalk include the heterogeneity and pore types of the chalk and
the sensitivity of shear moduli to fluid (Adam et al., 2005). A full review on why Gassmann’s
model is not as valid in chalk reservoirs is presented in Misaghi et al. (2010). Different scattering
models have been presented, such as Kuster-Tokssoz implemented by Sernes and Brevik (2000),
self-consistent approximation (SCA), from Berryman (1980) implemented in Bhakta and Landrg
(2013) and the differential effective medium (DEM) model and SCA in Misaghi et al. (2010).

The results from using inclusion based scattering theories interestingly enough, are only
marginally better than or similar to those predicted by Gassmann’s relations. Larger differences
between the models with respect to Vs (S-wave velocity) estimation were found rather than
discrepancies in predictions between Gassmann and scattering theories. A summary of the
different rock physics models used for fluid substitution and elastic properties modelling in chalk

reservoirs is provided in Table 2.2; the respective research objectives, conclusions and fields of
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interest are also provided. Two publications that require special attention are those from Walls et
al. (1998) and Das et al. (2016). These publications were published by the operator
(ConocoPhillips) of my field of interest, using laboratory measurements for the Ekofisk chalk.
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Paper

Research guestions/Objectives

Conclusions/Outputs

Field

Walls et al. (1998)

To model seismic velocity of chalk
reservoir as a function of its porosity and
fluid saturations

First application of combined cementation theory and
modified upper Hashin-Shtrikman model to chalk. The
model slightly overestimates bulk modulus for low
porosity chalk. Computed and modelled shear modulus
are in good agreement. Applied Gassmann’s relations.

Ekofisk,
Norwegian Sea

Segrnes and Brevik
(2000)

Challenged the suitability of Gassmann
model for carbonate fluid substation. A
workflow using Kuster-Toksoz to perform
fluid substitution was carried out.

The scattering theory falsely let shear moduli be affected
by the fluids’ bulk moduli, when data suggested otherwise.
The errors between Gassmann model and Kuster-Toksoz
are small.

Confidential

Rggen et al. (2005)

Acquire acoustic properties of chalk and to
test whether dry moduli can be predicted
from measurements on water saturated
chalk samples.

Presence of large grains of microfossils and smectite
influences elastic properties of the chalk. The dry moduli
calculated via inverse Gassmann’s relations fits the
measured dry moduli; but underestimates Ve and Vs. by 2%
and 4% on average respectively.

Dan, South
Arne, Gorm,
Danish North
Sea

Adam et al. (2006) | The applicability of Gassmann’s theory on | Rock shear modulus is sensitive to brine saturation at | Confidential
carbonate rocks in the context of shear and | seismic frequencies, this is attributed to weakening of the
bulk modulus dispersion and rock frame | matrix due to possible surface energy loss and/or subcritical
sensitivity to saturation. crack growth at low differential pressure. No positive
relation is found between weakening of rock shear modulus
and failure of Gassmann’s theory to predict saturated bulk
modulus at seismic frequencies. In fact, Gassmann predicts
quite accurately brine saturated bulk modulus with small
differential pressure, possibly closing soft fractures and
pores.
Gommesen et al. To compare the low-frequency Gassmann | Gassmann is applicable in the log frequency domain. | Chalk field in
(2007) and high-frequency self-consistent | Predictions from Gassmann and the self-consistent | Danish  North
approximation method on  fluid | approximation method differs marginally. Sea

substitution to well log data
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Fabricius et al.
(2007)

An iso-frame (IF) model with combination
of petrographic data to generate elastic
properties of impure chalk

Core sample studies provided mineralogical composition
and fluid saturations of the rock. The IF parameter was
found iteratively to fit the elastic modulus log. Paper also
show how the iso-frame method can be extended to log
data.

South Arne,
Danish North
Sea

Misaghi et al.
(2010)

Investigated the effectiveness of the
differential effective medium (DEM)
model and self-consistent (SC) model to
model elastic properties of carbonate
samples

Both Gassmann and DEM models yield good agreement
with measured saturated Ve, with the later having a better
accuracy.

Carbonate and
sandstone from
south-west Iran

Bhakta and Landrg
(2013)

Applicability of Gassmann’s relations for
chalk and how well shear wave velocities
can be generated from empirical and rock
physics models.

A universal rock physics model for chalk reservoir cannot
be established. SC approximation and IF model are similar
to Gassmann estimates for dry P-wave velocity. Larger
differences between models with respect to Vs estimation
in comparison to which fluid substitution model is most
accurate.

Ekofisk,
Norwegian Sea

Das et al. (2016),
Das et al. (2013)

An integrated rock physics model based on
an extended form of Nur’s modified
Voight’s model, Hertz-Mindlin to model
pressure change and Gassmann equation
for fluid substitution is presented

The model predicts velocities and density fairly accurately
for high porosity, low water saturation chalk, but
underestimated for low porosity chalk. A set of parameters
used for specific layers in the model.

Table 2.2: Summary of published rock physics models to compute various elastic properties in different chalk fields.
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2.4.2 Proposed rock physics model

Following the selected successful application of Gassmann’s in the petro-elastic model for elastic
properties estimation, the proposed rock physics model in this study also takes the same approach.
Unlike the DEM and the iso-frame models, which assume a fixed microstructure independent of
pressure, the present rock physics model is pressure dependent. This approach is similar to that of
Das et al. (2016), where the model takes into consideration the combined effect of porosity,

pressure and fluid saturation on the effective elastic properties.

My rock physics model employs three main steps. Firstly the compaction-induced porosity change
is calculated using a compaction model first proposed by Sylte et al. (1999), and also mentioned
in Smith et al. (2002). The compaction model is illustrated in Figure 2.9 for dry compaction and
water weakening. The compaction model has a few assumptions based on observations made from
extensive geomechanical experiments performed in the laboratory. The assumptions of the
compaction model are that compaction depends on the initial oil filled chalk porosity, and that
chalk with porosity lower than 28% does not undergo compaction. Compaction also depends on
the increase in water saturation, in which the compressibility of high porosity, water-weakened
chalk is many times greater than that for the same chalk in its water-free state. Extensive rock test
results also indicate that the relative amount of water-weakened chalk is a linear function of water
saturation, from zero water saturation (i.e., water-free state) to the state with the maximum
attainable water saturation, at 0.325, when the entire matrix is fully water-wetted and the chalk is
fully water-weakened. After this point, no additional compaction is induced once the water
saturation has reached 0.325 from a water-free state. Compaction also occurs when the effective

stress is greater than 2000 psi (approximately 13.7MPa).
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(a) Dry Compaction (b) Water Weakening
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Figure 2.9: The compaction model for (a) dry compaction at 0% water saturation and (b) water
weakening at water saturation of 33%. Below the initial porosity of 28%, the rock is
insensitive to compaction. The curves in both (a) and (b) show fitting of the
compaction measurements. The highest porosity rocks has the steepest compaction
gradient.

The second step is to calculate the elastic moduli as a function of pressure effects on the dry rock
frame. Stress sensitivity of reservoir rock remains a critical factor in understanding reservoir
performance through seismic monitoring and feasibility studies. The effect of pore pressure change
in fluid is easily calculated through the equations of Batzle and Wang (1992), and Han and Batzle
(2000). To estimate the pressure compliance of the dry rock frame, I follow a pressure model from
MacBeth (2004), shown in Equations (2.1) and (2.2), that describe the behaviour of the dry frame

with increasing effective pressure.

—_ Ky
Kary = 1+(Exe Teff/Phy (2.1)

_ Hinf
,udry - 1+(E#e—Peff/P#) (2-2)

where the coefficients Kz, u; s are the bulk and shear infinity, which control the high pressure

asymptotes, in which an empirical relation is derived as a function of initial porosity. Py, F, are the
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characteristic pressure constants and determine the rollover point beyond which the rock frame
attains its state of relative insensitivity; in other words, they control the slope of the curve. The
coefficients Ex, E,, determine the intercept of the curves. For the pressure dependence, this model
takes a form which assumes the compliances to be slowly varying functions of confining pressure.
In this study, the coefficients of the pressure model proposed by MacBeth (2004) are optimized

using input data from the rock mechanics tests.

In order to calculate the effective pressure, the equation from Terzaghi (1923) on the effective

stress law is employed:
O'ij = SU — (Sijapp (23)

where the effective pressure, o;; equals to the applied stress, S;; minus the multiplication of the
effective stress coefficient, a and the pore pressure P,. The effective stress law requires the rock
to be elastic, depends only on the state of stress, the pore pressure is uniform throughout the pore
spaces and no hysteresis in the stress-strain cycles. Since no rock is absolutely elastic all effective-
stress laws for rocks are approximations (Mavko et al., 2009). The a parameter is proposed as
Biot’s coefficient in Equation (2.3) by Nur and Byerlee, 1971, and is only valid for volumetric
strain. Biot’s theory of poroelastitcity (Biot 1941, Geertsma 1857) shows that the effective stress
coefficient for bulk volumetric strain is a description of how strain is distributed in the porous
media between the solid matrix and the pore volume. If Biot’s coefficient equals to one means an
elastically incompressible matrix, and zero corresponds to the case when the pore volume is
incompressible. The determination of the Biot-coefficient of chalk has been carried out in several
separate studies. While some of them claim a coefficient as low as 0.7-0.8 (Alam et al., 2012 and
Kristiansen and Plischke 2010), other experiments indicated a Biot-coefficient of 0.9 (Warpinski
and Teufel 1992). Since the Biot’s coefficients measures the rock at static condition, there iS no
theoretical justification for extrapolating Biot’s coefficient to elastic moduli and seismic velocities.
However, a dynamic effective stress coefficient, a is calculated from sonic data shows not a
constant value for chalk but ranges between 0.80 and 0.95 for the studied samples from the Valhall
field (Alam et al., 2012). Since no laboratory measurements on the effective stress coefficent is

available, I will assume the effective stress coefficient equal to to 1 for the Ekofisk chalk. The
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effective stress coefficients for various properties of rocks composed of a number of mineral

constituents, is summarised in Berryman (1992).

Since porosity is a dynamic parameter, depending on how the pore pressure changes in the
reservoir, the porosity can be either reduced, due to pore pressure decrease, or remain constant if

pore pressure increases. The porosity has a direct impact on the K;,, ;¢ values and the dry frame,
Kgry, ary Modelling of the rock. This relationship is given in Equations 2.1 and 2.2. As illustrated

in Figure 2.10, as the rock compacts from point A to point B as a result of dry compaction or water

weakening, the porosity reduces; in turn, the K;,, ¢, p;, s Values will increase and the dry rock frame
moduli, K4y, 1ary increase in stiffness. As the rock undergoes depletion without compaction, such

as for rocks with less than 28% initial porosity, the dry frame of the rock takes the path from point

B to point C. There is no change in Kj,r, iy, but there is still an increase in the dry frame
Kary, ary Values, but this increase is much less than from point A to point B. Lastly, if there is an
increase in pore pressure, hypothetically speaking from point C to point D, the Kj,, ¢, p;, rStays the

same as the porosity is constant, but the K., tg,, becomes smaller.
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Figure 2.10: A schematic diagram showing how porosity changes Ky, s Values used in rock
physics modelling.

Why is stress sensitivity calibration important?

Figure 2.11 shows the sensitivity of P-wave velocity as a function of stress. Depending on the rock
properties, each field or rock type has very different stress sensitivity characteristics. For example,
the Ekofisk chalk (North Sea chalk) is a lot more stress sensitive than the West of Shetland
sandstone, and in comparison, the West of Shetland sandstone is relatively more stress sensitive
than the Balder sands. The stress sensitivity is also dependent on loading and unloading
mechanisms and the initial effective stress. The rock is usually more stress sensitive at low
effective stress and also in unloading events, such as injection compared to depletion. By using
these description, we can quantify how stress sensitive the rock is due to production changes and

what percentage change will be manifested in P-wave or even S-wave velocities.
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The calibration of the MacBeth law (2004) parameters (K, Uins, Pk, B Ex, E,,) Using data points
from rock mechanics laboratory measurements provided from the field operator ConocoPhillips
are shown in the Table 2.3. Each sample was fitted with its individual stress sensitivity parameters
which are governed by the heterogeneity of the rock sample. In order to translate these parameters
to describe a rock physics model that will be used for the simulation model, an averaged value or
correlation with the initial porosity needs to be used. A correlation between (K, uin ) and initial
porosity was established from the data, showing a dependency on initial porosity, as shown in
Figure 2.12. It was found that an exponential relationship between (K;yf, tins) and porosity gives
the best correlation, with a regression R-squared coefficient of 0.9211 and 0.907 for bulk and shear

infinity respectively.

The curve fitting using individually optimised parameters (K, s, tins, Px, P, Ex, E,,) based on their
respective initial porosity for both bulk and shear modulus is shown in Figure 2.13. No specific
trends were found between Py, B, Ex, E,, and the initial porosity; hence the averaged Py, B, Ex, E,
were initially employed. However, the results shown in Figure 2.14 show considerable discrepancy
between the data points and the fitting. | revised this approach by optimising the parameters
Py, B, Ex, E,, globally, by using all the data points: essentially using all data points from all samples
to generate a best fitting Py, P, Ex, E,, for the model. This has markedly improved the fitting for
bulk modulus, but less so for shear modulus, as shown in Figure 2.15. The lack of improvement
for shear modulus is most likely due to poor data quality. The data points for sample 20 has higher
bulk modulus than sample 9, however, this is the opposite for shear modulus. This could be a
measurement error in shear modulus for sample 20. The optimization using all data points and the
goodness of fit for both bulk and shear modulus are illustrated in Figure 2.16. These parameters
help to describe the stress sensitivity model to generate elastic properties in the simulation model.
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Figure 2.11: P-wave velocity percentage change as a function of effective stress for Ekofisk
chalk, West of Shetland and Balder sandstone.
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1 0.403 | EA 4.61 1.45 8.02 4.03 0.18 15.64
32 0.375 | ED1 6.39 0.94 15.06 4.10 0.79 23.98
3 0.339 EC 9.69 0.91 9.35 6.67 0.30 12.34
4 0.339 | ED 9.43 0.91 9.35 6.53 0.30 12.9
20 0.261 EA 11.72 0.45 24.15 8.21 0.20 38.53
9 0.229 EE 16.54 0.31 25.36 9.32 0.07 12.53

Averaged 0.83 15.22 Average 0.31 19.32

Optimised 0.49 17.74 | Optimised 0.19 21.5

Table 2.3: Stress sensitivity parameters ( K, ¢, ting, Pk, B, Ex, and E,) calibrated from rock

mechanic tests.
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Figure 2.14: Curve fitting using averaged (Py, P, Ex, E,,) for both (left) bulk and (right) shear
modulus.

Curve Fitting using optimised Eg,E,, Px, B,

8 b — - 10
-------- - . . . .
14F Ly * | ol o L
. P
- st
g 3 T e,
- — .
o ez T . & 4.
' 10f et . 2 - '
é R bz 3 6F oo B f o t—r
3 y O e K o 2
§ 8t Rz S
x zz=EmT § sl
= ]
o gl . i 2
. 4 =zEEs==S3= 9,,,,___.,:ﬁ;:;::;;:::’:::;:: ,,,,, »
,,,,,,, T S acamszzazce . . ;
T T o 3 .
5 10 15 20 25 30 35 40 45 5 10 15 20 25 30 35 40 45
Effective stress [MPa] Effective stress [MPa]
® Data = F.’.ttl‘n,g —&— Sample1
—@— Sample 32
—®— sample 3
—8— Sample 4
—&— Sample 20

Figure 2.15: Curve fitting using newly optimised (Py, P, Ex, E,,) for both (left) bulk and (right)
shear modulus.
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It is commonly known that cores taken from wells do not provide a statistically meaningful
representation of the 3D heterogeneity of the reservoir, because samples, naturally, are taken from
the most competent and productive rock. This may, for example, lead to pressure-sensitive
mesoscale pockets of unconsolidated/consolidated sands, perhaps shales, or even fractures/faults
being by-passed in the analysis. The samples used in the present rock physics model calibration
ranged from 22-40% porosity in the Ekofisk formation and 24-37% in the Tor formation. This is
a fair representation of the field, since the 4D seismic activities were mostly concentrated in these
porosity regions and the fitting for this porosity range can also be extended to rocks with porosity

lower than 22%.

Another argument contributing to the validity of calibrating elastic properties with core samples is
that in our case, the core samples were taken from different sub-formations in the reservoir, hence
representing a fair heterogeneity of the reservoir. Furthermore, a good trend was also found
between the bulk and shear infinity modulus, with the initial porosity. Another issue with cores is
that they are loaded back to their in-situ stress state do not recover their original velocities, and
their stress dependence is usually larger than it was in situ (Fjeer and Holt, 1999). Damage resulting

from core unloading needs to be estimated and subtracted from the rock-frame measurements.
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*  Kuvs. Peff, Kinf

* G vs. Peff, Ginf

Ginf

generate best fitting Py, P, Ex, E,, for the model.

follows:
Kins = 62.14e7>915¢

Giny = 26.2¢ 44020

and initial porosity.
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General model:
f(x,y) = y./(1+a."exp(x. /b))
Coeffidents (with 95% confidence bounds):
a= 0.4887 (0.3886, 0.5889)
b= 17.74 (14, 21.49)

Goodness of fit:
SSE: 5.059
R-square: 0.9886
Adjusted R-square: 0.9883
RMSE: 0.3857

General model:

f(x,y) = y./(1+a."exp(x./b))
Coeffidients (with 95% confidence bounds):
a= 0,1903 (0.08217, 0.2984)

b= 21.5 (6.364, 36.64)

Goodness of fit:
SSE: 5.336
R-square: 0.9651
Adjusted R-square: 0.9641
RMSE: 0.3962

Figure 2.16: Optimising the parameters Py, B, Ey, E,, globally by using all the data points, to

The fitting model for K;,r and u;,r with initial porosity is given as Equations (2.4) and (2.5) as

(2.4)

(2.5)

These equations represent the empirical correlation between the infinity bulk and shear modulus



The third and final step is the fluid substitution to in situ saturations. The fluid properties were
modelled using the laboratory derived equations from Batzle and Wang (1992) and Han and Batzle

(2000). The equations from Gassmann’s model (1951) are given as below:

(1_Kdry/Km)2
o 1-¢ Kdry

Kfl Km K.%n

Ksat = Kary + (2.6)

Usqt = Hary (2-7)

where K¢ and pg,, are the saturated bulk and shear modulus, K,,, and u,, are mineral bulk and
shear modulus, K4;-, and ug,-, are dry-rock bulk and shear modulus, K, is the fluid bulk modulus
and ¢ is the porosity. The difference here compared to a non-compacting reservoir is, that due to
changes in porosity as a function of pressure depletion and water weakening, the porosity, the dry
rock bulk and shear modulus are dynamic components that change with time for the same rock.
The changes in dry rock bulk and shear modulus depends on mechanisms such as depletion-related
pressure drop and re-pressurisation due to water injection. On the other hand, mineral moduli such
as K,,, and u,,, are constants, and the most commonly used values from the literature are listed in
Table 2.4. In the present rock physics model, | employed values that are equal to those in Das et
al. (2013) and Das et al. (2016). Since the clay distribution in both Ekofisk and Tor formation is

less than 5%, the rock is assumed as monomineralic, with a composition of 100% calcite.

Figure 2.17 shows the P-wave velocity log reconstruction at a producer well. The match between
measured and predicted P-wave velocity is in good agreement except at intervals with bad hole
and the tight zone interval with higher quartz content. This is where the monomineralic assumption
could break down.
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Walls et al. Japsenetal. | Gommesen et Das et al. (2013,
(1998) (2004) al. (2007) 2016)

K chalk

GPa) 65 71 71 72
K clay .

(GPa) 20.9 25 Not provided n/a
M chalk

(GPa) 27.1 30 24 36
u clay .

(GPa) 6.85 9 Not provided n/a
p chalk 2.71 2.71 2.71 2.71
(g/cc)

p clay 2.85 2.7 Not provided n/a
(9/cc)

Table 2.4: A summary of mineral bulk modulus, shear modulus and density used from other
published works.

The modelling results are shown for application of the rock physics model to a reservoir simulation
grid using pressure, temperature, saturation and compaction values at each cell to compute the
changes in P-velocity, S-velocity, density and two-way time (time-shifts) for a time period of two
and a half years a part (LoFS 2 — LoFS 6). In Figure 2.18 time-shift results from the present rock
physics model, and results from the operator, employing a different rock physics model (Smith et
al., 2003, Smith and Brown 2005, Das et al., 2016), are compared with field observation, where
the former show a better agreement with field-measured reservoir time-shifts between LoFS 2 to
LoFS 6. Areas highlighted in yellow demonstrate that my rock physics predictions more closely
represent the field observations. The southern part of the field, shows hardening signals due to
depletion and reservoir compaction, this is supported from the prediction from the reservoir
simulation model. The western part of the field, shows pressure depletion and gas saturation
increase; however, the gas signals are not conspicuous in the field, due to the masking effects of
geomechanics. The masking of gas effect is more accurately portrayed in my rock physics
predicted in Figure 2.18(b) than those predicted in Figure 2.18 (a) when compared to the observed
reservoir time shifts in Figure 2.18(c). The forward predictions from both rock physics models are

noise-free hence the overall time-shift values predicted are slightly higher than the observed
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values. The proposed rock physics model more accurately modelled the overall 4D seismic

reservoir time-shifts then the operator’s rock physics model.
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Figure 2.17: Porosity and water saturation logs interpreted from petrophysical evaluation, the
rock physics model proposed in this chapter is then used to reconstruct the P-wave

velocity log.

62



(a) Operator’s Rock physics Model ( b) Proposed Rock physics Model
(Time shifts modelling) (Time shifts modelling)
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Figure 2.18: 4 comparison between the predicted reservoir time shifts from (a) operator’s rock
physics model, (b) proposed rock physics model and (c) the observed reservoir
time-shifts.
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2.5 Summary

This chapter has focused on establishing a rock physics model for the compacting chalk reservoir.
In addition, a critical examination of different rock physics approaches in the literature is also
provided. I explored the literature to determine the applicability of using Gassmann’s fluid
substitution theory to estimate the effects of fluids on bulk modulus in a chalk reservoir. The
majority of the work from literature (Sernes and Brevik 2000, Ragen et al., 2005, Gommesen et
al., 2007, Misaghi et al., 2000 etc.) shows that this relation is a valid for chalk samples. Results
from inclusion based scattering theories are marginally better or comparable to those predicted by

Gassmann’s relations.

| then presented a rock physics model for the Ekofisk field; calibrated with data from rock
mechanics and the literature. The rock physics model proposed comprised of three main
procedures. A dynamic compaction model calibrated to geomechanical data (Sylte et al., 1999) is
used to model porosity change due to dry compaction or water weakening. The next step is to
model the dry rock frame of bulk and shear modulus as a function of effective stress. This is carried
out by calibrating stress sensitivity parameters from the MacBeth (2004) pressure model to rock
mechanics data. This allows a field calibrated porosity-dependent pressure relationship for the
baseline and monitor time, which is crucial for studying time-lapse seismic anomalies. Lastly,
Gassmann’s relations (1951) are employed to model fluid effects. This workflow was applied to
model the reservoir time-shifts between LoFS 2 and LoFS 6, where this approach shows better
agreement to the observed time-lapse time-shifts, compared to the model proposed by the field
operator. In the next chapter, I will employ this rock physics model for dynamic reservoir
characterization, primarily using it to model time-shifts measurements from both streamer and
LoFS data.
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CHAPTER
THREE

DYNAMIC RESERVOIR CHARACTERISATION

This chapter provides an overview of the use of 4D seismic data in dynamic reservoir
characterization in the Ekofisk field. A summary of the seismic data from both acquisition strategy
for streamer and Life of Field Seismic (LoFS) is provided. A comparison is then made between
streamer and LOFS data where a clear evolution of LoFS reservoir time-shifts as a function of
pressure change was observed, whilst the streamer time-shifts portray signals that are dominated
by an interplay of pressure and saturation changes. The rock physics model described in Chapter
2 is employed to compute reservoir elastic properties and time-shifts as a function of pressure and
saturation changes. Lastly, | provide two separate examples on reconciling the observed and
modelled reservoir time-shifts in streamer and LoFS surveys by taking into account hysteresis in

the rock’s stress sensitivity to effective stress.
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3.1 Life of Field Seismic for Reservoir Monitoring

The production history of Ekofisk is provided in Chapter 2. Here, | will give a brief description on
the seismic data acquired in the Ekofisk field. Two separate acquisition strategies were adapted
through time: streamer and Life of field seismic (LoFS) using ocean bottom cables. There was no
pre-production seismic data and the first baseline seismic survey was shot in the year 1989
followed by four streamer monitor surveys in the year 1999, 2003, 2006 and 2008. The first survey
however coincides with the water injection programme started in 1987 hence it is a good baseline
survey for monitoring water flooding (Guilbot and Smith 2002). The monitor surveys indicated
significant time-shifts in the upper reservoir that were related to reservoir compaction. Despite the
success of these surveys in showing reservoir compaction, the operator determined that this
challenging field required more frequent surveys with higher repeatability. The acquisition
configurations for marine streamer and LoFS time-lapse surveys in the Ekofisk field are provided
in Table 3.1. The first three seismic surveys are conventional streamer, followed by two surveys
using Q-marine, point-receiver marine seismic system. The result of using Q-marine technology
shows lower source-receiver positioning error, with as low as 50m in most of the survey area
(Haugvaldstad et al., 2011). This improvement is depicted in Figure 3.1. The repeatability
(NRMSd) of the streamer data and the gas cloud in the overburden which prevents optimal imaging
is depicted in Figure 3.2

A permanent seismic monitoring system was installed in 2010 as an effort to acquire more frequent
and higher-repeatability 4D LoFS data. By 2010, with more than 1 billion STBO planned to be
produced and more than 80 wells to be drilled during the next 15 years, a dedicated monitoring
system is necessary to support the drilling programme (Bertrand et al. 2014). The LoFS data is
used for the purpose of reservoir surveillance such as to optimize new well locations and
trajectories, prioritize well interventions, update the reservoir model and monitor the
geomechanical behaviour of the overburden (Bertrand et al. 2013a). High repeatability (5%
NRMS) has been achieved (shown in Figure 3.3), resulting in detectable 4D time-shifts of less
than 200us and amplitude changes of the order 2 to 3%. Currently, the LoFS data are routinely
used in well planning and reservoir management workflows by the field operator. Nine LoFS

surveys have been acquired to date, the acquisition is carried out on average once every 6 months.
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Acquisition 1989, 1999, 2003 2006, 2008 LoFS (2010 -
parameters present)
Technology Conventional Q-Marine OBC 4 components
Configurations 1-2 ;?g;ﬁ?:r{s 2-8 1 source / 8 streamers
Source depth (m) 5-6 5
Source separation (m) 50 50

Streamer/cable

. 100 50 300
separation (m)
Streamer depth (m) 6—8 6
Streamer length (m) 3000, 3000, 3600 3600
In-line bin size 125 12.5 125
Cross-line bin size 12.5 12.5 12.5
Number of sensor
stations/sensor station N/A N/A 4000/ 50

separation (m)

11 years, 5 years, 5

3 years 3 — 6 months
years

Acquisition interval

Table 3.1: Acquisition configurations for Ekofisk field seismic streamer and LoFS data
(compiled from Haugvaldstad et al., 2011, Bertrand et al., 2014, personal comm. Alex
Bertrand).

Figure 3.1: Source and receiver positioning difference maps showing significantly improvement
with the employment of Q-marine technology (Haugvaldstad et al., 2011).

67



The acquisition periods and durations of the first six LoFS surveys at the Ekofisk field is shown in

the Table 3.2.
Survey Acquisition Duration (days)
LoFS1 Nov. 2010 — Jan 2011 71
LoFS 2 May — June 2011 33
LoFS 3 Sept — Nov 2011 43
LoFS 4 June —July 2012 38
LoFS 5 March — April 2013 36
LoFS 6 Sept — Nov 2013 56

Table 3.2: The acquisition period and duration of the first six LoFS surveys at the Ekofisk field

(Bertrand et al., 2014).

1989 - 2008

NRMS difference (%)
(Computed 2500-3500 ms)

Top Ekofisk timing
difference (ms)

2003 - 2006

2006 - 2008

Figure 3.2: (top) NRMS difference maps computed at 2500-3500ms and (bottom) top Ekofisk
time difference maps for 1989 — 2008, 2003 — 2006 and 2006 — 2008. The gas cloud
is depicted as a black ellipse in the middle of the survey area (Haugvaldstad et al.,

2011).
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0.2ms

0.4ms

0.6ms

-0.8ms

Figure 3.3: (a) NRMS map computed in a 2500 — 3500ms window for LoFS 2 — LoFS 3. (b)
Time-shifts at top reservoir between LoFS 2 — LoFS 3 acquired 4.5 months apart
(Bertrand et al., 2014).
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3.2 Dynamic Reservoir Characterization

In this section, the proposed rock physics model from Chapter 2 is utilized to better understand the
production mechanisms in the field under study from both periods of streamer and LoFS, in order
to relate these dynamic changes to field observations. The accurate estimation of time-shifts and
amplitude changes is important in the imaging and characterization of changes in reservoir
properties. Historically in the Ekofisk field, the subtle amplitude changes are noisy and challenging
to interpret reliably from streamer 4D seismic data; hence, more emphasis is given to time-shift

measurements (Folstad 2011).

3.2.1 Time-shift methods

In the reservoir, where the rock is compacted and the path length is decreased, travel time will
decrease through the reservoir zone. At the same time, compaction will increase the effective stress
inside the reservoir, which generally increases velocity. The net effect is a decrease in the travel
time through the reservoir. The opposite is true if the rock is dilated (stretched), as is the case in
the overburden. The path length will increase, which will increase the travel time. Generally,
dilation will cause the velocity to decrease, which will also have the effect of increasing the travel
time. The schematic diagram in Figure 3.4 helps explain this. Of course, apart from geomechanical
effects, time-shifts can be induced by changes in velocity alone, due to changes in pore pressure

and saturation.
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Time-shifts

Velocity changes
affects movement
of top reservoir

A slow down

A speed up
in the reservoir

Figure 3.4: Changes in total time-shifts and velocity as a function of compaction and dilation.

Accurate characterization of the different dynamic changes, such as pressure, saturation and
porosity, relies on signal matching of the 4D seismic data and accurate estimation of the shifts or
warping function in the 4D data. The time-shift volume is the result of changes in velocity
properties and from path-length changes both within and outside the reservoir. Many efforts were
made to resolve the shift function between baseline and monitor surveys. These algorithms include
cross correlation (Xcorr), nonlinear inversion (NLI) by Rickett et al. (2007), local cross correlation
(Hale, 2006), the correlated-leakage method (CLM) proposed by Whitcombe et al. (2010), the
dynamic-warping method (Dwarp) proposed by Hale (2013), and the Multi-Scale and Iterative
Refinement Optical Flow (MSIROF) algorithm used by Zhang and Du (2016). A comprehensive
review of the strengths and weaknesses of these different methods can be found in Kanu et al.
(2016). The window based cross-correlation method has traditionally suffered from the trade-off
between accuracy and the resolution of the estimated time-shifts. The Rickett et al. (2007) non-
linear inversion method, which depends on a measure of misfit of the 4D signals between baseline
and monitor trace, gives a more robust estimate of the time-shifts and is free from the trial and
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error process of determining the optimum window size, since it calculates for the entire seismic

trace.

The NLI method introduced in Rickett et al. (2007) shows that the inversion based approach to
time-shift calculation yields superior estimates of time strain compared to local cross-correlation
methods. The stability of the time-shifts derivative is included in the objective function, ensuring
that the time-shift estimates also give a stable time strain, which is overall less noisy and more
interpretive. The objective function is given as Equation (3.1):

E = |d— fm)|? +alVim|? (3.1)

where data vector, d contains the seismic data volume x, (x, y, t) and the model vector, m contains
the time-shift volume t(x, y, t) and the nonlinear function, f(m) applies t(x, y, t) to the second
survey to give x,(x,y,t + 7(x,y,t) ). The spatial constraints for the time direction is a Laplacian
VZ used as the vertical constraint operator, since we want the time strain (the first-derivative of
the time-shifts) to be smooth (Rickett et al. 2007). The weighting coefficient, @ represents the
significance of the second term in the objective function; minizing the extra feature in the objective
function increases the smoothness in the solution. This objective function is minimised using a
descent-based Gauss-Newton algorithm. The Gauss-Newton algorithm works by linearizing the
non-linear operator around the current model, solving the resulting linear problem, updating the
model, and iterating.

Based on the work of Hodgson (2009), shown in Figure 3.5, it was demonstrated that the inversion
approach also suffers from similar limitations to the cross-correlation method. There is a similar
trade-off between the stabili