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Abstract

1st Supervisor: Prof. Matthew Browning 2nd Supervisor: Prof. Sean Matt

Some low-mass stars appear to have larger radii than predicted by standard 1D

structure models; prior work has suggested that inefficient convective heat transport, due

to rotation and/or magnetism, may ultimately be responsible. In this thesis, we explore

this possibility using a combination of 1D stellar models, 2D and 3D simulations, and an-

alytical theory. First, we examine this issue using 1D stellar models constructed using the

Modules for Experiments in Stellar Astrophysics (MESA) code. We begin by considering

standard models that do not explicitly include rotational/magnetic effects, with convec-

tive inhibition modelled by decreasing a depth-independent mixing length theory (MLT)

parameter αMLT. We provide formulae linking changes in αMLT to changes in the interior

specific entropy, and hence to the stellar radius. Next, we modify the MLT formulation

in MESA to mimic explicitly the influence of rotation and magnetism, using formulations

suggested by Stevenson (1979) and MacDonald and Mullan (2014) respectively. We find

rapid rotation in these models has a negligible impact on stellar structure, primarily be-

cause a star’s adiabat, and hence its radius, is predominantly affected by layers near the

surface; convection is rapid and largely uninfluenced by rotation there. Magnetic fields, if

they influenced convective transport in the manner described by MacDonald and Mullan

(2014), could lead to more noticeable radius inflation. Finally, we show that these non-

standard effects on stellar structure can be fabricated using a depth-dependent αMLT: a

non-magnetic, non-rotating model can be produced that is virtually indistinguishable from

one that explicitly parameterises rotation and/or magnetism using the two formulations

above. We provide formulae linking the radially-variable αMLT to these putative MLT

reformulations.

We make further comparisons between MLT and simulations of convection, to es-

tablish how heat transport and stellar structure are influenced by rotation and magnetism,

by looking at the entropy content of 2D local and 3D global convective calculations. Using

2D “box in a star” simulations, created using the convection code Dedalus, we investigate
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changes in bulk properties of the specific entropy for increasingly stratified domains. We

observe regions stable against convection near the bottom boundary, resulting in the spe-

cific entropy in the bulk of the domain exceeding the bottom boundary value: this could

be a result of physical effects, such as increased amounts of viscous dissipation for more

supercritical, highly stratified cases, but may also be influenced by the artificial boundary

conditions imposed by these local simulations. We then turn to 3D global simulations,

created using the convection code Rayleigh, and investigate these same properties as a

function of rotation rate. We find the average of the shell-averaged specific entropy gra-

dient in the middle third of the domain to scale with rotation rate in a similar fashion

to the scaling law derived via MLT arguments in Barker et al. (2014), i.e., |〈ds/dr〉| ∝ Ω4/5.

Copyright 2014-2018 Lewis George Ireland.
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Chapter 1

Motivation and Background

This chapter highlights some of the background and motivations for the work in this

thesis. Firstly, Section 1.1 discusses properties of convection and magnetism in the stellar

interior, their interaction with one another, and the resulting dynamical behaviour of

stars. Section 1.2 describes the motivation behind the focus on low-mass stars throughout

this thesis, and Section 1.3 looks at the observational evidence for radius inflation, and

possible correlation with rotation and magnetism, of these objects. Section 1.4 introduces

convective simulations and the modelling of stars, and the impact they have made on the

understanding and modelling of astrophysical objects. Section 1.5 gives a brief overview

of the history of magnetic and rotating stellar simulations, including those for low-mass

fully convective stars. Finally, Section 1.6 gives a brief overview of this thesis.

1.1 Stellar Convection and Magnetism

The structure of a star depends on its age and mass. Within the stellar interior, heat is

transported predominantly via convection and radiation, carrying energy from the core

up to the surface. Convection is universally present in stars, with high-temperature, low-

density fluid parcels near-adiabatically rising through a stratified temperature gradient.

These convective motions help transfer the heat produced from nuclear fusion occurring

in the stellar core. The structure of the stellar interior is highly mass-dependent, due
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to changes in heat flux, opacity, and ionisation. Main-sequence solar-mass stars (0.35

M� < M∗ < 1.8 M�) have radiative cores and convective envelopes, more-massive “hot”

stars (M∗ > 1.8 M�) have convective cores and radiative envelopes, and low-mass stars

(M∗ < 0.35 M�) are fully convective (Kippenhahn et al. 2012; Chabrier and Baraffe 1997).

Significant insight into the nature of convection and magnetism in stars has come

from studying the Sun. The solar structure consists of a core from the centre up to

≈ 0.25R�, where R� is the solar radius (R� = 695, 508 km), a radiative zone from the core

up to ≈ 0.70R�, and a convective envelope from the top of the radiative core up to near the

surface. At the solar surface, a vast scale of convective motions are observed. These include

granulation (diameter: ∼ 1 Mm, lifetime: ∼ 5− 10 minutes), mesogranulation (diameter:

∼ 5 Mm, lifetime: ∼ 3 hours), and supergranulation (diameter: ∼ 30 Mm, lifetime: ∼ 1

day). In Figure 1.1, we show observations of granulation and supergranulation, from the

Swedish 1 m Solar Telescope and the SDO/HMI instrument, respectively. These structures

arise from a variety of competing processes, as discussed, for example, in Rast (2003), and

reviewed in Nordlund et al. (2009).

These convective structures transport both heat and angular momentum, resulting

in differential rotation, defined as a state in which the rotation rate is dependent on both

depth and latitude. The differential rotation of the Sun has been extensively investigated

using helioseismology: the study of the solar structure and dynamics through the oscilla-

tion of pressure modes (p-modes), internal gravity waves (g-modes), and surface gravity

waves (f-modes). Modes travelling through the Sun are affected by the stellar interior,

giving insight into its structure, which can be used to infer the profile of the solar inter-

nal differential rotation (Christensen-Dalsgaard et al. 1996). Figure 1.2 illustrates how

p-modes and g-modes oscillate in the solar interior, whilst Figure 1.3 shows the internal

rotation and differential rotation profiles of the Sun determined using helioseismic inver-

sion. One of the most striking findings of this analysis is the transition from solid body to

differential rotation at radii > 0.7R�. This region of strong shear is called the tachocline.

Asteroseismology is a closely related study for the oscillations of other stars, which

can be used to infer details of their stellar structure. However, the resolution is limited by

the size of data sets and poor frequency resolution of measurements (e.g., Aerts et al. 2010).
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Note that the combination of the excellent agreement of spectral line widths (which constrain
the velocity amplitudes) and spectral line shifts and asymmetries (which constrain the product
of velocity amplitudes and intensity fluctuations) means that the intensity fluctuations obtained
from the simulations are very reliable. If they were too large or too small the spectral line shifts
and asymmetries would be correspondingly to large or too small as well (cf. Deubner and Mattig,
1975; Nordlund, 1984). Di↵erent numerical models give rms intensity fluctuations that agree to
within 1 – 2 percent of the continuum intensity. Observed rms intensity fluctuations are generally
much smaller, presumably due to the combined e↵ects of seeing, limited telescope resolution, and
scattered light. A detailed comparison of the rms intensity fluctuations observed with Hinode with
the results of forward modeling from numerical simulations (Danilovic et al., 2008) concludes that
the results are essentially consistent.

Figure 2: Image of granulation in the G-continuum, showing hot, bright rising fluid surrounded by cooler,
darker intergranular lanes. Granules tile the solar surface and are the dominant feature of solar surface
convection. Also shown are a few magnetic concentrations, visible as strings of bright beads along the
intergranular lanes (image from the Swedish 1m Solar Telescope and Institute of Theoretical Astrophysics,
Oslo).

Living Reviews in Solar Physics
http://www.livingreviews.org/lrsp-2009-2

(a)
locating pixels where the magnetic flux density exceeds 1200 G
and then masking out those pixels along with all adjacent pixels
within a 10 pixel radius. The full disk HMI data, its mask, and
the simulated data are projected onto maps in heliographic
longitude and latitude. The mask edges are smoothed by
convolving the mask with a cosine bell having a radius of 10
pixels. The masked data is then projected onto spherical
harmonics by taking Fourier transforms in longitude and
Legendre transforms in latitude to obtain complex spectral
coefficients, A ,ℓ

m that reproduce the masked data when multi-
plied by the spherical harmonics and summed over ℓ and m.
The HMI data are comprised of 59 Doppler images acquired

during 2012 November at the hourly intervals when the
spacecraft motion toward or away from the Sun was less than
300 m s−1. The simulated data are comprised of 18 Doppler
images constructed with different sets of random numbers for
the spectral phases. The average velocity spectra are shown in
Figure 8.

Figure 5. Prepared Doppler velocity image from the SDO/HMI instrument for 2012 November 1 at 5:00UT. The line-of-sight velocity signal ranges from
−1000 m s−1 (dark blue) to +1000 m s−1 (dark red).

Figure 6. Modulation transfer function (MTF) for the HMI instrument (red
line) and the functional fit used for the simulation (black line).

6
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(b)

Figure 1.1: (a) Solar granulation (Swedish 1 m Solar Telescope and Institute of Theoretical Astrophysics,
Oslo): features at the top of convective cells, which are ∼ 1 Mm diameter and have a lifetime of ∼ 5− 10
minutes. This pattern is seen across the solar surface (excluding areas covered by sunspots), and is
constantly evolving as the convective fluid rises up from the interior, spreads across the surface, and sinks
downward along the thin dark inter-granular lanes. Image credit: Nordlund et al. (2009). (b) Solar
supergranulation (SDO/HMI instrument at 5:00UT 1 November 2012): much larger features of convection
(∼ 30 Mm diameter), with a longer lifetime of ∼ 1 day. These are observed via measurements of the
Doppler shift, capturing the dynamics of the line-of-sight component of the convective flow. Image credit:
Hathaway et al. (2015).

The Kepler mission helped obtain asteroseismic data for thousands of stars over several

years (Gilliland et al. 2010), capturing differential rotation signatures in some stars (e.g.,

Deheuvels et al. 2012), and also demonstrating age discrepancies when compared to other

methods such as period-age relations (e.g., Davies et al. 2015; van Saders et al. 2016).

Nevertheless, relative to our understanding of the Sun, our knowledge of other stellar

interiors is still highly incomplete.

Magnetic fields can have an impact on the differential rotation profile of a star. It

has been found in previous studies (e.g., Gilman 1983; Browning et al. 2004; Browning

2008) that the torque of these strong magnetic fields can indeed suppress the differential

rotation of a star. Most stars harbour magnetic fields somewhere in their interiors, and

these fields likely play a role in nearly every phase of stellar evolution, as the presence of

a magnetic field can influence the convective flow, which in turn can modify the strength

and behaviour of the magnetic field itself. It is suggested via observations that these

two phenomena are linked, such as the correlation between rotation rates and magnetic

activity in stars throughout the Hertzsprung-Russell diagram (e.g., Pizzolato et al. 2003;
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(a) (b)

Figure 1.2: (a) A diagram illustrating how the behaviour of different oscillation modes depend on different
parts of the solar interior: (A) p-modes propagate in the radiative and convective zone of the Sun, (B)
g-modes propagate in the radiative zone. Image credit: Gough et al. (1996). (b) A diagram showing the
propagation of g-modes and p-modes in a standard solar model, and how the modes probe different parts
of the solar interior. There is an overlap in approximately the middle third of the interior, which contains
mixed-mode oscillations. Image credit: Christensen-Dalsgaard et al. (1996).

�� CHAPTER �. INTRODUCTION

Figure 1.4: Diagrams showing the propagation of solar oscillation modes. Left: diagram showing how dif-
ferent oscillation modes have different sensitivities to the stellar structure (Provided by Commons). Right: A
propagation diagram for a standard solar model (Christensen-Dalsgaard et al. 1996) showing where oscil-
lations modes have either g-mode or p-mode characteristics. Between about 100 and 400µHz we find the
overlap region, containing mixed-mode oscillations. Note how the different modes probe different regions of
the Solar interior.

Figure 1.5: Left: internal rotation profile for the sun, recovered through a helioseismic inversion of solar
data captured using GONG (Harvey et al. 1996). Note how the transition from the radiative core (solid body
rotation) to the convective envelope (differential rotation) is confined to 0.7R� . Right: example differential
rotation profile recovered using a helioseismic inversion by Schou et al. (1998). Again, this reveals then transi-
tion from solid-body to differential rotation, as well as evidence for the near-surface shear layer (Brandenburg
2007; Augustson et al. 2011).

(a) (b)

Figure 1.3: (a) Internal rotation rate as a function of solar radius, for differing latitudes, from helioseismic
inversion of GONG observations. Image credit: Harvey et al. (1996). (b) Differential rotation contour map
of the Sun recovered from helioseismic inversion of GONG observations. Image credit: Schou et al. (1998).
Both figures illustrate the solar transition from solid body rotation to differential rotation at ≈ 0.7R�.



1.1. STELLAR CONVECTION AND MAGNETISM 5

Wright et al. 2011). However, we lack an exact theoretical understanding of the influence

both convection and magnetism have on one another, and the resulting effect this has on

the stellar structure.

These strong stellar magnetic fields are theorised to originate from a dynamo: a

mechanism by which a star, or a planet, generates a magnetic field from a weak seed field,

converting kinetic energy into magnetic energy (Moffatt 1978), which can be sustained

over a long timescale. An electrically conducting fluid, and its associated motion, drives

dynamo action. For a perfectly conducting fluid, magnetic field lines are “frozen” into

the fluid, thus convective flow will stretch field lines, resulting in the amplification of a

magnetic field. Rotation provides a level of symmetry-breaking in the flow, allowing the

possibility of large-scale dynamo action, rather than simply fields structured on the scale

of the convective eddies. Furthermore, differential rotation, and its resulting zonal flows,

stretches and advects fields and thus is a primary factor of the stellar dynamo. Helioseismic

data has helped refine our understanding of how the solar dynamo operates (e.g., Parker

1993; Ossendrijver 2003). A more in-depth description of dynamo action can be found in

reviews, such as Brandenburg and Subramanian (2005), Charbonneau (2010), and Brun

and Browning (2017).

The Sun exhibits magnetic structures on differing scales, ranging from small scale

fields existing in the inter-granular lanes of convective flow, to large sunspots. Sunspots

are a visible result of the solar dynamo on the surface: they are home to strong magnetic

fields with strengths ∼ 3 kG, and appear darker on the surface, as they become a window

into the cooler interior, due to the resulting inhibition of convection. Figure 1.4 shows

an observation of a sunspot from the Swedish 1 m Solar Telescope. Sunspots follow

an approximate 11-year cycle, with the flux emergence visible initially at ±30◦ latitude,

slowly converging towards the equator as the cycle progresses. The eruption of magnetic

flux tubes produces sunspot pairs of opposite magnetic polarities, which reverse after each

cycle (Hale’s law, Hale et al. 1919) simultaneously with the weaker solar magnetic dipole

(Babcock 1961; Ossendrijver 2003); thus a full magnetic (dynamo) cycle is roughly 22

years. Also, sunspots appear slightly tilted (tilt angle increases with latitude), with the

leading member of the pair appearing closer to the equator (Joy’s law, Hale et al. 1919).
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Figure 1.4: An observation of a sunspot using the Swedish 1 m Solar Telescope. The umbra (centre
of the sunspot) is darker due to the inhibition of convection via strong magnetic fields. The penumbra
is made up of thread-like structures surrounding the umbra. Tick mark distance: 1 Mm. Image credit:
Scharmer et al. (2002).

Figure 1.5 is the solar magnetic butterfly diagram, showing how the surface latitudinal

magnetic field strength varies with time.

For more distant stars, the detection of stellar magnetic fields is more indirect.

These fields have been largely observed via photometry. This technique has a long history

of measuring stellar variability, dating back to at least the 17th century (see, e.g., review

in Strassmeier 2009). Magnetic fields can be inferred either from starspots, or through the

measurement of chromospheric or coronal heating, revealing the prevalence of magnetic ac-

tivity across the Hertzsprung-Russell diagram. Also used is the Zeeman-Doppler Imaging

(ZDI) technique: the combination of the Zeeman effect (Zeeman 1897), where magnetic

fields split the energy levels of spectral lines formed in the atmosphere of the star, and

the periodic modulation of Zeeman signatures as the star rotates, i.e, the Doppler effect,

which can reconstruct the surface vectorial magnetic field.
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Figure 17: A Magnetic Butterfly Diagram constructed from the longitudinally averaged radial
magnetic field obtained from instruments on Kitt Peak and SOHO. This illustrates Hale’s Polarity
Laws, Joy’s Law, polar field reversals, and the transport of higher latitude magnetic field elements
toward the poles.

Hagenaar et al. (2003) extended these observations to include the rise from cycle minimum in
1996 to maximum in 2001 and found that the number of the small ephemeral regions varied in
anti-phase with the sunspot cycle. Later studies (Abramenko et al., 2006; Hagenaar et al., 2008)
found that fewer ephemeral regions emerge in unipolar regions (coronal holes). This might explain
some of the cycle dependence since more unipolar regions are found at cycle maximum in the
studied area (within 60°of disc center).

3.8 Flares and coronal mass ejections

Carrington (1859) and Hodgson (1859) reported the first observations of a solar flare from white-
light observations on September 1, 1859. While observing the Sun projected onto a viewing screen,
Carrington noticed a brightening that lasted for about 5 minutes. Hodgson also noted a nearly
simultaneous geomagnetic disturbance. Since that time, flares have been observed in H-alpha from
many ground-based observatories and characterizations of flares from these observations have been
made (e.g. Benz, 2008).

X-rays from the Sun were measured by instruments on early rocket flights and their association
with solar flares was recognized immediately. NOAA has flown solar X-ray monitors on its Geosta-
tionary Operational Environmental Satellites (GOES) since 1975 as part of its Space Environment
Monitor. The solar X-ray flux has been measured in two bandpasses by these instruments: 0.5
to 4.0 Å and 1.0 to 8.0 Å. The X-ray flux is given on a logarithmic scale with A and B levels
as typical background levels (depending upon the phase of the cycle), and C, M, and X levels
indicating increasing levels of flaring activity. The number of M-class and X-class flares seen in the
1.0 – 8.0 Å band tends to follow the sunspot number, as shown in Figure 18. The two measures are
well correlated (r = 0.95, r2 = 0.90) but there is a tendency to have more flares on the declining
phase of a sunspot cycle (the correlation is maximized for a 2-month lag). In spite of this corre-
lation, significant flares can, and have, occurred at all phases of the sunspot cycle. X-class flares
have occurred during the few months surrounding the sunspot cycle minima for three of the last
four cycles (Figure 19).

Coronal mass ejections (CMEs) are often associated with flares but can also occur in the

20

Figure 1.5: The solar magnetic butterfly diagram, showing the surface magnetic field strength varying
as a function of latitude and time. This illustrates the approximate 22-year magnetic dynamo cycle, the
convergence of sunspots towards the equator with each half-cycle, the switching of polarity at every 11-year
half-cycle (Hale’s law), and the observed tilt of sunspot pairs (Joy’s law). Image credit: Hathaway (2015).

1.2 Low-mass Stars

This section gives a brief overview of the importance of low-mass stars, which is drawn

largely from the review of Brun and Browning (2017). A majority of stars are smaller than

the Sun (e.g., Chabrier 2003), with some 70% of our galaxy’s stellar population consisting

of M-dwarfs with masses 0.08−0.5 M�, and luminosities ranging from 10−3−10−1 L� (e.g.,

Chabrier and Baraffe 1997; Reid and Hawley 2005). These objects are targets in regards

to searching for Earth-like exoplanets (e.g., Tarter et al. 2007; Scalo et al. 2007; Berta et

al. 2012), and there is major interest in their magnetic activity, due to the potential effect

it would have on the environment of exoplanets orbiting in the relatively close “habitable

zones” of these low-mass stars (e.g., Lammer et al. 2007; Walkowicz et al. 2008).

The interiors of these low-mass stars differ greatly from the Sun, becoming fully-

convective between spectral types M3-M4, at masses . 0.35M� (e.g., Chabrier and Baraffe

1997). Thus, it could be expected that the magnetic field strength, structure, and gener-

ation in such a star is different to that in the Sun, where magnetism and its properties

are influenced by the tachocline, i.e., the interface between the radiative core and the con-

vective envelope, where there are strong regions of internal shear; differences are reviewed
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Fig. 15 Fraction of low-mass stars and brown dwarfs showing chromospheric activity, versus spectral type.
Measurable activity persists even to remarkably late types, and is extremely common in the fully convective
(mid-M) regime. Image reproduced by permission from Schmidt et al. (2015), copyright by AAS

is different in stars with and without a radiative core. Below, we summarize each of
these findings in turn.

Many fully convective stars are very active

Zeeman broadening measurements have long suggested that the average surface field
strength in some fully convective stars must be remarakbly high, of order a few kG
(e.g., Johns-Krull and Valenti 1996, 2000; Reiners et al. 2009). The fraction of stars
in this mass regime showing measurable Hα emission increases with decreasing stel-
lar mass, with (for example) 80–90% of late-M dwarfs exhibiting activity (Schmidt
et al. 2015). Although the overall level of activity (as measured by traditional indi-
cators like LHα/Lbol, the ratio of the luminosity in the Hα line to the bolometric
luminosity) declines with decreasing mass below about spectral type M7, measurable
activity persist to very low masses (late types). Many studies have suggested that the
activity fraction also declines in the late-M/early-L regime (e.g., Gizis et al. 2000;
West et al. 2004); for a time there was an especially pleasing concordance between
these observations and theoretical models of ultracool atmospheres (Allard et al. 2000;
Mohanty et al. 2002), which indicated that activity should fall off in the late-M regime,
essentially because the outer layers of these stars become so cool (and hence probably
poorly ionized), that they can no longer support magnetic stresses that ultimately drive
chromospheric activity. The view today is slightly more complicated, but it still seems
fair to say that magnetic fields and chromospheric emission do not trace each other
as well in this regime because of the growing atmospheric neutrality. Some previous
estimates of the activity fraction were influenced by the difficulty of detecting weak
Hα emission in these objects; the latest results (Schmidt et al. 2015), as sampled in
Fig. 15 suggest that chromospheric emission persists to very low masses indeed: fully
half of early L-dwarfs in this sample show emission. Ultracool dwarfs also exhibit
strong radio emission (Hallinan et al. 2008; Berger et al. 2010; Williams et al. 2014),
likewise indicating that strong surface magnetic fields persist even when obvious chro-
mospheric or coronal emission does not. The radio emission is in some cases vastly

123

Figure 1.6: The fraction of stars of spectral type M0-L8 with observed chromospheric activity. It is
found to be very common in fully convective stars, with spectral types in the mid-M regime. Image credit:
Schmidt et al. (2015).

below. Many of these stars are highly active: Figure 1.6 shows the fraction of stars of

spectral type M0-L8 that have measurable magnetic activity (Schmidt et al. 2015), with

observations suggesting that chromospheric emission is evident and very common in the

fully convective M-dwarf regime. Furthermore, many authors have attempted to under-

stand whether there is a correlation between rotation rate and magnetic activity, similar

to that found for solar-like objects, for fully convective M-dwarfs, helping to further con-

strain dynamo models (e.g., Mohanty and Basri 2003; Reiners and Basri 2008; Reiners

et al. 2009; Browning et al. 2010; McLean et al. 2012). For example, in Figure 1.7, the

chromospheric activity (determined using the Hα line) increases with rotation rate in the

slowly rotating regime, and remains constant with more rapid rotation rates (Newton et

al. 2017).

Due to the structural differences between low-mass and solar-like stars, the spatial

distribution of magnetic fields of these objects is of great interest. Zeeman broadening

measurements suggest average surface magnetic field strengths of ∼ kG for some fully

convective low-mass stars (e.g., Reiners and Basri 2009). The structure appears to be

mostly poloidal and axisymmetric, with ZDI observations depicting a transition from

toroidal to poloidal fields at a similar spectral type range in which the transition to a fully

convective interior occurs. In larger stellar objects, the field geometry determined by ZDI

has apparent dependence on the stellar mass and the rotation rate. However, this does not
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Fig. 17 Luminosity in Hα (a measure of chromospheric activity) versus Rossby number (an estimate of
rotation rate; more rapid rotation rate is to the left) in a sample of M-dwarfs, exhibiting a rotation-activity
relation. The Hα luminosities are normalised to the bolometric luminosity, using equivalent widths measured
relative to the maximum absorption level for M-dwarfs of the same mass. Image reproduced by permission
from Newton et al. (2017), copyright by AAS

et al. 1984a). Many studies have attempted to determine whether this relation persists
in the fully convective regime (e.g., Mohanty and Basri 2003; Reiners and Basri 2008;
Reiners et al. 2009; Browning et al. 2010; Reiners and Basri 2010; Reiners et al. 2012;
McLean et al. 2012). In portions of this mass regime, this analysis is complicated by
the fact that the “rising” part of the rotation-activity correlation would, if it occurred at
the same Rossby numbers as in more massive stars, correspond to rotational velocities
below those that can usually be detected by Doppler broadening of spectral lines. Put
another way, rotation is probably dynamically strong in any M-dwarf whose rotation
is measurable via spectroscopy. (See Sects. 5, 6 for a discussion of why this is so.)
Because of this, some of the best constraints have come from studies incorporating
photometric rotation periods, since in principle these can probe even very slow rotation
rates. Broadly, we would summarize these observations as indicating that rotation
continues to be linked to activity well into the fully convective (mid/late-M) regime
(e.g., Reiners et al. 2009; Reiners 2012; West et al. 2015; Wright and Drake 2016;
Newton et al. 2017). One view of this is provided by Fig. 17, from Newton et al. (2017),
which presents estimates of chromospheric activity (using the Hα line) as a function
of rotation in a sample of M-dwarfs. There is a clear rise in activity with increasing
rotation rate in the slower rotators, and a “plateau”, just as in solar-like stars, at more
rapid rotation. Complementary views using other proxies of magnetic activity can be
found elsewhere—see, e.g., the review of Reiners (2012) for an example using the FeH
bands, and the recent paper of Wright and Drake (2016) for X-ray measurements—
with broadly equivalent results.

4.4.3 Spatial structure of the fields

The spatial distribution of the magnetism can be probed to some extent using the
technique of Zeeman Doppler Imaging (as described above and in, e.g., Donati et al.
1997 and the review of Donati and Landstreet 2009), and by comparing the results

123

Figure 1.7: A measure of chromospheric activity as a function of the Rossby number Ro (ratio of inertial
and Coriolis forces), showing an increase in activity with increasing rotation rates in the slowly rotating
regime, before plateauing in the rapidly rotating regime. Ro is used as an estimation of the rotation rate,
where Prot is the rotation period and τconv is the convective turnover time (increasing rotation right to
left). Image credit: Newton et al. (2017).

appear to be a valid assumption for low-mass stars: it has been found that some late-M

dwarfs have strong, axisymmetric dipolar fields (Morin et al. 2010), and some have weaker,

nonaxisymmetric fields; this may either be a result of cycles between weak and strong field

states (Kitchatinov et al. 2014), or a possible “bistability” in the dynamo process (see,

e.g., Morin et al. 2011; Gastine et al. 2013).

1.3 Observational Background: Radius Inflation, Rotation,

and Magnetic Activity

Some authors suggest that strong magnetic fields and rotation have a possible impact on

the stellar structure of low-mass stars. It appears, using observations of eclipsing binaries,

that some active M-dwarfs have radii that are greater than those predicted by 1D stellar

structure models (e.g., Torres and Ribas 2002; López-Morales 2007; Morales et al. 2008;

Stassun et al. 2012; Torres 2013), which can have an effect on the estimated ages of stars

in the main sequence. Several authors have suggested that the convective heat transport
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in the stellar interior is impacted by strong magnetic fields and/or rotation (e.g., Cox et

al. 1981; Chabrier et al. 2007), and different mixing-length prescriptions have been adopted

in 1D stellar structure models (e.g., MacDonald and Mullan 2014; Feiden and Chaboyer

2014) to investigate this issue further. See Section 3.1 for a more detailed introduction into

the possible impact of magnetism and/or rotation on the structure of low-mass stars. In

this section, we briefly discuss some of the observational background in regards to radius

inflation and its possible correlation with rotation and magnetic activity.

Previous studies have found large discrepancies in stellar parameters between photo-

metric observational data and those predicted by models. For example, using the Pleiades

as a fiducial cluster, Bell et al. (2012) set up a benchmark test for pre-main-sequence

isochrones, due to the cluster’s significant number of pre-main-sequence objects, its dis-

tance and age values independent of the colour-magnitude diagram, and its low extinction.

An isochrone is created via a spline fit to the Pleiades objects, which is then compared

to model isochrones (Baraffe et al. 1998; Siess et al. 2000; D’Antona and Mazzitelli 1997;

Dotter et al. 2008). The model isochrones appear to systematically overestimate the flux

by a factor of 2 at 0.5 µm, which in optical colours results in a 2-3 factor age underesti-

mation for stars younger than 10 Myr. These discrepancies were also found by Stauffer

et al. (2007) in the V band, whereas Bell et al. (2012) show that this is the case for all

optical bands.

Mann et al. (2015) used spectroscopic calibrations to derive effective temperatures

(Teff), metallicities, and bolometric fluxes, and, using the Stefan-Boltzmann law, derived

stellar radii for 183 late-type K7-M7 objects, allowing them to develop model-independent

relations between Teff and radius. To test the precision of these stellar radii, Mann et

al. (2015) used the Dartmouth stellar evolution code to produce models with identical

Teff and bolometric fluxes to observations, in order to determine the stellar mass and

age. From these masses, a semi-empirical mass-absolute magnitude relation is derived; it

is found that the best models predict stellar radii to be ∼ 5% (on average) lower than

the observationally determined radii. Regardless of this, they find no correlation between

radius inflation and magnetic activity: radius discrepancies between observations and

models appear to be independent of magnetic activity signatures, such as observed Hα
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activity measures and the ratio of coronal X-ray flux to the bolometric flux. This suggests

that there are possible issues with underlying model assumptions, such as the convective

mixing length or opacities used.

Jackson et al. (2018) combined rotation period measurements from the Kepler K2

survey of the Pleiades with measurements of rotational broadening from the WIYN 3.5

m telescope to estimate the radii of several hundred stellar objects in this cluster. For

low-mass (0.1 ≤ M/M� ≤ 0.8) rapidly-rotating (. 2 days) stars in this sample, the

average radius is 14 ± 2% higher at a specific luminosity than what is predicted by the

evolutionary models (at 120 Myr) of Dotter et al. (2008) and Baraffe et al. (2015). They

considered unresolved binarity, differential rotation, and measurement bias to only have a

1 − 2% effect on their results. Standard models predict radii that match interferometric

observations of old, magnetically inactive low-mass stars, inferring that magnetic activity

or rotation may be responsible for the inflation of young, more active objects.

MacDonald and Mullan (2017a) created 15 low-mass star magneto-convective mod-

els where magnetic fields affect the structure of the stellar interior, causing the stellar

radius become inflated compared to the equivalent standard models. The magnetic field

strength is capped at 10 kG, which is based on 3D numerical models of turbulent dynamos.

A majority of these models replicate empirical radii measurements from low-mass star ob-

servations (Dittmann et al. 2017; Lubin et al. 2017; Gillen et al. 2017; Kraus et al. 2017)

when using independent age estimates. Thus, it appears that interior magnetic fields on

the order of 10 kG are responsible for the inflation of stellar radii in low-mass active stellar

objects.

Kesseli et al. (2018) test whether single, rapidly rotating, fully convective stars are

inflated by using measured rotational broadening and photometric rotation periods to

determine the stellar radius. Radius inflation for objects in the range of the convective

boundary (0.35 M�) are consistent with that observed in partially convective eclipsing

binaries, thus radius inflation is not necessarily due to a star’s binarity. Furthermore, a

few single, slowly rotating M-dwarfs have radii larger than standard models predict, thus

it appears that neither binarity or rotation are responsible for fully convective M-dwarf

radius inflation. However, their data is consistent with the stellar models of MacDonald
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and Mullan (2017a), where magnetic fields of ∼ 10 kG inhibit convection and inflate the

stellar radii on the order of ∼ 10%.

The above observational background demonstrates the likelihood that the physics

of standard stellar models should be reconsidered, in order to incorporate potential mech-

anisms that alter the stellar structure, and hence the stellar radius.

1.4 Convective Simulations and Stellar Modelling

Describing the structure and evolution of a star is complex. In order to understand these

dynamical objects, one must consider many fields of physics: nuclear physics, to explain the

nuclear fusion occurring in the core; fluid dynamics, thermodynamics and energy transfer,

to understand how the resulting heat from the core is transferred through the interior via

convective or radiative heat transport; magnetism, to understand how a magnetic field

influences convection; even quantum mechanics, to understand degeneracy. Simulating

convection is also challenging: convection and magnetism influence one another, but also

depend on rotation (solid body or differential) and structural effects (stratification or

surface properties). This makes it impossible to correctly model all detailed aspects of

convection and magnetism analytically. Thus, it is necessary to use numerical simulations

in order to gain an understanding of the dynamical behaviour within the stellar interior.

Due to the advancement of computational capabilities, numerical simulations are

continually becoming more refined, allowing for more in-depth modelling of astrophysical

objects and fluids. However, resolving all relevant scales is not an option with today’s

or any foreseeable computing capabilities. Convection is incredibly turbulent in stars,

where the Reynolds number Re (the ratio of inertial to viscous forces) in stellar objects is

substantially larger than simulations can run. This is primarily a result of the large range

of scales present in the stellar interior. It is necessary to operate outside astrophysical

parameter regimes in 3D simulations, thus it is impossible to fully capture the turbulence

of the convective flow in these simulations. Approximations are made to achieve the

highest resolution of small-scale turbulent flow possible, including modifying the Euler

or Navier-Stokes equations to filter out sound waves (see the anelastic approximation in
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Section 2.6.1), using more simple geometries for certain problems (e.g., “box in a star”

calculations), using 2D simulations, or limiting the number of modes used in the spectral

method (see Section 2.7.2) for the modelling of full spheres or spherical shells (see, e.g.,

discussion in Kupka and Muthsam 2017).

Due to the high turbulence of convective fluid flow in stellar interiors, it is not

an option to simulate convection over stellar evolutionary timescales. Typically, 2D/3D

simulations are capable of modelling convection over a multiple of the convective turnover

timescale, which can be on the order of weeks, whereas the nuclear timescale of a star can

be on the order of 109 years or more. Because of this, the stellar structure equations (see

Section 2.2) are solved using 1D stellar structure models, in order to get an approximation

of how a star’s interior evolves, from the pre-main-sequence through to the main-sequence,

with minimal difficulty. One of these approximations involves mixing length theory (MLT),

which is widely used to model convection in a simplified way (Vitense 1953; Böhm-Vitense

1958). Briefly, it assumes a convective fluid parcel to rise a characteristic mixing length

`MLT before giving up its heat to the surroundings, where `MLT is proportional to the

pressure scale height at that point multiplied by a given MLT parameter αMLT, i.e., `MLT =

αMLTHp. An appropriate value of αMLT is dependent on the MLT formulation, but in

practice, is typically on the order of unity and calibrated via observation. However, this

mechanism of convective modelling is limited by the lack of insight into the structure of

the convective turbulent flow it provides.

Regardless of the above limitations, 2D/3D simulations are useful when it comes

to investigating the effects of convective fluid flow, providing information on convective

and magnetic behaviour, and their effects on the stellar interior. They can be used in

conjunction with 1D stellar structure models, allowing αMLT to be calibrated using re-

sults from 2D/3D simulations of convection (see, e.g., Abbett et al. 1997; Trampedach

et al. 2014). Typical prescriptions of MLT do not consider rotation or magnetic fields, but

this is being explored in recent studies (e.g., Chabrier et al. 2007; Feiden and Chaboyer

2014; MacDonald and Mullan 2014).
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1.5 A History of Magnetic and Rotating Stellar Simulations

We briefly review the history of magnetic and rotating stellar simulations, which closely

follows the more in-depth discussion in Brun and Browning (2017). Global simulations of

stellar convection were first performed in the 1970s by Gilman and collaborators (Gilman

1975; Gilman 1977; Gilman and Glatzmaier 1981; Gilman 1983; Glatzmaier 1985). These

models were laminar, linear, and relied on the Boussinesq approximation, which assumes

that motion-induced density fluctuations are neglected, except when coupled to the grav-

itational acceleration in the buoyancy force. As more computing power became available,

calculations, starting with those by Glatzmaier (1984), were performed using the anelastic

approximation (Ogura and Phillips 1962; Gough 1969a), which filters out sound waves to

avoid time step limitations (see Section 2.6.1). These simulations were still quite laminar,

but started to encompass more complex and time-dependent calculations, thus it became

increasingly possible to model more turbulent flow within strongly stratified regions, which

were also less dominated by viscosity, thermal, and magnetic diffusivities.

Using a similar approach to Gilman and Glatzmaier, many codes have been produced

and used in recent literature of stellar convection; examples include the Anelastic Spherical

Harmonics (ASH) code (Clune et al. 1999; Miesch et al. 2000; Brun et al. 2004), and

the recent Rayleigh code (see Featherstone and Hindman 2016). These various codes

produce simulations that agree with one another in regards to the transportation of angular

momentum, and also the solutions to the dynamo, whether cyclical or steady state; this

led to a benchmark simulation described in Jones et al. (2011).

In comparison to solar-like stars, literature on stellar dynamos for low-mass stars

is limited. The first 3D magnetohydrodynamic convective simulations of fully convective

spheres were performed by Dobler et al. (2006) using the Cartesian grid-based finite-

difference code PENCIL. These calculations were weakly stratified, and the rotational

influence was low, but had established “anti-solar” differential rotation profiles, i.e., where

the poles rotate slower than the equator. Also, dynamo action with magnetic field

strengths of the order of equipartition with surface flows was generated, possessing a

great range of spatial scales with a dominating large-scale component.
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Figure 1.8: Angular velocity as a function of radius for multiple latitudes, for both the (a) magnetohy-
drodynamic and (b) hydrodynamic cases in Browning (2008). This demonstrates that differential rotation
is suppressed in the magnetohydrodynamic simulation, where the star is essentially rotating as a solid
body. Image credit: Browning (2008).

Anelastic simulations of a 0.3M� M-dwarf were performed by Browning (2008), with

a much stronger density stratification and for a range of different resolutions and turbulent

diffusivities. Dynamo generation again achieved magnetic fields of ∼kG-strength, which

is on the order of equipartition. It was also found that solar-like differential rotation was

attained in hydrodynamic simulations, but disappeared in magnetohydrodynamic simula-

tions due to strong Maxwell stresses as a result of the magnetic fields, as demonstrated

in Figure 1.8. These simulations demonstrate that rotation has a strong influence on the

dynamics within the stellar interior: the Rossby number Ro (ratio of inertial and Coriolis

forces) was � 1 for models at the solar rotation rate, implying that rotation in these

low-mass stars has a stronger influence compared to solar-like stars (where Ro ∼ 0.1− 1).

Yadav et al. (2015) performed simulations at lower diffusivities and even lower den-

sity stratifications, reaching lower values of Ekman number Ek (ratio of viscosity and

Coriolis forces) compared to prior literature, and as a result, increased the influence of

rotation. The model produced a dipole-dominated surface magnetic field, with a magnetic

field strength comparable to observations. Small-scale fields carrying a majority of the



16 CHAPTER 1. MOTIVATION AND BACKGROUND

(a) (b) (c)

Figure 1.9: Radial component of the magnetic field in Yadav et al. (2015): (a) Orthographic projection,
(b) Orthographic projection with a low-pass filter (` ≤ 10), (c) Magnetic field map using the ZDI technique
on synthetic observational data. Image credit: Yadav et al. (2015).

magnetic flux were produced via the interaction of the magnetic field with turbulent con-

vection in the outer layers, as shown in the orthographic projection of the radial magnetic

field component in Figure 1.9a. The ZDI technique was applied to synthetic spectropo-

larimetric data from their model, which reproduces a majority of the large scale field in

their calculations; see Figures 1.9b and 1.9c for a comparison between a low-pass filtered

orthographic projection of the radial magnetic field strength and the recreated magnetic

field map from using the ZDI technique. The morphology and magnitude of both the

large-scale and small-scale fields are also comparable to observations of low-mass fully

convective stars.

Overall, these recent simulations have shown that fully convective stars drive dif-

ferential rotation in some cases, and that convection can be influenced by magnetic fields

generated by the stellar dynamo.

1.6 This Thesis

Rotation and magnetism are both known to influence convection: reduced horizontal

lengthscales and convective speeds in rapidly rotating systems, and Lorentz forces in mag-

netised objects, are expected to impact the convective heat transport in the stellar interior

(see Section 3.1). The specific entropy content of a star is linked to the stellar structure



1.6. THIS THESIS 17

and heat transport, thus any influence that rotation and magnetism have on convection

will also modify the structure of specific entropy in the interior. This specific entropy

structure—and in particular the adiabat on which much of the star lies—may in turn be

calibrated using observations. Thus, it is the aim of this thesis to further our understand-

ing of how rotation and magnetic fields influence the heat transport and structure of a

star. Below is a brief overview of the two core projects of this thesis.

Firstly, Chapter 2 gives a brief overview of the computational tools and numerical

methods used in 1D stellar structure and evolution models, and in 2D/3D simulations of

convection. The stellar structure equations are presented, as well as an introduction into

convection and MLT, used to model convection in 1D stellar models. For convective sim-

ulations, numerical approximations and an introduction into the magnetohydrodynamic

equations, and their approximations, are listed. The codes used for our investigations

in stellar modelling (MESA) and convective simulations (Dedalus and Rayleigh) are also

described briefly in this chapter.

Chapter 3 looks at how the radius and specific entropy of a fully convective star is

affected by rotation and magnetism, using 1D stellar structure models. Reformulations

of MLT, namely those of Stevenson (1979) and MacDonald and Mullan (2014), are used

to mimic the inhibition of convective heat transport in 1D stellar models, arising from

rotation and magnetism, respectively. We examine changes in the entropy content of the

star, and consequent changes in the stellar radius. Furthermore, an expression for a depth-

dependent αMLT parameter is constructed to produce nonstandard 1D stellar models, i.e.,

involving the effects of rotation and magnetism.

Chapter 4 looks at comparisons between MLT and simulations of stellar convection,

in order to get an understanding of how rotation and magnetic fields can influence the

transport of heat and the stellar structure in these calculations. We investigate this

by examining changes in both the specific entropy and its gradient, firstly in 2D local

simulations as a function of the density stratification, and secondly in 3D global simulations

as a function of rotation rate, comparing our findings from the latter to the “rotating”

MLT reformulation of Stevenson (1979) (supported by the local layer simulations of Barker

et al. 2014).
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Finally, Chapter 5 provides concluding remarks and discusses relevant future work.
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Chapter 2

Computational Tools and

Numerical Methods

2.1 Introduction: The Magnetohydrodynamic Equations

This chapter discusses the analytical and numerical tools used to perform theoretical

modelling of the internal flows within a star or planet, allowing us to explore the dynamical

behaviour of these astrophysical objects. In general, one can describe the macroscopic

behaviour of astrophysical phenomena using the magnetohydrodynamic (MHD) equations,

which are essentially the equations of fluid dynamics together with Maxwell’s equations.

For a fully compressible fluid, the conservation of mass can be expressed via the continuity

equation:

∇ · (ρv) = −∂ρ
∂t
, (2.1)

where ρ is density, v is the vector velocity, and t is time. The conservation of momentum,

which describes the force balance of the fluid, is described by
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ρ

(
∂v

∂t
+ (v ·∇)v + 2Ω× v

)
= −∇p+ ρg −∇ ·D +

1

4π
(∇×B)×B, (2.2)

where Ω is the vector angular velocity, p is pressure, g is the vector gravitational acceler-

ation, and B is the vector magnetic field. D is the vector viscous stress tensor, defined

by

Dij = −2ρν

(
eij −

1

3
(∇ · v)

)
, (2.3)

where eij is the strain rate tensor and ν is the kinematic viscosity. One form of the energy

equation, which describes the conservation of energy in the system, is

ρT

(
∂s

∂t
+ (v ·∇)s

)
= ∇ · (κρT∇s) +Q+ Φ +

η

4π
[∇×B]2, (2.4)

where T is temperature, s is specific entropy, κ is thermal diffusivity, Q is a heating

function (representing, for example, the effects of nuclear energy generation), and η is

magnetic diffusivity. The viscous heating term Φ is defined by

Φ = 2ρν

(
eijeij −

1

3
(∇ · v)2

)
. (2.5)

Finally, the induction equation, which describes how field lines are stretched by advection

and how they decay due to ohmic resistivity, is

∂B

∂t
= ∇× (v ×B)−∇× (η∇×B). (2.6)

In this chapter, we explore different ways to solve this set of equations. In Sec-

tion 2.2, we assume there to be spherical symmetry, hydrostatic equilibrium, and no

magnetic fields (B = 0), in order to express the 1D stellar structure equations. To solve

these equations, we require a description of convection in stellar modelling: Section 2.3

discusses the criterion for the onset of convection, and Section 2.4 introduces and derives
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the mixing length theory of convection. Section 2.5 discusses how the 1D stellar evolu-

tion code MESA solves these stellar structure equations to produce 1D stellar models.

We then consider the full set of MHD equations for simulations of convection in both 2D

and 3D. Section 2.6 covers approximations used to make simplifications to the full MHD

equations, and Section 2.7 discusses the methods of numerical approximation used to con-

vert continuous equations into solvable algebraic expressions. There is also a discussion

of the codes used to model convection throughout this project, starting with a simple 2D

convection code, in Section 2.8, and then the codes used to investigate convection in the

stellar context in Sections 2.9 and 2.10, covering Rayleigh and Dedalus, respectively.

2.2 1D Stellar Structure Equations

The structure of a star can be described via a set of differential equations, which, assuming

spherical symmetry, considers the pressure p(r), density ρ(r), temperature T (r), specific

energy generation rate ε(r), and luminosity L(r) at a shell of thickness dr, at a distance

r from the centre. One constraint is the equation of mass continuity, which relates the

(cumulative) mass m and radius coordinates of a shell at distance r to the density at that

point:

dr

dm
= 4πr2ρ. (2.7)

Another is the equation of momentum continuity, which relates the pressure and mass at

a given point by balancing opposing forces due to gravity and pressure:

dp

dm
= − 1

4πr2

(
Gm

r2
− d2r

dt2

)
, (2.8)

where G is the gravitational constant, and d2r/dt2 represents the acceleration of mass

at that point if these forces are in imbalance. However, if the star is in hydrostatic

equilibrium, the acceleration term is neglected, giving the equation of hydrostatic balance:
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dp

dm
= − Gm

4πr4
. (2.9)

An additional constraint is the equation of energy conservation, which is derived by con-

sidering the specific energy generation rate ε (per unit mass) at a given point of the stellar

interior, giving

dL

dr
= 4πr2ρε. (2.10)

The specific energy generation rate can be expressed as the following power law:

ε = ε0ρ
λT ν , (2.11)

where ε0 is the constant of proportionality, and λ and ν represent the density and temper-

ature exponents of ε, respectively. Finally, we require an equation describing the energy

transport, relating the luminosity (or flux) and temperature. In practice, this equation is

expressed as

dT

dm
= − Gm

4πr4

T

p
∇, (2.12)

where ∇ = d log T/d log p is the logarithmic run of temperature with pressure. In the

simple case where the sole method of heat transfer is radiation, ∇ = ∇rad, which provides

us with an analytical expression for the radiative energy transport:

dT

dm
= − 3

64π2ac

κL

r4T 3
, (2.13)

where a is the radiation constant, c is the speed of light, and κ is opacity. The opacity is

typically expressed as a power law:

κ = κ0ρ
αT β, (2.14)
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where κ0 is the constant of proportionality, and α and β represent the density and tem-

perature exponents of κ, respectively. These four differential equations govern the stellar

structure, in the absence of convection. If convection is the method of heat transport in

a region, the full equation of energy transport generally cannot be expressed analytically,

and must be solved using mixing length theory (see Section 2.4) or an equivalent.

To close this set of equations, we employ the equation of state (EOS): an expression

used to relate thermodynamic variables, typically pressure, density, temperature and com-

position. The stellar interior consists of gas (ions and electrons) and radiation (photons).

Assuming a general equation of state ρ = ρ(p, T, µ), where µ is the mean molecular weight,

one can write

∂ρ

ρ
= α

∂p

p
− δ ∂T

T
+ ϕ

∂µ

µ
, (2.15)

where

α =

(
∂ log ρ

∂ log p

)
T,µ

, (2.16)

δ = −
(
∂ log ρ

∂ log T

)
p,µ

, (2.17)

and

ϕ =

(
∂ log ρ

∂ logµ

)
p,T

. (2.18)

An ideal gas equation of state (α = δ = ϕ = 1), including the radiation pressure contri-

bution, is given by

p =
R
µ
ρT +

1

3
aT 4, (2.19)

where R is the ideal gas constant.
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Various simplifications to the EOS have proven useful in studying stellar interiors.

Chief among these are polytropic models, in which the pressure scales with density in the

following manner:

p = Kρ(n+1)/n, (2.20)

where K is the polytropic constant, and n is the polytropic index. The density exponent

can also be expressed as the adiabatic exponent γ = (n + 1)/n. For example, a n = 1.5

(γ = 5/3) polytrope is a good approximation for a fully convective star, which results in

a constant specific entropy gas, i.e., s ∼ ln(p/ρ5/3) ∼ const, whereas a n = 3 polytrope

is typically used to model main sequence stars similar to the Sun, also known as the

Eddington Standard Model. Both of these polytropes must be computed numerically, as

they have no analytical solutions.

2.3 Convection in 1D Stellar Models

Convection is a method of heat transport in which fluid parcels carry heat by physical

motion. Consider a fluid parcel in a gravitational field at an initial position with density

ρ and pressure p, with the surroundings at identical ρ and p. For a sensible EOS, if a

parcel temperature increases, its density will decrease. If the parcel is less dense than

its surroundings, it will experience a buoyancy force by Archimedes’ principle, and it will

begin to rise. For a parcel displaced vertically upward by a small distance ∆r, the density

change of the fluid element is

∆ρ′ =

(
∂ρ′

∂r

)
∆r, (2.21)

whilst the density change of the surroundings is

∆ρ =

(
∂ρ

∂r

)
∆r. (2.22)
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We assume it is in pressure equilibrium as it rises, consistent with the argument that the

velocity of the parcel is much smaller than the local sound speed.

Depending on the thermal stratification of the stellar interior, thermal buoyancy

forces can produce either thermal convection flows or internal gravity waves, determined

by the temperature gradient. To assess the treatment of convection in these stellar models,

one must consider the convective stability of a region. For a parcel to be unstable against

convection, the density of the parcel must be less than its surroundings:

(
∂ log ρ′

∂r

)
<

(
∂ log ρ

∂r

)
. (2.23)

However, if the density of the parcel is larger than the density of its surroundings, it is

stable against convection, thus it will eventually halt and become “anti-buoyant”, falling

until its density is less than its surroundings, becoming buoyant once more. This oscillation

about an equilibrium point results in internal gravity waves.

To derive a criterion of convection, we first differentiate the EOS in Equation (2.15)

with respect to radius:

∂ log ρ

∂r
= α

∂ log p

∂r
− δ ∂ log T

∂r
+ ϕ

∂ logµ

∂r
. (2.24)

Assuming that the fluid element’s composition is uniform with depth, i.e., (∂ logµ′/∂ log p) =

0, and multiplying by the pressure scale height Hp = −∂r/∂ log p, gives the criterion for

convection instability as

∇′ −∇ < −ϕ
δ
∇µ, (2.25)

where

∇′ =
(
∂ log T ′

∂ log p

)
, (2.26)
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∇ =

(
∂ log T

∂ log p

)
, (2.27)

and

∇µ =

(
∂ log T

∂ logµ

)
. (2.28)

When a region is convectively unstable, it is said to be superadiabatic, i.e., the adiabatic

temperature decreases slower than the surrounding temperature over an equivalent dis-

tance, whereas a region that is convectively stable is said to be subadiabatic, i.e., the

parcel (adiabatic) temperature decreases faster than the surrounding temperature over an

equivalent distance (see Figure 2.1b).

In a region of high efficiency convection, such as the bulk of a convective stellar

interior, the element temperature gradient is approximately the adiabatic temperature

gradient, i.e., ∇′ = ∇ad. Therefore, one arrives at the Ledoux criterion, which shows a

region to be convectively unstable if

∇ > ∇ad +
ϕ

δ
∇µ, (2.29)

reducing to

∇ > ∇ad +∇µ (2.30)

for an ideal gas. If the region is of uniform composition, the stability criterion reduces to

the more simple Schwarzschild criterion:

∇ > ∇ad. (2.31)

The extent to which the temperature gradient exceeds the adiabatic is typically defined

as the superadiabatic gradient ∇s:
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Figure 1.1 A schematic of a test parcel that is raised adiabatically from position
(1) to position (2) in an atmosphere that has subadiabatic temperature
and density stratifications.
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Figure 1.2 A schematic of a test parcel that is raised adiabatically from position (1)
to position (2) in an atmosphere that has superadiabatic temperature
and density stratifications.

(a)

A MODEL OF RAYLEIGH-BÉNARD CONVECTION 5
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(b)

Figure 2.1: A fluid parcel travelling vertically upward in a region with (a) subadiabatic, (b) superadiabatic
temperature and density profiles, where ρpar and ρatm are the density of the parcel and its surroundings,
respectively, and Tpar and Tatm are the temperature of the parcel and its surroundings, respectively. In (a),
the adiabatic parcel temperature decreases faster than its surrounding temperature with height, resulting in
gravity waves. In (b), the adiabatic parcel temperature decreases slower than its surrounding temperature
with height, resulting in thermal convection. Image credit: Glatzmaier (2013, p. 5).
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∇s = ∇−∇ad. (2.32)

In regions of highly efficient convection, the temperature gradient need only be slightly

larger than the adiabatic, i.e., ∇s . 10−5, in order to transfer the given heat flux. The

entropy gradient is related to the superadiabatic gradient:

ds

dr
= − cp

Hp
∇s, (2.33)

therefore the fluid is unstable to convection if ds/dr < 0. Due to the small superadia-

baticity of high efficiency convective regions, the specific entropy profile is near constant

throughout the convective region of a stellar interior (see Section 3.2 for an in-depth dis-

cussion of the role of specific entropy in 1D stellar models).

If a stellar model has nonuniform composition, e.g., due to nuclear burning, it is

possible for the region to be unstable against convection by the Schwarzschild criterion, yet

stable by the Ledoux criterion, or vice versa. If the mean molecular weight increases with

radius in a region where it is convectively stable by the Schwarzschild criterion, convective

instability can still be caused by ∇µ alone: this is known as thermohaline mixing. On

the other hand, if the mean molecular weight increases with radius in a region which

is convectively unstable by the Schwarzschild criterion, convective stability could occur

due to ∇µ: this is known as semi-convection. However, for the 1D stellar model work

in Chapter 3, a uniform mean molecular weight is assumed for simplicity, neglecting the

Ledoux criterion for convection.

2.4 Mixing Length Theory of Convection

Convection is a complex phenomenon: it is not possible to simulate the 3D dynamical

behaviour of convection over stellar evolutionary timescales. Therefore, 1D stellar models

are used to describe the changes in stellar structure over millions of years, where the effects

of convection are typically modelled by employing the mixing length theory (MLT). This

treatment considers the convection process as consisting of discrete parcels of fluid that
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retain their temperature and density, until they have travelled a characteristic length called

the “mixing length” (`MLT). The parcels then disperse into the atmosphere and share their

energy with their surroundings. MLT assumes pressure equilibrium and symmetric flow,

where there are equal numbers of warm buoyant upflows and cool sinking downflows.

The mixing length `MLT is expressed as a multiple of the MLT parameter αMLT and the

pressure scale height Hp, i.e.,

`MLT = αMLTHp. (2.34)

It was first introduced by Vitense (1953) and Böhm-Vitense (1958), and is still the

most widely used model for convection in stellar interiors due to its fast calculation, its

model simplicity with just one free parameter, and also its success in matching various

stellar observations. The value of αMLT is typically of order unity, and determines the

stellar radius (and the adiabat) of the model; this value is typically calibrated through

comparison with observations.

MLT is useful in describing the thermal structure of convection zones, as mass

mixing occurs in convection for stratified atmospheres. The rate of heat transport can be

determined by the formation rate of the parcel, velocity of the parcel, the mixing length

`MLT, the temperature gradient of the star and how much heat parcels “leak” radiatively

(see, e.g., Hansen et al. 2004, p. 242). Most versions of MLT are local theories, because

convective heat flux is computed at single radii. MLT calculates the local temperature

gradient in the convective zone of a stellar model, permitting solution of the equation of

energy transport (Equation (2.12)) in these convectively unstable regions.

The purpose of MLT is to relate luminosity (or flux) to the temperature for regions

undergoing convective heat transport. One starts by expressing the fictitious radiative

temperature gradient ∇rad as that required to transfer all the flux by radiative heat trans-

fer:
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Ftot = Fconv + Frad

=
4ac

3

T 4

κρHp
∇rad.

(2.35)

The radiative flux is actually defined as

Frad =
4ac

3

T 4

κρHp
∇, (2.36)

where the temperature gradient ∇ needs to be determined. The convective flux trans-

ported by these elements is

Fconv = ρv̄cp∆T , (2.37)

where ρ, v̄, cp, and ∆T are the average density, convective velocity, specific heat capacity

(at constant pressure), and temperature excess, respectively. In MLT, it is assumed that

a fluid element rises (in pressure equilibrium) and travels a characteristic mixing length

`MLT before giving up its heat to its surroundings. At first order, a fluid parcel rising an

average distance `MLT/2 has an average temperature excess over the surrounding region

of

∆T =
`MLT

2

(
dT ′

dr
− dT

dr

)
. (2.38)

In terms of the temperature gradient ∇ and ∇′, using Hp, this can be expressed as

∆T = T
`MLT

2Hp
(∇−∇′), (2.39)

thus the convective flux can be defined as
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Fconv =
1

2
ρv̄cpT

`MLT

Hp
(∇−∇′). (2.40)

The buoyancy force experienced by a fluid element is

fb = −g∆ρ

= gρδ
∆T

T
,

(2.41)

where ∆ρ/ρ = −δ∆T/T for a uniform composition ideal gas in pressure equilibrium (see

Equation (2.23)). The average work done (assuming half of the work is acting on the fluid

element over a distance `MLT/2) is therefore

W =
1

2

`MLT

2
gρδ

∆T

T

=
1

8

`2MLT

Hp
gρδ(∇−∇′).

(2.42)

Typical versions of MLT assume that half of this work done is transferred into kinetic

energy ((1/2)ρv̄2), thus the average convective velocity can be expressed as

v̄ =

(
1

8

`2MLT

Hp
gδ(∇−∇′)

)1/2

. (2.43)

Therefore, one can rewrite the convective flux as

Fconv =
1

4
√

2
ρcpT (gδHp)

1/2(∇−∇′)3/2

(
`MLT

Hp

)2

. (2.44)

We now require an expression for the fluid element temperature gradient ∇′. A

fluid element rising not only loses heat adiabatically, but also via radiative losses to its

surroundings. Assuming that these elements are optically thick, the equation of radiative
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transfer for optically thick turbulence elements is

F = −4ac

3

T 3

κρ

∆T

`MLT/2
. (2.45)

This flux is lost to the surroundings across the surface area S of the fluid element, thus

the radiative losses per unit time λ can be expressed as

λ = SF = −4ac

3

T 3

κρ
∆T

S

`MLT/2
. (2.46)

This becomes a correction to ∇′:

∇′ = ∇ad −
λHp

ρV cpv̄T
, (2.47)

where V is the volume of the fluid element. Using Equation (2.39), and setting S`MLT/V =

9/2 to obtain numerical agreement with the results of Böhm-Vitense (1958) (Weiss et

al. 2004, p. 393), we can derive the following expression:

∇′ −∇ad

∇−∇′
=

6acT 3

κρ2cpv̄`MLT
. (2.48)

We now have five equations: Equations (2.35), (2.36), (2.43), (2.44), (2.48), and five

unknowns: Frad, Fconv, v̄, ∇′, ∇. The mixing length `MLT is set to be a multiple of the

pressure scale height, as discussed above. To solve for these analytically, the following are

defined:

U =
3acT 3

κρ2cp`2MLT

(
8Hp

gδ

)1/2

, (2.49)

W = ∇rad −∇ad, (2.50)
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ζ2 = ∇−∇ad + U2. (2.51)

Using Equations (2.43) and (2.48), one can eliminate v̄:

∇′ −∇ad = 2U(∇−∇′)1/2. (2.52)

Using Equations (2.35), (2.36), and (2.44), it is possible to define:

(∇−∇′)3/2 =
8

9
U(∇rad −∇). (2.53)

By expressing (∇′ −∇ad) = (∇−∇ad)− (∇−∇′), one can write

(∇−∇′)1/2 = ζ − U, (2.54)

which when combined with Equation (2.53), gives the following cubic equation that can

be solved for ζ:

(ζ − U)3 +
8

9
U(ζ2 − U2 −W ) = 0, (2.55)

providing a solution for the temperature gradient ∇.

2.5 1D Modelling of Stars with MESA

The Modules for Experiments in Stellar Astrophysics (MESA) code1 (Paxton et al. 2011;

Paxton et al. 2013; Paxton et al. 2015; Paxton et al. 2017) is a suite of libraries that

includes the 1D stellar evolution module MESA star, combining numerical and physical

modules for simulations of stellar structure and evolution. It is open source, and is capable

of modelling various objects, from planets to massive stars, in a variety of environments

and advanced evolutionary phases. MESA star simultaneously solves the fully coupled

structure and composition equations, and allows for modules (written independently in

Fortran 95) to implement the equation of state (EOS), opacity, nuclear reaction rates, at-

1. http://mesa.sourceforge.net, accessed June 2018

http://mesa.sourceforge.net
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mosphere boundary conditions, and element diffusion. Modern numerical methods, such

as high-order interpolation schemes, and advanced adaptive mesh refinement, are sup-

ported, taking advantage of its shared memory parallelisation (Paxton et al. 2011). The

stellar models used in Chapter 3 were calculated using the MESA 10108 release. A more

in-depth discussion of MESA and its capabilities can be found in Paxton et al. (2011), but

a brief description of how MESA solves for stellar structure and evolves a model can be

found below.

Section 2.5.1 describes the initial checks that MESA makes before producing a

model, and also the MLT calculations performed. Section 2.5.2 demonstrates how the

stellar structure and composition equations must be written in order for them to be solv-

able, how the EOS is determined, and gives a brief overview of how cells work in MESA.

Section 2.5.3 shows how the Newton-Raphson solver is used to iterate over these equations

and converge to a final solution at each time step, and Section 2.5.4 shows how time step

selection is determined during the evolution of a stellar model.

2.5.1 Initialising Model and MLT Calculations

Firstly, MESA star reads the user input files in order to initialise the appropriate physics

modules. This input specifies properties of the input model, such as the type of evolution

calculation, the EOS and opacity data, chemical composition, and the nuclear network

required. A pre-main-sequence model is created from a user inputted mass, a uniform

composition, a luminosity, and a low central temperature. Using an n = 1.5 polytrope,

an initial guess for the central density ρc is made, which is used by the mlt, eos, and num

(Newton solver) modules to find a value of ρc that is consistent with the mass. This model

is then entered into the evolution loop.

At the beginning of each time step, MESA star checks the structure and composition

of the model. The adaptive mesh algorithm checks how changes in temperature, density,

and the helium mass fraction between two adjacent cells compare to user inputted thresh-

olds for each parameter; if these changes are less than the threshold, these adjacent cells

are merged. The splitting of cells will occur in areas where higher resolution is required,
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such as convective zone boundaries, or in the vicinity of nuclear burning, where changes

in the nuclear energy generation are large compared to changes in pressure.

The mlt module calculates the convective diffusion coefficients via MLT (see Sec-

tion 2.4). However, MLT fails to account for mixing in the boundary between regions of

convection and radiative layers. In MESA, this is modelled as a diffusive process with a

diffusion coefficient D that decays exponentially past this (Schwarzschild) boundary:

D = Dconv,0 exp

(
− 2z

fHp,0

)
, (2.56)

where Dconv,0 is the MLT derived diffusion coefficient at a point in the convection zone

near the Schwarzschild boundary, Hp,0 is the pressure scale height at this point, z is the

distance from this point, and f is a free parameter that is used to describe the efficiency

of the extra diffusive mixing (see Herwig 2000). This allows a user to limit the regions of

a star where this overshoot mixing is considered.

2.5.2 Solving the Structure and Composition Equations

The module then solves the stellar structure and composition equations over all the cells.

Each cell consists of face variables and mass-averaged variables, as shown in Figure 2.2,

due to the finite volume of these cells. Hereafter, subscripts k − 1, k, and k + 1 represent

the variable at those particular grid cells. In MESA, the stellar structure equations are

reformulated in order to improve numerical stability and to minimise potential round-off

errors; these reformulations are given below. By considering the density evolution of a

given cell k:

ρk =
dmk

(4/3)π(r3
k − r3

k+1)
, (2.57)

where dmk is the finite element of mass interior to the face, the reformulation of the mass

continuity equation (Equation (2.7)) is
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log (rk) =
1

3

(
r3
k+1 +

3

4π

dmk

ρk

)
. (2.58)

rk+1 is replaced by the inner boundary condition (typically zero) at the innermost cell. The

full equation of hydrostatic balance (Equation (2.8)), which includes the hydrodynamic

term, is rewritten to give the pressure pk:

pk−1 − pk =
1

2

(dmk−1 + dmk)

4πr2
k

(
−Gmk

r2
k

− ak
)
, (2.59)

where ak is the Lagrangian acceleration at the cell face, which is calculated by considering

the change in velocity at the cell face over time step δt (ak = 0 if hydrostatic). The

equation of energy transport (Equation (2.12)) is written as

Tk−1 − Tk =
1

2

(dmk−1 + dmk)

4πr2
k

(
−∇k

Gmk

r2
k

T̄k
p̄k

)
, (2.60)

where ∇k is the face value determined via the mlt module, and T̄k = (Tk−1dmk +

Tkdmk−1)/(dmk + dmk−1) and p̄k = (pk−1dmk + pkdmk−1)/(dmk + dmk−1) are the tem-

perature and pressure interpolated by mass, respectively. For numerical stability, Equa-

tions (2.59) and (2.60) are divided by p̄k and T̄k, respectively. Finally, the equation of

energy conservation (Equation (2.10)) becomes

Lk − Lk+1 = dmk(εnuc − εν,thermal + εgrav), (2.61)

where εnuc is the nuclear energy generation rate, εν,thermal is the specific thermal neutrino-

loss rate, and εgrav = −Tds/dt is the specific rate of change of gravitational energy due

to expansion/contraction. The rate of change of specific entropy s is determined using

the EOS. The EOS is determined by the eos module, using ρ and T as independent

variables. This ρ-T EOS data is stored in tables, and is dependent on the density and

temperature range of the model. MESA tables are based on the OPAL EOS tables (Rogers

and Nayfonov 2002) and SCVH tables for lower values of T and ρ (Saumon et al. 1995);
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Figure 9. Schematic of some cell and face variables for MESA star.

The boundary conditions are then

ln T1 = ln(Ts + dTs),
ln P1 = ln(Ps + dPs) . (10)

These implicit equations for P1 and T1 are solved together with
the regular structure and composition equations.

Our finite volume form of energy conservation for cell k is

Lk − Lk+1 = dmk(ϵnuc − ϵν,thermal + ϵgrav) , (11)

where ϵnuc (from module net or jina) is the total nuclear
reaction specific energy generation rate minus the nuclear
reaction neutrino-loss rate, and ϵν,thermal (from module neu)
is the specific thermal neutrino-loss rate. The ϵgrav term is the
specific rate of change of gravitational energy due to contraction
or expansion,

ϵgrav = −T
ds

dt
= −T CP

[
(1 − ∇adχT )

d ln T

dt
− ∇adχρ

d ln ρ

dt

]
,

(12)
where d ln T/dt and d ln ρ/dt are Lagrangian time derivatives
at cell center by mass, and the other symbols are defined in
Tables 3 and 6. For the innermost cell, Lk+1 is replaced by the
inner boundary condition which is typically zero but can be
nonzero, Lc, in specific applications. For additional numerical
stability, we rescale Equation (11) by dividing by a scale factor
that is typically the surface luminosity of the previous model.

The equation for mass fraction Xi,k of species i in cell k is

Xi,k(t + δt) − Xi,k(t) = dXburn + dXmix

= dXi,k

dt
δt + (Fi,k+1 − Fi,k)

δt

dmk

, (13)

where dXi,k/dt is the rate of change from nuclear reactions
reported by net or jina, Fi,k is the mass of species i flowing
across face k

Fi,k = (Xi,k − Xi,k−1)
σk

dmk

, (14)

where σk is the Lagrangian diffusion coefficient from the
combined effects of convection (Section 5.1) and overshoot
mixing (Section 5.2). For numerical stability, σk is calculated
at the beginning of the timestep and held constant during the
implicit solver iterations. This assumption accommodates the
non-local overshooting algorithm and significantly improves
the numerical convergence. It leads to a small inconsistency
between the mixing boundary and the convection boundary as
calculated at the end of the timestep.

Equations (5), (7), (8), (11), (14), and, optionally Equation
(6), are by default solved fully coupled and simultaneously with
a first-order backward differencing time integration.

6.3. Convergence to a Solution

The generalized Newton–Raphson scheme is represented by

0 = F⃗ (y⃗) = F⃗ (y⃗i +δy⃗i) = F⃗ (y⃗i)+

[
dF⃗
dy⃗

]

i

δy⃗i +O(δy⃗ 2
i ), (15)

where yi is a trial solution, F⃗ (y⃗i) is the residual, δy⃗i is the
correction, and [dF⃗ /dy⃗]i is the Jacobian matrix.
MESA star uses the previous model, modified by remeshing,

mass change, and element diffusion, as the initial trial solution
for the Newton–Raphson solver. This is generally successful be-
cause we use analytic Jacobians and have sophisticated timestep
controls (see Section 6.4). The use of analytic Jacobians in
MESA star requires that each of the MESA modules provides
not just the required output quantities but also quality, prefer-
entially analytic, partial derivatives with respect to the input
quantities. At each timestep, MESA star converges on a final
solution by iteratively improving upon the trial solution. We
calculate the residuals, construct a Jacobian matrix, and solve
the resulting system of linear equations with the solvers in mtx
to find the corrections to the variables.

The trial solution is accepted when the corrections and
residuals meet a specifiable set of comprehensive convergence
criteria. In most cases, the solver is able to satisfy these limits in
two or three iterations. However, under difficult circumstances

14

Figure 2.2: A schematic demonstrating the cell structure in MESA, and how they consist of face variables
and mass-averaged variables. Image credit: Paxton et al. (2011).

a smooth transition is constructed between these. Figure 2.3 shows the EOS coverage for

metallicity Z ≤ 0.04, showing which EOS tables are used for particular regions of ρ and

T . Tables are provided for hydrogen mass fractions X = 0− 1.0 (∆0.2) and Z = 0− 0.04

(∆0.02). Outside the OPAL/SCVH regime, HELM (Timmes and Swesty 2000) and PC

(Potekhin and Chabrier 2010) EOS tables are used (for Z > 0.04), which both assume

complete ionisation. Custom EOS tables can also be used in MESA.

Finally, the equation for the mass fraction Xi,k of species i is

Xi,k(t+ δt)−Xi,k(t) =
dXi,k

dt
δt+ (Fi,k+1 − Fi,k)

δt

dmk
, (2.62)

where

Fi,k = 2(Xi,k −Xi,k−1)
σk

(dmk−1 + dmk)
(2.63)

is the mass of species i across the face of k, where σk is the Lagrangian diffusion coefficient

that captures the effects of convection and overshoot mixing. The rate of change of Xi,k
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Table 2
MESA Module Definitions and Purposes

Name Type Purpose Section

alert Utility Error handling 3
atm Microphysics Gray and non-gray atmospheres; tables and integration 5.3
const Utility Numerical and physical constants 4.1
chem Microphysics Properties of elements and isotopes 4.1
diffusion Macrophysics Gravitational settling and chemical and thermal diffusion 5.4
eos Microphysics Equation of state 4.2
interp 1d Numerics One-dimensional interpolation routines 3
interp 2d Numerics Two-dimensional interpolation routines 3
ionization Microphysics Average ionic charges for diffusion 5.4
jina Macrophysics Large nuclear reaction nets using reaclib 4.5
kap Microphysics Opacities 4.3
karo Microphysics Alternative low-T opacities for C and N enhanced material 4.3
mlt Macrophysics Mixing length theory 5.1
mtx Numerics Linear algebra matrix solvers 3
net Macrophysics Small nuclear reaction nets optimized for performance 4.5
neu Microphysics Thermal neutrino rates 4.5
num Numerics Solvers for ordinary differential and differential-algebraic equations 3
package_template Utility Template for creating a new MESA module 2
rates Microphysics Nuclear reaction rates 4.4
screen Microphysics Nuclear reaction screening 4.5
star Evolution One-dimensional stellar evolution 6
utils Utility Miscellaneous utilities 3
weaklib Microphysics Rates for weak nuclear reactions 4.5

Figure 1. ρ–T coverage of the equations of state used by the eos module for
Z ! 0.04. Inside the region bounded by the black dashed lines we use MESA
EOS tables that were constructed from the OPAL and SCVH tables. The OPAL
and SCVH tables were blended in the region shown by the blue dotted lines,
as described in the text. Regions outside of the black dashed lines utilize the
HELM and PC EOSs, which, respectively, incorporate electron–positron pairs
at high temperatures and crystallization at low temperatures. The blending of
the MESA table and the HELM/PC results occurs between the black dashed lines
and is described in the text. The dotted red line shows where the number of
electrons per baryon has doubled due to pair production, and the region to the
left of the dashed red line has Γ1 < 4/3. The very low density cold region in the
leftmost part of the figure is treated as an ideal, neutral gas. The region below
the black dashed line labeled as Γ = 175 would be in a crystalline state for a
plasma of pure oxygen and is fully handled by the PC EOS. The red dot-dashed
line shows where MESA blends the PC and HELM EOSs. The green lines show
stellar profiles for a main-sequence star (M = 1.0 M⊙), a contracting object of
M = 0.001 M⊙, and a cooling white dwarf of M = 0.8 M⊙. The heavy dark line
is an evolved 25 M⊙ star that has a maximum infalling speed of 1000 km s−1.
The jagged behavior reflects the distinct burning shells.
(A color version of this figure is available in the online journal.)

lower temperatures and densities, we use the SCVH tables
(Saumon et al. 1995) and construct a smooth transition between
these tables in the overlapping region that we define (shown by
the blue dotted lines in Figure 1). The limited thermodynamic
information available from these EOSs restricts our blending to
the output quantities listed in Table 3. The resulting MESA tables
are more finely gridded than the original tables (so that no
information is lost) and are provided at six X and three Z values:
X = (0.0, 0.2, 0.4, 0.6, 0.8, 1.0) and Z = (0.0, 0.02, 0.04)
in keeping with the OPAL tables, allowing for Helium rich
compositions. In order to save space, the MESA tables are not
rectangular in the independent variables. Instead, the region
occupied by usual stellar models is roughly rectangular in
the stellar modeling motivated variables, log T and log Q =
log ρ − 2 log T + 12. The range in log T is from 2.1 to 8.2 in
steps of 0.02 and the range in log Q is from −10.0 to 5.69 in
steps of 0.03. Partials with log T and log Q are derived from the
interpolating polynomials, while partials with respect to log ρ
then follow. The resulting region of these MESA tables is that
inside of the dashed black lines of Figure 1. The MESA Pgas–T
tables are rectangular in log T and log W = log Pgas − 4 log T
over a range −17.2 ! log W ! −2.9 and 2.1 ! log T ! 8.2.

Outside the region covered by the MESA tables, the HELM
(Timmes & Swesty 2000), and PC (Potekhin & Chabrier 2010)
EOSs are employed. Both HELM and PC assume complete
ionization and were explicitly constructed from a free energy
approach, guaranteeing thermodynamic consistency. In nearly
all cases, the full ionization assumption is appropriate since the
OPAL and SCVH tables are used at those cooler temperatures
where partial ionization is significant.14 Since the MESA tables
are only constructed for Z ! 0.04, eos uses HELM and PC for
Z > 0.04 in the whole ρ–T plane.

HELM was constructed for high temperatures (up to log T =
13) and densities (up to log ρ = 15), and accounts for the onset

14 We discuss the ionization states of trace heavy elements in Section 5.4.

5

Figure 2.3: The EOS (ρ-T ) coverage used by the MESA module eos, for metallicity Z ≤ 0.04. MESA
EOS tables, constructed from OPAL and SCVH, are used for the region within the black dashed lines,
which are blended in the region within the blue lines. Outside the MESA EOS regime, HELM AND
PC EOS tables are used (regions outside of the black dashed lines), which cover electron-positron pairing
(at high T ) and crystallisation (at low T ), respectively. The red dotted line shows where the number of
electrons per baryon doubles due to pair production, and Γ1 < 4/3 (≡ (d log p/d log ρ)s) to the left of
the red dashed line. The red dot-dashed line depicts where the PC and HELM EOS tables are blended,
and below the black dashed line, labelled Γ = 175 (the Coulomb coupling parameter), represents where a
plasma of pure oxygen becomes fully crystallised. Green lines indicate profiles for a main-sequence 1 M�,
a contracting 0.001 M�, and a cooling 0.8 M� white dwarf model, whereas the thick black line shows the
profile of an evolved 25 M� star, with an infalling speed ≤ 1000 km s−1. Image credit: Paxton et al. (2011).
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is determined by the net or jina module.

2.5.3 Convergence to Solution

In MESA, a Newton-Raphson solver is used to integrate the equations from the previous

section, in order to solve for the structure and composition of the stellar model. These

equations are rewritten in terms of the following expression:

0 = F (y) = F (yi + δyi)

= F (yi) +

(
dF

dy

)
i

δyi +O(δy2
i ),

(2.64)

where yi is the first iteration (or the trial solution using the previous model), F (yi) is

the residual, and (dF /dy)i is the Jacobian matrix, which is calculated analytically. This

equation produces δyi, which is a correction that is made to the trial solution. At each

time step, the trial solution is iterated until it converges to a final solution (typically in a

few iterations), which is accepted when the corrections and residuals are small enough (not

quite zero, due to nonlinear behaviour). Upon failing convergence, a reduced time step

will be tried; this is repeated upon retry failures until termination, due to either model

convergence or if the time step hits a user inputted minimum.

2.5.4 Time Step Selection

The time steps selected should be large enough to evolve a model efficiently, but be small

enough to capture important changes in structure of composition, and converge without

an unnecessary quantity of iterations. MESA star first estimates a new time step using a

scheme based on “digital control theory” (Soderlind and Wang 2006), before attempting to

reduce this time step by checking whether a control variable representing the unweighted

average of relative changes in the logarithmic density, temperature, and radius across all

the cells, is less than a user inputted target value. To improve numerical stability, the

following time step for the next step k + 1, δtk+1, is a function of the time steps at the
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previous step k − 1, δtk−1, and the current step k, δtk:

δtk+1 = δtkf

(
f(vt/vc,i)f(vt/vc,i−1)

f(dti/dti−1)

)1/4

, (2.65)

where vc is the control variable, vt is the target value, and f(x) = 1+2 arctan [0.5(x− 1)].

2.6 Approximations to the MHD Equations

In Chapter 4, we use numerical simulations of convection to investigate the interior of fully

convective stars further. In this section, we look at different approximations that are used

to reduce the full MHD equations into a more tractable form. Section 2.6.1 looks at the

anelastic approximation, and Section 2.6.2 discusses the large-eddy formalism.

2.6.1 Anelastic Approximation

When dealing with stellar convection zones, one must consider the high density stratifica-

tion of such regions. However, the effects of compressibility in such convective simulations

can be computationally challenging. In the Sun, for example, the density contrast between

the base of the convection zone and the atmosphere (r = 0.99R�) is ∼ 105 (Nordlund

et al. 2009); M-dwarfs have even larger density stratifications. Variations in density across

the region may influence dynamo processes (Ossendrijver 2003) and break symmetry be-

tween upflows and downflows of convective fluid (Brummell et al. 1996). However, the

effects of compressibility introduces sound waves, which are much faster than convective

motions in the stellar interior. Thus, in a fully compressible code, the inclusion of these

sound waves is computationally expensive and inefficient, as smaller time steps would be

required to resolve the motion of the convective fluid. Assuming that these acoustic per-

turbations have little direct role in the dynamics of the convective fluid, one can use the

anelastic approximation (Gough 1969a; Gilman and Glatzmaier 1981) to filter out sound

waves, and avoid these time step limitations.

Filtering requires setting ∂ρ/∂t = 0 in the mass continuity equation (Equation (2.1)),
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which is equivalent to requiring the vector momentum to be solenoidal (i.e., ∇ · (ρv) = 0).

This is valid when convective velocities are subsonic, i.e., when the radial entropy gra-

dient driving convection is only slightly superadiabatic. If this is the case, changes in

thermodynamic variables due to convection are treated as small perturbations to the

spherically-symmetric mean. Hence, thermodynamic variables, namely pressure p, den-

sity ρ, temperature T , and specific entropy s, can be separated into two components: their

mean values p̄, ρ̄, T̄ , and s̄, respectively, and their respective perturbations p′, ρ′, T ′, and

s′, respectively, i.e.,

p(r, θ, φ, t) = p̄(r, t) + p′(r, θ, φ, t) (2.66)

ρ(r, θ, φ, t) = ρ̄(r, t) + ρ′(r, θ, φ, t) (2.67)

T (r, θ, φ, t) = T̄ (r, t) + T ′(r, θ, φ, t) (2.68)

s(r, θ, φ, t) = s̄(r, t) + s′(r, θ, φ, t). (2.69)

These can be linearised with respect to an evolving spherically symmetric mean state;

equations remain nonlinear in velocity and magnetic field.

The simulations in Chapter 4 use anelastic MHD equations under the Lantz-Braginsky-

Roberts (LBR) approximation (Lantz 1992; Braginsky and Roberts 1995), which is valid

when the reference state is nearly adiabatic and flow is subsonic (Ogura and Phillips

1962; Gough 1969a; Lantz and Fan 1999). Under this approximation, equations for the

conservation of mass, momentum, and energy, along with the induction equation and the

requirement of a divergence free magnetic field, in a rotating spherical shell, are as follows:

∇ · (ρ̄v) = 0 (2.70)

ρ̄

(
∂v

∂t
+ (v ·∇)v + 2Ω× v

)
= −∇p′ +

s

cp
ρ̄g −∇ ·D +

1

4π
(∇×B)×B (2.71)

ρ̄T̄

(
∂s

∂t
+ (v ·∇)s

)
= ∇ · (κρ̄T̄∇s) +Q+ Φ +

η

4π
[∇×B]2 (2.72)

∂B

∂t
= ∇× (v ×B)−∇× (η∇×B) (2.73)
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∇ ·B = 0, (2.74)

where v is the vector velocity, Ω is the vector angular velocity, B is the vector magnetic

field, cp is the specific heat capacity (at constant pressure), κ is the effective thermal

diffusivity, Q is the heating profile, and η is the effective magnetic diffusivity. D is the

vector viscous stress tensor, defined by

Dij = −2ρ̄ν

(
eij −

1

3
(∇ · v)

)
, (2.75)

and

Φ = 2ρ̄ν

(
eijeij −

1

3
(∇ · v)2

)
(2.76)

is the viscous heating term, where eij is the strain rate tensor and ν is the effective

kinematic viscosity.

To close Equations (2.70)–(2.73), the perturbations in the aforementioned thermo-

dynamic variables must satisfy the following linearised relations:

ρ′

ρ̄
=
p′

p̄
− T ′

T̄
=

1

γ

p′

p̄
− s′

cp
, (2.77)

assuming the ideal gas law, i.e.,

p̄ = Rρ̄T̄ . (2.78)

To satisfy these conditions, the mass flux ρ̄v and magnetic field B are decomposed into

toroidal and poloidal components:

ρ̄v = ∇×∇× (W r̂) + ∇× (Zr̂) (2.79)

B = ∇×∇× (Cr̂) + ∇× (Ar̂), (2.80)

where W and Z are poloidal and toroidal streamfunctions, respectively, and C and A
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are magnetic potentials. This ensures that these both remain divergence free, satisfying

Equations (2.70) and (2.74).

2.6.2 Large-eddy Formalism

The spatial scales of stellar convection and magnetic fields span across a large order of

magnitudes, and are impossible to simulate numerically. Codes are typically chosen to

resolve only the largest scales of convective flows and magnetic fields, which are likely

candidates for generating mean properties of the convection, such as differential rota-

tion and zonal flows. Our simulations, which fall under the large-eddy formalism, use

sub-grid-scale (SGS) descriptions of the unresolved small turbulent motions. These SGS

motions are implemented as enhancements to the thermal and magnetic diffusivities (κ

and η, respectively), and the kinematic viscosity (ν), thus becoming effective eddy viscosi-

ties/diffusivities. For example, the 3D global simulations of convection in Chapter 4 have

ν ∼ 1011 cm2 s−1 and κ ∼ 1012 cm2 s−1, whereas typical values in the upper solar convec-

tion zone are ν ∼ 1 cm2 s−1 and κ ∼ 105 cm2 s−1 (Miesch 2005). Regardless of these large

differences between physical and eddy values, dynamical behaviour in simulations may not

differ as much as expected when compared to real stars; as we will show later (Chapter 4),

some aspects of the flow become nearly independent of ν and κ in appropriate regimes.

This approach is chosen for simplicity, where larger resolved motions are assumed to

have a negligible impact on small scale motions. In recent studies (e.g., Featherstone and

Miesch 2015; O’Mara et al. 2016), viscosities and diffusivities are held constant, thus any

unresolved motion effects are uniform across the simulation. However, past studies have

used depth-dependent eddy transport coefficients that increase near the surface, motivated

by the view that SGS eddies dissipate more energy due to small density scale heights near

the surface, favouring small-scale motion driving that cannot be resolved (e.g., Browning

2008; Browning et al. 2016).
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2.7 Methods of Numerical Approximation for Fluid Flows

In general, fluid simulations use numerical approximations in order to convert continuous

equations used to describe the dynamics of numerical simulations into solvable algebraic

expressions via a discretisation method. A good approximation is one that represents the

underlying equations consistently and converges with increasing resolution. Sections 2.7.1

and 2.7.2 describe the finite-difference and spectral methods, respectively.

2.7.1 Finite-difference Method

The finite-difference method is used to replace continuous partial differential equations

with analytical formulae that relate values of a given variable at neighbouring locations

to derivatives for the same variable at each grid point, which can be solved using linear

algebra. We illustrate this for the most simple case: a central difference first-order scheme

for a uniform grid. For a function f(z), on a uniform discrete set of grid points with

spacings ∆z = 1/(Nz − 1), where Nz is the total number of grid points, one can use a

Taylor expansion to express a neighbouring point fk±1 (either side) in terms of the first

and second derivative of a given point fk (neglecting terms > O(∆z2)):

fk±1 ' fk ±
(
∂f

dz

)
k

∆z +
1

2

(
∂2f

dz2

)
k

∆z2, (2.81)

which allows us to determine both the first and second derivative of fk:

(
∂f

dz

)
k

=
fk+1 − fk−1

2∆z
, (2.82)

and

(
∂2f

dz2

)
k

=
fk+1 − 2fk + fk−1

(∆z)2
, (2.83)
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respectively. This particular example is straightforward to implement, and only requires

the two nearest neighbours to approximate the first and second derivatives. There are

forward and backward difference forms, which only consider terms either side of the given

point.

This method works for both linear and nonlinear partial differential equations, and

can be used with simulations of large spatial scale ranges using nonuniform grids. How-

ever, this method is restricted by slow convergence as resolution is increased; the type of

convergence depends on the order of the scheme, but in general the convergence scales

with resolution to some power. It can also struggle in spherical coordinate systems, where

coordinate singularities on uniform grids, i.e., the poles, can limit the time steps due to

the enhanced resolution there. This is in accordance with the Courant–Friedrichs–Lewy

(CFL) condition, which states that the time step taken must be less than the time it takes

for a fluid parcel to flow through one grid point to another (Courant et al. 1928).

2.7.2 The Spectral Method

The spectral method is another discretisation method, where quantities are expressed

in terms of orthogonal basis functions. Unlike the finite-difference method, the spectral

method does not depend just on neighbouring points, but on the entire domain. As

a result, the convergence of this method scales exponentially with resolution. Spectral

methods have been used in examples of turbulent flow (e.g., Arakawa 1966; Gottlieb and

Orszag 1977; Canuto 1988; Zang et al. 1989; Ferziger and Peric 2003), improving the

capturing of dynamical behaviour in such simulations.

For spherical geometry, the expansion is typically made in terms of spherical har-

monics Ylm(θ, φ), i.e., the eigenfunctions of the horizontal Laplacian operator. A time-

dependent variable f with a radial component r, and spherical components θ and φ, can

be expanded in terms of these spherical harmonics:

f(r, θ, φ, t) =

mmax∑
m=−mmax

lmax(m)∑
l=|m|

fml (r, t)Ylm(θ, φ), (2.84)
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where

Ylm(θ, φ) =

√
2l + 1

4π

(l −m)!

(l +m)!
Pml (cos θ)eimφ (2.85)

represents a spherical harmonic function of degree l and order m, with Pml (cos θ) rep-

resenting the associated Legendre polynomials of order m. Using triangular truncation,

Equation (2.84) can be reduced by taking lmax(m) = lmax = mmax; this gives proper-

ties that are rotation invariant, and has equal resolution throughout the sphere (Boyd

1989). Triangular truncations also allow for the elimination of aliasing errors arising from

quadratically nonlinear terms, provided that the number of latitudinal and longitudinal

points on the grid satisfy

Nφ ≥ 3lmax + 1 (2.86)

and

Nθ ≥
3lmax + 1

2
, (2.87)

respectively.

In the spectral method, variables must be transformed between physical and spectral

space. Considering the conversion to occur over the collocation points (θi, φj), the spherical

harmonic transform is the following:

fml (r, t) =

Nθ∑
i=1

Nφ∑
j=1

wiwjYlm(θ, φ)f(r, θ, φ, t), (2.88)

with the weightings

wi =
2(

sin2 (θi)P ′Nθ(cos (θi))
)2 , (2.89)

and
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wj = N−1
φ , (2.90)

where P ′Nθ are the derivatives (with respect to cos (θ)) of Pl(cos (θ)), the associated Leg-

endre polynomial of the first kind. The physical grid points are given by φj = 2πj/Nφ in

φ, i.e., Gaussian abscissae, and by zeros of the Legendre polynomials of degree Nθ in θ.

The radial component can be expanded using the Chebyshev expansion, using Chebyshev

polynomials

Tn(x) = cos (n arccos (x)), (2.91)

which is evaluated at each Chebyshev collocation point

xk = cos

(
(k − 1)π

Nr − 1

)
, (2.92)

where Nr is the number of grid points associated with the Chebyshev domain. We then

transform from physical to spectral space using the Chebyshev transform, which gives the

radial Chebyshev expansion as

fml (rk, t) =
2

Nr − 1

Nr∑
n=1

Nrεkf
m
ln (t)Tn−1(xk), (2.93)

where fmln , i.e., the spectral coefficients, are given by

fmln =

Nr∑
k=1

NrwkTn−1(xk)f
m
l (xk, t), (2.94)

with the weighting

wk =
εkπ

Nr − 1
, (2.95)

where εk = 1 for k = 2→ Nr − 1, and εk = 1/2 for k = 1 and Nr.

The equation of temporal evolution of the system can be expressed in terms of
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fml (rk, t), split into its linear and nonlinear components:

∂fml (rk, t)

∂t
= Llmk(t) +Nlmk(t), (2.96)

where Llmk(t) and Nlmk(t) represent the linear and nonlinear terms, respectively (full

forms of these terms can be found in, e.g., Brun et al. 2004); the purpose of this is

to enable us to solve each term in a numerically optimal manner. Nonlinear terms are

computationally expensive to evaluate in spectral space, due to becoming convolution

sums, where the time it takes for a code to perform n nonlinear calculations scales as n2.

Thus, it is preferable to reduce the computational cost by computing nonlinear terms in

physical space, using the Fast Fourier Transform (FFT) to transform from spectral into

physical space, where time taken for the FFT transformation into linear space scales as

n log (n), and the time taken for the calculations themselves scales as n. This is called

the pseudo-spectral method, where linear terms are solved in spectral space, and nonlinear

terms in physical space, which can reduce the computational cost by up to three orders of

magnitude (Falgarone and Passot 2003).

2.8 Simple Modelling of 2D Rayleigh-Bénard Convection

To illustrate some of the ideas and what occurs in a time-dependent convective field, we

built a simple 2D convection code in the Fortran programming language, following theory

and discussion in Glatzmaier (2013). The code models Rayleigh-Bénard convection, where

buoyant fluid is heated by the bottom boundary and cooled by the top boundary. This is

under the Boussinesq approximation, which assumes that motion-induced density fluctua-

tions are neglected, except when coupled to the gravitational acceleration in the buoyancy

force. A constant background density is assumed, hence it deals with incompressible flow.

The fluid domain is defined as a 2D rectangular region, with top and bottom boundaries

maintained at constant temperatures, differing by ∆T , and periodic side boundaries. The

code solves for temperature T , vorticity ω ≡ ∇ × v, and the streamfunction φ. It is

convenient to update ω and then solve for fluid velocity, v, at each time step by using φ,

recognising that v ≡∇× φŷ, as vy = 0 and ∂/∂y = 0 in this 2D problem.
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The following Boussinesq equations are solved for, which are nondimensionalised

by the depth of the box (D), the thermal diffusion time (D2/κ), where κ is the thermal

diffusivity, and temperature drop across the depth (∆T ) (with gravitational acceleration

g = −g0ẑ pointing downward):

∇ · v = 0 (2.97)

∂v

∂t
= −(v ·∇)v −∇p+ RaPrT ẑ + Pr∇2v (2.98)

∂T

∂t
= −(v ·∇)T + κ∇2T, (2.99)

where

Ra =
g0α∆TD3

νκ
(2.100)

is the Rayleigh number, i.e., the measure of convective driving, where α is the thermal

expansion coefficient, and ν is the kinematic viscosity. The Prandtl number, i.e., the ratio

of viscous to thermal diffusivity, is defined as

Pr =
ν

κ
. (2.101)

Instead of solving for time-dependent values on a finite set of grid points in x, horizontal

spectral decomposition based on Fourier expansions in x can expand T , ω and φ as a

finite series of sines or cosines and solve for time-dependent and z-dependent coefficients

of these. This allows the following set of equations to be expressed for each individual

mode n:

∂Tn
∂t

= −[(v ·∇)T ]n +

(
∂2Tn
∂z2

−
(nπ
a

)2
Tn

)
(2.102)

∂ωn
∂t

= −[(v ·∇)ω]n + RaPr
(nπ
a

)
Tn + Pr

(
∂2ωn
∂z2

−
(nπ
a

)2
ωn

)
(2.103)
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ωn = −
(
∂2φn
∂z2

−
(nπ
a

)2
φn

)
, (2.104)

where a is the aspect ratio of the boxed region. For the n = 0 mode, the background

temperature follows a linear gradient in z: T0(z) = 1 − z, and for n > 0 modes, the

initial temperature perturbation is set to be sinusoidal: Tn = sin(πz) at t = 0, with the

initial fluid velocity set to zero for each mode along z: ωn = ψn = 0 at t = 0. Boundary

conditions for n > 0 at the top (z = 1) and bottom (z = 0) boundaries are set to zero:

Tn = ωn = ψn = 0.

The linear parts of the time derivatives in Equations (2.102) and (2.103) are calcu-

lated, where second order derivatives for a function f with respect to z and t on a discrete

set of grid points, zk = (k−1)∆z, are computed using the vertical finite-difference method

(see Section 2.7.1). The spectral-transform method is used to calculate the nonlinear terms

of the temperature and vorticity time derivatives. The aim is to separately transform the

two variables of the nonlinear term, e.g., v and T in Equation (2.102), from spectral space

into real space using the Fast Fourier transform (FFT), multiply them together, then

transform the product back into spectral space.

The semi-implicit scheme is used to compute T and ω for the next time step. Nonlin-

ear terms are treated explicitly using the second-order Adams-Bashforth time integration

scheme, which uses current (t) and previous (t−∆t) time steps to update a given variable

y at a new time step (t+ ∆t):

yt+∆t = yt +
∆t

2
[3y′(t)− y′(t−∆t)]. (2.105)

Linear terms are treated implicitly using the Crank-Nicolson time integration scheme:

yt+∆t −
1

2
y′(t+ ∆t)∆t = yt +

1

2
y′(t)∆t. (2.106)

Using these, Equation (2.102), for example, in the semi-implicit scheme is
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[
1− 1

2
∆t

(
∂2

∂z2
−
(nπ
a

)2
)]

Tn(z, t+ ∆t) =

[
1 +

1

2
∆t

(
∂2

∂z2
−
(nπ
a

)2
)]

Tn(z, t)

+
∆t

2
[3(−(v ·∇)T )n,z,t − (−(v ·∇)T )n,z,t−∆t]

(2.107)

(Glatzmaier 2013, p. 94). The implicit part of Equation (2.107) needs to be constructed

as a matrix operator, as the vertical Laplacian couples all z-levels. ψ is computed for the

next time step by constructing Equation (2.104) as a matrix operator.

Figure 2.4 illustrates the temperature profiles of an example multi-cell Rayleigh-

Bénard convective simulation at different time steps, evolved from a linear temperature

gradient with an initialised n = 1 mode temperature perturbation. The simulation even-

tually reaches a steady state in this case, because nonlinear amplitudes initially grow

exponentially, before becoming large enough to inhibit this growth. Whilst useful for de-

veloping knowledge of convective modelling, this simple 2D convection code is not suitable

for our main investigation, due to both physical (using the Boussinesq approximation) and

computational (single threaded) limitations. Any 2D/3D convective simulations to inves-

tigate stellar interiors require more complex, parallelised codes. We describe two such

codes used for the investigations detailed in Chapter 4 below.

2.9 Rayleigh : Spherical-harmonic-based Code

Rayleigh2 is a 3D convection code that evolves incompressible and anelastic MHD equa-

tions in a rotating spherical geometry using the pseudo-spectral approach, in order to

study dynamo behaviour (Featherstone and Hindman 2016). It uses spherical harmon-

ics and Chebyshev polynomials for the horizontal and radial directions, respectively. As

it uses the pseudo-spectral approach (see Section 2.7.2), linear terms are calculated in

spectral space, and nonlinear terms are calculated in physical space. Linear term time

stepping uses the semi-implicit second-order Crank-Nicolson method, whereas nonlinear

terms use the second-order Adams-Bashforth method. Rayleigh parallelises efficiently on

2. https://github.com/geodynamics/Rayleigh, accessed June 2018

https://github.com/geodynamics/Rayleigh


52 CHAPTER 2. COMPUTATIONAL TOOLS AND NUMERICAL METHODS

(a) (b)

(c) (d)

(e) (f)

Figure 2.4: 2D temperature profiles of a multi-cell Rayleigh-Bénard convective simulation ran for over
106 time steps, plotted on a real space (x, z) grid. Parameters: Ra = 106, Pr = 1, a = 2, dt = 10−7. (a)
The simulation begins as a linear temperature gradient with an initialised n = 1 mode temperature per-
turbation; (b)-(c) Convective flows begin to rise from the bottom to the top boundary; (d)-(e) Convective
flows begin to overturn into neighbouring downward flows before reaching the top boundary, due to mass
conservation; (f) The simulation converges to a steady-state solution of one convective circulation cell.
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up to O(105) cores (Featherstone and Hindman 2016; Matsui et al. 2016). To do this,

work is distributed by assigning the calculation of a set of m-modes to different groups

of processes, or ranks. Each value of m requires different periods of computational time

to be calculated, as they will have different numbers of l-modes due to triangular trunca-

tion, i.e., 0 ≤ m ≤ l, 0 ≤ l ≤ lmax. Initially, Rayleigh will limit the number of ranks to

Nmax = (lmax + 1)/2, to ensure that each rank is assigned m-modes with approximately

an equal number of l-modes; these are evenly distributed to individual processes for each

rank. We describe the process of performing simulations of convection in Rayleigh (such

as those used in Chapter 4), closely following the Rayleigh user guide3. In Section 2.9.1,

we describe the resolution and domain bounds, and in Section 2.9.2, we discuss the time

stepping/run length controls. In Section 2.9.3, we discuss how Rayleigh solves the MHD

equations and specify the physical controls used, and in Section 2.9.4, the boundary con-

ditions are mentioned. The initialisation of a model is discussed in Section 2.9.5. A more

detailed description of the numerical set up behind the Rayleigh simulations used in Chap-

ter 4 can be found in Section 4.3.1, including the background state, boundary conditions,

and input parameters used.

2.9.1 Resolution and Domain Bounds

First, the resolution and domain bounds are defined by the user. The number of radial

and θ grid points, Nr and Nθ, respectively, are inputted, and the number of φ grid points

Nφ = 2Nθ. Alternatively, one can specify the maximal spherical harmonic degree `max ≡

N`−1, rather than Nθ. The radial domain is then defined by either inputting an inner and

an outer radial boundary, ri and ro, respectively, or specifying a shell depth ro − ri and

aspect ratio ri/ro. These domain parameters are interpreted differently for dimensional

and nondimensional simulations.

3. https://geodynamics.org/cig/software/rayleigh/user_guide_0.9.0.pdf, accessed June 2018

https://geodynamics.org/cig/software/rayleigh/user_guide_0.9.0.pdf
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2.9.2 Time Stepping and Run Length

The temporal input controls are then specified: these include the maximum time a sim-

ulation is allowed to run, the maximum number of time steps allowed, and the time step

size. The simulation will complete when either the maximum time or the maximum time

step number are met, depending on which constraint occurs first. The size of time steps

is determined by the Courant-Friedrichs-Lewy condition (CFL), where a time step must

be smaller than the time taken for a parcel of fluid to flow between two grid points. To

control this, there are two safety factor inputs that can be defined: the first is applied to

the maximum time step determined by the CFL condition (cflmax), and the second is used

to determine whether the time step should be increased (cflmin). A minimum and maxi-

mum time step size can also be defined, tmin and tmax, respectively; if the CFL condition

is less than the minimum value, the simulation will end. When calculating the time step

size, Rayleigh employs the following logic:

• IF {∆t ≥ cflmax × tCFL } THEN {∆t = cflmax × tCFL},

• IF {∆t ≤ cflmin × tCFL } THEN {∆t = cflmax × tCFL},

• IF {cflmax ≥ tmin } THEN {∆t = tmax},

• IF {∆t ≤ tmin } THEN {Exit Rayleigh},

where ∆t is the current time step size, and tCFL is the maximum time step as described

by the CFL limit.

2.9.3 Physical Controls

The MHD equations that Rayleigh solves, and the diagnostics, can be dimensionalised or

nondimensionalised. Rayleigh includes the nondimensional Boussinesq, and dimensional

or nondimensional anelastic formulations. For the simulations in Chapter 4, the anelas-

tic MHD equations (as shown in Section 2.6.1) are solved for. The perturbations to the

thermodynamic variables satisfy the linearised equation of state (Equation (2.77)). The

kinematic viscosity ν, thermal diffusivity κ, and magnetic diffusivity η (if magnetism is
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enabled) are inputted by the user: in our case, we define these variables at the upper

boundary, and they are considered to be eddy viscosities/diffusivities (see Section 2.6.2).

Magnetism, rotation, Lorentz forces, viscous heating, and ohmic heating are all logical vari-

ables that can be enabled or disabled. For this dimensional anelastic case, the background

polytropic state is defined, identical to the benchmark described in Jones et al. (2011),

and inputs include the polytropic index n (where P ∝ ρn), the number of density scale

heights, the mass and density interior to the defined inner radial boundary, the specific

heat capacity (at constant pressure), and the angular velocity of the simulation.

2.9.4 Boundary Conditions

Boundary conditions are then set: Rayleigh simulations have impenetrable boundaries,

which may either be no-slip or stress-free. It is possible to set magnetic boundary condi-

tions, to match a potential field at both the inner and upper boundary. It is possible to

either fix a thermal anomaly Θ value to each boundary, or specify a constant ∂Θ/∂r at

each boundary. In Chapter 4, a fixed specific entropy is defined at the upper boundary,

and a fixed specific entropy gradient at the inner boundary. An internal heating function

Q(r) also needs to be specified (see Equations (4.28)-(4.29) in Section 4.3.1).

2.9.5 Initialising a Model

A simulation in Rayleigh can be started by using a random thermal initialisation (and/or

a magnetic field initialisation for magnetic simulations). The thermal options include:

reading velocity and thermal fields from a checkpoint file, a temperature mode initiali-

sation that follows the case 0 benchmark in Christensen et al. (2001), an entropy mode

initialisation for the steady anelastic benchmark in Jones et al. (2011), or a random tem-

perature/entropy perturbation. Initialising a random thermal field requires all spherical

harmonic modes to be independently initialised with a random amplitude, where the max-

imum value can be defined. This random initialisation can be expressed as



56 CHAPTER 2. COMPUTATIONAL TOOLS AND NUMERICAL METHODS

T (r, θ, φ) =
∑
`

∑
m

cml f(r)g(`)Y m
l (θ, φ), (2.108)

where cml represents complex random amplitudes in the range defined by the user, f(r) is

the radial amplitude that is given by

f(r) =
1

2

[
1− cos

(
2π

r − rmin

rmax − rmin

)]
, (2.109)

which goes to zero at the inner and outer boundaries, and g(`) is a random amplitude

function that concentrates power in the central band of spherical harmonic modes, given

by

g(`) = exp

[
−9

(
2`− `max

`max

)]
. (2.110)

2.10 Dedalus: Pseudo-spectral Code

Dedalus4 is an open source pseudo-spectral code used to solve partial differential equations

using spectral methods, dealing with both astrophysical and geophysical fluid dynamical

problems (Burns et al. 2016). It is predominantly written in Python, and includes an

interface that accepts symbolic equation entry, allowing differential equations and algebraic

constraints to be entered in plain text. Any linear terms are solved using sparse matrix

systems, whereas nonlinear terms are solved using the pseudo-spectral method. The first

(N − 1) dimensions are parallelised using MPI, thus Dedalus is capable of scaling to

thousands of processes. In this section, we describe the process of performing simulations

of convection in Dedalus, such as those used in Chapter 4, closely following the Dedalus

tutorial notebooks5. Section 2.10.1 discusses bases and domains available in Dedalus, and

Section 2.10.2 discusses fields and operators. Section 2.10.3 covers the different types of

problems and their corresponding solvers. A more detailed description of the numerical

set up behind the Dedalus simulations used in Chapter 4 can be found in Section 4.2.1,

4. http://dedalus-project.org, accessed June 2018
5. http://dedalus-project.readthedocs.io/en/latest/getting_started.html, accessed June 2018

http://dedalus-project.org
http://dedalus-project.readthedocs.io/en/latest/getting_started.html
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including the background state, boundary conditions, and input parameters used.

2.10.1 Bases and Domains

Bases are represented as separate classes: when declaring a basis to use, a user inputs the

name of the basis, the number of modes required, and specify a dealiasing scaling factor

to pad the tracked modes when performing transformations into grid space. Typically, a

scaling factor ≥ 3/2 is required to properly dealias quadratic nonlinearities. These basis

objects have corresponding transformation and operation methods, which are covered in

Section 2.10.2. One must specify a basis for each dimension of the simulation, e.g., x, y

and z for a 3D calculation, and then create a physical domain, in the form of a domain

object, from these. Dedalus is capable of solving over domains that can be expressed in

terms of the direct product of spectral bases; separable bases currently include the Fourier

and sine/cosine series, whereas coupled bases currently include Chebyshev polynomials.

It supports domains of N -dimensions, with the first (N − 1) dimensions being discretised

by separable bases, and the last being discretised by either a separable (where derivatives

do not couple modes, allowing for parallelisation) or coupled (where derivatives do couple

modes, requiring a local solve for each transverse mode) basis.

2.10.2 Fields and Operators

Field objects represent scalar fields over the domain, in which field data can be assigned.

In Chapter 4, a field object is used to initialise the density stratification over the domain,

which is set to be 1−βz, where β is the inverse temperature scale height, and z represents

a given point on the vertical scale (Currie and Browning 2017). Operators are then

used to perform mathematical operations on fields. Arithmetic operations between fields,

or fields and scalars, can be produced simply using Python’s operators for arithmetic.

Other operators, such as differentiation, integration, and interpolation, are possible using

factories from the operators module. The differentiation operator allows for higher-

order and mixed derivatives involving different bases. In addition, the integration and

interpolation operators allow these to be performed along multiple axes.
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2.10.3 Problems and Solvers

In Dedalus, differential equations are represented in the following form:

M · δtX + L · X = F , (2.111)

whereM and L are linear differential operator matrices, X is a state-vector of fields, and

F represents nonlinear expressions. Equations and boundary conditions can be inputted

in plain text in Python, using Dedalus’ symbolic parser, which are then manipulated into

the matrix form of Equation (2.111). Equations are written so that left-hand terms are

implicitly evaluated (linear terms only), and right-hand terms explicitly (nonlinear/linear

terms that couple modes). Short aliases can be defined prior to this, to simplify equa-

tion entry. In Chapter 4, anelastic equations under the Lantz-Braginsky-Roberts (LBR)

approximation are used (Lantz 1992; Braginsky and Roberts 1995), which is valid when

the reference state is near-adiabatic and flow is subsonic (Ogura and Phillips 1962; Gough

1969b; Lantz and Fan 1999).

We first define input parameters that stay fixed in the simulation (see Tables 4.1

and 4.2 in Chapter 4 for our case). Then, we add any parameters, which can be either fields

or scalars, that are used in the equations. Depending on the problem type, a corresponding

solver is used to iterate over the solution. The Dedalus simulations of Chapter 4 are initial

value problems (IVP), i.e., where an ordinary differential equation (ODE) with an initial

condition evolves with time, which can be solved by spectrally discretising the spatial

domain, and evolving coefficients via coupled ODEs. Implicit time stepping of linear

terms and explicit time stepping of nonlinear terms is performed using a range of ODE

integrators, including the implicit-explicit Runge-Kutta regime, which is used in our case.

An initial condition is then set, by directly modifying state variable data, before

the simulation is run. In Chapter 4, a small perturbation is made to the specific entropy.

Dedalus then enters the main-loop of the simulation: here, the evolution loop can be

stopped if any specified stopping criteria is met, i.e., if the solver hits a user-specified

maximum simulation time (seconds), “wall” time (seconds since the solver was initialised),
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or a maximum number of iterations; all three can be set, and the simulation will end with

whichever occurs first.
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Chapter 3

The Radius and Entropy of a

Magnetised, Rotating, Fully

Convective Star: Analysis with

Depth-dependent Mixing Length

Theories

3.1 Introduction

All main-sequence stars are convective somewhere in their interior: low-density, high-

temperature fluid parcels rise or fall through the stratified medium, transporting heat

by their motion. In high-mass stars this convective transport occurs primarily in the

innermost regions, whereas low-mass stars like the Sun have convection occurring in an

envelope; stars of sufficiently low mass (. 0.35M�) are convective throughout their in-

teriors (e.g., Chabrier and Baraffe 1997). Pre-main-sequence stars on the Hayashi track

are likewise fully convective (e.g., Hayashi 1961). Variations in the opacity, energy gener-

ation rate, or adiabatic index determine where and when this convection occurs: broadly,
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it happens whenever the temperature gradient required to carry a star’s flux by radia-

tive processes alone is too steep (e.g., Böhm-Vitense 1992). This may be encapsulated

via the Schwarzschild criterion, which states that convection occurs whenever the dimen-

sionless temperature gradient ∇ = d log T/d log p is greater than the adiabatic gradient

∇ad = (d log T/d log p)ad.

In the interior of a star, modest convective velocities and temperature gradients

very close to the adiabatic value are usually sufficient to carry a star’s flux outward (e.g.,

Kippenhahn et al. 2012), owing mainly to the high density and heat capacity of these

regions. For fully convective stars, this implies that most of the interior lies at nearly

constant specific entropy. However, larger entropy gradients are established near the

surface (as discussed in Section 3.2). The interaction between convection and radiative

transfer in the region of the surface layer thus creates a specific entropy jump ∆s between

the nearly constant specific entropy in the deep interior, conventionally labelled sad, and

the specific entropy at the stellar photosphere sph (e.g., Trampedach et al. 2014).

The gross structure of a star is linked to its entropy (see, e.g., discussions in Stahler

1988; Hansen et al. 2004, pp. 370-373). In particular, for isentropic stars, knowledge of sad,

i.e., knowledge of which adiabat the star is on, is enough to specify the entire structure.

As emphasised by Gough and Weiss (1976), a complete theory of convection would specify

the adiabat but, in practice, this is typically calibrated by comparison to observations.

In standard 1D stellar models employing the mixing length theory (MLT) of convection,

fluid parcels are assumed to travel some characteristic mixing length `MLT = αMLTHp

before transferring their heat to their surroundings, where αMLT is conventionally a depth-

independent dimensionless parameter and Hp is the pressure scale height (Böhm-Vitense

1958). In typical models of fully convective stars, αMLT effectively specifies the entropy

contrast ∆s, and so fixes the adiabat and the overall stellar structure.

Observations have suggested that some low-mass stars have radii that are 5− 15%

larger than standard 1D models would predict (e.g., Torres and Ribas 2002; Ribas 2006;

Morales et al. 2008; Torres et al. 2010; Terrien et al. 2012). These “inflated” radii could

in turn lead to erroneous age estimates of stars on the pre-main sequence (see, e.g., Feiden

2016). Several authors have argued that the inhibition of convection by some mechanism
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could explain these modifications to the structure, with rotation and/or magnetic fields

both invoked as possible culprits (e.g., Cox et al. 1981; Chabrier et al. 2007).

Rotation is well known to influence convection. For example, in classic linear sta-

bility analysis, the onset of convection is impeded by the presence of rotation: the critical

Rayleigh number for convective instability (measuring, roughly, how great buoyancy driv-

ing must be relative to viscous and thermal dissipation) increases with rotation rate Ω

(Chandrasekhar 1961), scaling as Ω4/3 in appropriate circumstances. The horizontal scale

of the most unstable modes likewise diminishes with more rapid rotation. The nonlinear

effects of rotation on the convection are less clear. Broadly, the reduction of horizontal

lengthscales and convective speeds in rapidly rotating systems is expected to inhibit the

heat transport somewhat, leading to higher values of the temperature (or in a stratified

system, entropy) gradient (Stevenson 1979; Julien et al. 2012; Barker et al. 2014). Ro-

tation also breaks the spherical symmetry, with motions increasingly aligned with the

rotation axis at rapid rotation rates, in keeping with the Taylor–Proudman constraint

(Proudman 1916; Taylor 1917). Other aspects of the nonlinear impact of rotation, such

as its effect on heat transport and on the establishment of zonal flows, have also been

extensively explored using theory and simulation (e.g., Bassom and Zhang 1994; Julien

and Knobloch 1998; Sprague et al. 2006; Gastine et al. 2012; Gastine et al. 2016; Julien

et al. 2012; Julien et al. 2016; King et al. 2012; Stellmach et al. 2014; Aurnou et al. 2015;

Calkins et al. 2015; Grooms 2015; Aubert et al. 2017).

A reformulation of MLT to treat rapidly rotating cases was proposed for example

by Stevenson (1979), who argued following Malkus (1954) that the nonlinear state was

likely to be dominated by the modes that transport the most heat. Julien et al. (2012) also

examined the transport in rapidly rotating systems, by scaling to the state of marginal

stability; they argue that, in contrast to classical non-rotating convection, in which heat

transport is “throttled” in narrow boundary layers, the heat transport of rapidly rotating

systems is limited by the efficiency of turbulent motion in the bulk of the fluid. Recently,

Barker et al. (2014) derived a version of rotating MLT equivalent to Stevenson (1979)

in a different way and tested it using 3D simulations in Cartesian domains. Broadly,

several methods of analysis suggest that the temperature gradient in the middle of the
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rotating convective layer (d〈T 〉/dz) increases with rotation rate Ω. In particular, Barker

et al. (2014) have argued specifically that −d〈T 〉/dz ∝ Ω4/5 in the rapidly rotating limit.

Their simulations support this scaling, though it must be noted that their models encom-

pass only a single latitude (namely the pole); extensions to other latitudes are under way

(L. Currie et al. 2018 personal communication).

Magnetic fields are likewise known to influence convection in some manner, but it

is not clear how this affects the heat transport in the stellar context. Magnetic fields

can inhibit convection in the stellar interior via the Lorentz force, hindering fluid flow

perpendicular to the field (e.g., Stein 2012). Like rotation, magnetic fields influence the

linear stability of the fluid to convective motions: in the absence of rotation, magnetism is

stabilising (Chandrasekhar 1961; Gough and Tayler 1966). When rotation is present, the

linear stability is more complex, and in fact the critical Rayleigh number for convection

with both rotation and magnetism can be lower than in the presence of either rotation or

magnetism alone (Chandrasekhar 1961; Stevenson 1979). Again, the nonlinear impact of

the magnetism is much less clear. Stevenson (1979) also fashioned a “magnetic” version

of MLT, but (to our knowledge) this has not been incorporated into 1D stellar structure

models. Mullan and MacDonald (2001), drawing on the linear stability analysis of Gough

and Tayler (1966), argued that the effects of magnetism in a 1D stellar model could be

mimicked simply by modifying the adiabatic gradient ∇ad (wherever it appears in the

MLT prescription) to include a perturbation term proportional to the magnetic pressure

(relative to the gas pressure). Physically, this amounts to asserting that the end-state of

magnetised convection is to approach a state of marginal stability, where this stability

now depends on the strength of the magnetism, in much the same way that non-magnetic

convection might be taken to approach an isentropic state.

Chabrier et al. (2007), noting that even fairly modest magnetic fields might strongly

feed back on the flows through Lorentz forces, modelled rotational and magnetic effects

simply by varying the depth-independent αMLT; they also briefly considered the effects of

near-surface spots, taken to be regions of cool effective temperature covering some fraction

of the surface. Feiden and Chaboyer (2012), drawing on Lydon and Sofia (1995), have

implemented a more complex magnetic MLT model into the Dartmouth stellar evolution
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code, with properties of the resulting structure dependent on the strength and (imposed)

spatial distribution of the magnetism. Broadly, these authors have argued that magnetic

fields can affect the radius of a star, either by inhibiting convection or through the effects of

near-surface spots (e.g., Cox et al. 1981; Mullan and MacDonald 2001; Chabrier et al. 2007;

Feiden and Chaboyer 2012, 2014; MacDonald and Mullan 2012, 2013, 2014, 2017a; Feiden

2016).

In this chapter, we examine the effects of rotation and magnetic fields on the struc-

ture of fully convective stars via 1D stellar structure models, using the Modules for Ex-

periments in Stellar Astrophysics (MESA) code (Paxton et al. 2011; Paxton et al. 2013;

Paxton et al. 2015). All the reformulations of MLT noted above can modify the adiabat

of the star, by changing the efficiency of convective heat transport in the stellar interior.

Thus, in Section 3.2, we begin by giving an overview of the role of entropy in standard

1D stellar structure models; in particular, we recall how the stellar radius is sensitive to

changes in the specific entropy, which is itself sensitive to differing levels of convective

inhibition via changes in αMLT. We give an explicit relationship between specific entropy,

stellar radius, and αMLT for these “standard” models with a depth-independent αMLT.

We then examine the “rotating” and “magnetic” MLT reformulations by Steven-

son (1979) and MacDonald and Mullan (2014), respectively, in Sections 3.3 and 3.4 to

determine how these mechanisms inhibit convection, and so influence the stellar radius,

compared to solely changing αMLT. We set aside for now the question of whether these

formulations correctly capture the complex interaction between rotation, convection, and

magnetism in a star; here, we simply examine the consequences of these prescriptions for

the entropy and radius of the star. We also investigate the influence on stellar structure as

a result of combining these “rotating” and “magnetic” MLT reformulations in Section 3.5.

In Section 3.6, we show that these reformulations to MLT may be precisely du-

plicated in a standard (non-magnetic, non-rotating) 1D model by the introduction of a

depth-dependent αMLT. We provide formulae for depth-dependent αMLT profiles that can

be used to mimic the effects of rotation or magnetism on the stellar superadiabaticity,

and hence on the stellar radius (assuming these are captured by the Stevenson (1979) and

MacDonald and Mullan (2014) formulations, respectively), providing a simple way for
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users to model these non-standard effects. Finally, we discuss our results in Section 3.7.

3.2 Entropy, Convection, and the Radii of Standard 1D

Stellar Structure Models

3.2.1 Role of Specific Entropy in Standard MLT

Heat transport, entropy, and the stellar structure are tightly linked in fully convective

objects. Here, we briefly review these links, outlining how changes in the convective

efficiency of classical MLT modify the internal entropy structure and hence the stellar

radius. The material in this section largely duplicates standard results found elsewhere

(see e.g., Hansen et al. 2004, pp. 370-373), but we include it here as background for our

studies in Sections 3.3-3.6.

For an ideal gas without radiation pressure, the specific entropy (i.e., the entropy

per unit mass) s is

s ' s0 +
NAkB

µ
log

(
T 1/(γ−1)

ρ

)
, (3.1)

where s0 is a constant, NA is Avogadro’s constant, kB is Boltzmann’s constant, µ is the

mean molecular weight, T is temperature, ρ is density, and γ is the adiabatic exponent.

To examine how the specific entropy changes in response to variations in the convec-

tive efficiency, we first constructed a series of standard 1D stellar structure models using

MESA. Here, we simply use the default setup provided by MESA star: the MLT prescrip-

tion is that of Cox and Giuli (1968); the atmospheric boundary conditions are MESA’s

“simple” option, in which the photosphere is located at optical depth τ = 2/3, the surface

temperature is given by the Eddington T (τ) relation, and the opacity is calculated in an

iterative fashion (see Paxton et al. (2011) for details); the metallicity is fixed at Z = 0.02.

We model stars only at a fixed mass of 0.3M�, evolving each model from the pre-main se-

quence up to an age of 4 Gyr. Models of this mass are convective throughout their interiors.
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We vary the mixing length parameter αMLT to vary the convective efficiency, effectively

reducing the distance travelled by convective elements (Trampedach et al. 2014). Taken

together, these choices imply that our models are somewhat more idealised depictions of

a 0.3M� star than the most sophisticated ones in use today (e.g., Baraffe et al. 2015).

For example, in reality (and in more complete models) convection extends well into the

optically thin regime, mainly because the formation of H2 decreases the adiabatic gradient,

favouring convection (Chabrier and Baraffe 1997). Values of the effective temperature in

models including this effect will generally differ from those reported here (which simply

assume the Eddington T (τ) relation). We choose this simpler boundary condition partly

because it allows us to compare more directly with analytical theory below, and because

we are interested mainly in changes between models with differing αMLT rather than in

the absolute values of Teff, R, etc.

We turn first to consideration of the superadiabatic gradient ∇s ≡ (∇−∇ad), which

is a dimensionless measure of the entropy gradient. In Figure 3.1, we plot log10 (∇s) as a

function of logarithmic density log10 (ρ) for 0.3M�, 10 Myr pre-main-sequence and 1 Gyr

main-sequence stellar models with αMLT = 0.5 − 2.0 (∆0.5). Vertical dotted lines in this

figure and onward indicate average radial positions in the region of the surface layer. A

few key features are readily apparent: first, in the bulk of the convection zone, ∇s reaches

negligible values due to highly efficient convective transport, where the temperature gradi-

ent is nearly adiabatic. Nearer the surface, ∇s increases, driven by the continuous decline

in the density and temperature of the plasma. Convection carries nearly all the flux until

radii of greater than 0.995R, where R is the radius of a given model, and is highly efficient

over most of that region; radiative diffusion begins to carry a non-negligible amount of

flux only above 0.9995R. Comparing the top and bottom panels of Figure 3.1, we see

that ∇s is somewhat lower in the main-sequence models (bottom panel) than on the pre-

main-sequence models. In both sets of models, at all depths ∇s depends on the convective

efficiency: less efficient convection, which in these models corresponds simply to a smaller

value of αMLT, means that a higher ∇s is required to carry the same heat flux.

To quantify how changing αMLT influences the run of ∇s, and so explain the trends

visible in Figure 3.1, we consider the convective flux Fconv as defined in the classic MLT



3.2. ENTROPY, CONVECTION, AND THE RADII OF STANDARD 1D STELLAR
STRUCTURE MODELS 67

64202
log10( )[g cm 3]

10

8

6

4

2

0

lo
g
1
0
(

s)

MLT

0
.9
9
R

0
.9
9
5
R

0
.9
9
9
5
R

0.5

1.0

1.5

2.0

(a)

64202
log10( )[g cm 3]

10

8

6

4

2

0

lo
g
1
0
(

s)

MLT

0
.9
9
R

0
.9
9
5
R

0
.9
9
9
5
R

0.5

1.0

1.5

2.0

(b)

Figure 3.1: log10 (∇s) as a function of log10 (ρ), for 0.3M�, (a) 10 Myr or (b) 1 Gyr stellar models at
αMLT = 0.5 − 2.0 (∆0.5). As αMLT decreases, the superadiabaticity ∇s increases throughout the stellar
interior, but ∇s is inherently lower in main-sequence models.
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prescription of Böhm-Vitense (1958), as implemented in MESA:

Fconv =
1

4
√

2
cp(pρQ)1/2T (∇−∇′)3/2α2

MLT, (3.2)

where cp is the specific heat capacity (at constant pressure), p is pressure, Q = −(∂ log ρ/∂ log T )p

is the isobaric expansion coefficient, and ∇′ = (d log T/d log p)′ is the temperature gradient

of the rising element (Cox and Giuli 1968). Following Cox and Giuli (1968), we can solve

for the convective efficiency Γ = A(∇ − ∇′)1/2, which is the ratio of energy successfully

transported and that which is lost by a convective element, in terms of ∇s, and express

∇−∇′ as a function of ∇s:

∇−∇′ =
(

Γ

A

)2

=
1

4A2

(√
1 + 4A2∇s − 1

)2
,

(3.3)

where

A =
Q1/2cpκgρ

5/2H2
p

12
√

2acp1/2T 3
α2

MLT

≡ Aotherα
2
MLT

(3.4)

is the ratio of convective and radiative conductivities, where κ is opacity, g is gravitational

acceleration, a is the radiation constant, and c is the speed of light.

Using Equations (3.2) and (3.3), we express ∇s as a function of αMLT:

∇s =

(
4
√

2Fconv

cp(pρQ)1/2T

)2/3

α
−4/3
MLT +

1

Aother

(
4
√

2Fconv

cp(pρQ)1/2T

)1/3

α
−8/3
MLT . (3.5)

Equation (3.5) reflects the fact that there are two regimes of convective efficiency Γ ∼

A∇1/2
s . As noted by Gough and Weiss (1976), stellar convection theories tend asymptoti-

cally toward two regimes: high (Γ� 1, left term) and low (Γ� 1, right term) convective
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efficiency. The connection between these two asymptotic limits is very thin, so the struc-

ture of this transition is typically not significant in the astrophysical context.

For homologous stellar models of highly efficient convection, where luminosity (hence

convective flux) is fixed throughout the radial distribution in the bulk of the stellar interior,

∇s ∝ α−4/3
MLT , (3.6)

demonstrating that, in this regime, a decrease in αMLT corresponds to an monotonic

increase of ∇s in the bulk of the convection zone (e.g., Christensen-Dalsgaard 1997).

From Equation (3.6), it is possible to reproduce a majority of a model’s ∇s profile

using the model’s αMLT, and an unperturbed, or reference, model’s αMLT and ∇s, via

∇s ' ∇s0

(
αMLT

αMLT0

)−4/3

, (3.7)

where zero subscripts denote values from the unperturbed model. This is valid only for

models where the convective flux remains roughly the same as in our fiducial model. In

Figure 3.2, we plot the outputted ∇s and those reproduced using Equation (3.7) as a

function of log10 (ρ) for 0.3M�, 10 Myr, and 1 Gyr stellar models with αMLT = 0.8 − 1.7

(in ∆0.3 increments). We choose αMLT = 1.7 to be our unperturbed model and the lower

limit αMLT = 0.8 corresponds to the lowest αMLT for which the convective flux is similar

to the unperturbed model. We plot ∇s linearly to show the surface layers more clearly.

Small deviations are increasingly evident right near the photosphere in the 10 Myr models

with decreasing αMLT, as the “low efficiency” regime (ignored in Equation (3.7)) begins

to come into play. However, the approximation of Equation (3.7) captures the behaviour

of ∇s up to ≈ 0.9995R.

We turn next to an analysis of the specific entropy in the same models. In Figure 3.3,

we plot s as a function of log10 (ρ) for these models. We obtain s as a function of the

radial distribution r in our stellar models by taking the outputted central specific entropy

sc and integrating the specific entropy gradient ds/dr up to a radial point r′:
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Figure 3.2: ∇s as a function of log10 (ρ), comparing the outputted values and those reproduced us-
ing Equation (3.7) (plus markers), for a selection of 0.3M�, (a) 10 Myr or (b) 1 Gyr stellar models at
αMLT = 0.8 − 1.7 (∆0.3). αMLT = 1.7 is chosen to be the “unperturbed” model. As αMLT decreases, the
10 Myr model’s reproduced ∇s increasingly diverges right at the photosphere, due to the non-negligible
low efficiency regime.
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s(r′) = sc +

∫ r′

0

ds

dr
dr. (3.8)

ds/dr is related to the superadiabaticity ∇s through the first and second laws of thermo-

dynamics:

ds

dr
= − cp

Hp
∇s. (3.9)

In the bulk of the convection zone, specific entropy asymptotically converges with

depth toward a nearly constant specific entropy value sad. The value of sad largely de-

termines the stellar structure, including the stellar radius. As noted by Gough and Weiss

(1976), a perfect theory of convection would specify this adiabat (i.e., fix sad), but, in

practice, it must be calibrated via observations. To be specific, note that for a fully con-

vective isentropic star (with γ = 5/3), we would have s ∝ log (T 3/2/ρ) = const. In this

case, properties at the centre ‘c’ and the photosphere ‘ph’ would be directly linked, with

(T
3/2
c /ρc) = (T

3/2
ph /ρph), where Tph ≡ Teff. Specifying the surface properties and the adia-

bat would, in this case, clearly suffice to determine the properties of the star everywhere

in its interior.

However, standard stellar structure models are not perfectly isentropic. Ascending

into the surface layers, specific entropy decreases: although ∇s is nearly constant there

(Figure 3.1), the entropy gradient (Equation (3.9)) is increasingly negative. This arises

because, although cp remains high even near the surface (in fact, in these models it is higher

at 0.9995R than at 0.99R), Hp declines monotonically, implying that ds/dr increases in

magnitude near the surface. This non-zero ds/dr implies that there is an entropy jump ∆s

between the interior adiabat and the surface value. If this is the only region where ds/dr

is non-zero, then the ratio of the central and photospheric properties, from the logarithmic

argument of Equation (3.1), is now a function of ∆s:

T
1/(γ−1)
c /ρc

T
1/(γ−1)
ph /ρph

= exp

(
µ∆s

NAkB

)
, (3.10)
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Figure 3.3: s as a function of log10 (ρ) for 0.3M�, (a) 10 Myr or (b) 1 Gyr stellar models at αMLT =
0.5− 2.0 (∆0.5). Decreasing αMLT increases sad, i.e., the asymptotic value of specific entropy in the bulk
of the convection zone, but to a lesser extent for main-sequence models.
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demonstrating explicitly how noticeable values of ∆s may influence the stellar properties

of fully convective models.

Examining the variation of specific entropy in Figure 3.3, a few key trends are clear.

At both 10 Myr and 1 Gyr, models with lower αMLT always have a larger contrast ∆s

between the photosphere and the deep interior. The lower-αMLT models also have a lower

specific entropy at the photosphere sph. In the pre-main-sequence models, models at lower

αMLT also possess a higher internal entropy sad, but by an age of 1 Gyr this variation has

largely vanished, with only the very lowest αMLT model here (αMLT = 0.5) possessing a

noticeably higher sad. These features can be understood as discussed below.

First, consider the overall entropy contrast ∆s in the near-surface layers. To quantify

how the profile of specific entropy varies with αMLT, we first consider ∆s expressed in terms

of ∇s via Equation (3.9):

∆s = −
∫ R

0

ds

dr
dr

=

∫ R

0

cp
Hp
∇s dr.

(3.11)

Using Equation (3.5), it can be shown that ∆s increases with decreasing αMLT:

∆s = α
−4/3
MLT

∫ R

0

cp
Hp

(
4
√

2Fconv

cp(pρQ)1/2T

)2/3

dr + α
−8/3
MLT

∫ R

0

cp
Hp

1

Aother

(
4
√

2Fconv

cp(pρQ)1/2T

)1/3

dr,

(3.12)

where αMLT is taken out of the integrands due to being depth independent. As we are

able to reproduce a majority of ∇s via the high efficiency regime using Equation (3.7),

it follows that for models where the convective flux remains roughly the same as in our

unperturbed model that

∆s ∝ α−4/3
MLT . (3.13)
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Next, consider the photospheric entropy in the models. For an ideal gas with γ =

5/3,

sph '
NAkB

µ
log

T
5/2
eff

pph

∝ NAkB

µ
log (T

23/2
eff ρ

1/2
ph R

2),

(3.14)

where R is the stellar radius, and the proportionality assumes that the photosphere occurs

at a pressure pph ∝ g/κph, with the surface opacity κph taken for simplicity to be dominated

by H- opacity (Stahler 1988), which is proportional to ρ
1/2
ph T

9
eff. Note that in actuality,

molecules also contribute substantially to the near-surface opacity in objects of this mass

(Ferguson et al. 2005), and become more dominant at lower masses. The photospheric

entropy is thus tightly linked to variations in the effective temperature, and this in turn

is tightly constrained to lie within a narrow range: if the temperature were suddenly

made much higher, for example, the opacity would sharply increase, increasing the optical

depth at a given pressure level and hence driving the photosphere upward (i.e., to lower

pressure and hence to lower temperatures). Conversely, much lower temperatures would

lead to much lower opacities, requiring that the photosphere (at fixed optical depth) move

inward (to higher pressures and higher temperatures). This behaviour is well known,

and is essentially the basis for the “forbidden region” of cool temperatures in pre-main-

sequence evolution (Hayashi 1961). In the present context, only modest variations in Teff

are therefore allowed. Within this allowed range, models with lower αMLT have a lower

Teff: for the same initial interior conditions, steeper entropy (and temperature) gradients

are, per our discussion of ∆s above, required to carry out the same surface luminosity

and this leads to slightly lower surface temperatures (the subsequent evolution of Teff is

somewhat more involved, as we will discuss more below, but the tendency to have lower

Teff at lower αMLT is robust). The strong dependence of sph on Teff dominates over changes

in ρph and stellar radii between models at a given age, implying (finally) that sph is lower

in models with lower αMLT.

Finally, we turn to discussion of the nearly constant specific entropy sad in the deep

interior of the models. This exhibits different behaviour on the main sequence than during

the pre-main-sequence contraction phase. Recall that, during this phase, stars descend
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along a Hayashi track at nearly constant Teff; they contract because they are losing total

energy (via radiative losses from the surface), so the contraction rate depends on the star’s

luminosity. From the virial theorem, the internal temperature of the star increases as its

radius decreases (T ∝ R−1), but the increasing density (ρ ∝ R−3) results in a net loss of

entropy. During this phase, it is clear from Figure 3.3 that sad is higher at a given age in

models with lower αMLT. This mostly reflects the fact that these low-αMLT models have

had a slightly lower effective temperature during their contraction, and have ultimately lost

somewhat less entropy at any fixed time; they therefore have a somewhat greater specific

entropy at the time sampled in this figure. At these ages, the enhanced entropy contrast

associated with lower αMLT (per our discussion above) is thus not entirely confined to the

near-surface layers: though the photospheric entropy is lower for low-αMLT models, sad is

also higher.

The pre-main-sequence contraction eventually ends because the interior temperature

and density have increased enough for nuclear fusion in the core (rather than gravitational

contraction) to provide the energy needed to offset the star’s radiative losses at the surface.

On the main sequence, then, the value of sad is not merely determined by the star’s

initial entropy and by its passive cooling (which was mediated by the near-surface layers);

rather, it is bounded from below by the entropy production associated with nuclear fusion

occurring in a steady state. Of course this also is informed by the near-surface layers

to some degree, but only insofar as these affect the entropy production rate by nuclear

reactions. For the depth-independent αMLT values probed here, these changes are modest,

and so the deep interior entropy sad is largely constant across models with varying αMLT

(at even smaller values of αMLT, sad would be altered, as explored for example in Chabrier

et al. 2007). Thus in these models the higher ∆s associated with less efficient convection

is almost entirely confined to the near-surface layers: the decrease in photospheric entropy

with decreasing αMLT compensates almost exactly for the increasing ∆s.

3.2.2 Scaling of Stellar Radius with sad and αMLT

It has long been realised that a star’s radius is sensitive to changes in its entropy (see,

e.g. Stahler 1988; Hansen et al. 2004, pp. 370-373). For example, for a star with constant
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specific entropy, well-described by a polytropic model p = Kργ , where K is the polytropic

constant, straightforward rearrangement gives

s =
NAkB

µ
log (K). (3.15)

It can be shown that K ∝M2−γR3γ−4 (see Equation (7.40) in Hansen et al. 2004, p. 336),

where M is the stellar mass. By substituting this into Equation (3.15) and integrating

over the mass distribution of the stellar model, yielding the total entropy Stot ∼ sM for

a star of uniform composition, it can be shown that the stellar radius increases with the

exponent of Stot for fixed mass:

R ∝ exp

(
γ − 1

3γ − 4

µStot

NAkBM

)
, (3.16)

as noted for example in Hansen et al. (2004, p. 372) (their Equation (7.150)). More

precise relations between R, Stot, and other variables can be derived in some specific cases,

and these figure prominently in the classic theory of stellar structure (e.g., Eddington

1926; Hayashi and Hoshi 1961). For example, for a star in hydrostatic equilibrium, the

assumption of a perfectly isentropic interior allows relation of the central temperature,

pressure, and density to the values of these quantities at the surface, following standard

polytropic theory. If the nuclear energy generation ε is provided by fusion, it is further

possible to solve for the radius of the star from first principles (by equating the luminosity

produced by fusion, Lfusion ∝ R3ε ∝ R3ρ2
cT

6
c for the pp-chain, to the surface luminosity

Lsurf = 4πR2T 4
eff, and adopting a closed-form expression for the surface opacity).

However, the structure models calculated by MESA (or any other stellar structure

code) are not isentropic. The level of departure from isentropy depends on details of the

models, and in particular on the convective mixing length. In practice, as discussed in

Section 3.2.1, most of the entropy resides in the deep interior with nearly constant specific

entropy sad, so that Stot ' sadM and Equation (3.16) simplifies to

R ∝ exp

(
γ − 1

3γ − 4

µsad

NAkB

)
. (3.17)
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Thus, we can relate the ratio of two stellar radii and the change in sad between two fixed

mass models:

R2

R1
' exp

(
γ − 1

3γ − 4

µ∆sad

NAkB

)
. (3.18)

where R1 and R2 are the radii of the first and second model, respectively, assuming a

uniform γ = 5/3 for simplicity. This illustrates how an increase in sad “inflates” the

stellar radius of these stellar models. Choosing αMLT = 1.7 to be our unperturbed model,

we determine an unperturbed stellar radius R0 = 0.683R� and 0.286R�, for 10 Myr and

1 Gyr, respectively.

Models with different αMLT have somewhat different radii. For example, at 10 Myr,

“perturbing” our standard model by considering αMLT in the range 0.5-1.7 results in radius

inflation ∆R/R0 . 17.5% (R . 0.803R�). However, for 1 Gyr models with the same

range of αMLT, we only find ∆R/R0 . 1.5% (R . 0.289R�); we analyse this important

difference in the radius inflation between pre-main-sequence and main-sequence models in

more detail below but, for now, note that it stems partly from the lower superadiabaticity

of these main-sequence models. This in turn implies that the properties of fixed mass

fully convective main-sequence stars are relatively insensitive to αMLT in standard stellar

structure models (as noted previously by, e.g., Chabrier et al. 2007; Feiden and Chaboyer

2014).

In Figure 3.4, we examine the ratio of two outputted stellar radii as a function

of ∆sad via Equation (3.18), for 0.3M� stellar models at both 10 Myr and 1 Gyr for all

possible model comparisons between αMLT = 0.5 − 1.7 (∆0.05). The line y = x, which

would indicate perfect agreement with Equation (3.18), is over-plotted (orange line) for

ease of comparison. At 10 Myr (top panel), the variations in stellar radii are captured

extremely well by this expression; at 1 Gyr (bottom panel), they deviate from it slightly.

The small deviations from Equation (3.18) arise partly from departures from the ideal

equation of state assumed in our derivation of this equation. In particular, the central

temperature for stars of this mass on the main sequence deviates slightly from the virial

expectation that T ∝ M/R (owing partly to the fact that these interiors are somewhat
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degenerate). Further deviations from Equation (3.18) arise due to our assumption of a

uniform γ = 5/3 in deriving this expression; in our models, γ is indeed roughly uniform

(and = 5/3) in the interiors of our pre-main-sequence models, but deviates from this

slightly on the main sequence. (These deviations in turn arise partly from Coulomb

interactions, which, though small, are not entirely negligible.) Note, further, that the

overall range in stellar radii across all models, and likewise the variation in sad across

these models, is much smaller than on the pre-main-sequence.

The changes in sad, and hence in the stellar radius, are linked to changes in αMLT.

To examine this quantitatively, we must find how the value of the adiabat is linked to ∆s.

For example, if all the changes in ∆s between models were reflected simply in changes

to the photospheric entropy sph, this would imply an sad that is nearly uniform across

models; meanwhile if sph were instead somehow held constant across all models, changes

in ∆s would translate directly to changes in sad. The true relation between sph and sad

(and hence ∆s) is more complex than either of these simple examples. Overall, though,

as established previously, a decrease in αMLT decreases sph and (on the pre-main sequence

in particular) increases sad.

To see roughly why this is so, note that, in general, the surface luminosity Lsurf ∝

R2T 4
eff, which (using Equation (3.14)) can be written as

Lsurf ∝ exp

(
µsph

NAkB

)
/(ρ

1/2
ph T

15/2
eff ). (3.19)

On the pre-main sequence, the luminosity is ultimately derived from gravitational con-

traction, with Lsurf ∝ R−2(dR/dt). Equating the two, and noting how R scales with sad

(Equation (3.17)), implies that for contraction at nearly constant effective temperature,

we must have

exp

(
− γ − 1

3γ − 4

µsad

NAkB

)
∝ exp

(
µsph

NAkB

)
/(ρ

1/2
ph T

15/2
eff ). (3.20)

This in turn implies that sad ∝ −sph on the pre-main sequence (plus additional smaller

terms). A similar proportionality holds on the main sequence, where now the interior
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Figure 3.4: The ratio of stellar radii R2/R1 as a function ∆sad via Equation (3.18), for 0.3M�, (a)
10 Myr or (b) 1 Gyr stellar models at αMLT = 0.5− 1.7 (∆0.05). We see a divergence at 1 Gyr, which arise
from deviations from the ideal equation of state. y = x (orange) is plotted for ease of comparison.
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luminosity is generated by fusion, with L ∝ R3ε ∝ R2ρ2
cT

6
c ∝ R−9 for stars in virial

equilibrium. This again implies sad ∝ −sph, but with a different (and in fact significantly

smaller) constant of proportionality. Thus in both cases, in comparing models of similar

total convective flux (αMLT = 0.8− 1.7), we have that sad ∝ ∆s, hence

sad ∝ α
−4/3
MLT . (3.21)

The constant of proportionality decreases with the age of the model—as discussed previ-

ously, the interior adiabat in pre-main-sequence models is more sensitive to variations in

αMLT—but the proportionality holds true even for main-sequence models.

In Figure 3.5, we examine sad as a function of α
−4/3
MLT for 0.3M� stellar models

at αMLT = 0.8 − 1.7 (∆0.05) for both 10 Myr and 1 Gyr, where the proportionality in

Equation (3.21) holds for both ages here. We extrapolate to find sad(αMLT→∞), i.e., the

value corresponding to an isentropic model, which gives the constant of proportionality in

Equation (3.21) as

dsad

dα
−4/3
MLT

≈
sad − sad(αMLT→∞)

α
−4/3
MLT

. (3.22)

Thus, for fully convective stellar models of similar total convective flux, one can predict

the radius inflation between two models of known αMLT without having to determine a

perturbed model’s sad, solely using the unperturbed model’s sad, and sad(αMLT→∞) at a

given age:

R2

R1
≈ exp

(
γ − 1

3γ − 4

µ

NAkB

sad1 − sad(αMLT→∞)

α
−4/3
MLT1

∆
(
α
−4/3
MLT

))
. (3.23)

In Figure 3.6, we examine the ratio of two outputted stellar radii as a function of

∆
(
α
−4/3
MLT

)
at different ages between 10 Myr and 1 Gyr. Models at all αMLT contract on

the pre-main sequence, with dR/dt ∝ R4, implying in turn that R ∝ t−1/3 if the effective

temperature remains constant. In our models, the radius inflation between two models of

differing αMLT decreases with age, becoming almost negligible during the main sequence
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Figure 3.5: sad as a function of α
−4/3
MLT for 0.3M�, (a) 10 Myr or (b) 1 Gyr stellar models at αMLT = 0.8−1.7

(∆0.05). We extrapolate to the isentropic value of sad at that given age, which drops as a function of age

in the pre-main sequence, settling in the main sequence. The trend between sad and α
−4/3
MLT also decreases

with age.
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Figure 3.6: log (R2/R1) as a function of ∆
(
α
−4/3
MLT

)
at various ages for 0.3M� stellar models at αMLT =

0.8 − 1.7 (∆0.05). During the pre-main-sequence, the trend decreases with age (see Equation (3.24)),
eventually reaching levels of negligible radius inflation in the main-sequence.

(1 Gyr). This time dependence ultimately reflects the fact that (as shown in Figure 3.5)

dsad/dα
−4/3
MLT (Equation (3.22)) changes with time, becoming much shallower on the main

sequence; referring to Equation (3.23), this means a less pronounced radius inflation for a

given change in αMLT. Empirically, we find that

R2

R1
∝ t−0.03∆

(
α
−4/3
MLT

)
, (3.24)

demonstrating that a larger change in αMLT between two models does indeed result in the

model contracting more rapidly with time.

As previously discussed, during the main sequence, sad is predominantly bounded

by the entropy production via nuclear fusion, thus any changes in sph in our models fail to

produce noticeable changes in sad. Hence, for our range of main-sequence models, where

∆sph . 107 erg g−1 K−1, we find that R2 ≈ R1, as demonstrated by the trend at 1 Gyr in

Figure 3.6.

Note that our lowest-efficiency models in Figures 3.1 and 3.3 have αMLT = 0.5; at

even lower values, radius inflation is possible even on the main sequence, as demonstrated

for example by Chabrier et al. (2007). In this regime, however, the convective flux is not

the same as at higher values of αMLT (that is, the nuclear energy generation in the interior
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is affected), breaking the assumptions made in our analysis. Indeed, Chabrier et al. (2007)

show that at αMLT ≈ 0.05 a radiative (stable) core begins to form in the interior, violating

our assumption that the star is fully convective. We defer analysis of such cases to other

work.

3.3 Rotational Inhibition of Convection: Stevenson (1979)

Formulation

3.3.1 Theory: Rotational Modification to MLT

As noted in Section 3.1, rotation generally acts to inhibit convection. In linear theory,

this inhibition manifests itself as an increase in the critical Rayleigh number required to

drive convection (Chandrasekhar 1961). The effects of rotation in the nonlinear regime are

more difficult to gauge, but many authors have argued that ultimately the temperature

gradient required to transport a given heat flux by convection must increase somewhat if

the rotation is sufficiently rapid. Stevenson (1979) (S79, hereafter), for example, derived a

mixing length prescription for rotating convection through consideration of the growth of

linear, Boussinesq convective modes, constructing a finite amplitude theory by assuming

that nonlinearities, such as shear instabilities, limit the amplitude of the flow. Following

Malkus (1954), S79 argued that the convective flow is dominated by the modes that

transport the most heat. S79 use this model to relate ∇s in a “perturbed” model (at

rotation rate Ω) to the unperturbed (non-rotating) model’s:

(
∇s

∇s0

)5/2

− ∇s

∇s0

=
1

41
Ro−2

≡ 4

41
τ2

c0Ω2,

(3.25)

where τc0 is the convective turnover time of the unperturbed model, and Ro ≡ (2τc0Ω)−1

is the Rossby number.

In the slow regime, i.e., Ro� 1,
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∇s ' ∇s0

(
1 +

1

62
Ro−2

)
≡ ∇s0

(
1 +

4

62
τ2

c0Ω2

)
,

(3.26)

converging toward the non-rotating model. In the rapid regime, i.e., Ro� 1,

∇s ' 0.23∇s0Ro−4/5

≡ 0.92∇s0τ
4/5
c0 Ω4/5.

(3.27)

As ∇s ∝ ds/dr, this mechanism modifies the gradient of the specific entropy, i.e., specific

entropy asymptotically converges to a different adiabat in the presence of rotation.

We are motivated to explore this reformulation of MLT partly because more recent

investigations have suggested similar scalings for the temperature gradient and/or velocity

in rapidly rotating convection. For example, as noted in Section 3.1, Barker et al. (2014)

derive a rotating MLT equivalent to that of S79 via simplified physical arguments, achiev-

ing the same scaling between ∇s (dT/dz in their case) and Ω when in the rapidly rotating

regime. To test their relationship, they take an average of dT/dz from the middle third

of the convection zone in a series of 3D hydrodynamical simulations of Boussinesq con-

vection in a Cartesian box. They find that dT/dz in the simulations does indeed scale

with Ω as dictated by Equation (3.27), and likewise that the typical velocities and spa-

tial structures amidst the flow also scale with Ω in the manner predicted by the theory.

Previously, Julien et al. (2012) also examined the transport in rapidly rotating convection

using a set of asymptotically reduced equations. They likewise find that heat transport

in the rapidly rotating regime is “throttled” by convection in the bulk of the domain—in

marked contrast to the non-rotating case, which is controlled mainly by the boundary

layers. Overall, their theoretical model yields scalings of dT/dz as a function of Ω that are

arguably compatible with those in S79 and Barker et al. (2014). The broad concordance

between these different theoretical models suggest that the MLT formulation adopted in

S79, though undoubtedly a simplified description of the complex flows occurring in actual
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stars, may nonetheless adequately capture how the primary quantity of interest for stellar

convection—namely the temperature or entropy gradient as a function of the flux—varies

with rotation rate.

We therefore incorporate rotational effects into our 1D stellar structure models by

implementing the modified MLT formulation of S79 into MESA. Observations and simula-

tions of fully convective stars have indicated that they are likely to rotate mostly as solid

bodies, supporting our choice of using a fixed Ω to model rotation inhibition. Barnes et

al. (2005) shows surface differential rotation diminishes with increasing convective depth in

low-mass stellar observations, and magnetohydrodynamical (MHD) simulations performed

by, e.g., Browning (2008) and Yadav et al. (2015) and Yadav et al. (2016), suggest that

magnetic fields react strongly on flows, helping to enforce solid-body rotation.

3.3.2 Radius Inflation: S79 Models

Some active low-mass stars are fast rotators, with rotation velocities vrot & 10 km s−1

(e.g., Reid et al. 2002; Mohanty and Basri 2003) in some cases. We test Ω = 5 − 20 Ω�

(∆5 Ω�), which is . 10% of the breakup velocity at 10 Myr, and . 3% at 1 Gyr, of our

unperturbed 0.3M�, αMLT = 1.7 stellar model. These produce typical rotation velocities

of vrot ' 7 − 27 km s−1 and vrot ' 3 − 11 km s−1 for 10 Myr and 1 Gyr, respectively.

We have not attempted to account for changes in the effective gravity as Ω increases;

since the angular velocity in all cases is only a small fraction of the breakup velocity,

these effects probably play only a minor role. At each Ω, we calculate a new value of

∇s at each point in the mass distribution, by modifying the non-rotating ∇s according to

Equation (3.25), representing a “rotating” version of the 1D stellar structure model. The

depth dependence of ∇s is then determined by the profile of Ro, which, in turn, depends on

the convective overturning time at every depth in the model. Here, we take this overturning

time simply to be τc0 from the unperturbed model, that is, we neglect the small changes in

overturning time associated with changes in the convective velocity at rapid rotation. This

simplification has the consequence that our models slightly underestimate the influence of

rotation at any fixed Ω (compared to a fully self-consistent model), but we will see in a

moment that this effect is utterly negligible for the overall structure.
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In Figure 3.7, we plot log10 (∇s) as a function of log10 (ρ) for 0.3M�, αMLT = 1.7

stellar models, at both 10 Myr and 1 Gyr, for Ω = 0− 20 Ω� (∆5 Ω�). In the bulk of the

convection zone, convective velocities are low, i.e., Ro� 1, hence this region becomes more

superadiabatic than the unperturbed model by a few orders of magnitude. However, due

to the already near-adiabaticity in this region, this perturbation in ∇s does not influence

the stellar structure noticeably. In the surface layers, where convective velocities become

increasingly rapid, Ro remains � 1 at all the Ω values sampled, resulting in negligible

changes in the superadiabaticity there, i.e., ∇s ' ∇s0 .

The near equivalence of ∇s in the surface layers of all these models, and their near-

adiabaticity in the bulk of the convection zone, together imply that there are negligible

differences between the specific entropy profiles of models at varying rotation rates. As

discussed in Section 3.2, the radius of the star is determined primarily by the interior adi-

abat (i.e., sad), which in turn is largely established by the near-surface layers. Because the

near-surface layers have Ro � 1 and thus are almost totally uninfluenced by convection,

the entropy jump in all our rotating models is nearly identical to that in the non-rotating

case. This in turn means that the specific entropy of the deep interior sad is unchanged by

rotation, even though the deep layers of the star are strongly influenced by Coriolis forces

(Ro� 1), and ∇s varies considerably between models there. This, following the discussion

in Section 3.2.2, finally implies that rotation will lead only to negligible structural changes

that concern us here, i.e., those that influence the radius of the star.

This expectation is confirmed in our models. We measured ∆R/R0 ∼ 10−2% and

∼ 10−4% for Ω = 5− 20 Ω� models at 10 Myr and 1 Gyr, respectively. Thus, implement-

ing rotational inhibition of convection using this modified formulation of MLT does not

produce noticeable changes in the stellar radius. This is, again, due mainly to the depth

dependence of the convective velocities and hence of the Rossby number: if the star were

instead well characterised by a single depth-independent Rossby number, radius inflation

would be much more noticeable (for low enough values of Ro).
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Figure 3.7: log10 (∇s) as a function of log10 (ρ), for 0.3M�, (a) 10 Myr or (b) 1 Gyr, αMLT = 1.7 stellar
models at Ω = 0− 20 Ω� (∆5 Ω�). As Ω increases, ∇s increases throughout the bulk of the stellar interior
(Ro� 1), but becomes comparable to the unperturbed model in the near-surface layers (Ro� 1).
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3.4 Magnetic Inhibition of Convection: MacDonald & Mul-

lan (2014) Formulation

3.4.1 Theory: Magnetic Modification to MLT

It is not clear how best to encapsulate the influence of magnetism on convection in 1D

stellar structure models. Clearly magnetic fields can inhibit flows via the Lorentz force.

However, in the presence of rotation, the effects of magnetism can be more complex,

with magnetised rotating fluids sometimes more amenable to convection than their non-

magnetic equivalents (see Section 3.1). As with rotation, the impact of magnetism in the

nonlinear regime is much less clear. Various authors have turned to different prescriptions

for encapsulating these effects in 1D models, motivated by physical arguments and results

from linear theory, as summarised also in Section 3.1. Here, we have chosen to focus our

attention on one such model, namely that proposed by MacDonald and Mullan (2014)

(MM14, hereafter), which is a slightly modified form of Mullan and MacDonald 2001);

we have chosen this model not because it is necessarily superior to others (e.g., Feiden

and Chaboyer 2012, or the reduced-αMLT models of Chabrier et al. 2007), but because

its physical motivation is clear, it has been employed in a series of follow-on papers (see,

e.g., MacDonald and Mullan 2015, 2017a, 2017b), and it is straightforward to implement

in a 1D stellar evolution code. In this section, we briefly describe this prescription, its

physical motivation, and then discuss its implementation into MESA models. We aim here

to examine whether the mechanism by which radii are inflated in these “magnetic” models

is substantially the same as in the non-magnetic cases discussed in Sections 3.2 and 3.3;

that is, we examine how the radii, specific entropy, and adopted magnetic prescription are

linked. We show that radius inflation in the MM14 models is, as in their non-magnetic

cousins, associated with changes in the specific entropy of the deep interior, which in turn

is linked to the entropy contrast in the near-surface layers.

The models of MM14 are based partly on the linear stability work of Gough and

Tayler (1966), who derived a criterion for convective instability onset due to a magnetic

field in certain circumstances. In non-magnetic models, the criterion of convective onset is
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purely local; magnetic fields connect parcels of fluid at different levels, so such a criterion is

not generally obtainable (Gough and Tayler 1966). However, simple local stability criteria

exist for particularly elementary magnetic field configurations. In practice, MM14 modify

the Schwarzschild criterion due to the presence of a magnetic field:

∇rad > ∇ad +
δ

Q
, (3.28)

where

δ =
B2

v

B2
v + 4πγPg

(3.29)

is a magnetic inhibition parameter, and Q = −(∂ log ρ/∂ log T )p is the isobaric expansion

coefficient. In this expression, Pg is the gas pressure and Bv is taken by MM14 to represent

the vertical component of the magnetic field, on the grounds that this component figures

prominently in the linear stability analysis of Gough and Tayler (1966). More generally, we

might take Bv as a crude proxy encompassing both the strength of the field at a point and

some aspects of its spatial morphology. This parameter (δ/Q) is added to every instance

of ∇ad in the MLT prescription, in order to determine the perturbed temperature gradient

at a given convective energy flux (or vice versa). Physically, this amounts to asserting that

the dimensionless temperature gradient in nonlinear convection tends not toward ∇ad, as

it would for efficient non-magnetised, non-rotating convection at sufficiently high Rayleigh

number, but to ∇ad +δ/Q. We have not attempted to take into consideration other effects

arising from the presence of a magnetic field (e.g., magnetic pressure). At each time step,

the model evolves self-consistently using the perturbed structure. The criterion expressed

in Equation (3.28) differs from that used in Mullan and MacDonald (2001) by a factor Q,

which was adopted in MM14 onward to account for non-ideal thermodynamic behaviour.

Higher values of Bv inhibit convection, requiring a steeper temperature gradient to

transport an equivalent heat flux; hence, increasing δ will increase the superadiabaticity

of the stellar interior. The choice of radial profile for δ is, in these models, somewhat

arbitrary. MM14 choose δ = const from the surface downward to some radius rmax, where

Bv reaches its critical strength Bv-max; thus, δ rapidly decreases with depth for r < rmax.
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Best-fit magneto-convection models performed by this reformulation of MLT are more

sensitive to δ than to the chosen Bv-max. The range of vertical surface magnetic field

strengths Bv-surf in the models is not dictated by the large range of uncertainty in Bv-max,

i.e., deep interior field strengths, but rather to the range of δ considered.

3.4.2 Radius Inflation: MM14 Models

We implement this magnetic inhibition of convection into MESA, producing “magnetic”

0.3M�, αMLT = 1.7 stellar models at both 10 Myr and 1 Gyr. For ease of comparison

with prior work, we adopt the same strategy as MM14 by assuming δ is constant down

to some radius rmax at which B = Bv-max; below this point, δ decreases rapidly in accord

with the rising gas pressure. It must be noted at the outset that this assumption amounts

to asserting that the magnetic pressure remains a constant fraction of the gas pressure

at depths between the surface and rmax. In nonlinear 3D simulations of turbulent stellar

dynamos, the field strength is typically not directly related to the gas pressure at any

given depth, but is set by the dynamics of the convection coupled to rotation and shear

(e.g., Dobler et al. 2006; Browning 2008; Yadav et al. 2016). But once this choice of δ

profile is made, the model is specified fully by the choice of surface δ and by the value of

Bv-max.

The total gas pressure increases rapidly with depth, so if no Bv-max is specified, the

magnetic field strengths implied by a δ = const profile would quickly become enormous.

Some of the first studies along these lines, for example, allowed for fields of sufficient

strength that the formation of a radiative core would result (e.g., Mullan and MacDonald

2001). Some later models adopted a maximum field strength of order 1 MG, (MacDonald

and Mullan 2012; Mullan et al. 2015). Recently, Browning et al. (2016) suggested Bv-max ∼

105 G to be an extreme upper limit for the maximum field strengths found in these fully

convective low-mass stars. They argue that, at a given magnetic field strength, large-

scale field configurations are subject to the constraints of magnetic buoyancy instabilities,

whilst Ohmic dissipation associated with small-scale field configurations was enough to

exceed the stellar luminosity in some cases. Combining these constraints produced an

upper limit on the maximum field strength of Bv-max ≤ 800 kG, for models of particularly
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simple magnetic field spatial structure. Additional, stronger constraints come again from

3D simulations of dynamo action in these objects. For example, Yadav et al. (2015)

found Bv-max ≈ 14 kG for a fully convective M dwarf with a rotation period of 20 days,

and likewise the simulations of Browning (2008) found fields of order the equipartition

strength (with the turbulent convective energy density). Broadly, we think models in

which the field does not greatly exceed values of order 104 G are most realistic (as also

studied recently, for example, by MacDonald and Mullan 2017b). Note that as Bv-max

approaches the value of the surface field, the profile assumed for δ becomes increasingly

irrelevant; in that limit, the field strength throughout the interior is just the constant

Bv-max ≈ Bsurf.

Motivated by these considerations, we test Bv-max = 103 − 105 G (∆1 log10 (G)) at

both ages. Note that we include 105 G for comparison with prior work and to demonstrate

the utility of our mechanism even in the extreme field cases, even though we think, as

noted above, that 104 G is a reasonable upper limit. We use δ = 0.01− 0.03 (∆0.005) for

our 10 Myr models, giving Bv-surf . 0.3 kG. We use an extended range of δ = 0.01− 0.06

(∆0.005) for our 1 Gyr models, to counteract the suppression of radius inflation in main-

sequence models, producing Bv-surf . 0.9 kG.

In Figure 3.8, we plot log10 (∇s) as a function of log10 (ρ) for 0.3M�, αMLT = 1.7

stellar models, for some combinations of Bv-max = 103 − 105 G, with δ = 0.01 − 0.03

for 10 Myr models and δ = 0.04 − 0.06 for 1 Gyr models, which we compare with the

unperturbed model. In accord with Equation (3.28), ∇s ' ∇s0 + δ/Q0 at all depths.

Changes in Q are negligible between models, hence we used the unperturbed value. In

the bulk of the convection zone, where Bv = Bv-max, ∇s ∼ B2
v-max/Q0γPgas � ∇s0 , thus a

factor of 10 increase in Bv-max results in a factor of ∼ 100 increase in superadiabaticity. As

δ increases, ∇s increases in the surface layers. The point at which ∇s transitions—from

a nearly constant value near the surface to a steeply declining profile in the interior—is

mediated by the point at which the vertical surface magnetic field (here set by δ) reaches

Bv-max, because interior to that point the gas pressure begins to exceed the magnetic

pressure by an increasingly large amount.

In Figure 3.9, we plot s as a function of log10 (ρ) for the same stellar models. At fixed
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Figure 3.8: log10 (∇s) as a function of log10 (ρ), for 0.3M�, (a) 10 Myr or (b) 1 Gyr, αMLT = 1.7 stellar
models at some combinations of Bv-max = 103 − 105 G and (a) δ = 0.01 − 0.03 or (b) δ = 0.04 − 0.06,
including the unperturbed model. Increasing δ noticeably increases ∇s where Bv < Bv-max, and increasing
Bv-max increases the depth at which δ noticeably increases ∇s.
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δ, the photospheric entropy sph decreases monotonically with increasing Bv-max; likewise

at fixed Bv-max, increasing δ decreases sph. In turn, sad is shown to increase strongly with

δ, and to a lesser extent Bv-max. Pre-main-sequence stars with lower sph have higher sad

for the reasons discussed in Section 3.2; hence, stars with higher Bv-max and δ tend to have

a higher sad. On the main sequence, variations in sad are smaller, due to the self-regulation

of the star through nuclear fusion. However, the differences in sph induced by changes in δ

or Bv-max are larger than in our fixed-αMLT models. A larger entropy contrast, as a result

of higher superadiabaticity in the surface layers, produces small but noticeable changes in

sad. As in Sections 3.2 and 3.3, stellar structure is largely insensitive to the increasing ∇s

in the deep interior; it responds more readily to an increased ∇s in the surface layers.

In Figure 3.10, we examine radius inflation calculated via ∆sad (Equation (3.18))

as a function of the outputted radius inflation, showing good agreement for these MM14

models. For δ = 0.01 − 0.03 models, we find ∆R/R0 . 13% (R . 0.771R�) for our

range of perturbed models at 10 Myr, and ∆R/R0 . 2% (R . 0.292R�) at 1 Gyr. For

δ = 0.04− 0.06 models at 1 Gyr, we find ∆R/R0 . 6% (R . 0.302R�). Overall, we find

greater changes in sph in these models than in the fixed-αMLT main-sequence models in

Section 3.2.2, which is enough to slightly perturb sad from the value predominantly deter-

mined via nuclear fusion, producing small, yet noticeable, radius inflation. There is a slight

divergence for our most-inhibited fully convective models, due to the increasing effective

depth of the magnetic inhibition of convection. For those models, the asymptotic increase

toward sad is reached at ever-increasing depth, thus our approximation Stot ' sadM be-

comes increasingly less accurate. Therefore, with increasing levels of radius inflation, the

accuracy of using sad alone to determine the stellar radius decreases.

3.5 Combined Inhibition of Convection by Rotation and

Magnetism

Both the S79 rotational and MM14 magnetic reformulations of MLT modify the superadi-

abaticity of a model. In the “magnetic” case, the superadiabaticity in the surface layers is

noticeably increased between 0.99 and 0.995 R, and slightly increased from 0.995 R up to
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Figure 3.9: s as a function of log10 (ρ), for 0.3M�, (a) 10 Myr or (b) 1 Gyr, αMLT = 1.7 stellar models
at some combinations of Bv-max = 103 − 105 G and (a) δ = 0.01 − 0.03 or (b) δ = 0.04 − 0.06, including
the unperturbed model.
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Figure 3.10: Radius inflation determined from ∆sad via Equation (3.18) as a function of the outputted
radius inflation from the MM14 models for 0.3M�, (a) 10 Myr or (b) 1 Gyr, αMLT = 1.7 stellar models
at all combinations of Bv-max = 103 − 105 G (∆1 log10 (G)) and (a) δ = 0.01 − 0.03 (∆0.005) or (b)
δ = 0.01− 0.06 (∆0.005). y = x (orange) is plotted for ease of comparison.
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the photosphere (see Figure 3.8). In the “rotating” case, there is a small difference in ∇s

in the 0.99-0.995 R region, but negligible difference after this point up toward the photo-

sphere (see Figure 3.7). Here, we briefly examine whether the combination of rotation and

magnetism using these prescriptions could increase the radius of a model even further. To

do so, we first modify the criterion for convection using the MM14 formulation, as in Sec-

tion 3.4; the resulting model is then used as the “unperturbed” model for an application

of the rotational formulation described in Section 3.3. Hence, the enhanced superadia-

baticity near the surface in the magnetic models may be further increased by the rotation,

with possible impacts on the structure. Of course, this is a very crude approximation; as

noted in Section 3.1, the combined effects of rotation and magnetism may be considerably

more complex than either simply rotation or magnetism acting alone, and these effects

may not be additive (and indeed, in the case of the linear onset of convection, are not).

Nonetheless we adopt it here as a first attempt at the problem.

In Figure 3.11, we plot log10 (∇s) as a function of log10 (ρ), comparing a “magnetic

rotating” 0.3M�, αMLT = 1.7 stellar model at Ω = 20 Ω�, Bv-max = 104 G, with δ = 0.03

for 10 Myr and δ = 0.06 for 1 Gyr, compared with the rotating-only case, the magnetic-

only case, and the unperturbed model. We choose the most-perturbed model at each age

to be 104 G in order to investigate the highest possible radius inflation attained by the

addition of “rotational” effects at what we think is a realistic maximum field strength.

At both ages, the superadiabaticity of our “magnetic rotating” model is higher than in

the magnetic-only case by orders of magnitude within the deep convection zone, where

convective velocities are low (i.e. Ro� 1). Closer to the surface, this difference diminishes

(because Ro increases there).

We plot s as a function of log10 (ρ) in Figure 3.12 for our 10 Myr model. These

changes in superadiabaticity are enough to produce a small change in sad for our pre-MS

model. As a result of this, our 10 Myr “magnetic rotating” model is inflated by a further 1%

compared to the magnetic-only case, giving ∆R/R0 ' 10.5% (R ' 0.755R�). However,

for our 1 Gyr model, there is negligible inflation, as the superadiabaticity is much lower

throughout the surface layers compared to the pre-MS model, giving negligible changes in

sad. These results suggest that the combination of rotation and magnetism may indeed
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Figure 3.11: log10 (∇s) as a function of log10 (ρ), for a 0.3M�, (a) 10 Myr or (b) 1 Gyr, αMLT = 1.7
stellar model at Ω = 20 Ω�, Bv-max = 104 G and (a) δ = 0.03 or (b) δ = 0.06, including the rotating-only,
magnetic-only, and unperturbed models.
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Figure 3.12: s as a function of log10 (ρ), for a 0.3M�, 10 Myr, αMLT = 1.7 stellar model at Ω = 20 Ω�,
Bv-max = 104 G, and δ = 0.03, including the rotating-only, magnetic-only, and unperturbed models. The
rotating-only case is near-identical to the unperturbed model.

further inflate the stellar radius, but the additional effect arising from rotation is only

noticeable in the youngest models.

3.6 Depth-dependent αMLT as MLT Proxies for Rotation

and Magnetic Fields

The structure of a 1D stellar model constructed with a modified version of MLT, like the

rotationally or magnetically constrained versions described in Sections 3.3 and 3.4, cannot

generally be duplicated by a model with a standard depth-independent αMLT. The reason

for this is straightforward: in the standard 1D models, ∇s throughout the stellar interior

increases with decreasing αMLT, whereas for the S79 and MM14 models, the inhibition of

convection depends on parameters that vary with depth, i.e., Ro in the “rotating” case

and δ in the “magnetic” case. It is not possible to mimic these effects with a standard

depth-independent αMLT, no matter its value. They can, however, be captured by models

that include a depth-dependent αMLT (αMLT(r), hereafter), as described in this section.
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Here, we provide explicit formulae linking a αMLT(r) profile to the rotationally and

magnetically inhibited convection formulae of S79 and MM14 respectively. Our motivation

for constructing such profiles is just that, in a given 1D stellar evolution code, it may be

much more straightforward to input (or implement) an αMLT(r) profile than to modify

the whole underlying MLT formulation. Knowledge of the precise correspondence between

αMLT(r) and a particular depth-dependent theory of convective inhibition, arising from

rotation, magnetism, or other effects, gives us the ability to model the non-standard 1D

stellar structures arising from these effects without undue difficulty.

Models constructed with modified MLT formulations of the type and magnitude

considered here can be regarded as perturbations at each depth to a fiducial unperturbed

model. We write the perturbed model’s ∇s as the unperturbed model’s plus a given

depth-dependent perturbation β:

∇s = ∇s0 + β. (3.30)

Thus any perturbation made to the superadiabaticity results in the modification of ds/dr ∝

∇s, implying that the specific entropy will asymptotically converge to a different adiabat.

In Section 3.2.1, we found that a perturbed model’s ∇s could be reproduced using

the unperturbed model’s and each model’s αMLT, i.e., Equation (3.7). By substituting

Equation (3.7) into Equation (3.30), we find an approximate expression for αMLT(r) as a

function of the unperturbed model’s depth-independent αMLT and ∇s, and the perturba-

tion β:

αMLT(r) ' αMLT0(
1 + β

∇s0

)3/4
. (3.31)

We find that a αMLT(r) profile constructed using this expression allows us to repro-

duce virtually all of the radial variation of ∇s in both our 10 Myr and 1 Gyr non-standard

“rotating” and “magnetic” stellar structure models. First, consider the case of the S79

“rotating” MLT formulation. We express Equation (3.25) in terms of αMLT(r) and the
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unperturbed depth-independent αMLT using Equation (3.6):

(
αMLT(r)

αMLT0

)−10/3

−
(
αMLT(r)

αMLT0

)−4/3

' 4

41
τ2

c0Ω2. (3.32)

Therefore, in the case of the S79 models, the depth-dependent perturbation can be ex-

pressed as

β ' ∇s0

[(
αMLT(r)

αMLT0

)−10/3

− 4

41
τ2

c0Ω2 − 1

]
, (3.33)

giving

αMLT(r) ' αMLT0[(
αMLT(r)
αMLT0

)−10/3
− 4

41τ
2
c0Ω2

]3/4
, (3.34)

which must be solved iteratively.

We can mimic the “rotating” effects from the S79 MLT formulation in our 1D

stellar structure models, solely using this αMLT(r) profile. We modify MESA to input

αMLT(r) rather than the conventional fixed value and produce near-identical models to

those produced using the S79 reformulation where we modified ∇s. To demonstrate this,

in Figure 3.13, we plot log10 (∇s) as a function of log10 (ρ) for both our αMLT(r) and

S79 stellar models, at 10 Myr and 1 Gyr; models constructed using the two techniques are

indistinguishable here.

We can apply the same technique to mimic the effects of “magnetic” inhibition of

convection via αMLT(r). In the case of the MM14 MLT formulation in the high efficiency

convective regime, β ' δ/Q0, thus

αMLT(r) ' αMLT0(
1 + δ

Q0∇s0

)3/4
. (3.35)

We again input αMLT(r) into MESA and reproduce near-identical models to those pro-

duced using the MM14 reformulation. In Figures 3.14 and 3.15, we plot examples of

log10 (∇s) and s respectively as a function of log10 (ρ), produced by our αMLT(r) mod-

els and our MM14 models; excellent correspondence between the two model structures is
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Figure 3.13: log10 (∇s) as a function of log10 (ρ), comparing S79 “rotating” models and our αMLT(r)
models (plus markers), for 0.3M�, (a) 10 Myr or (b) 1 Gyr, αMLT = 1.7 stellar models at Ω = 5 − 20 Ω�
(∆5 Ω�).
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evident.

In Figure 3.16, we examine radius inflation from our αMLT(r) models as a function of

the radius inflation from our MM14 “magnetic” models, at both 10 Myr and 1 Gyr. They

are in good agreement, with small divergences for our most-inhibited fully convective

models, as in Section 3.4.2. As with the models discussed in Sections 3.3 and 3.4, this

agreement is not just fortuitous: it stems from the fact that changes in the radii are linked

to changes in sad, which are well-described by our αMLT(r) profiles.

We also create an αMLT(r) expression for the combination of the magnetic and

rotational reformulations of MLT (see Section 3.5), by treating αMLT0 in Equation (3.34)

as the αMLT(r) profile for the magnetic prescription in Equation (3.35), which we will

denote as αMLT(r)B, producing

αMLT(r) ' αMLT(r)B[(
αMLT(r)
αMLT(r)B

)−10/3
− 4

41τ
2
c0Ω2

]3/4
, (3.36)

which must also be solved iteratively. In Figures 3.17 and 3.18, we plot log10 (∇s) for

both ages and s for 10 Myr respectively as a function of log10 (ρ), produced by a par-

ticular “rotating magnetic” model from Section 3.5 and our αMLT(r) model, including

profiles from the equivalent rotating-only and magnetic-only cases; again, we see excellent

correspondence between the two model structures.

In Figure 3.19, we plot αMLT(r) as a function of log10 (ρ) at both ages for the same

model, to show the differences in the depth dependence of αMLT(r) for the rotating-only

and magnetic-only cases. For the rotating-only case, αMLT(r) is constant and close to the

unperturbed model value (αMLT = 1.7) across a majority of the surface layers (implying

negligible changes in stellar structure), and drops rapidly with depth in the deep interior

where Ro � 1. For the magnetic-only case, αMLT(r) starts at a lower value at the

photosphere, and drops sharply with depth in the surface layers (producing noticeable

changes in stellar structure), rising again in the deep interior where δ drops rapidly.

In Section 3.2.2, we showed that it is possible to determine an explicit relation
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Figure 3.14: log10 (∇s) as a function of log10 (ρ), comparing MM14 “magnetic” models and our αMLT(r)
models (plus markers), for 0.3M�, (a) 10 Myr or (b) 1 Gyr, αMLT = 1.7 stellar models at some combinations
of Bv-max = 103 − 105 G and (a) δ = 0.01− 0.03 or (b) δ = 0.04− 0.06.
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Figure 3.15: s as a function of log10 (ρ), comparing MM14 “magnetic” models and our αMLT(r) models
(plus markers), for 0.3M�, (a) 10 Myr or (b) 1 Gyr, αMLT = 1.7 stellar models at some combinations of
Bv-max = 103 − 105 G and (a) δ = 0.01− 0.03 or (b) δ = 0.04− 0.06.
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Figure 3.16: Radius inflation from our αMLT(r) models as a function of radius inflation from our MM14
models, for 0.3M�, (a) 10 Myr or (b) 1 Gyr, αMLT = 1.7 stellar models at all combinations of Bv-max =
103 − 105 G (∆1 log10 (G)) and (a) δ = 0.01 − 0.03 (∆0.005) or (b) δ = 0.01 − 0.06 (∆0.005). y = x
(orange) is plotted for ease of comparison.
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Figure 3.17: log10 (∇s) as a function of log10 (ρ), comparing our 0.3M�, (a) 10 Myr or (b) 1 Gyr,
αMLT = 1.7 stellar model at Ω = 20 Ω�, Bv-max = 104 G, and (a) δ = 0.03 or (b) δ = 0.06, to our αMLT(r)
model (plus markers). We include the rotating-only and magnetic-only cases for further comparison.
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Figure 3.18: s as a function of log10 (ρ), comparing our 0.3M�, 10 Myr, αMLT = 1.7 stellar model
at Ω = 20 Ω�, Bv-max = 104 G, and δ = 0.03, to our αMLT(r) model (plus markers). We include the
rotating-only and magnetic-only cases for further comparison.

between sad and the depth-independent αMLT in standard 1D models. If this were possible

in the depth-dependent case as well, it would allow us to provide analytical estimates of

how sad, and hence (via the formulae of Section 3.2.2) the overall stellar radius, responds

to changes in the depth-dependent convective inhibition parameters in any given theory

(e.g., δ in the MM14 formulation). Unfortunately, although we find that sad ∝ ∆s in

all of our αMLT(r) models, it is no longer feasible to provide a simple analytical formula

encapsulating the link between sad and αMLT(r). Essentially, this arises because we can

no longer exclude αMLT(r) from the integral producing ∆s in Equation (3.12): in the

fixed-αMLT case for models with similar convective flux profiles, the integral associated

with the high efficiency regime (excluding αMLT due to its depth independence) is near

homologous between models, allowing a direct proportionality between ∆s and αMLT

(Equation (3.13)). However, in the αMLT(r) case, this is not possible as the integral is

now weighted by αMLT(r) throughout the radial distribution; hence, in order to determine

a change in sad between two models of differing αMLT(r), one must also have knowledge

of all parameters in Equation (3.12) for the perturbed model, rather than just αMLT(r)

and details of the unperturbed model.
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Figure 3.19: αMLT(r) as a function of log10 (ρ), for a 0.3M�, (a) 10 Myr or (b) 1 Gyr, αMLT = 1.7
stellar model in the rotating-only case (Ω = 20 Ω�), and the magnetic-only case (Bv-max = 104 G, and (a)
δ = 0.03 or (b) δ = 0.06).
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3.7 Discussion and Conclusion

Rotation and magnetism both affect convection: the velocities, temperature gradients, and

spatial structure that prevail in a magnetised, rotating flow are not generally the same as

those that occur when rotation and magnetic fields are absent. In principle, the resulting

changes in convective heat transport could affect the structure of stars or planets that host

convection. Motivated by the observation that some low-mass stars appear to have larger

radii than predicted by standard 1D stellar models, which parameterise the convective

transport using MLT, several authors have suggested that rotation and/or magnetism may

indeed be influencing the overall stellar structure. In this chapter, we have examined this

issue using 1D stellar models that attempt to incorporate both rotational and magnetic

effects in a highly simplified way, and compared our results to models constructed using

a standard version of MLT (modified here to allow for a mixing length parameter αMLT

that in some cases varies with depth). Below, we recapitulate our main findings and note

some of their limitations.

The structure of a star may be regarded as a function of its entropy, so assessing the

structural impacts of rotation or magnetism amounts to determining the role these play

in modifying the star’s entropy. In Section 3.2, we reviewed the links between entropy,

convective efficiency, and stellar radii in “standard” 1D models, in which the mixing

length parameter αMLT is assigned a depth-independent value that must be calibrated by

comparison with observations. In these models, reducing the convective efficiency via a

decrease in αMLT increases the temperature gradient required to carry an equivalent heat

flux within the stellar interior. This translates into a larger entropy contrast between the

photosphere and the deep interior for both pre-main-sequence and main-sequence models,

which in turn influences the specific entropy attained in the deep interior (i.e., sad) in

an age-dependent fashion. We explicitly determine the radius inflation of a given model

from the difference in sad, with ∆ logR ∝ ∆sad. We also show how changes in the depth-

independent αMLT are directly related to changes in the stellar radius, in a manner similar

to that described by Christensen-Dalsgaard (1997) for solar-like stars.

One of our principal aims was to determine whether rotation alone could plausibly
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modify the convective transport enough to change a fully convective star’s radius by a

noticeable amount. In Section 3.3, we considered a rotationally constrained version of

MLT originally proposed by S79, and given renewed vibrancy by the recent analyses and

simulations of Julien et al. (2012) and Barker et al. (2014). By implementing this theory

directly into our 1D MESA models, we find that rotation has a negligible impact on the

star’s overall radius. This is because the radius is determined primarily by the interior

adiabat, which in turn is established largely by layers near the stellar surface. These layers

are almost completely uninfluenced by rotation at any plausible rotational velocity—that

is, Ro � 1 there because the convective velocity increases rapidly near the low-density

photosphere—so rotation has little effect on sad and hence on the stellar radius, even

though flows in the deep interior of the star are strongly affected by rotation. It is worth

noting that if stars were instead well characterised by a single depth-independent Rossby

number, rotation would (in at least some stars) be important everywhere, and would

have a much more significant impact on the radius; it is primarily the depth variation of

convective velocities that makes this impossible.

In Section 3.4, we argued that a particular prescription for incorporating the effects

of magnetism into 1D stellar models, due to MM14, could be usefully analysed using

the same techniques developed in Section 3.2. In particular, we note that the effect of

varying magnetic fields in this model is to vary the entropy content of the deep interior;

once this is known, the stellar radius is also determined, via the same formula developed in

Section 3.2 (namely, Equation 3.18) for standard MLT models. In accord with MacDonald

and Mullan (2017b), we find that if magnetic fields indeed influence convective transport

in the manner assumed here, fields of a plausible strength (104 G or less) could noticeably

“inflate” the stellar radius. This inflation is larger (by about a factor of two) in models at

10 Myr than in those at an age of 1 Gyr.

In Section 3.5, we showed that combining the rotational and magnetic reformula-

tions of MLT, covered in Sections 3.3 and 3.4 respectively, can indeed “inflate” stellar

radii by a further small amount. This demonstrates that the S79 rotation prescription

is only effective at changing the stellar structure if the model is already “perturbed” by

magnetism. The superadiabaticity throughout the stellar interior increases with magnetic
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field strength; the effects of rotational inhibition can “feed” on this, increasing the supera-

diabaticity somewhat further and producing small structural differences in some cases. In

our models, this additional effect is noticeable only on the pre-main-sequence.

Finally, in Section 3.6 we showed that both the rotationally and magnetically con-

strained versions of MLT explored in Sections 3.3 and 3.4, and the combination of these

as shown in Section 3.5, can be duplicated by a “standard” MLT model in which the

mixing length parameter αMLT is allowed to be depth dependent. We provide explicit for-

mulae linking the radially variable αMLT(r) to the rotational and magnetic formulations

of S79 and MM14 (Equations 3.34 and 3.35, respectively), and we show that models con-

structed using these αMLT(r) are indistinguishable from those directly employing the S79

or MM14 models. These formulae enable the computation of “magnetic” or “rotating”

models, within the assumptions of the S79 or MM14 prescriptions, without modification

of the mixing length formulation in a standard 1D stellar evolution code (though they

do require that codes be capable of modelling non-constant αMLT). We must caution,

though, against taking these formulae as providing a quantitatively correct assessment of

how rotation and/or magnetism affect the heat transport (and hence the structure of the

star) at every depth; this is, in our opinion, unlikely to be the case, since the formulations

on which it is based (namely those of S79 and MM14) have many potential shortcomings,

as detailed below. We have derived and included these formulae mainly in order to illus-

trate how rotation and magnetism (in these prescriptions) could affect the structure of

the star—namely, by modifying its specific entropy, just as αMLT(r) modifies the entropy

in this depth-dependent MLT. The trends deduced here (regarding the relative efficacy

of these mechanisms, for example, in objects of different ages) may well be qualitatively

correct, even if the specific values of stellar radii, effective temperatures, etc., ultimately

are not.

A principal limitation of our work is its reliance throughout on particularly simple

models of how the rotation or magnetism affect the convective transport. In considering

the effects of rotation on the structure, we effectively assumed that only the variation of

ds/dr with Ω matters, and also that the rotationally constrained MLT of S79 adequately

captures this variation; both assumptions are questionable. For example, the simulations
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of Barker et al. (2014), which we cite as providing some numerical support for this scal-

ing, effectively model only a single latitude near the pole (i.e., where rotation and the

gravity vector are aligned); it is by no means clear that the same temperature scalings

will hold at different latitudes. In general, rotation also introduces new anisotropy into

the system (with motions increasingly aligned with the rotation axis in accord with the

Taylor–Proudman constraint), implying that we might generally expect variations in the

heat flux and/or entropy gradient with latitude. It is unclear how these latitudinal varia-

tions could best be represented in a 1D stellar model, which intrinsically assumes spherical

symmetry. Similarly, the scaling of temperature or entropy gradients with rotation rate

may well depend on latitude; indeed, latitudinal variations in these quantities are often

present in spherical shell simulations of rotating convection (e.g., Browning et al. 2004;

Raynaud et al. 2018).

It must likewise be acknowledged that the effects of magnetism on the flow, and

hence on the stellar structure, are still uncertain. In general, they will depend on both the

strength and the spatial morphology of the magnetic fields, which, in all the models quoted

above and in our own work here, is not solved-for self-consistently as the outcome of a

dynamo process, but instead must simply be imposed a priori. Models making different

assumptions about the interior field strengths have yielded substantially different results.

For example, the low-mass star models of Mullan and MacDonald (2001) explored fields

of such strength (∼ 100 MG) that portions of the interior were rendered convective stable;

this was motivated partly by the striking observational finding that the coronal heating

efficiency of stars did not exhibit any clear break in behaviour at around spectral types M3–

M4, where stars are (in standard non-magnetic models) predicted to transition from being

partially radiative to fully convective (e.g., Fleming et al. 1993). Many of the other models

noted above, including MacDonald and Mullan (2012) onward, have considered much

weaker fields, which are probably more realistic (e.g., Browning et al. 2016). Meanwhile

numerical simulations of the interiors of low-mass stars (Dobler et al. 2006; Browning 2008;

Yadav et al. 2015) suggest that, in many cases, dynamos in these objects may yield fields

that are approximately in equipartition with the convective kinetic energy density, rising

above this in the most rapidly rotating cases (see, e.g., discussion in Augustson et al. 2017);

the spatial structure of the fields is not yet certain, but is clearly influenced by the rotation
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rate (e.g., Christensen and Aubert 2006; Browning 2008; Gastine et al. 2012; Yadav et al.

2015; Weber and Browning 2016; Aubert et al. 2017; see also discussions in Brun and

Browning 2017). The 1D models considered here (and, for example, in MacDonald and

Mullan 2017b) are at least broadly consistent with these constraints on the overall field

strengths, but we have made no effort to mimic the interior radial profile of the field, or to

capture aspects of its actual spatial morphology, which, in any event, are still uncertain.

The effects of the magnetism on heat transport are also somewhat unclear, but

note, for example, that Yadav et al. (2016) find that convective heat transport is actually

enhanced (relative to conductive transport) by the presence of magnetism in certain cases,

in striking contrast to what is assumed in the MM14 formulation (or likewise that of

Feiden and Chaboyer 2014, or in the reduced-αMLT models discussed here). Of course the

simulations operate in parameter regimes far removed from those in actual stellar interiors,

but they are nonetheless indicative of the sometimes surprising dynamics that can occur

when convection, rotation, and magnetism interact in spherical domains.

More fundamentally, our models rely on the mixing length theory of convection, and

on extremely simple atmospheric boundary conditions; both are crude approximations of

the complex 3D transport occurring in these layers. Several authors have noted effects that

are present in 3D convection but not easily captured in MLT (e.g., Canuto and Mazzitelli

1991; Meakin and Arnett 2007; Arnett et al. 2010; Currie and Browning 2017). Likewise,

the role of the near-surface layers, where 3D convection coupled to radiative transport

ultimately helps set the stellar adiabat, has lately been studied using simulations and

theory (e.g., Tanner et al. 2014, 2016; Trampedach et al. 2014; Magic et al. 2015). It

is beyond the scope of this chapter to provide detailed comparison between the effects

induced by magnetism or rotation and those arising from all other effects not included in

our modelling. However, it is worth noting that some of these effects must be clarified

if a quantitative comparison between models and any specific observational data point

is required. For example, variations in the surface atmospheric boundary condition and

in metallicity, both fixed in our models, would modify the precise values of radius or

effective temperature achieved at any given αMLT, whether depth dependent or not (see,

e.g., discussions in Tanner et al. 2014, 2016).
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Overall, our results suggest that the effects on convection from rotation alone (if

indeed it affects convection in the manner assumed here) cannot notably influence the

overall structure of a fully convective star, but magnetism might. To have a substantial

influence, the magnetism (or indeed any other agent that modifies the heat transport)

must impact layers relatively close to the stellar surface, which largely establish the star’s

overall adiabat and hence its radius. These effects can be duplicated using standard MLT,

but at the cost of allowing a depth-dependent αMLT(r) (intended to mimic the depth

dependence of convective inhibition). In general, this may be difficult or impossible to

calibrate using observations that probe the stellar surface alone. Further independent

constraints on the form such depth-dependent convective inhibition must take—for exam-

ple, by detailed comparison with 3D simulations incorporating rotation, magnetism, and

radiative transport—may therefore be a prerequisite for truly predictive models of how

magnetism affects the structure and evolution of these stars.
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Chapter 4

Comparisons Between Mixing

Length Theory and Simulations of

Stellar Convection

4.1 Introduction

Fully convective stars are incredibly abundant: about 70% of the stars in our galaxy are

M-dwarfs, and those with masses . 0.35 M� have fully convective interiors (Chabrier and

Baraffe 1997). We wish to better understand the interiors of these stellar objects, and

the dynamic behaviour that exists within them. Unfortunately, it is difficult to observe

the internal flows and magnetism directly; they might manifest at the surface, but many

different effects combine in different ways (Brun and Browning 2017). To gain some

complementary insights, we perform numerical simulations. The purpose of this chapter

is to compare the dynamical behaviour realised in simulations of stellar convective flows to

those in simple 1D stellar structure models, such as those we explored in Chapter 3. Recent

studies have used 3D simulations of convection (e.g., Dobler et al. 2006; Browning 2008;

Yadav et al. 2015), varying in complexity, in order to investigate these fully convective stars

and their interior properties. These have shown that fully convective stars drive differential

rotation in some cases, and that convective flow can be influenced by dynamo-generated
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magnetic fields. In general, we are interested in investigating whether mixing length theory

(MLT) of any kind provides a reasonable description of these dynamics. For example, the

Stevenson (1979) reformulation of MLT (discussed in the previous chapter), later derived

via simplified physical arguments by Barker et al. (2014), includes the effects of rotation on

the convective heat transport of the stellar interior. A scaling law was derived between the

average temperature gradient in the middle third of the domain and the rotation rate Ω,

i.e., −d〈T 〉/dz ∝ Ω4/5, in the rapidly rotating limit, which was supported by simulations

in a localised (Cartesian) domain (Barker et al. 2014). However, in full 3D spherical-shell

simulations of convection, the heat flow depends on many factors other than rotation, such

as the shear, dissipative heating, magnetism, latitudinal-dependence, etc.; none of these

effects are included in this scaling law, but could in principle radically alter it.

One way of characterising convection is via the specific entropy profile it establishes.

Our previous chapter highlights the importance of entropy when considering the stellar

structure. The adiabat of the specific entropy in the deep interior is dependent on the

specific entropy contrast ∆s between the adiabat and the value at the photosphere. As

explored in Chapter 3, this adiabat largely determines the stellar radius in 1D stellar

structure models. In a real star, ∆s is set by the transition between convective to radiative

transfer in the surface layers. There are additional effects that may influence this entropy

contrast, such as rotation and magnetic fields. For example, the reformulation of MLT by

MacDonald and Mullan (2014) implements the effects of magnetic fields on the convective

heat transport by modifying the Schwarzschild criterion to include a magnetic inhibition

parameter, which essentially depends on the profile of the vertical magnetic field strength.

It was found that the effect of varying the magnetic field strength was to modify the

specific entropy contrast of the star, changing the adiabat and thus inflating the stellar

radius.

Ultimately, our aim is to gain an understanding of how rotation and magnetic fields

affect the heat transport and structure of a star. This chapter establishes a trajectory

toward this, but we must first understand how convection behaves in the absence of mag-

netism and rotation. Due to the physical effects notable in these 3D simulations, it is useful

to perform local simulations of convection. Therefore, as a preliminary investigation, we
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use local 2D “box in a star” simulations of convective flow in Cartesian geometry, using

the anelastic approximation, and performed using the open-source pseudo-spectral code

Dedalus (see Section 2.10). These local simulations allow us to look at different parameter

regimes, isolate different effects, and examine highly turbulent flows. In Section 4.2, we

investigate the dynamical behaviour of these simulations with changing density stratifica-

tion, and the corresponding change in the properties of specific entropy.

Due to their artificial nature, local simulations are not fully indicative of real stars, so

we turn to global 3D rotating hydrodynamic simulations of convective flow in Section 4.3.

These simulations are performed in spherical geometry, using the anelastic approxima-

tion, with the open-source spherical-harmonic-based code Rayleigh (see Section 2.9). We

investigate the dynamical behaviour of convection in these simulations, first by looking

solely at the slowly rotating case, to get an understanding of how convection can vary

just by changing the convective driving. We follow this by investigating how effective the

“rotating” MLT reformulation of Stevenson (1979), or Barker et al. (2014), is at capturing

the dynamical behaviour of fluid flow in more rapidly rotating 3D global simulations of

convection. We discuss our overall findings in this chapter and conclude in Section 4.4.

4.2 Comparison with Local Simulations

In this section, we investigate the dynamical behaviour of convection in the absence of

rotation and magnetism, using local “box in a star” 2D hydrodynamical simulations,

modelled using Dedalus. All of the Dedalus simulations in this chapter are performed by

solving the 2D hydrodynamical anelastic equations, under the Lantz-Braginsky-Roberts

(LBR) approximation (detailed in Section 2.6.1), in a non-rotating Cartesian geometry,

using a sine/cosine decomposition in the horizontal (no lateral heat flux), and the semi-

implicit Crank-Nicolson Adams-Bashforth numerical scheme for time integration. In most

cases, 192 grid points with dealiasing (128 modes) were used, but some used 384 grid

points (256 modes) for higher resolution solutions. All of the variables used in the following

investigation will be time averaged over a steady state temporal range.
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4.2.1 Local Numerical Set Up

This description of the numerical set up largely follows the equivalent description in Currie

and Browning (2017). These Dedalus simulations consider a hydrodynamic convective

fluid in a 2D Cartesian domain of height d, with a polytropic background state. This is

formulated for an ideal gas with polytropic index n, which gives the reference state for the

temperature T̄ , density ρ̄, and pressure p̄ as

T̄ = T̄0(1− βz), (4.1)

ρ̄ = ρ̄0(1− βz)n, (4.2)

p̄ = Rρ̄0T̄0(1− βz)n+1, (4.3)

respectively, where T̄0 and ρ̄0 are the bottom boundary values of the background

temperature and density, respectively, R is the ideal gas constant, and β = g/(cp,0T0),

where g is the gravitational acceleration, and cp,0 is the specific heat capacity (at constant

pressure) at the bottom boundary. β is essentially the inverse temperature scale height,

which can be used to measure the layer stratification (or number of density scale heights

Nρ):

Nρ = −n ln (1− βd). (4.4)

A polytropic, monatomic, adiabatic, ideal gas is assumed (n = 3/2).

In regards to boundary conditions, we are using 2D solutions, therefore u = (u, 0, w),

and ∂/∂y ≡ 0. Stress-free and impenetrable boundaries are employed at z = 0 and z = d:



4.2. COMPARISON WITH LOCAL SIMULATIONS 119

w(z = 0, d) =

(
du

dz

)
z=0,d

= 0.

(4.5)

At the bottom boundary, the flux is fixed (the source of heat flux into the domain):

F (z = 0) = Ftot, (4.6)

where Ftot is the total flux. At the upper boundary, specific entropy is fixed at

s(z = d) = 0, (4.7)

and all heat flux must exit at the top via conduction. A flux-based Rayleigh number (see,

e.g., Duarte et al. 2016) is also defined, which, roughly, measures the ratio of buoyancy

driving to viscous and thermal dissipation:

RaF =
gFtotd

4

cp,0ρ̄0T̄0νκ2
. (4.8)

2D solutions allow for higher supercriticalities ((RaF /RaF,c), where RaF,c is the value at

which convection onsets) and Nρ to be simulated.

Table 4.1 gives the input parameters used across all simulations, and Table 4.2

gives input parameters, and associated nondimensional parameters, that vary across sim-

ulations. All of these hydrodynamical simulations were performed until they reached a

time-averaged statistical steady state.

4.2.2 Local Convective Flows and Energy Balances

First, we investigate the changes in convective structure of these local simulations, and

the resulting energy balances, as we vary the density stratification (via Nρ, using Equa-

tion (4.4)). Figure 4.1 illustrates the structure of convective flows across the 2D domain
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Parameter Value

Lx : Lz 1:1
n 1.5

g [cm s−2] 2586
ρ̄0 [g cm−2] 110

Table 4.1: Input parameters identical for all of the Dedalus simulations used in this chapter, where
Lx : Lz represent the aspect ratio of the domain, in x and z, respectively, n(= 1.5) is the polytropic index
for a polytropic, monatomic, adiabatic, ideal gas, g is the gravitational acceleration, and ρ̄0 is the density
at the bottom boundary.

Model Nρ d cp,0 [107] T̄0 κ = ν Ftot [1015] Pr log10 (RaF /
[1010] [erg g−1 [105] [1012] [erg s−1 RaF,c)
[cm] K−1] [K] [cm2 s−1] cm−1]

L-Aa 0.105 1.82 100 6.97 3.64 5 1 2.85
L-Ab 0.105 1.82 100 6.97 3.64 50 1 3.85
L-Ac 0.105 1.82 100 6.97 3.64 344 1 4.69
L-Ad 0.105 1.82 100 6.97 3.64 800 1 5.06
L-Ae 0.105 1.82 100 6.97 3.64 5000 1 5.85
L-Ba 0.706 0.46 9 3.48 3.64 10 1 2.28
L-Bb 0.706 0.46 9 3.48 3.64 100 1 3.28
L-Bc 0.706 7.28 36 13.93 3.64 0.34 1 4.43
L-Bd 0.706 7.28 36 13.93 5.00 10 1 5.48
L-Be 0.706 7.28 36 13.93 3.64 10 1 5.90
L-Bf 0.706 7.28 36 13.93 3.00 10 1 6.15
L-Ca 2.085 0.46 4.5 3.48 3.64 10 1 2.90
L-Cb 2.085 1.37 13.5 3.48 3.64 3.7 1 3.90
L-Cc 2.085 7.28 18 13.93 3.64 0.3 1 4.99
L-Cd 2.085 7.28 18 13.93 3.64 1 1 5.52

Table 4.2: Dimensional input parameters (that differ between simulations) and nondimensional parame-
ters for the Dedalus local simulations, where d is the height of the domain, cp,0 is the specific heat capacity
(at constant pressure) at the bottom boundary, T̄0 is the background temperature at the bottom boundary,
κ and ν are the kinematic viscosity and the thermal diffusivity, respectively, Ftot is the total flux, Pr(= ν/κ)
is the Prandtl number (ratio of viscous to thermal diffusivity), and log10 (RaF /RaF,c) is the logarithmic
supercriticality, where RaF is the flux-based Rayleigh number and RaF,c is the critical Rayleigh number
(determined in Currie and Browning (2017) via a linear code).
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for a snapshot of the Nρ = 0.105 model L-Ae, showing the vertical velocity u and the hor-

izontal velocity w. At the lower density stratification, the flow is similar to that of classic

Rayleigh-Bénard convection in an unstratified medium, with near-symmetric upflows and

downflows. Figure 4.2 show identical plots, but for the Nρ = 2.085 model L-Cd, where the

convective flow is more asymmetric about the mid-plane.

In these simulations, heat flux is transported through the domain, resulting in con-

vection. The horizontally-averaged local energy balance for these simulations (Currie and

Browning 2017) consists of the enthalpy flux

Fe = ρ̄cp〈wT ′〉, (4.9)

the kinetic energy (KE) flux

FKE =
1

2
ρ̄
〈
w|u|2

〉
, (4.10)

the conductive flux

Fcond = −κρ̄T̄
〈
ds′

dz

〉
, (4.11)

and the viscous flux

Fvisc = −〈u ·D〉 , (4.12)

where ρ̄ and T̄ are the reference density and temperature, respectively, cp is the

specific heat capacity (at constant pressure), u is the vector velocity, w is the horizontal

component of the velocity, T ′ is the temperature perturbation, ds′/dz is the specific entropy

perturbation gradient, κ is the thermal diffusivity, and D is the vector viscous stress tensor.

The sum of these flux components must equate to the total flux Ftot, specified by the input

parameters. The expression for conductive flux is an ansatz for sub-grid-scale convective

motions that tend to isentropise the fluid.
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Figure 4.1: Convective flow of the Nρ = 0.105 model L-Ae, showing velocity components u and w. Near-
symmetric flow is shown, similar to that of classic Rayleigh-Bénard convection in an unstratified medium.
The horizontal green dotted line indicates the point at which there is equal mass above and below, which
is roughly at the mid-plane for this simulation.
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Figure 4.2: Convective flow for the Nρ = 2.085 model L-Cd, showing velocity components u and w. Flow
is becoming more asymmetric with increasing Nρ. The horizontal green dotted line indicates the point
at which there is equal mass above and below, which is closer to the bottom boundary compared to the
lowest stratified case.
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Energy balances for these local simulations of convection typically consist of an

upward (positive) enthalpy flux, which carries the flux via convection, a downward (nega-

tive) KE flux, which is due to convective motions being asymmetric between upflows and

downflows, an upward (positive) conductive flux, which forces the total luminosity to pass

the upper boundary, and a viscous flux, which represents the total work done by surface

forces (Currie and Browning 2017). This balance will vary with the density stratification.

We demonstrate this by plotting the horizontally-averaged energy balances (expressed in

luminosities) for the same supercriticalities in the previous figures: model L-Ae in Fig-

ure 4.3, and model L-Cd in Figure 4.4. At the lower density stratification, Fe ≈ Ftot in the

bulk of the domain, carrying the heat flux upwards. Fcond is small throughout the domain,

apart from at the boundaries, which allows for the imposed flux at the bottom boundary

to be carried upward toward the upper boundary. We find that FKE ≈ 0 at low density

stratification, consistent with up-down symmetry of the flow in classic Rayleigh-Bénard

convection in an unstratified medium. Fvisc is also negligible at low density stratification.

At Nρ = 2.085, we see that Fe exceeds Ftot in the bulk of the domain, and FKE becomes

increasingly negative also, as the convective flow becomes more asymmetric with increas-

ing density stratification. It is also no longer the case that Ftot ≈ Fconv for highly stratified

domains; instead, it is found that Ftot ≈ Fconv + Fother, where Fother = Fp + FKE + Fvisc,

with Fp being the difference between Fe and Fconv (see Currie and Browning 2017). Near

the bottom boundary, Fcond becomes slightly negative, and FKE and Fvisc increase: this

is a result of a subadiabatic region forming as Nρ is increased, which is illustrated in

Section 4.2.3, and discussed in Section 4.4.

The conductive boundary layers in these simulations artificially mimic the transition

between convective and radiative heat transfer in the surface layers of real stars, which sets

up the specific entropy contrast. Thus, in the next section, we are motivated to investigate

the specific entropy, and its gradient, as a function of the density stratification Nρ.

4.2.3 Entropy in Local Simulations for Varying Density Stratification

The entropy content of a star is linked to the stellar structure (see, e.g., Stahler 1988).

In a fully convective star, most of the interior lies at nearly constant specific entropy
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Figure 4.3: Horizontally-averaged energy balance profiles for model L-Ae. Ftot ≈ Fconv at low den-
sity stratification, analogous to classic Rayleigh-Bénard convection in an unstratified medium. Fcond is
negligible apart from at the boundary layers. Fvisc is negligible at low density stratification.

sad, as the temperature gradient required to carry stellar flux upward is very close to the

adiabatic value. A specific entropy contrast ∆s is determined near the stellar surface, due

to the interaction between convection and radiative transfer. This quantity fixes sad in

the bulk of the domain, i.e., the adiabat, which effectively determines the stellar radius.

This is how the specific entropy in 1D stellar structure models, which could be considered

as a latitudinally-averaged quantity, is determined. However, in these local simulations

of convection, this transition between convection and radiation does not exist; instead,

conductive boundary layers are used to carry the remaining heat flux upward, which in

turn sets up ∆s.

In this section, we look at how the entropy content of these local simulations is

influenced by the density stratification. Some of the changes in specific entropy, and its

gradient, between simulations may be a result of boundary conditions and other simulation

effects, but we investigate whether any changes are due to real physical changes in the

domain. We start by looking at the dynamical behaviour of specific entropy at different
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Figure 4.4: Horizontally-averaged energy balance profiles for model L-Cd. Fe and FKE increase further
in the bulk of the domain as Nρ is increased. Fcond is negligible apart from at the boundary layers. Fvisc

is negligible, except for a peak at the bottom boundary (along with a peak in FKE and dip in Fcond), as a
result of a subadiabatic region forming.
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density stratifications, as a function of the supercriticality RaF /RaF,c. We normalise

specific entropy by ∆scond, which represents the specific entropy contrast in the case where

all of the heat flux is transported via conduction, to illustrate how the entropy content of a

simulation converges toward an isentropic state with increasing convective driving. As the

upper boundary is set to zero by the boundary conditions, this is equivalent to the bottom

boundary value. Using Equation (4.11), it can be shown that the horizontally-averaged

specific entropy gradient for a fully conductive case is

dscond

dz
= −Ftot

κρ̄T̄

= − Ftot

κρ̄0T̄0
(1− βz)−m+1 ,

(4.13)

therefore the conductive specific entropy contrast (by integrating the above, knowing

scond(z = d) = 0, and setting z = 0) can be expressed as

∆scond =
Ftot

κρ̄0T̄0

1

βm

[
(1− βd)−m − 1

]
. (4.14)

In Figure 4.5, we plot the horizontally-averaged normalised specific entropy s/∆scond

as a function of normalised depth for all the Nρ = 0.105 simulations. The profiles are

markedly different from those realised in our 1D stellar structure models in Chapter 3.

From the bottom boundary upward, s/∆scond drops from its initial value and converges

onto an approximate “adiabat” for that particular simulation, before dropping to zero at

the upper boundary. As the supercriticality increases, s/∆scond in the bulk of the domain

decreases, converging to an isentropic state. We also explore this for our highest density

stratification, Nρ = 2.085, in Figure 4.6. Analogous to the Nρ = 0.105 case, s/∆scond in

the bulk decreases as a function of the supercriticality, but the profiles themselves differ

near the bottom boundary. With increasing supercriticality, s/∆scond initially increases

with height and actually exceeds the bottom boundary value. At first glance, this result

is surprising. However, this is tied to the presence of subadiabatic regions that we discuss

below in Section 4.4. These may be due to physical effects, but may also be somewhat
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Figure 4.5: Horizontally-averaged s/∆scond as a function of normalised depth, for Nρ = 0.105 2D local
convective simulations at different supercriticalities. The profile initially drops from the bottom boundary
value and falls onto an approximate “adiabat”, before dropping to zero at the upper boundary. The profile
in the bulk of the domain decreases with increasing supercriticality, converging toward an isentropic state.

artificial in origin. One possible effect may be due to the amount of viscous dissipation in

these simulations, which increases for more supercritical, highly stratified cases (Currie and

Browning 2017). These stable layers result in a higher adiabat for a given supercriticality,

when compared to the lowest stratified case.

The specific entropy profile is a function of both the imposed boundary conditions,

but also real physical effects. To demonstrate this, we consider the specific entropy gradient

ds/dz, which is related to the specific entropy contrast ∆s (hence the inner boundary

specific entropy s0):

∆s =

∫ 0

d

(
ds

dz

)
dz ≡ s0. (4.15)

Using Equations (4.6) and (4.11), it can be shown that the specific entropy gradient value

fixed at the bottom boundary (ds/dz)z=0(= (ds′/dz)z=0, as s̄ is isentropic) is
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Figure 4.6: Horizontally-averaged s/∆scond as a function of normalised depth, for Nρ = 2.085 2D local
convective simulations at different supercriticalities. Increasing supercriticality decreases s/∆scond in the
bulk of the domain (as for the lowest stratified case), but increasingly exceeds the bottom boundary value
as the supercriticality increases, due to a subadiabatic region forming near the bottom boundary.

(
ds

dz

)
z=0

=

(
ds′

dz

)
z=0

= − Ftot

κρ̄0T̄0
,

(4.16)

demonstrating that the absolute value of the specific entropy contrast ∆s will depend,

in theory, on both physical effects in the domain, but also on the imposed boundary

conditions. In Figures 4.7 and 4.8, we plot the horizontally-averaged normalised spe-

cific entropy gradient (ds/dz)(d/∆scond) as a function of normalised depth for all of the

Nρ = 0.105 and Nρ = 2.085 simulations, respectively. For Nρ = 0.105, (ds/dz)(d/∆scond)

is fairly isentropic in the middle third of the domain, but there are subadiabatic peaks

((ds/dz)(d/∆scond) > 0) at each boundary (more so at the bottom boundary), which are

likely a result of the imposed conductive boundaries. These subadiabatic regions increase

with supercriticality, but also become more concentrated, as the bulk of the domain be-

comes increasingly isentropic. For the Nρ = 2.085 case, the subadiabatic regions are larger
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Figure 4.7: Horizontally-averaged (ds/dz)(d/∆scond) as a function of normalised depth, for Nρ = 0.105
2D local convective simulations at different supercriticalities. There are sharp subadiabatic peaks at the
bottom and upper boundaries, which increase in magnitude with increasing supercriticality. However,
these become more concentrated at the boundaries as a function of supercriticality, as the bulk of the
domain becomes increasingly isentropic.

in magnitude compared to the lowest stratified case, but are much more concentrated near

the bottom boundary, suggesting that increased viscous dissipation may be partly respon-

sible for these stable layers in highly stratified domains. Upper boundary effects are less

noticeable with increasing density stratification.

The boundary conditions are clearly prevalent in these local simulations. We there-

fore look next at changes in average bulk properties, which are more likely to represent

physical changes in the dynamical behaviour of convection. In Figure 4.9, we plot the

horizontally-averaged normalised specific entropy value averaged over the middle third of

the domain, 〈s〉/∆scond, as a function of supercriticality. We see a decrease in 〈s〉/∆scond

with increasing supercriticality at all density stratifications, which all appear to be con-

verging toward an isentropic state. The overall value of 〈s〉/∆scond at the lower boundary,

and hence within the interior as well, is then tending towards the fixed value at the cool

upper boundary, that is towards 〈s〉/∆scond = 0, implying a decrease in 〈s〉/∆scond. For
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Figure 4.8: Horizontally-averaged (ds/dz)(d/∆scond) as a function of normalised depth, for Nρ = 2.085
2D local convective simulations at different supercriticalities. With increasing supercriticality, simulations
become increasingly subadiabatic at the bottom boundary. For a given supercriticality, these regions are
more subadiabatic than the lowest stratified case, suggesting that these stable layers may be partly in-
fluenced by the increased viscous dissipation in highly stratified domains. However, these become more
concentrated at the boundaries as a function of supercriticality, as the bulk of the domain becomes in-
creasingly isentropic.
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Figure 4.9: Horizontally-averaged 〈s〉/∆scond, as a function of RaF /RaF,c, for all Nρ. 〈s〉/∆scond de-
creases with increasing supercriticality, and at fixed supercriticality, increases with Nρ. At all density
stratifications, 〈s〉/∆scond appears to be converging toward their respective isentropic states as supercrit-
icality increases, with a fixed interior entropy increasingly close to that of the upper boundary value.

a given supercriticality, 〈s〉/∆scond increases with Nρ, suggesting that the isentropic state

that it converges toward is dependent on the density stratification of the system, due to

differences in the finite boundary layers (as a result of the increasing subadiabatic layer)

with Nρ. In Figure 4.10, we plot the middle-third average of the horizontally-averaged

normalised specific entropy gradient 〈ds/dz〉(d/∆scond) as a function of supercriticality.

We see that 〈ds/dz〉(d/∆scond) increases negatively as a function of supercriticality, and

plateaus at high RaF /RaF,c (the Nρ = 2.085 case appears to be in the process of satu-

rating, following a similar pattern to the lower stratified cases). With increasing density

stratification, 〈ds/dz〉(d/∆scond) converges to increasingly negative values, suggesting that

the bulk of the domain becomes more superadiabatic (on average). This is consistent with

the finding that simulations at higher Nρ sit on a higher adiabat, so a larger superadia-

batic gradient is required to meet the upper boundary condition for specific entropy, i.e.,

s(z = d) = 0.
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Figure 4.10: Horizontally-averaged 〈ds/dz〉(d/∆scond), as a function of RaF /RaF,c, for all simulations.
〈ds/dz〉(d/∆scond) increases in magnitude with increasing supercriticality. There is an evident plateau of
〈ds/dz〉(d/∆scond) for Nρ = 0.105 and Nρ = 0.706 cases, with Nρ = 2.085 appearing to be still in the
process of approaching a similar (lower) plateau as supercriticality increases. The bulk of the domain
appears to become more superadiabatic as a function of Nρ, which is required to bring a higher adiabat
value down to s = 0 at the upper boundary.
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4.3 Comparison with Global Simulations

In this section, we investigate the dynamical behaviour of convection as a function of ro-

tation rate, and compare findings with those predicted via MLT. All of the Rayleigh simu-

lations in this chapter are performed by solving the 3D hydrodynamic anelastic equations

of motion under the Lantz-Braginsky-Roberts (LBR) approximation (see Section 2.6.1),

in a rotating spherical geometry, using a semi-implicit pseudo-spectral approach (see Sec-

tion 2.7.2). All of the variables used in this investigation are time averages over a steady

state temporal range.

4.3.1 Global Numerical Set Up

The Rayleigh simulations in this chapter consist of a polytropic background state, provided

by the anelastic benchmark suite of Jones et al. (2011). The polytropic background state

is formulated by considering a thick convective shell surrounding an interior mass Mi,

with a gravitational acceleration profile g(r) = GMi/r
2. For an adiabatically stratified,

polytropic domain, we define the background density ρ̄, temperature T̄ , and pressure p̄.

The outer boundary background values for these variables are expressed as

ρ̄o = ρ̄i

(
ζo
ζi

)n
, (4.17)

T̄o = T̄i

(
ζo
ζi

)
, (4.18)

and

p̄o = p̄i

(
ζo
ζi

)n+1

, (4.19)

respectively, where ρ̄i, T̄i, p̄i are the inner boundary values of density, temperature, and

pressure, respectively, and n is the polytropic index. ζ is the radial variation of the

reference state:
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ζ = c0 + c1
H

r
, (4.20)

where H = ro− ri is the thickness of the shell (ro and ri are the outer and inner boundary

radii, respectively), and c0 and c1 are

c0 =
2ζo − β − 1

1− β
, (4.21)

and

c1 =
(1 + β)(1− ζo)

(1− β)2
, (4.22)

respectively. β = ri/ro is the aspect ratio of the shell. Thus, ζo and ζi are

ζo =
β + 1

β exp (Nρ/n) + 1
, (4.23)

and

ζi =
1 + β − ζo

β
, (4.24)

respectively, where Nρ = ln (ρ̄i/ρ̄o) is the number of density scale heights. Centrifugal

forces are neglected, because at the rotation rates considered in these simulations, these

are much smaller than the overall gravitational force.

Stress-free and impenetrable boundary conditions are adopted, thus the radial com-

ponent of velocity at these boundaries are

vr(r = ri, ro) =

(
d(vθ/r)

dr

)
r=ri,ro

=

(
d(vφ/r)

dr

)
r=ri,ro

= 0.

(4.25)

At the inner boundary, the radial specific entropy gradient is set to
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(
ds

dr

)
r=ri

=

(
ds′

dr

)
r=ri

= 0,

(4.26)

therefore there is no diffusive entropy flux across this boundary. At the outer boundary,

the specific entropy is set to

s(r = ro) = 0. (4.27)

The functional form of the internal heating Q profile in Rayleigh is solely dependent upon

the background pressure profile:

Q(r, θ, φ) = α (p̄(r)− p̄o) , (4.28)

where α is a normalisation constant chosen such that

L∗ = 4π

∫ ro

ri

Q(r)r2 dr, (4.29)

where L∗ is the stellar luminosity, and p̄(r) is the mean pressure at a given point r. The

thermal energy flux F (r) required to be transported via convection and conduction across

a spherical surface at radius r is then

F (r) =
1

r2

∫ ro

ri

Q(r′)r′2 dr′. (4.30)

The choice of Nρ influences the internal heating profile, with heating becoming more

focussed near the inner boundary with increasing Nρ (Featherstone and Hindman 2016).

We finally define a flux-based Rayleigh number (see, e.g., Featherstone and Hindman 2016)

as a measure of the convective driving in these simulations (a rough measure of the ratio

of buoyancy driving to viscous and thermal dissipation):
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Parameter Value

Nr 256
Nθ 768

Mi [g] 4.345× 1031

ρ̄i [g cm−3] 75.543
cp [erg g−1 K−1] 3.5× 108

n 1.5
Nρ 4.0

ri [cm] 5× 109

ro [cm] 1.96× 1010 ≡ R�
L∗ [erg s−1] 3.846× 1033 ≡ L�

Table 4.3: Input parameters identical for all of the Rayleigh simulations used in this chapter, where
Nr and Nθ are the number of radial and θ points in the domain, respectively, Mi, ρi, and ri are the
mass, density and radius at the inner boundary, respectively, cp is the specific heat capacity (at constant
pressure), n is the polytropic index, Nρ is the number of density scale heights, ro and L∗ are the radius
and luminosity at the outer boundary, respectively, and R� and L� are the solar radius and luminosity,
respectively.

RaF =
g̃F̃H4

cp ˜̄ρ ˜̄Tνκ2
, (4.31)

where g is the gravitational acceleration, F is the imposed heat flux, H is the height of the

domain, cp is the specific heat capacity (at constant pressure), ρ̄ and T̄ are the reference

state density and temperature, respectively, ν and κ are the kinematic viscosity and the

thermal diffusivity, respectively, and the tilde represents a global average of the given

variables.

Table 4.3 gives the input parameters used for all of the simulations, and Table 4.4

gives the input parameters that vary across the simulations, and the associated nondi-

mensional parameters. All of these hydrodynamic simulations were performed until they

reached a statistical steady state. Viscosities and diffusivities in these simulations are con-

sidered to be eddy viscosities and diffusivities (see Section 2.6.2), resulting in much larger

values compared to those found in the Sun. In the upper part of the convection zone in

the Sun, κ ∼ 105 cm s−1 and ν ∼ 1 cm s−1 (Miesch 2005), whereas in these simulations,

κ ∼ 1012 cm s−1 and ν ∼ 1011 cm s−1. Despite these differences, some of these simulations

reach a state in which the amplitude of convective motions is effectively independent of κ

and ν, as shown in Section 4.3.2.
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Model Ω κo [1012] νo [1011] Pr Ek [10−3] RaF [106]
[Ω�] [cm2 s−1] [cm2 s−1]

G-Aa 0.25 1.2 4 0.3̇ 2.89 1.40

G-Ab 0.25 1.5 5 0.3̇ 3.61 0.71

G-Ac 0.25 1.8 6 0.3̇ 4.33 0.41

G-Ad 0.25 2.4 8 0.3̇ 5.77 0.18

G-Ae 0.25 3.6 12 0.3̇ 8.66 0.05

G-Af 0.25 4.8 16 0.3̇ 11.55 0.02

G-Ag 0.25 6.0 20 0.3̇ 14.43 0.01

G-B 0.50 1.2 4 0.3̇ 1.44 1.40

G-C 0.75 1.2 4 0.3̇ 0.96 1.40

G-D 0.90 1.2 4 0.3̇ 0.80 1.40

G-E 1.00 1.2 4 0.3̇ 0.72 1.40

G-F 1.10 1.2 4 0.3̇ 0.66 1.40

G-G 1.25 1.2 4 0.3̇ 0.58 1.40

G-H 1.50 1.2 4 0.3̇ 0.48 1.40

G-I 2.00 1.2 4 0.3̇ 0.36 1.40

G-J 4.00 1.2 4 0.3̇ 0.18 1.40

Table 4.4: Dimensional input parameters (that differ between simulations) and nondimensional param-
eters for the Rayleigh global simulations, where Ω is the rotation rate (Ω� = 2.6 × 10−6 s−1 is the solar
rotation rate), κo and νo are the thermal diffusivity and kinematic viscosity at the outer boundary, respec-
tively, Pr(≡ ν/κ) is the Prandtl number (ratio of viscous to thermal diffusivity), Ek is the Ekman number
(ratio of viscous to Coriolis forces), and RaF is the flux-based Rayleigh number.

4.3.2 Global Convective Structures and Energy Balances

We start our investigation by looking at how the structure of convection, and the resulting

energy balances, change as we modify the rotation rate in these simulations. Studies of

rotating, stratified convective simulations have long shown that the structure of convection

changes vastly with rotation rate (e.g., Gilman 1975; Gilman 1977; Gilman and Glatzmaier

1981; Gilman 1983; Browning et al. 2004; Miesch et al. 2008; Featherstone and Miesch

2015). Figure 4.11 illustrates the structure of convective flows at a single snapshot for

the slowly rotating 0.25 Ω� model G-Aa, showing the radial velocity vr, the azimuthal

velocity vφ, and the specific entropy s, at both the deep interior (0.702 R�) and near the

surface (0.993 R�). In this slowly rotating case, there are large scale convective cells, with

asymmetries between the weak broad upflows (in red) and strong narrow downflows (in

blue). Figure 4.12 shows these convective flows for the solar 1 Ω� model G-E: there is

still asymmetry between upflows and downflows, but the large scale convective cells are

beginning to become smaller and stronger as rotation begins to dominate. The transition

from a slow rotation “anti-solar” case, where flow at the pole rotates more rapidly than
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Figure 4.11: Shell slices of the 0.25 Ω� model G-Aa near the surface (0.993 R�) and in the deep interior
(0.702 R�) for radial velocity vr, azimuthal velocity vθ and specific entropy s. This simulation possesses
an “anti-solar” profile, where flow at the pole rotates more rapidly than the equator. There are large
convective cells present, and an asymmetry between weak broad upflows (red) and strong thin downflows
(blue).

the equator, to a base rotation “solar-like” case, is apparent between these two rotation

rates. Figure 4.13 shows these flows for the rapidly rotating 4 Ω� model G-J: convective

cells are beginning to align along the axis of rotation, in the form of “banana cells”,

which are comparable to the most unstable modes for the linear onset of convection in

rapidly rotating spherical shells (see, e.g., Busse and Cuong 1977; Busse 1978). There is

more isotropic downflow near the poles. These simulations have similar convective flow

when compared to previous studies analysing M-dwarf convection: the upflow/downflow

asymmetry is a common feature of convection in domains at high density stratification (see,

e.g., Nordlund et al. 2009), and the rotational influence on the pattern of convection (such

as the shaping of “banana cells”) has also been found in simulations of fully convective

interiors (e.g., Browning 2008; Yadav et al. 2016).

As in the local simulations, convection results from heat flux being transported

across the domain. By considering the total energy equation (see, e.g., Nordlund et

al. 2009), one can define the different shell-averaged flux components that make up the

energy flux balance of a simulation, consisting of the enthalpy flux
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Figure 4.12: Shell slices of the 1 Ω� model G-E near the surface (0.993 R�) and in the deep interior (0.702
R�) for radial velocity vr, azimuthal velocity vθ and specific entropy s. Convective cells are beginning to
contract and become stronger, as rotation begins to dominate convection.

Figure 4.13: Shell slices of the 4 Ω� model G-J 3D global convective simulation near the surface (0.993
R�) and in the deep interior (0.702 R�) for radial velocity vr, azimuthal velocity vθ and specific entropy
s. Convective cells are taking on more of a “banana cell” pattern near the equator, as rotation further
dominates convection.
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Fe = ρ̄cp〈vrT ′〉, (4.32)

the kinetic energy (KE) flux

FKE =
1

2
ρ̄
〈
vr|v|2

〉
, (4.33)

the conductive flux

Fcond = −κρ̄T̄
〈
ds′

dr

〉
, (4.34)

and the viscous flux

Fvisc = −〈v ·D〉 , (4.35)

where ρ̄ and T̄ are the reference density and temperature, respectively, cp is the specific

heat capacity (at constant pressure), v is the vector velocity, vr is the radial component of

the velocity, T ′ is the temperature perturbation, ds′/dr is the specific entropy perturbation

gradient, κ is the thermal diffusivity, and D is the vector viscous stress tensor. The sum

of the above fluxes must equate to the net flux F (r).

Analogous to the local simulations in Section 4.2.2, the typical energy balance of

these global convective simulations consists of an upward (positive) enthalpy flux, a down-

ward (negative) KE flux, and an upward (positive) conductive flux that forces the total

luminosity to pass the outer boundary. The viscous contribution is negligible in all of

these simulations, therefore is not included in these plots. The balance is dependent on

the luminosity of the simulation, and also the rotation rate. Figure 4.14 shows the shell-

averaged radial profiles of the energy balance components described above for model G-Aa.

In this slowly rotating case, the enthalpy flux exceeds the total luminosity in the bulk of

the simulation; the excess is balanced by a negative KE flux, which is due to the motions

associated with convection being asymmetric between upflows and downflows. The con-

ductive flux is small in the bulk of the simulation, but increases rapidly near the outer

boundary to carry the flux outward. Figure 4.15 shows these profiles for model G-E: the

enthalpy and KE flux both decrease slightly compared to model G-Aa, as rotation begins
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Figure 4.14: Shell-averaged energy balance profiles for model G-Aa. Fe exceeds the total flux in the bulk
of the domain, which is balanced by FKE, due to asymmetric convective flow. Fcond is negligible apart
from at the upper boundary layer.

to dominate convection. This is even more evident in Figure 4.16 for model G-J, where

the enthalpy and KE flux decrease substantially, causing the conductive flux to increase

rapidly to carry the heat flux. These trends are largely in keeping with what is expected

from analytical theory. As one increases the rotation rate, the critical Rayleigh number,

RaF,c, of a simulation, which is the value of RaF at which convection onsets, increases.

Chandrasekhar (1953) showed analytically that Rac ∝ Ek−4/3 ∝ Ω4/3 for rapidly rotating

convection, where Ek is the Ekman number (ratio of viscous to Coriolis forces). Therefore,

at fixed RaF , the supercriticality (RaF /RaF,c), compared to the 0.25 Ω� case, decreases

with increasing rotation rate. This in turn tends to lead to less vigorous convection at

more rapid rotation rates.

As with the local simulations, the conductive boundary layers mimic the transition

between convective and radiative heat transfer in stars, which in turn sets up the specific

entropy contrast. Therefore, we are motivated to investigate the specific entropy, and its

gradient, as a function of rotation rate, in the next section.
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Figure 4.15: Shell-averaged energy balance profiles for model G-E. Fe and FKE begin to decrease at this
more rapid rotation rate, and Fcond is becoming non-negligible in the bulk of the domain, as rotation
dominates over convection.
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Figure 4.16: Shell-averaged energy balance profiles for model G-J. At this rotation rate, Fe and FKE

decrease substantially, thus Fcond increases to compensate.
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4.3.3 Entropy in Global Rotating Simulations: Comparisons to Mixing

Length Theory

In these global simulations of convection, the transition between convection and radiation

does not exist as it does for real stars. In order to set up the specific entropy contrast

∆s, we use conductive boundary layers to take over from the enthalpy flux and carry the

remaining heat flux upward. In this section, we investigate how the specific entropy is

modified in the presence of rotation for these global cases. Some of the changes in the

specific entropy and its gradient will be caused by the imposed boundary conditions, but

some will be representative of real physical effects. To help distinguish between these,

we turn first to an analysis of the heat transport in the absence of rapid rotation, which

provides some insight into boundary given effects, before turning to cases with rapid

rotation rates.

In Figure 4.17, we plot the shell-averaged specific entropy s as a function of radius

for the 0.25 Ω� simulations with changing RaF . The profile shape is similar to that of our

1D stellar structure models in Chapter 3: the specific entropy asymptotically converges

with depth toward the adiabat, sad. The outer boundary value of s is fixed at zero

for all plotted simulations, as per our boundary condition. As one increases RaF , i.e.,

the convective driving of the simulation, the specific entropy profile converges to a more

isentropic solution, i.e., ds/dr → 0 in the bulk of the domain, and sad increases. sad is

equivalent to the specific entropy contrast ∆s in these simulations, as s(r = ro) = 0. The

entropy contrast ∆s is directly related to ds/dr:

∆s =

∫ ri

ro

(
ds

dr

)
dr ≡ sad, (4.36)

thus sad depends solely on the specific entropy gradient ds/dr.

We plot the shell-averaged specific entropy gradient ds/dr, and log10 (|ds/dr|) (to

illustrate the bulk properties), as a function of radius for the same simulations, in Fig-

ure 4.18. The inner boundary ds/dr value is fixed at zero, and the absolute value at

the outer boundary, |ds/dr|r=ro , increases with RaF . This is a result of the requirement
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Figure 4.17: Shell-averaged s as a function of radius, for 0.25 Ω� 3D global convective simulations at
different RaF . Increasing RaF increases sad, i.e., the asymptotic value of specific entropy in the bulk of
the domain.

that the heat flux per surface area leaving the outer boundary, which is carried by the

conductive flux in this region, is equivalent to the defined stellar luminosity. Using Equa-

tion (4.34), ds/dr(= ds′/dr, because s̄ is isentropic) at the outer boundary must equate

to

(
ds

dr

)
r=ro

=

(
ds′

dr

)
r=ro

= − L∗
4πr2

oκρ̄oT̄o
,

(4.37)

where ρ̄o and T̄o are the background density and temperature at the outer boundary. At

constant L∗ (as is the case for these simulations), it is evident that |ds/dr|r=ro ∝ κ−1,

resulting in an increasing |ds/dr|r=ro with increasing RaF ∝ ν−1κ−2. We show this scaling

with κ in Figure 4.19, demonstrating that our simulations are approximately in thermal

balance. The behaviour of |ds/dr| in the bulk of the domain also varies with RaF : on

average, |ds/dr| is lower at higher RaF in the bulk of the domain, as it becomes more
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Figure 4.18: Shell-averaged (a) ds/dr, (b) log10 (|ds/dr|) as a function of radius, for 0.25 Ω� 3D global
convective simulations at different RaF . Increasing RaF increases |ds/dr| at the outer boundary. In the
bulk of the domain, |ds/dr| (on average) is lower at higher RaF , converging toward a near-isentropic
solution.
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Figure 4.19: Shell-averaged |ds/dr|r=ro as a function of κ, for 0.25 Ω� 3D convective simulations at
different RaF , where |ds/dr|r=ro decreases with increasing κ (decreasing RaF ). The orange line depicts
|ds/dr|r=ro ∝ κ−1, demonstrating that this boundary condition is solely dependent on κ, for simulations
at fixed luminosity.

isentropic. As RaF increases, the specific entropy contrast ∆s increases, and the radial

domain at which the specific entropy profile remains near-isentropic (ds/dr → 0) increases,

i.e., the specific entropy jump from the adiabat to the upper boundary value occurs closer

to the upper boundary, resulting in a sharper drop at higher RaF .

As the profile of ds/dr is a function of both physical (in the bulk of the domain)

and simulation effects (as a result of imposed boundary conditions), sad is also a function

of both. To investigate this, we first looked at how the different properties of the specific

entropy depend on RaF . In global simulations, we are limited to what value of RaF we can

use, which means the adiabat may not be fully correct. As a result, we typically perform

simulations at different RaF and attempt to find a scaling. In Figure 4.20, we show the

globally-averaged KE to eventually plateau as a function of RaF for the 0.25 Ω� cases,

suggesting that convective flow properties will be similar as RaF increases further. In

Figure 4.21, we plot sad as a function of RaF for the 0.25 Ω� simulations. At higher RaF ,

sad appears to scale as sad ∝ Ra0.12
F , demonstrating that sad increases as the convective

driving is increased. In Figure 4.22, we look at the shell-averaged |ds/dr|, averaged in the
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Figure 4.20: Globally-averaged kinetic energy as a function of RaF , for 0.25 Ω� 3D global convective
simulations. It appears to eventually plateau with increasing RaF , suggesting that properties of the
convective flow will be similar at even higher RaF .

middle third of the domain (0.5-0.75 R�), i.e., |〈ds/dr〉|, as a function of RaF for the same

models; we choose this value in order to capture more of the physical effects in the bulk of

the domain, away from the imposed boundaries. This is analogous to Barker et al. (2014)

using the average of the middle third value of d〈T 〉/dz when scaling with rotation rate.

At higher RaF , |〈ds/dr〉| appears to scale as |〈ds/dr〉| ∝ Ra−0.03
F , demonstrating that this

middle-third value decreases with increasing RaF .

The supercriticality of the more rapidly rotating simulations for fixed RaF is lower

than that for the lower rotation rates. Thus, as it may not be possible to determine the

“correct” absolute entropy contrast ∆s in these rotating simulations, we look at varia-

tions in the specific entropy gradient in the bulk of the domain to infer any possible Ω

dependence. Using |〈ds/dr〉| allows easier comparison between simulations with changing

rotation rate. In Figure 4.23, we plot the shell-average of |〈ds/dr〉| as a function of ro-

tation rate, for all simulations at RaF = 1.40 × 106. The theoretical scaling of Barker et

al. (2014), in terms of the specific entropy gradient rather than the temperature gradient,
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Figure 4.21: Shell-averaged sad as a function of RaF , for 0.25 Ω� 3D global convective simulations. The
orange line depicts sad ∝ Ra0.12

F , which describes the data well at high enough RaF .
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Figure 4.22: Shell-averaged middle-third average of the specific entropy gradient as a function of RaF ,
for 0.25 Ω� 3D global convective simulations. The orange line depicts |〈ds/dr〉| ∝ Ra−0.03

F , which describes
the data well at high enough RaF .
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Figure 4.23: Shell-averaged |〈ds/dr〉| as a function of Ω, for fixed RaF = 1.40 × 106. For comparison,
the orange line represents the scaling |〈ds/dr〉| ∝ Ω4/5. With increasing rotation rate, the supercriticality
decreases; however, we still find the trend to be comparable to that of the scaling law mentioned.

i.e., |〈ds/dr〉| ∝ Ω4/5, is plotted in orange. The two agree remarkably well, despite the

many effects present here (shear, latitude-dependence, etc.) that are not captured in the

models of Barker et al. (2014), or in the previous theoretical work by Julien et al. (2012)

and Stevenson (1979). This is a striking result, the implications of which are discussed in

Section 4.4 below.

4.4 Discussion and Conclusion

The aim of this chapter is to gain a better understanding of how the heat transport and

stellar structure is influenced by rotation, and determine whether mixing length theory

(MLT) is capable of describing the dynamical behaviour of convection in these simulations.

To investigate this, an understanding of how convection behaves for the non-rotating case

is first required. We are motivated to compare the entropy content of these simulations,

due to its strong links to the stellar structure (as explored in Chapter 3).
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Because of the many physical effects present in 3D global simulations, such as shear,

latitude, etc., we first look at how the dynamical behaviour of convective flow changes in

2D local “box in a star” simulations, in Section 4.2, as a function of the density strati-

fication, in terms of changes in the specific entropy, and its gradient. Unfortunately, the

artificial nature of this “local box” set up means it is hard to draw meaningful comparisons

to MLT. The horizontally-averaged specific entropy profiles from these 2D simulations of

convection have very different profiles to those found in our 1D stellar structure models

in Chapter 3. For the lowest density stratification, approaching classic Rayleigh-Bénard

convection in an unstratified medium, the specific entropy is fairly isentropic in the bulk

of the domain as the supercriticality increases. However, with increasing density strat-

ification (and supercriticality), regions near the bottom boundary become increasingly

subadiabatic, affecting the entropy content of these simulations. This is a surprising re-

sult, considering that the enthalpy flux is positive throughout the bulk of the domain,

even in the stably stratified region. The subadiabatic regions near the bottom boundary

for these higher density stratifications may be why our profiles do not have a well-defined

adiabatic trend, and even exceed the bottom boundary specific entropy in the bulk of the

domain. The development of a subadiabatic layer has been found in previous studies of

convective simulations (e.g., Korre et al. 2017; Käpylä et al. 2017). In Käpylä et al. (2017),

for example, their local Cartesian hydrodynamic simulations of overshooting convection

appear to have a substantial subadiabatic region in the lower part of the convection zone.

They show it is possible for a subadiabatic layer to produce an upward enthalpy flux,

because of downflows bringing low entropy material from the upper boundary to the re-

gion below, thus they conclude that convection is nonlocal in these calculations. They

demonstrate that there may be a non-gradient term neglected in the mean-field enthalpy

flux expression, called the Deardorff flux (e.g., Deardorff 1966), which is described as a

counter-gradient flux. This term remains positive, independent of the sign of the spe-

cific entropy gradient, and is suggested to be the possible dominant contribution to the

enthalpy flux in such layers.

If the subadiabatic layer turns out to be a real physical effect, it would suggest that

fully convective stars aren’t actually fully convective. In stars similar to the Sun, the dy-

namo generating the magnetic field is thought to occur due to shearing at the tachocline,
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where the radiative core transitions into the convective envelope, as a result of differen-

tial rotation (Spiegel and Zahn 1992). Fully convective stars are assumed to not have

a tachocline, thus their dynamos are expected to greatly differ from the solar-like case.

However, many authors have allegedly found the rotation-activity relationship to follow

the same correlation in both solar-like and low-mass fully convective stars (e.g., Mohanty

and Basri 2003; Reiners and Basri 2008; Reiners et al. 2009; Browning et al. 2010; Wright

et al. 2011; McLean et al. 2012; Newton et al. 2017). A subadiabatic region in these

fully convective stars may help explain this lack of change at the boundary of full convec-

tion. These subadiabatic layers may have a physical origin, linked partly to the increasing

amount of viscous dissipation in these simulations, as a function of supercriticality and

density stratification (Currie and Browning 2017). However, they may also be somewhat

artificial in origin, due to our imposed specific entropy gradient at the bottom boundary

(see Equation (4.16)), rather than fixing (ds/dz)z=0 = 0 and using a heating function. The

hard lower wall, which forces descending convective flows to decelerate, likely also plays

a role in the vicinity of the boundaries. Thus, we turned to analysing bulk properties of

the domain, namely the middle-third average of the specific entropy (and its gradient),

which is normalised by the specific entropy contrast for a fully conductive case. We find

that the normalised specific entropy converges toward an isentropic state as a function

of supercriticality, for all density stratifications. However, the adiabat that it converges

toward is an increasing function of density stratification, as a result of the increasing sub-

adiabatic boundary layers driving the specific entropy upward in the bulk of the domain;

this demonstrates that these layers influence properties in the bulk of the domain.

As these local simulations are generally not fully indicative of real stars, we turn to

full 3D global simulations. These simulations have caveats of their own, but they allow us

to include more realistic physical effects in the modelling of convection. In Section 4.3, we

look at how the dynamical behaviour of convective flow changes in 3D global simulations

as a function of rotation rate, by investigating how the specific entropy, and its gradient,

change as a result. The shell-averaged specific entropy profiles from these 3D simulations

of convection have a similar profile to those found in our 1D stellar structure models in

Chapter 3. However, in these global calculations, ∆s is also a function of shear flow,

latitude, and other effects. In these simulations, the specific entropy gradient at the upper
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boundary is fixed by the thermal diffusivity κ (for fixed stellar luminosity L∗). The radial

component of the motion, which is essentially the convective flow, is forced to zero at

the upper boundary (impenetrable wall). This results in the convective flux dropping to

zero within this region, thus the conductive flux grows to compensate. As a result, the

specific entropy gradient will (negatively) grow near the boundary in order to drive 1 L∗ of

luminosity out of the upper boundary to maintain a steady state, thus setting the specific

entropy contrast. Therefore, ∆s has nothing to do with the photospheric properties of a

star in these simulations, but is rather a result of the driving of flux near the boundary.

By looking at the absolute middle-third average of the specific entropy gradient,

|〈ds/dr〉|, we encapsulate more of the physical effects on the convective flow, rather than

simulation effects due to the imposed boundary conditions. This quantity is shown to scale

with RaF in the slow rotator case (0.25 Ω�) at high enough RaF . We also investigate how

|〈ds/dr〉| changes as a function of rotation rate. Our simulation data is consistent with the

scaling law previously derived for rapidly rotating convection, namely |〈ds/dr〉| ∝ Ω4/5.

This was predicted in the MLT formulation of Stevenson (1979), the asymptotic analysis

of Julien et al. (2012), and supported by the local layer simulations of Barker et al. (2014).

We are aware that it is not a perfect fit, possibly due to the supercriticality decreasing with

rotation rate at fixed RaF , and a variety of different physical effects, such as shear and

latitudinal-dependence. However, the approximate correspondence with |〈ds/dr〉| ∝ Ω4/5

is still striking.

Overall, we have shown that the heat transport is influenced by rotation rate in

global simulations of convection, and that comparisons with MLT can be made to estimate

the dynamical behaviour of these convective flows. Whether or not this has a noticeable

impact on the stellar structure of a star is not yet clear. As found in Chapter 3, the

“rotating” MLT reformulation of Stevenson (1979), or Barker et al. (2014), are unable to

produce noticeable changes in the stellar structure of these 1D models. This is because

the stellar radius in these models is primarily determined by the adiabat at which the

star lies, which in turn is established by the specific entropy contrast resulting from the

transition from convective to radiative heat transport in the surface layers. These layers are

completely uninfluenced by rotation in our 1D models, as convective velocities increase
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rapidly near the photosphere (Ro � 1), resulting in rotation rate having a negligible

impact on the adiabat, and hence on the stellar radius. The adiabat and specific entropy

contrast in these global calculations are a function of the imposed boundary conditions,

as well as physical effects, making direct comparison between these simulations and 1D

stellar structure models difficult. However, as stated in the introduction, the ultimate goal

is to understand how both rotation and magnetic fields can influence the heat transport

of convection in these simulations and whether comparisons to MLT can be made, and we

have established a future path toward this by first looking at non-rotating and rotating

cases alone.
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Chapter 5

The Conclusion

5.1 Concluding Remarks

In this thesis, we investigated how heat transport and stellar structure are influenced

by rotation and magnetic fields, using 1D stellar structure models and reformulations of

mixing length theory (MLT), 2D local simulations of convection, and 3D global simulations

of convection. In particular, we examined how these effects can be regarded as a function

of the entropy content of a star.

In Chapter 2, we discussed the numerical tools and computational methods used to

perform these calculations. First, we introduced the magnetohydrodynamic (MHD) equa-

tions, which govern the dynamics of both the convective flow and the magnetic fields. We

then introduced the 1D stellar equations, which (in the form taken here) assume spherical

symmetry, hydrostatic equilibrium, and no magnetic fields, followed by a description of

the criterion onset of convection, and a derivation of MLT. This was followed by a descrip-

tion of how the 1D stellar evolution code MESA, which we used to compute 1D stellar

structure models in Chapter 3, applies these techniques. We then reverted back to the full

MHD expressions, and discussed approximations to numerical methods, namely the finite-

difference method and the (pseudo-)spectral method, and approximations to the MHD

equations, including the anelastic approximation and the large-eddy formalism, typically

used in simulations of convection. These methods allow the MHD equations to be solved in
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a more tractable form, and allow for the investigation of flows in particular astrophysical

environments. The practicality of some of these techniques were first tested in a simple

2D convection code we built, which was designed to model Rayleigh-Bénard convection.

This was followed by brief descriptions of the convection codes used in Chapter 4, Rayleigh

and Dedalus.

Motivated by the fact that observations of some low-mass stars appear to have larger

radii than what is typically predicted by (pre-)main-sequence standard 1D stellar models,

in Chapter 3, we incorporated two reformulations of MLT into our 1D stellar structure

models, by Stevenson (1979) and MacDonald and Mullan (2014), to include rotational and

magnetic effects, respectively. We gave a review of the links between entropy, convective

efficiency, and stellar radii for standard 1D models, where the convective efficiency of a

model is determined by a depth-independent MLT parameter αMLT. Here, we provided

formulae that link changes in αMLT to changes in the specific entropy in the bulk of the

interior, and the stellar radius. We looked at how the “rotating” reformulation of MLT

(Stevenson 1979) affects the stellar structure: we found rapid rotation effects to be neg-

ligible in these 1D models, because the adiabat at which the entropy lies in the bulk of

the stellar interior is influenced mainly by the entropy contrast constructed in the surface

layers, where convective velocities are rapid (Ro� 1) and are thus unaffected by rotation.

This was followed by looking at how “magnetic” reformulation of MLT (MacDonald and

Mullan 2014) affects the stellar structure, using maximum magnetic field strengths ∼ 104

G as supported by simulations (e.g., Yadav et al. 2015; Browning et al. 2016). Noticeable

radius inflation was found in these cases, with pre-main-sequence models a factor of two

more inflated than main-sequence models, where nuclear burning begins to strongly in-

fluence the adiabat (hence the stellar radius). As these reformulations of MLT essentially

modify the superadiabatic gradient profile (and as a result, the specific entropy), we derive

a depth-dependent αMLT that can be expressed in terms of the rotation rate or the mag-

netic field strength. This can be used to mimic the effects of these reformulations without

the requirement of modifying the MLT formulation in MESA. We noted that these refor-

mulations of MLT have their own limitations, and that this depth-dependent αMLT would

be incredibly difficult to calibrate via observations. Further constraints on how convective

heat transport is affected as a function of depth could be made using comparisons with
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3D simulations of convection, which may provide further insight into how magnetism and

rotation influence these stellar objects.

In Chapter 4, we made comparisons between MLT and simulations of convection,

mainly by looking at the entropy content of these calculations. We looked at the dynam-

ical behaviour of convection in 2D local simulations, produced using the Dedalus code, as

a function of the density stratification, to first get an understanding of how convection

behaves in the absence of rotation and magnetism. Profiles of horizontally-averaged spe-

cific entropy and its gradient are not particularly similar to those produced via 1D stellar

structure models in the previous chapter. With increasing density stratification (and su-

percriticality), subadiabatic regions near the bottom boundary become more apparent,

causing the specific entropy in the bulk of the domain to actually exceed the bottom

boundary value. It is possible that this is a result of physical effects, such as the increased

amount of viscous dissipation for more supercritical, highly stratified cases, but may also

be partly artificial in origin, due to the imposed boundary conditions. We suggest that

these subadiabatic regions affect the bulk properties of the specific entropy: the adiabat

toward which the simulation converges increases with density stratification. Due to the

artificial nature of local simulations, we then turn to 3D global simulations of convection,

which can include more realistic physical effects, and investigate the convective behaviour,

via the entropy content of the domain, as a function of rotation rate. Shell-averaged

specific entropy profiles are similar to those in our 1D stellar structure models, but the

entropy contrast between the bulk of the domain and the upper boundary is determined

via conductive boundary conditions, rather than photospheric properties. To isolate these

simulation effects, we looked at the middle-third average of the specific entropy gradient

|〈ds/dr〉| as a function of rotation rate Ω, and our data is broadly consistent with the the-

oretical scaling relations of Stevenson (1979), Julien et al. (2012), and Barker et al. (2014),

i.e., |〈ds/dr〉| ∝ Ω4/5.
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5.2 Future Work

Overall, our findings show that rotation and magnetism are both important to consider

when investigating the structure and heat transport of these astrophysical objects. In this

section, we discuss potential directions in which the work of this thesis can be expanded.

Firstly, we wish to investigate whether dissipative heating effects could influence the

stellar structure in 1D models, by looking further into how dissipation links to properties

of convection and MLT. Currie and Browning (2017) explore the possibility of strongly

stratified convective fluids having dissipative heating rates that exceed the luminosity

carried by convection, which may modify the stellar structure, using 2D hydrodynamic

local simulations of convection in a Cartesian layer under the anelastic approximation

(identical to those used in Chapter 4). In standard models, the total heat flux F in

the bulk of the convection zone is often assumed to be equivalent to the convective heat

flux Fconv. However, in strongly stratified cases, there is an additional flux term Fother

to consider, i.e., the sum of kinetic energy, Poynting and viscous fluxes, that influences

the local heating and cooling in the layer. This is a function of the dissipative heating

rate, which itself increases with density stratification. Fundamentally, MLT provides an

expression of how stellar flux is transported given a temperature (or entropy) gradient.

To investigate the effects of dissipative heating, it is necessary to investigate whether

changes in the specific entropy gradient as a function of density stratification in these 2D

simulations are important enough to implement into 1D models. In Chapter 3, we derived

a prescription that links the local superadiabaticity, hence the specific entropy gradient,

to a depth-dependent αMLT profile. If there is non-negligible correspondence between

dissipative heating and the specific entropy gradient, we could be closer to understanding

how αMLT changes locally under these conditions, allowing us to implement these effects

into our non-standard 1D models. Our work in Chapter 4 (e.g., Figure 4.10) provides

preliminary indications of just such a link.

Secondly, we wish to continue other aspects of our investigation into MLT com-

parisons with simulations of convection. In Chapter 4, we plot the absolute middle-third

average of the specific entropy gradient as a function of rotation rate, and find that the
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trend is similar to that of the scaling law expressed in Barker et al. (2014). However, our

simulations are not at fixed supercriticality with increasing rotation rate. In the future,

we wish to perform simulations at fixed supercriticality (determining a critical Rayleigh

number using a linear code, analogous to Currie and Browning 2017), and see whether

these calculations change the relation between specific entropy gradients and rotation rate.

Furthermore, we wish to look at how other physical effects can influence this scaling with

rotation rate: in particular, we would like to investigate the influence magnetism has on

heat transport in these simulations of convection. In Chapter 3, we demonstrate the in-

fluence that magnetic fields have on 1D stellar structure models, using the “magnetic”

reformulation of MLT by MacDonald and Mullan (2014), which essentially modifies the

onset of convection criterion. Thus, we are motivated to see if any MLT comparisons can

be made to (rotating) magnetic simulations of convection, and whether magnetism indeed

influences heat transport in a similar way to that outlined by MacDonald and Mullan

(2014). We will also examine how magnetically dependent the rotating scaling law of

Barker et al. (2014) is.

The suggested future work above only scratches the surface of potential extensions

that could be made to the work outlined in this thesis. The increasing power of computers

and ever-improving observations of such objects have allowed us to probe deeper into the

dynamical behaviour within a stellar interior. Not only does it help determine the internal

dynamics of stars, but it could also provide insight into the search for habitable exoplanets,

which are affected by the properties of its host star.
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Christensen-Dalsgaard, J., W. Däppen, S. V. Ajukov, et al. 1996. ‘The Current State of

Solar Modeling.’ Science 272 (5266): 1286–1292.

Christensen, U. R., and J. Aubert. 2006. ‘Scaling properties of convection-driven dynamos

in rotating spherical shells and application to planetary magnetic fields.’ Geophysical

Journal International 166 (July): 97–114.



BIBLIOGRAPHY 165

Christensen, U. R., J. Aubert, P. Cardin, et al. 2001. ‘A numerical dynamo benchmark.’

Physics of the Earth and Planetary Interiors 128 (December): 25–34.

Clune, T. C., J. R. Elliott, M. S. Miesch, J. Toomre, and G. A. Glatzmaier. 1999. ‘Compu-

tational aspects of a code to study rotating turbulent convection in spherical shells.’

25, no. 4 (April): 361–380.

Courant, R., K. Friedrichs, and H. Lewy. 1928. ‘Über die partiellen Differenzengleichungen
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