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Abstract 

This research evaluates a beam reconfigurable basestation transceiver for cellular applications 

from both a systems and antenna design perspective. The novelty in this research is the 

investigation of an automatic azimuth beamwidth switching antenna, which can effectively 

respond to homogeneous traffic distribution in a cellular mobile network. The proposed 

technique which this antenna uses is azimuth beam switching which incorporates PIN diodes 

to provide a reconfigurable reflecting ground plane for a three sector antenna. Numerical 

systems analysis has been carried out on a hexagonal homogeneous cellular network to 

evaluate how this reconfigurable antenna can balance mean and cell edge capacity through 

azimuth beamwidth reconfiguration. The optimum azimuth beamwidth is identified as 60°, 

which achieves the best cell capacity, and by reconfiguring the azimuth beamwidth from 60° 

to 110°, the maximized capacity at the edges of the cell can be improved.  The influence of 

mechanical tilt, inter site distance, path loss model and vicinity of the cell edge for this 

antenna are described. This research shows that a mean cell edge improvement from 15Mbit/s 

to 18Mbit/s is achievable when beamwidth reconfiguration is used, and that this improvement 

is consistent for cell sizes from 500m to 1500m. Results from a test of an as-manufactured 

reconfigurable antenna are presented here, and show similar results compared to simulations.  

To overcome network coverage deterioration at large antenna downtilt angles in a 

homogeneous cellular mobile network, different beam shaping techniques in the elevation 

plane, including antenna sidelobe suppressing and null filling, are discussed here. By filling 

up the first upper-side null for a 12-element antenna array, both the average cell edge and cell 

capacity can be improved. The application of this beam shaping pattern for a 12-element 

array is described here, for the purpose of optimising a specific cell within a mobile network 

which is shown below average coverage and/or capacity. By choosing a proper antenna 

downtilt angle for this specific cell, whilst keeping the optimum tilt angle for other cells in 

the network, the cell’s coverage/capacity can be increased without impacting too much on the 

performance of other surrounding cells. 

Lastly, the effects of number of antenna elements for a 60° azimuth beamwidth antenna array 

on the network coverage/capacity are discussed here. This research shows that, as a result of 

an increasing number of antenna elements in an elevation direction, network capacity can be 

increased along with the optimum tilt angle. This suggests that a high gain antenna array in a 

cellular mobile network can be potential for large site deployment and fewer installations. 
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𝐻 (plane) Magnetic field vector 
𝜙  Antenna azimuth angle 
𝜃  Antenna elevation angle 
𝐸9   Component of elevation angle in the electric field 
𝐸:  Component of elevation angle in the magnetic field 
𝜂  Intrinsic Impedance of radiation medium 
FNBW First Null Beamwidth 
HPBW Half Power Beamwidth 
SLL Side Lobe Level 
F/B Front/Back (Ratio) 
𝐷  Directivity 
𝐷<  Maximum value for Directivity 
𝑈  Radiation intensity  
𝑈<  Radiation intensity from isotropic source 
𝑃?@A  Total radiated power from antenna 
𝑒<  Total efficiency 
𝑒?  Reflection efficiency 
𝑒B  Conduction efficiency 
𝑒A  Dielectric efficiency 
𝛤  Voltage reflection coefficient 
𝑍3E  Antenna input impedance 
𝑍<  Transmission line impedance 
VSWR Voltage Standing Wave Ratio 
𝑒BA  Radiation efficiency 
𝑃3E  Antenna input power 
𝐺  Antenna gain 
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𝐺I	@GH  Maximum absolute gain 
𝑍K  Antenna impedance at terminal a-b 
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𝑅?  Radiation resistance 
𝑅M  Loss resistance 
𝑋K  Antenna reactance 
𝑅O  Generator resistance 
𝑋O  Generator reactance 
BER Bit Error Rate 
𝑃P  Transmitter power 
𝐿  Path loss 
𝐿P  Feeder loss at transmitter 
𝐺P  Transmitter gain 
𝐺Q  Receiver gain 
𝐿Q  Feeder loss at receiver 
𝑃Q  Receiver power 
EIRP, 𝑃PR Effective isotropic radiated power 
EIPR, 𝑃QR Effective isotropic power received 
𝐿AG  Maximum acceptable path loss (dB) 
𝐹  Noise factor 
𝑇  Temperature 
𝑘  Boltzmann’s constant 
𝐵  Effective bandwith 
𝑁3E  Input noise divided by gain 
𝑁IXY  Output noise divided by gain 
𝐹AG  Noise power (decibels) 
𝑇Z  Equivalent input noise temperature 
𝐿[  Propagation loss in free space 
𝑓  Frequency 
𝐿Z]  External system losses 
RA Reconfigurable Antennas 
RF-MEMS Radio Frequency Microelectromechanical System 
FET Field Effect Transistor 
PIFA Planar Inverted F-type Antenna 
AMC Artificial Magnetic Conductor 
EBG Electromagnetic Band Gap 
WiMAX WorldWide Interoperability for Microwave Access 
TSA Tapered Slot Antenna 
CPW Coplanar Waveguide 
HSPA High Speed Package Access 
IoT Internet of Things 
RAT Radio Access Technology 
QoS Quality of Service 
FFR Fractional Frequency Reuse 
SFR Soft Frequency Reuse 
RB Resource Block 
OFDMA Orthogonal Frequency-Division Multiple Access 
DAS Distributed Antenna Systems 
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𝐿@  Length of Antenna Reflector 
𝐻@   Height of Antenna Reflector 



Page xx 
 

𝑑_  Dipole-to-Reflector distance 
BTS Base Transceiver Station 
𝐴  Antenna Pattern 
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AWGN/𝑛< Additive White Gaussian Noise  
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𝑅		 Electrical Resistance 
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Chapter 1.    Introduction 

1.1 Outline 

As a result of exponential data growth in wireless communication systems coupled with 

increasing demanding for mobile data, spectrum shortage is becoming an increasingly 

prominent problem in current 4G mobile networks and is a recognised issue for the 

implementation of future 5G systems. The wireless industry is researching ways to serve their 

mobile users more efficiently and to a greater degree of cost effectiveness. The mobile users 

served by any wireless network need to have at least the required radio coverage to enable 

their required wireless network connectivity, and the offered network capacity needs to 

provide the maximum coverage footprint with the maximum application throughput. They 

also require a high signal to noise and interference ratio (SINR) within their mobile network, 

as this results in better service across the radio access network (RAN), which in turn results 

in more revenue and greater customer satisfaction.  

Today, in the first phase of base station deployment, mobile network operators use radio 

network planning tools to provide coverage for a typical geographical area that a base station 

(or cells) needs to cover. These tools are critical in accurately simulating coverage and 

interference, taking into account the transmitter and receiver parameters of  Base Stations 

(BS’s) and Mobile Stations (MS’s) in a particular coverage area, as well as the formation of 

typical link-budgets. The main problem with these techniques is the fact that they do not take 

into account the performance aspects of the BS-MS radio links (i.e. planning for mobile and 

changing traffic demands). It is obvious that attempting to simulating future mobile traffic is 

a very complicated task (if not impossible) with the available system and tools a mobile 

network operator has to hand: it is not yet possible to predict radio traffic in real time, nor to 

respond effectively to changing demand from mobile users within the Radio Network 

Controller (RNC) system.  

To tackle this problem, dynamic radio planning techniques need to be enforced: The term 

‘dynamic’ here refers to the fact that since usage and traffic in a cell’s Geographical 

Coverage (GEO) area can change constantly, network coverage should therefore also be able 

to respond rapidly match these changing needs. An example of a dynamic radio planning 

technique is deploying a cognitive and reconfigurable network, which has the ability and 

capacity to identify an optimum radio strategy which would best meet customer data 



Page 22 
 

demands, and then change the network structure to suit this strategy. These networks have the 

ability to change fundamental system properties on-demand, such as the system frequency, 

the beam pattern and polarisation: they do this by analysing the feedback from both channel 

estimations and from the signal quality [1]. Other possible solutions such as deployed device-

to-device communication around cell edge of a macro cell, coordinated multipoint (CoMP) 

Multiple Input Multiple Output (MIMO) techniques and beamforming have also been 

suggested as dynamic radio planning techniques as they all have the potential to improve cell 

edge coverage and throughput ([2] to [5]). 

Specific to this research, reconfigurable antennas have been studied to analyse their potential 

to achieve greater network flexibility and solve the challenges which modern mobile 

networks face. These have been chosen due to their inherent advantages in their ability to 

change network characteristics simply and flexibly without applying complicated feeding 

network systems. To address specific challenges which current and future systems are facing, 

considering both the azimuth plane from the direction of beam travel and the vertical plane, a 

novel pattern-reconfigurable antenna is proposed.  

1.2 Original Contribution 

The original contribution of this thesis is summarised as follows: 

a) A novel pattern-reconfigurable antenna is designed and tested here for a mobile network 

system which can switch its azimuth automatically by using PIN diode switches. The 

simulated reflection coefficient and radiation pattern from this antenna match closely 

from measured results from the test of a prototype.  

 

b) The application of this 12-element pattern-reconfigurable antenna array for the dynamic 

azimuth planning in a homogeneous cellular network is investigated, combined with the 

effects of antenna downtilt angle, different Inter-Site Distances (ISDs), Path loss models 

and the effect of the vicinity of the cell edge on antenna performance. It is found that a 

typical capacity increase of 20% is achievable by switching the azimuth beamwidth of the 

base station antenna from 60° to 110°. This capability provides the potential to trade off 

overall cell capacity against cell edge user capacity and is applicable for a range of cell 

sizes. 
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c) Antenna elevation beam shaping, which is achieved by filling the first upper side null, is 

applied for the proposed pattern-reconfigurable antenna array. It is found to improve the 

network coverage performance at a large antenna downtilt angle. The application of this 

beam shaped pattern is in optimising a particular cell which has below-network average 

performances, by choosing a proper downtilt angle for it whilst still keeping the optimum 

tilt angle for the other surrounding cells.  

 

d) The effect of the number of elements for this pattern-reconfigurable antenna array is 

investigated on the cell edge and overall cell coverage and capacity. By increasing the 

number of antenna elements in the system, performance at both the cell edge and for the 

overall network can be improved along with its optimum angle, due to the increased 

antenna gain. This finding suggests that this high-gain antenna array in a homogenous 

mobile network can be used for large-site separations and fewer installations. 

1.3 Background   

1.3.1  Antenna Fundamentals 

Antennas are devices which transmit and receive low frequency electromagnetic (EM) waves. 

Transmitting antenna operate by converting electrical currents in conductors into an EM field 

in free space, whereas receiving antennas operate in the opposite fashion. It is necessary to 

use different parameters in order to analyse how an antenna performs as part of a 

telecommunication network. These can be correlated amongst each other, and specific 

parameters can be used to evaluate an antenna’s performance under different environmental 

conditions. This section describes antenna parameters which are most often used to evaluate 

performance in antenna systems. [6] 

1.3.2  Field Region 

The characteristics of the EM fields emitted by an antenna can vary, and depend on the 

distance between an observer and the antenna in question. The space surrounding an antenna, 

with a largest dimension of 𝐷3, is customarily classified into three categories: [6] 

a) The reactive near field region;  
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b) The radiating near field (Fresnel) region, and; 

 

c) The far field (Fraunhofer) region 

These are shown in Figure 1. In the reactive near-field region EM energy is stored, and the 

electric and magnetic fields generated by the antenna are out of phase. In the radiating near 

field (Fresnel) region part of the EM energy is radiated out from the antenna, although there 

are still strong magnetic and electric fields present: move away from this region and it would 

be seen that a constant pattern of EM radiation begins to dominate the total energy which an 

antenna emits [6]. 

 

Figure 1: Graphic description of different regions 

To numerically identify the boundary between different regions, both the antenna size and 

wavelength of the transmitted EM energy need to be considered. Equations (1.1), (1.2) and 

(1.3) compare the relationship between the antenna size and field wavelength for these three 

key antenna regions: 

Reactive near-field region:  																																		𝑟t	 < 0.62{n|}

~
                                          (1.1) 

Radiating near-field region: 																																0.62{n|}

~
≤ 𝑟u <

un|�

~
                                (1.2) 
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Far Field region:  																																																			𝑟� ≥
un|�

~
                                                    (1.3) 

Here r is the distance from the antenna, 𝐷3 is a representation of the largest dimension of the 

antenna and 𝜆 is the wavelength of the radiation produced by the antenna. 

1.3.3  Radiation Pattern of Antenna 

The behaviour of the radiation emitted in the antenna into the surrounding space is 

complicated, and necessitate accurate graphical descriptions in terms of special coordinates 

(or alternatively through mathematical functions). EM radiation dominates the energy emitted 

in the far field region of an antenna, as outlined previously: the strength (or amplitude) of the 

radiation emitted will vary across a constant radius, drawn outwards from the antenna. This is 

shown in Figure 2 using a spherical coordinate system (𝑟, 𝜃, 𝜑), for an antenna which it is 

located at or near a system’s origin [6].  

 

Figure 2: Antenna Coordinate System [7] 

The performance of an antenna within this coordinate system is often represented in terms of 

electric and magnetic field vectors, also known as the 𝐸 and 𝐻 plane respectively. These two 
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planes lie perpendicular to each other and are known as the Principal planes.  Within Figure 

2, ϕ represents the azimuth angle of the antenna and θ represents the corresponding antenna 

elevation angle. These are mathematical expressions which are used to describe how an 

antenna performs within the two Principal planes. 

The cutting procedures shown in Figure 3 demonstrate two 2D cuts of an omnidirectional 

radiation pattern, and show the relationship between the magnetic and electric field generated 

by an antenna. 

 

Figure 3: Omnidirectional antenna pattern [6] 

1.3.4  Radiation Intensity  

As alluded to in Section 1.3.2, assuming a large distance from an observer to the antenna, the 

pattern of the EM radiation which the antenna emits stays constant in its far field region. As a 

result, the intensity of the pattern from an antenna can be expressed as a normalised EM 

power density function, which does not contain terms for the distance between the antenna 

and observer: usually it is described as the angular distribution of power. A mathematical 

expression of this is outlined in equation (1.4). [6] 

 



Page 27 
 

                                  (1.4) 

Here 𝐸(𝑟, 𝜃, 𝜑) is the intensity of the electric field emitted from the antenna in the far field 

region, and is further evaluated in equation (1.5): 

                                            (1.5)     

Here  𝐸9  and 𝐸� represent the components of the electric field of the antenna in its far field 

range in terms of the azimuth and elevation angle, while η is the intrinsic impedance of the 

medium through which the radiation travels. 

1.3.5  Beamwidth 

Another parameter associated with the antenna radiation pattern is beamwidth. The basic 

antenna beamwidth is defined as the width (in angles) of the opposite sides of the radiation 

pattern. There are a number of mathematical definitions of beamwidth, however one which is 

commonly used is the angular difference between two beams, both of which have a radiation 

intensity which is half that of the main beam. This is called the Half-Power Beamwidth 

(HPBW). Alternatively, a different definition is the difference in angles between the first 

troughs (or ‘nulls’) of the radiation interference fringes, which is commonly referred to as the 

First-Null Beamwidth (FNBW). Both of these definitions are shown graphically in Figure 4. 

[6]. 

( , , ) ( , )
jkreE r E
r

oq j q j
-
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Figure 4: Antenna parameters description on a directional radiation pattern  

Figure 4 also shows the parameters ‘side lobe’ and ‘back lobe’. The Side Lobe Level (SLL) is 

defined as the power difference between the main lobe and the maximum power experienced 

in the side lobe direction, in decibels (dB). A high side lobe value is not desired as this 

indicates that the antenna is transmitting a large proportion of its radiation outside of the 

antenna main lobe direction, whereas for a directional antenna it is desired that the majority 

of radiation is transmitted in a controlled direction. The other parameter is called Back Lobe, 

which is defined as power which is emitted from the ‘rear’ of the antenna (i.e. the direction 

which is the opposite of the main beam). It is often used as part of a parameter called 

Front/Back Ratio (F/B Ratio), as the difference (in decibels) between the power emitted in 

the direction of main lobe and the direction from the back of the antenna.  

1.3.6  Directivity  

Directivity of the antenna can be defined as the ratio between the intensity of the radiation 

emitted in a desired direction and the average radiated power which is emitted in all 

directions from the antenna. This is related to the average radiation intensity from an antenna 

which, given the spherical terms adopted for the radiation emitted, can be calculated as the 

total power radiated by the antenna divided by 4π. A simplification of the relationship 

between directivity and average radiation intensity can be derived by understanding that the 

degree of directivity of a non-isotropic source (i.e. a source which has clear directional 
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properties) is equal to the ratio of the radiation intensity in a given direction (from the 

directional antenna in question) to the radiation intensity from an isotropic source. The 

directivity of a directional antenna is shown in equation (1.6). [6] 

                                                        (1.6) 

If an antenna’s direction is left unspecified, a value for maximum directivity can be 

calculated using equation (1.7).  

                                         (1.7) 

Here 	𝐷  represents directivity in a given direction (which is dimensionless),  𝐷<  is the 

maximum value for directivity (dimensionless), 𝑈 is the radiation intensity (Watts (W)/unit 

solid angle), 𝑈�@]  is the maximum radiation intensity, 𝑈< is the intensity of the radiation 

from an isotropic source and 𝑃?@A is the total radiated power from an antenna in Watts (W). 

1.3.7  Antenna efficiency 

As the power delivered to the antenna cannot all be converted to useful radiation, there are 

losses at the antenna’s terminal and within the antenna structure. Figure 5 shows that antenna 

losses can be a result of reflection (i.e. mismatches in electrical impedance between the 

antenna and its transmission line), electrical conduction within the antenna and as a result of 

dielectric loss (𝐼u𝑅). 
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b) 

Figure 5: Antenna terminals (a) and losses (b) [6] 

Losses in an antenna can alternatively be expressed as a number of different antenna 

efficiencies, where there total efficiency 𝑒< takes into account all of the losses which an 

antenna experiences (as shown in Figure 5 (b)). Total efficiency is expressed mathematically 

in equation (1.8). [6] 

                                                           (1.8) 

Where 𝑒? , 𝑒B  and 𝑒A  represent the reflection, conduction and dielectric efficiency 

respectively. The reflection efficiency can be further defined as: 

                                                           (1.9) 

In equation (1.9), 𝛤 is called the voltage reflection coefficient, and applies at the input 

terminals of the antenna. This term is equal to the following expression: 

                                                      (1.10) 

Here 𝑍3E  and 𝑍<  represent the antenna input impedance and the transmission line 

characteristic impedance respectively. Related to this is the Voltage Standing Wave Ratio 

(VSWR), which is: 

                                                                 𝑉𝑆𝑊𝑅 = t�|�|
t�|�|

                                                    (1.11) 
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Usually 𝑒B and 𝑒A are experimentally determined: however it is more common to write the 

total antenna efficiency in terms of the antenna radiation efficiency 𝑒BA, as shown in equation 

(1.12): 

                                                     (1.12) 

The antenna radiation efficiency is dependent on the antenna gain and directivity: a definition 

of antenna gain is outlined below. 

1.3.8  Gain 

The antenna gain is closely relevant to antenna directivity: however, whereas the directivity 

of the antenna does not consider antenna efficiency, antenna gain takes both the antenna 

directivity and efficiency into account. Antenna gain is the ratio of the intensity of emitted 

radiation in a known direction compared to the intensity radiated if the antenna was an 

isotropic source (which is equal to the antenna input power divided by 4π). A mathematical 

expression for this is shown in equation (1.13). [6]  

                      (1.13) 

In most situations the term relative gain is used, which is the ratio between a given direction 

antenna gain to that of a reference antenna in an arbitrary reference direction. Usually, the 

reference antenna is of a type where their gain is known or can be calculated, such as dipoles 

or horns. 

As antenna gain is closely related to both efficiency and directivity, the total power which is 

radiated from the antenna 	𝑃?@A must also be related to the power input 𝑃3E into the antenna as 

shown in equation (1.14). [6] 

                                                             (1.14) 

In order to take the reflection and mismatch losses from the antenna into account, the term 

absolute gain is used. The mathematical expression for this is shown in equation (1.15). [6] 
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                                      (1.15) 

Where 𝑒<  is the overall efficiency defined in equation (1.12). Similarly, the maximum 

absolute gain can be correlated to the maximum directivity and the mathematical expression 

is shown in equation (1.16).  

                        (1.16) 

1.3.9  Antenna input impedance  

The input impedance of the antenna is the ratio of input voltage to current at the antenna’s 

terminals, or alternatively as the ratio between the electric and magnetic fields at the 

terminals. Figure 6 shows a diagram of an antenna and its representative circuit [6].   
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b) 

Figure 6: Transmitting antenna (a) and an equivalent circuit (b) 

The impedance of the antenna can be expresses in equation (1.17). [6] 

                                                                                                                   (1.17) 

Here 𝑍K represents the impedance of the antenna at terminal a-b, whereas 𝑅K is the resistance 

of the antenna at terminal a-b. Consequently, 𝑋K  is the corresponding reactance of the 

antenna. All of these terms are measured in Ohms (Ω). The resistance of the antenna is 

comprised of two terms called radiation resistance (𝑅?) and loss resistance (𝑅M), as shown in 

equation (1.18). 

                                                                                                                       (1.18) 

Assuming that the generator is used in the antenna transmitting side, the internal impedance 

of the generator can be expressed in equation (1.19) 

                                                                                                                    (1.19)  

Where R� and  X� are the resistance and reactance of the generator respectively. Please note 

that both these terms are also measured in Ohms. As EM power moves through the antenna 

via transmission lines or waveguides, some power is lost due to reflection and/or attenuation. 

In order to maximise the power delivered to the antenna, the impedance at the antenna input 

A A AZ R jX= +

A r LR R R= +

g g gZ R jX= +
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must be matched with transmission line impedance (which is usually in the order of 50 ohms). 

The mathematical equation for this situation is shown in (1.20). [6] 

                                                             (1.20) 

1.4 Fundamentals of Wireless Communication Systems 

1.4.1  The basics of Wireless Channel 

An understanding of wireless channels is necessary to effectively operate, design and analyse 

any wireless system. A generic wireless communication system is shown in Figure 7. Here an 

information source attempts to send a signal from a transmitter/receiver unit through a 

communication channel: however, as it does this the signal is subjected to interference and 

distortion due to noise, thus changing fundamental signal characteristics such as amplitude or 

phase. This means that the final received signal may be illegible or distorted, and so the 

receiver needs to be able to overcome common signal distortions with as few errors as 

possible [7]. 

 

Figure 7: Communication system architecture 

In any wireless system, noise can be classified into multiplicative and additive categories, as 

shown in Figure 7. Additive noise comes from sources which are both internal and external to 

the antenna, such as thermal noise, shot noise, cosmic radiation interference and local 

changes in the atmospheric. It can also be a result of interference from other transmitters, a 
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phenomenon which it is important to control carefully especially when reusing the number 

channels in the system to maximise capacity. Alternatively, multiplicative noise can arise 

when the transmitted the signal encounters objects as it travels from the transmitter to the 

receiver. This noise can result from: 

• Directional properties (which are inherent to transmitters and receivers) 

• Reflection of the signal from ‘smooth’ surfaces including walls, buildings and hills 

• Absorption from features such as buildings, and from the atmosphere 

• Scattering of the signal across rough edges 

• Refraction resulting from different atmospheric layers and certain types of materials 

Multiplicative noise in the wireless channel can be further divided into three different time-

varying types known as path loss, shadowing (slow fading) and fast fading (also known as 

multipath fading). These three types of fading are due to the relative position change and 

objects or materials between the transmitter and receiver.   

1.4.2 Aims of a cellular system  

The complexity of the system has the most significance on the network design. It can 

influence the parameters of channel. So, the cellular system has the three key aims: [7] 

• Coverage and Mobility: Cellular systems need to maximise coverage for users in all 

positions and areas, both indoors and outdoors. The system also needs to provide mobility to 

users, which allows them to access resources at different locations as well as allows for 

interworking between different signal standards. 

• Capacity: Due to the increasing number of mobile devices and an increasing demand 

for high data rate services in cellular systems, there is a need for an increasing spectrum of 

resources as well as techniques such as channel reuse among cells, which ensures that the 

system has the capacity to meet this growing demand. 

• Quality: Within a mobile cellular system, the service quality for mobile users should 

be as high as possible. This includes the quality of received voice speech as well as common 

cellular system features such as Bit Error Rate (BER) and throughput.  
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1.5 Basic Propagation Models  

Within this section different methods are presented which can be used to calculate the range 

of a wireless communication system, as well as predict system features such as interference 

and antenna efficiency. They are approximate in nature and rely on idealised assumptions: 

however, they are useful for the development of scoping calculations and, to understand how 

a particular antenna system will perform in practice. They also demonstrate the principles of 

coverage distribution in a cellular network [7].  

1.5.1 Definition of Path Loss  

Section 1.4.1 outlined how losses can form for the signal between a transmitting antenna and 

receiving antenna, and stated that one type of multiplicative noise is known as path loss. Path 

loss is strictly defined as the ratio of transmitted power over the received power of a system, 

and it is usually measured in decibels. It can include all of the losses associated with the 

transceiver components and the interacting objects for the propagation waves between the 

transmitter and receiver. It is usually difficult to measure the path loss directly, as this term 

incorporates many different specific types of losses and takes into account the complex 

behaviour of the transmitted radiation as it interacts with objects in its transfer medium. The 

elements involved in a communication system are shown in Figure 8. A realistic approach to 

describe the power which is received at thee input port of the receiver terminal is [7] shown 

in equation (1.21): 

																																																																								𝑃Q =
������
M�MM�

                                                    (1.21) 

The parameters used in this equation are presented in Figure 8: all gains and losses are 

expressed here as power ratios, and all power is expressed in Watts (W). 
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Figure 8: Components of wireless communication systems 

As outlined previously, the antenna gain is expressed with reference to an ideal isotropic 

antenna. The Effective Isotropic Radiated Power (EIRP) from an isotropic antenna is: 

																																																														𝐸𝐼𝑅𝑃 = ����
M�

= 𝑃PR                                                 (1.22) 

Similarly, the Effective Isotropic Power Received (EIPR) is: 

                                                            𝐸𝐼𝑃𝑅 = ��M�
��

= 𝑃QR                                                  (1.23) 

It is convenient to express power in terms of EIPR as this means that path loss, 𝐿, can be 

added to the system independently. This allows for different path loss models to be 

implemented for different simulations easily. Path loss is defined here as the ratio of the 

transmitted EIRP over received EIPR.  In an ideal system, where there are no antenna feeder 

losses and all antennas are assumed to be isotropic (i.e. where 𝐺Q,P = 	 𝐿Q,P = 1), path loss is 

therefore:  

																																																														𝐿 = ���
���

= ������
��M�M�

                                                     (1.24) 

The propagation loss from the system, which effectively outlines how the EM from the 

antenna behaves in the propagation medium, is usually independent of the system gains and 

losses: however, in practice it can vary depending on the antenna radiation pattern properties, 

which result from changes in the angle of arrivals of radiation at the receiver. This variance 

can be ignored for many systems, especially for highly directional antennas where scattering 

effects from outside the antenna’s main beam are negligible.  
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The purpose of developing different path loss models is to attempt to predict path loss as 

accurately as possible, as this means that the range and performance of a communication 

system can be simulated as accurately as possible. The maximum range which a particular 

antenna system can achieve is defined as the range at which the received power drops below 

an acceptable communication quality level. This level can be set by technical limits or by 

operating standards regarding signal quality, and it is referred to as the receiver sensitivity. 

The maximum acceptable path loss described in dB is: 

																																																														𝐿A� = 10log	(���
���
)                                                   (1.25) 

Due to the theorem of reciprocity, the definition of the path loss is unchanged when analysing 

signals either from the transmitting antenna or to the receiving antenna: However, the actual 

acceptable quality level can be different in two directions, due to the different losses and 

sensitivities over the transmitter and receiver. 

1.5.2 Noise Modelling 

The performance of a communication system is largely determined by the SINR, and as a 

result modelling the noise within the system is necessary. The majority of noise in a system is 

a result of the receiver, although there are external sources of noise which can affect system 

performance. For any communication system, the total noise can be calculated by analysing a 

simplified two-port network as demonstrated in Figure 9, which is comprised of a single 

input and single output. As outlined in Section 1.3.8, networks have a parameter called gain, 

𝐺: however they also have a parameter called noise factor, 𝐹, which is the ratio of the 

element output noise divided by 𝐺 (i.e. referred to the input) over that at the input [7].  

 

Figure 9: Simplified two-port network system 
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The noise power at the input of this system, which has a resistor at temperature  𝑇 (290 

Kelvin, K, or (23°C)) is: 

                                                           𝑃j = 𝑘𝑇𝐵                                                            (1.26) 

Here 𝑘 is Boltzmann’s constant, which is equal to 1.379x10�u� W𝐻𝑧�t𝐾�t whereas 𝐵 is the 

effective bandwidth of the system in Hz. Assuming that the impedance and resistance of the 

network are matched to the resistance, the noise factor 𝐹 can be expressed as: 

																																																																					𝐹 = j£¤¥
j|¦

= j£¤¥
§P�

                                                       (1.27) 

Where 𝑁IXY is an expression of the output noise power of the element referred to the input, 

(i.e. the actual output noise power divided by 𝐺). The noise factor figure for the system, in 

decibels, can be calculated using equation (1.28): 

																																																																						𝐹A� = 10𝑙𝑜𝑔t<𝐹                                                    (1.28) 

Noise power can be expressed numerically (in dBW) using: 

                                                  𝑁IXY|A�ª = 𝐹A� − 204 + 10𝑙𝑜𝑔𝐵                                    (1.29) 

The equivalent noise power in dBm is: 

																																																												𝑁IXY|A�� =𝐹A� − 174 + 10𝑙𝑜𝑔𝐵                                   (1.30) 

An alternative way to characterise output noise power is by modifying equation (1.26) to 

consider an equivalent noise temperature 𝑇Z  at the input. This is the temperature of an 

arbitrary source of noise at the input. If the network is noiseless, the equivalent noise power 

can be expressed as: 

                                                  𝑁IXY = 𝑘𝑇𝐵 + 𝑘𝑇Z𝐵 = 𝑘(𝑇 + 𝑇Z)𝐵                                  (1.31) 

Thus: 

                                                           𝐹 = j£¤¥
j|¦

= §(P�P̄ )�
§P�

= 1 + P̄
P

                                   (1.32) 

Where 𝐵 is usually the intermediate frequency (IF) bandwidth of the receiver.  
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1.5.3 Free Space Loss 

The analysis of free space loss must begin with the Friis transmission formula, which is: [7] 

                                                                   �°
�¥
= 𝐺P𝐺Q(

~
±²?
)u                                               (1.33) 

Where 𝐺P  and 𝐺Q  represent the gain of the terminal antennas (i.e. the transmitting and 

receiving antennas), 𝑟 represents the distance between the transceivers and 𝜆 is the system 

wavelength. This formula can be thought of as an expression of the power which is 

propagating over the sphere surface with a radius 𝑟 at the centre of the antenna. This means 

that the power within the sphere surface area increases as  𝑟u increases, while the received 

power at the receiving antenna of fixed aperture decreases in proportion to 𝑟u . The 

propagation loss from the communication system in free space, 𝐿[, can be expressed as: 

																																																										𝐿[ =
�¥�³�´
�°

= (±²?
~
)u = (±²?µ

B
)u                                       (1.34) 

𝐿[	 is also dependent frequency and distance and follows are ‘square law’ relationship as 

outlined above. It can be expressed in decibels as: 

																																																						𝐿[(A�) = 32.4 + 20𝑙𝑜𝑔𝑅 + 20𝑙𝑜𝑔𝑓m·¸                             (1.35) 

 Where the frequency is in MHz and the distance 𝑅 is in kilometres. By doubling the 

frequency or distance in the system, the free space loss can therefore be increased by 6dB. 

Cases where the loss between two antenna terminals is less than the free space loss are rare 

and so only occur in highly abnormal propagation conditions: for example, when the 

propagation is confined to some guided structure, such as waveguide. In most situations, the 

received power is usually smaller than the free space loss and this is a result of loss from 

other sources (i.e. free space loss is not the defining loss within most antenna systems).This 

means that the total loss in the system can be defined as: 

																																																																							𝐿 = 𝐿[ + 𝐿Z]                                                        (1.36) 

Where 𝐿Z] represent external system losses. 
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1.5.4 Link Budgets 

The link budget is essentially a complete assessment of the signal powers, noise power and 

SINR within a communication system, and it is necessary in order to complete any accurate 

communication system design. By providing accurate assumptions for each of the individual 

elements of a link budget, the overall performance of a system can be derived. This is related 

to the maximum acceptable path loss in the system, which is usually divided into two parts: a 

path loss model which is dependent on distance, such as the free space loss, and a fade 

margin which provides resilience against signal fading beyond the model’s predicted values. 

The overall acceptable propagation loss can therefore be expressed as: [7] 

		𝑀𝑎𝑥𝑖𝑚𝑢𝑚	𝑎𝑐𝑐𝑒𝑝𝑡𝑎𝑏𝑙𝑒	𝑝𝑟𝑜𝑝𝑔𝑎𝑡𝑖𝑜𝑛	𝑙𝑜𝑠𝑠[𝑑𝐵] = 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑	𝑙𝑜𝑠𝑠 + 𝐹𝑎𝑑𝑒	𝑚𝑎𝑟𝑔𝑖𝑛     (1.37) 

If the system has a large margin, is usually has a higher reliability and single quality. 

However, a large margin may constrain the system maximum range. In practice, by knowing 

the propagation loss, the corresponding desired range of the system and other system 

parameters such as antenna height can be estimated by using the system link budgets. The 

uplink and downlink budgets are usually balanced by improving the base station receiver 

using a low noise figure or some diversity gain.  

1.6 Thesis Outline 

An overall introduction to this thesis is as follows: 

Chapter 2 summarises the different type of Reconfigurable Antennas (RA), techniques to 

modify of key antenna parameters including frequency, radiation pattern and polarisation by 

using the Reconfigurable Antennas. The various applications of RAs in current and future 

wireless communication system are introduced and described. In addition, the overview of 

the current cellular system and future 5G network architecture is demonstrated.  

Chapter 3 demonstrates how pattern reconfigurable antenna arrays can be implemented in a 

homogeneous network system. In this chapter it shows that the proposed azimuth beamwidth 

switching concept can help dynamic network planning needs, in which the users can be in-

homogeneously distributed in the geographical coverage of the cell. Numerical system 

analysis is presented for a hexagonal homogeneous cellular network to evaluate how the 

reconfigurable antenna can be used to trade-off the mean and cell edge capacity, through 
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reconfiguring the azimuth beamwidth from 60° to 75°, 90° and 110°. The systems analysis 

show that by switching the beamwidth from 60° to 110°, the cell edge capacity can be 

improved for most of the original 60° azimuth cell and this improvement is consistent for cell 

sizes ranging from 500m to 1500m. Also, the influence of mechanical tilt, inter site distance, 

path loss model and vicinity of cell edge are described.  

Chapter 4 introduces a new reconfigurable antenna model which can change its azimuth 

beamwidth from 60° to 110°. In this chapter, the proposed pattern-reconfigurable antenna 

design mechanisms and details are demonstrated and explained. It is capable of achieving the 

required system performance, and two prototype antenna models are demonstrated through 

simulations and measurements. 

Chapter 5 shows the effects of number of reflector antenna elements for the antenna array on 

the network coverage/capacity. It is shown that by increasing the number of antenna elements 

in the elevation direction, the network capacity can be increased as well at its optimum tilt 

angle. This suggests that a high gain antenna array in a cellular mobile network can be 

potential for large site deployment and fewer installations.  

Chapter 6 shows the antenna elevation beam shaping technique can help improve the 

network coverage at large antenna downtilt angles. After evaluating and analysing different 

elevation beam shaping techniques, it was found that the first upper side null filling for the 

pattern-reconfigurable antenna array can be used to enhance both the cell edge and overall 

network coverage/capacity for large antenna downtilt cases. The application of this elevation 

beam shaped pattern is demonstrated for optimising a specific cell where the network 

performance is below network average in a homogenous cellular network. By choosing a 

proper antenna downtilt angle for this specific cell while keep the optimum tilt angle of other 

cells in the network, the cell’s capacity can be improved without deteriorating other 

surrounding cells’ performance.  

Lastly, Chapter 7 summarises this project and outlines future work on this topic.  
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Chapter 2.    Literature Review 

2.1 Reconfigurable Antenna Parts 

Antennas play a key role in developing dynamic communication systems [8], and making 

antennas reconfigurable has becoming a major research topic in recent years. [9] Since the 

characteristics of traditional antennas are fixed, they may in turn limit the overall 

performance of the communication systems such as capacity, energy efficiency and data rate. 

In this situation, making the behaviour of the antenna reconfigurable to adapt to the required 

system and new environment can improve the capacity gain, data rate and additional 

functionality of the system ([8], [9], [11] and [12]). In [8], [10] and [13], by alternating and 

rearranging the currents on the body of the antenna, the electromagnetic fields surrounding 

this device can also be changed, which achieves reconfigurability in an antenna’s operating 

characteristics. These include the frequency and polarisation of the radiation from the antenna, 

as well as the overall radiation pattern. Current rearrangement on the body of an antenna can 

be achieved through electrical, optical, physical and material change techniques.  

An antenna working as a transceiver makes a link between the circuits of the system and 

wave propagation. This means that achieving reconfigurability for an antenna’s particular 

radiation pattern may in turn change other characteristics, such as the frequency response. 

Reconfigurability can also be applied in multiple resonant modes, in which the antenna can 

achieve different radiation patterns over different frequency bands for different 

communication standards. This greatly increases the operating flexibility of these types of 

antennas. In contrast, for a system in which the requirements of the antenna’s characteristics 

need to be separate, the reconfigurable antenna can be used in such a way as the operating 

characteristics can just adjust the system to adapt to the linkage or make the linkage suitable 

for the required system. ([8] and [14]). 

The main techniques to achieve the reconfigurability of the antenna are divided into four 

categories as follows. 
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Figure 10: Category of methods to achieve the reconfigurability of antenna [10] 

2.2 Types of the reconfigurable antennas: 

Different designs of reconfigurable antenna are described below: ([8], [10], [15] and [16]) 

1) Frequency reconfigurable antennas: These devices occur in two distinct forms. For 

example, continuous reconfigurable antennas are those where the transitions between 

different frequency bands are smooth and no immediate switching of different 

frequency bands occurs. In contrast, in switchable reconfigurable antennas changes 

between different frequency bands are distinct.  

2) Polarisation reconfigurable antennas: The reconfigurability in antennas’ 

polarisation can provide immunity to interfering signals, which can subsequently be 

filtered out. This technique can also improve the link quality of an antenna.  

3) Radiation pattern reconfigurable antennas: In this arrangement a set of techniques 

is used to change an antenna’s radiation pattern in terms of the shape, beamwidth and 

gain according to different requirements of the system.  

4) Compound reconfigurable antennas: These reconfigurable antennas combine the 

previous three reconfigurable antennas and can separate and select the impedance, 

bandwidth, operating frequency bands, radiation pattern and polarisation. This means 

that the antenna can achieve frequency reconfigurability as well as pattern 

reconfigurability at the same time.  
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2.3 Fundamental theory and methods to achieve frequency 

reconfigurability  

In accordance with antenna theory, the operating frequency of an antenna is mainly 

dependent on the antenna’s effective electrical length. As a result, changing the electrical 

length of the antenna will therefore result in a new operating frequency. The mechanisms 

used to modify this electrical length can be summarised as follows: ([8] and [19]) 

1) Switches: To achieve a distinct ‘switch’ in the operating frequency, electronic 

components such as PIN diodes, optical switches, and Field Effect Transistors (FET)s 

are used to modify electrical pathways on an antennas surface, and thus change the 

electrical length of the antenna. Switching may also be achieved using radio 

frequency microelectromechanical system (RF-MEMS) switches. 

2) Variable Reactive loading: The main difference between reactive loading and 

electronic switches is that the reactive loading method has the ability to change the 

effective electrical length of the antenna continuously, in order to achieve smooth 

tuning over different frequency bands. Some researchers have found that using 

varactor diodes can achieve continuous frequency switching along with reactive FETs 

and integrated RF-MEMS capacitors.  

3) Mechanical/Structural changes: Changing the antenna’s physical structure using 

actuation mechanisms (such as piezoelectric actuator systems or magnetically 

actuators) can achieve large frequency shifts. However, structure changes can also 

cause other characteristics of the antenna to be altered, which may compromise the 

antenna’s performance. 

4) Material changes: It has been found that changes in material characteristics, 

particularly relative permittivity and permeability, will in turn change the antenna’s 

effective electrical length and resulting frequency. For example, ferroelectric and 

ferrite materials have a high relative permittivity and permeability, and so can greatly 

reduce the antenna’s size and switch frequency bands. However, due to their high 

conductivity, they can decrease the antenna’s efficiency.  
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2.4 Fundamental theory and methods to achieve polarisation 

reconfigurability  

The direction of the current flowing on the surface of an antenna determines the polarisation 

of the radiation, since it changes the antenna’s electric field in its far field domain. To achieve 

polarisation reconfigurability, the structures of antennas, material properties, and feed 

configurations of antennas need to be changed properly to allow the current flow on the 

antenna to be modified. Polarisation reconfigurability is usually subdivided into linear 

polarisations, left hand- and right hand- circular polarisations. The mechanisms to achieve the 

polarisation reconfigurability are similar compared with frequency reconfigurability antennas. 

([8] and [20]) and are as follows: 

1) Switches: Research on the capability of switches indicates that the polarisation of 

several antennas can be reconfigured among different forms. For example, one 

method which is currently under development is the use of slot antennas equipped 

with PIN diodes to switch from linear polarisation to circular polarisation, or to switch 

between different types of circular polarisations. An alternative method is using a 

MEMS actuator or piezoelectric transducer inserted in a microstrip antenna.  

2) Material changes: Some researchers have found that using a ferrite film on a 

microstrip antenna to bias its magnetism can achieve reconfigurable polarisations 

between cross-polarisation and a set of elliptical polarisations. In addition, altering 

and improving the configuration of feed points as well as changing the properties of 

the ferrite material can achieve purely linear polarisation and circular polarisations 

within the antenna.  

2.5 Fundamental theory and methods to achieve radiation pattern 

reconfigurability 

Altering the arrangement or distribution of the current (electric or magnetic) on the structure 

of an antenna can reconfigure the pattern of the radiation coming from the antenna. 

Establishing links between source currents and the antenna’s radiation pattern also provides 

an option of achieving pattern reconfigurability without affecting the operating frequency 

significantly. Using a tuneable circuit or some specific types of antennas (i.e. reflector 

antennas or parasitically coupled antennas) can eliminate changes in operating frequency 
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whilst still achieving radiation pattern reconfigurability. ([8] and [21]) Several methods 

which have been found to achieve radiation pattern reconfigurability are as follows: 

1) Structural/Mechanical changes: It has been shown that physically removing or 

changing the reflective surface of a reflector antenna by isolating it from its feed point 

can reconfigure the radiation pattern whilst keeping the operating frequency 

unchanged. One application of this is altering the structure of reflectors in an antenna 

to achieve a reshaped beam and then adding a motor or actuator to acquire automatic 

radiation pattern reconfiguration. In addition, adopting surfaces which have a high-

impedance can also achieve this effect. One example of this is a mechanical tuning 

reconfigurable leaky-wave antenna: through tuning the moveable top capacitance 

surface mechanically (which in turn changes the capacitance values of the surface), 

the radiation pattern reflected from the surface can be steered in elevation plane. The 

actuation mechanisms and micromachined components used in a trough waveguide 

and in hornlike antennas respectively can also provide radiation pattern 

reconfigurability whilst preserving the original bandwidth of the antenna.  

2) Electrical changes: Using electrical changes to alter the structure of the antenna has 

been found to be a feasible method to change its radiation pattern. One example of 

this is the annular slot antenna, which use PIN diodes around its slot to alter the nulls 

of the antenna’s radiation interference pattern.  

3) Parasitic Tuning: The use of parasitic elements in an antenna is a very effective 

method to achieve radiation pattern reconfigurability. This is because they exploit 

mutual coupling effects between the driven and tuned elements on antenna to change 

source currents on the antenna surface, this resulting in the antenna beam being tilted 

or steered. Examples using parasitic tuning have been developed in parasitic dipole 

array, waveguide array and micro-strip antennas. They can also be combined with 

PIN diode switches or similar devices, which gives an antenna operator the ability to 

change the magnitude and phase of the parasitic elements compared with the driven 

elements.  

4) Array tuning: Another method to achieve the beam tilting is using phase shifters in 

array elements. One example of this is a phased-tuned reflect array micro-strip patch 

antenna equipped with two varactor diodes. By changing the states of the two 

varactors, the reflection phase can be altered over 360 degrees, which can achieve 

beam tilts of up to 40 degrees.  
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5) Material changes: Ferrite and ferroelectric materials have been found to achieve 

reconfigured radiation patterns as well as reconfigured frequency patterns. By 

changing the characteristics of these materials, the resonant current distribution 

around the antenna can be altered which results in the beam being tilted and 

propagation speeds being altered. One example of this is the use of ferroelectric 

superstrates with a resonant slot-antenna, which allow an antenna’s permittivity to be 

tuned and the beam direction changed. The other example is the reconfigurable leaky-

wave antennas integrated with phasing shifts and ferroelectric materials inserted into 

feeding waveguide, which can tune the antenna beam up to 60 degrees from the 

broadside.  

2.6 Fundamental theory and methods to achieve compound 

reconfigurable antennas 

Compound reconfigurable antennas are in theory very similar in design to those which can 

only reconfigure one particular antenna characteristic. However, the design and control of 

these devices is in practice much more complex. In most cases, a compound reconfigurable 

antenna changes characteristics individually, without considering the ‘interplay’ between 

different characteristics. However, for reconfigurable apertures, the operating frequency and 

radiation pattern characteristics need to be considered together. Research suggests that a 

pixel-based method could divide an aperture into small parts, to allow for changes to the 

current or field distribution. Overall, compound reconfigurability is achieved through 

Electronic reconfiguration mechanisms which utilise switches such as MEMS, pin diodes 

or solid states on reconfigurable apertures to achieve reconfigurability. Another method is the 

use of semiconductor plasmas integrated with silicon-based. ([8], [17] and [18]) 

Table 1 compares the key features of different types of switches. Table 2 shows the different 

operating parameters for these switches from "Reconfigurable Antennas for Wireless and 

Space Applications," [10]. 
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Table 1: Comparison between different types of switches [8] 

Type of Switch Switch Characteristics 

RF-MEMS 

These operate through mechanical movements which close and 

open circuits in the current path of an antenna. Mechanical 

movements can be activated by actuators. 

PIN Diodes 
Uses on and off states to tune the circuits of the antenna. The on 

state is achieved by forward biasing and the off state is not biased. 

Varactors 
These are made up of a p-n junction diode, and have capacitances 

which can change from tens to hundreds of picofarads. 

Photoconductive 

These are activated using laser diodes, which cause the flow of 

electrons from valence bands on the switch to the conduction 

bands and thus change current paths on the antenna.. 
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Table 2: The properties of different types of electric and optical switches [10] 

 

Table 2 shows that RF-MEMS switches have the lowest loss and power consumption of the 

different types of switches, although PIN diodes have the fastest switching speeds. For 

optical switches, due to their linear behaviours they can reduce intermodulation distortion and 

they do not need biasing lines to integrate into the antenna, which therefore decreases 

unwanted interferences and radiation pattern distortion. However, they also require complex 

activation mechanisms. [10]  

2.7 Applications  

2.7.1 Reconfigurable antenna for software defined, cognitive radio 

systems  

It has been shown that reconfigurable antennas have applications in a wide range of different 

wireless communication systems, all of which need the ability to react dynamically to 
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changes in user demand and capacity, and that these devices have distinct advantages such as 

a reduced physical size and improved system performance. In [14], a new approach which 

combines wideband and reconfigurable narrow band antennas is developed, which can be 

utilised for military application and software defined or cognitive radio.  

Cognitive radio systems, such as those shown in Figure 11, also have the advantages of 

significantly improved throughput and system efficiency. To achieve a cognitive operation 

cycle, a typical system first starts with channel activity observation through the use of a 

‘sensing’ antenna. Once observation is complete, a cognitive network identifies a suitable 

spectrum for wireless communication. Following that, a processor sends a command to the 

communicating antenna to make it act (i.e. switch its properties) to suit a required 

communication mode. In the last step, the system feeds back data from the new arrangement 

and begins the whole process again to obtain further system improvements. ([16] and [23]) 

An example of this is: through the monitoring the unused frequency spectrum (white spaces), 

tuning the transceivers’ characteristics to the unused frequency bands can overcome the 

interferences from other wireless communication systems and thus improve the overall signal 

quality.  

Two methods have been identified to implement cognitive radio systems. One uses a 

modified planar inverted-F antenna, which utilises RF-MEMS switches, to achieve frequency 

reconfigurability. The advantage of this is due to its low loss features, more frequency bands 

can be covered by an antenna of relatively small size. The other method uses two self-

duplexing Planar Inverted F-type Antennas (PIFA)s combined with an antenna interface 

module consisting of different devices such as switches. [22] An actual reconfigurable 

cognitive antenna can be implemented in practice by combining two ‘sensing’ antennas as 

well as two reconfigurable filtering antennas (‘Filtennas’) on the same substrate. The 

frequency reconfigurability of this antenna is achieved by using the PIN diodes, and the 

subsequent wideband sensing ability of this device gives it the ability to react to the observed 

channel environment in a cognitive radio setting. [24] 
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Figure 11: Cognitive Radio Cycle 

2.7.2 Reconfigurable antennas in MIMO systems 

Recently pattern reconfigurable antennas have found use as part of MIMO systems, where 

there are many antennas deployed as both transmitters and receivers to provide diversity in a 

fading channel. Multiple transmitted and received signals from antennas can form many 

independent channels, combined with advanced signal processing techniques (such as space-

time coded modulation) and MIMO processing. The combination of these different features 

means that the capacity and efficiency of the communication system in question can be 

improved significantly using these antennas. In [25] and [26], pattern reconfigurable antenna 

arrays are used as part of a MIMO system to maximize the channel link capacity. An example 

of a design for a reconfigurable antenna in this setting is shown in Figure 12: this is made 

from two microstrip dipoles and a quarter wavelength microstrip balun. With two PIN diodes 

inserted into the dipole arms, the length of the dipoles can be changed which therefore results 

in pattern reconfiguration. Through altering the length of the microstrip dipole arms, the 

inter-element spacing of the antenna array can be changed as well. Thus, this design can 

decrease the spatial channel correlation in MIMO systems, which improves their spectrum 

efficiency. ([10], [27] and [28]) 
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Figure 12: A pattern-reconfigurable antenna for MIMO application [10]  

2.7.3 Reconfigurable antenna for space application 

Today there is a trend towards implementing dynamic space applications which deploy 

reconfigurable antennas in satellite communication. The reconfigurable antennas used in 

these applications provide pattern reconfigurable to provide signal cover over a new range, 

reduce the fading loss in some areas and keep the high data rate in all frequency bands. One 

example of this is a reconfigurable antenna with an 85cm aperture and using rotational and 

zooming method to produce an elliptical beam and tune the radiated beam from a small to a 

large ellipse. It has been found that changing the size of the antenna’s aperture can achieve 

high antenna gain and directivity and be reconfigured to cover several frequency bands of 

operation. [10] Alternatively the antenna may be deployed in stages as shown in Figure 13. 

Sequentially deploying the helical antenna to the actuators allows the antenna frequency to be 

gradually ‘tuned’ to suit a particular application since the only part of the antenna which 

radiates (and therefore produces a signal) is that part which is been deployed out of the 

ground. ([16] and [29] to [33])  
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Figure 13: Deploying Helical Antennas in Progression [16] 

2.7.4 Reconfigurable antenna for street furniture applications 

Recently, beam steering reconfigurable antennas have been used for street furniture and base 

station. In [8], it is shown that a high impedance surface can be used to achieve radiation 

pattern reconfigurability. Active Artificial Magnetic Conductor (AMC) and Electromagnetic 

Band Gap (EBG) surfaces have also been implemented in several antenna designs to steer the 

main radiation direction as well as provide a low antenna profile. Street furniture antennas are 

mainly used in challenging urban environments, where they can be mounted on the walls of 

buildings. As shown in Figure 14, a dipole antenna which is spaced a- quarter wavelength 

away from the active AMC surface has been shown to steer its main beam from the boresight 

to 65 degrees. [34] It has also been shown that using active AMC surfaces with integrated 

phase shifters gives the array antennas the ability to radiate energy as close to endfire as 

possible, through changing the values of the capacitances between the two elements. This 

design has been used in mobile phone communications which can improve the network 

coverage. ([35], [36] and [37]) 

 

Figure 14: Reconfigurable antenna with AMC unit cell [34] 
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2.7.5 Reconfigurable antenna for base station applications 

Due to growing demand for data volume and high energy consumption, most of the available 

relevant antenna research has been focused on low energy consumption and high demand 

data volume in information and communication technology [38]. For example, a dynamic 

base station concept has been proposed which allows for the adjustment of active sectors in 

real time to match the load from users. This can be implemented using a reconfigurable 

antenna with reflector sectors to tune the azimuth beamwidth. A design using a radiating 

dipole and a folded metallic reflector with a series of PIN diodes has been shown to achieve 

beamwidth adjustment: the sectors act as reflectors alongside the conducting PIN diodes to 

provide directional beam steering in the azimuth plane. When the PIN diodes are non-

conducting, the partial transparent sectors provide the Omni-directional beam pattern in the 

azimuth plane. This novel design has made a contribution to energy and cost efficient mobile 

communication systems [38]. 

In order to reduce the high insertion loss, power handling capacity and structural fragility, a 

dual-band reconfigurable base station antenna can be designed without using the switch 

components such as PIN diodes, RF-MEMS. This antenna consists of two square patches for 

two different operating bands. Patch 1 is made up of metal plate and patch 2 is designed 

under the cylindrical cavity of patch 1. Two probe feeding cables are used to feed the two 

patches respectively to achieve a symmetric radiation pattern. Thus, the dual-band 

reconfigurable antennas are designed to support two operating frequency bands for cellular 

and WorldWide Interoperability for Microwave Access (WiMAX) services, respectively ([39] 

and [40] to [43]). 

2.7.6 Reconfigurable antenna in Heterogeneous Networks 

Recently, heterogeneous networks have been developed to meet increasing data rates and 

traffic, and thus enhance mobile network capacity. A heterogeneous network can connect 

different devices and computers together through different operating systems and protocols. 

[44] Expanding network capacity can be achieved by adding femto cells, pico cells and other 

low power nodes into macro cell sites. As a single base station in a wireless cellular network 

has achieved its optimal performance according to theoretic capacity limits, by densifying 

and complementing the macro-cell base stations the spectral efficiency per unit area can be 
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improved. [45] In some articles, it has been found that using multi-antennas in relay nodes 

within a heterogeneous network reduces the total number of required relay nodes, along with 

system cost and signal processing complexity. [46] In order to manage the interference in a 

two-tier heterogeneous network, orthogonal frequency planning, power control schemes, and 

antenna techniques can be implemented. In addition, femto-cell access control plays an 

important role in decreasing the cross-tier interference. It has been shown that once the 

interference occurs, the femto cell base station can reconfigure the radiation pattern to 

overcome signal interference. Thus, these systems can achieve spectrum sharing in both the 

time and space domain. [47]  

Multi-functional reconfigurable antennas have been the focus of significant interest as part of 

wireless communication systems. As they can reconfigure operating frequencies to support 

multi-mode, multi-standard wireless systems (as well as use beam pattern to suppress co-site 

interferences and polarisation between the linear and circular) they can greatly improve the 

performance of a communication system at both the transmitting and receiving ends. Multi-

functional reconfigurable antennas can also reduce the overall system size and reduce cost 

compared with a single functional antenna. They achieve reconfigurability through a 

combination of electrical, optical, mechanical and material techniques. It is predicted that in 

future wireless communication networks, smart reconfigurable antennas will also be 

deployed with new software which can precisely detect changes in the RF environment, in 

order to maximise their effectiveness.  

Figure 15 shows an example of a 3D Multifunctional Reconfigurable antenna. It has the 

capability of steering its main beam into 3 different directions, as well as reconfigure its 

polarisation status from linear to circular. It comprised up of a driven microstrip patch along 

with a reconfigurable parasitic layer, and its pixel surface can be altered through mutual 

coupling from the driven patch to the upper surface of the parasitic layer and by connecting 

or disconnecting the adjacent pixels using switches [48]. 
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Figure 15: 3D Multifunctional Reconfigurable Antenna. [48] 

2.7.7 Reconfigurable antenna for 5G communication 

A reaction to the growth in mobile traffic demand is the development of a new type of 

communication system which attempts to balance capacity frequency spectrum requirements. 

The 5G communication system is this new development, and it is aiming for high data rate, 

seamless connectivity and ultra-low latency. In order to meet 5G requirements which are low 

power, low cost and complexity deigns, significant challenges must be overcome when using 

MIMO system with multiple antenna elements. ([50] and [51]) As outlined previously a 

single reconfigurable antenna can achieve multiple antenna characteristics such as frequency, 

radiation pattern and polarisation reconfigurability through changing the antenna’s properties. 

Thus, in 5G communication systems it is desirable to use a single reconfigurable antenna to 

replace multiple antenna elements to achieve the same antenna performance. In [49], [52] and 

[53] a reconfigurable stacked microstrip patch antenna is proposed for high data rate 

transmission at 60GHz. As can be seen from Figure 16, this pattern reconfigurable antenna is 

comprised of 3 layers. Both the top and bottom layers use the substrate of Taconic TLY-5 
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and the middle layer has the bonding film of Arlon Cuclad. The microstrip line at the bottom 

layer feeds the microstrip patch through the slot. The electromagnetic wave is then coupled to 

the nine closely parasitic patches by the microstrip patch antenna. Instead of using the 

electrical switches here, the parasitic patches are interconnected by metal strips to reduce the 

effects on the antenna performances. Two groups of shorting pins achieve beam shifting in 

horizontal plane (A, B, C, D) and vertical plane (W, X, Y, Z) respectively. 

 

Figure 16: Proposed stacked microstrip patch reconfigurable antenna [49] 

In addition another application for 5G pattern reconfigurable antenna is in ultra-dense small 

cell deployment. These scenarios require antennas with high capacity and low cost access 

points, with coverage improvement achieved through using 3D beam-steering features. 

Figure 17 shows a single reconfigurable antenna which is composed of a driven dipole 

antenna and surrounding 3D parasitic layers. The upper and lower layers are formed by 

identical hexagonal domes and the six side faces are made up of rectangular planes. The 

surfaces of the faces are composed of electrically small pixels, with adjacent pixels connected 

by PIN diodes. The radiation pattern reconfigurability over the horizontal plane is controlled 

by the intermediate part, while electric beam tilting in the elevation plane is controlled by the 

top and bottom pixels. Thus, through changing the electrical length of the connect pixels by 
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PIN diode switches, the 3D parasitic layer can work either as reflector or director to achieve 

the different radiation patterns. [54] 

 

 

Figure 17: Parasitic layer based reconfigurable antenna [54] 

5G communication systems are expected to use the millimetre wave (mmWave) frequency 

band, and one of the potential benefits of this arrangement is a wide bandwidth. However, the 

signal from these systems can suffer poor radiation characteristics due to the large path loss at 

the mmWave frequency band. Reconfigurable antennas therefore have the potential to be 

used with 5G systems as they are inherently able to support beam adaptability and diversity 

across complex networks.  

In [55], a new mmWave MIMO system is proposed which uses a new class of reconfigurable 

antennas to improve a low rank MIMO system and leads to capacity enhancements at the 

mmWave frequency band.  As can be seen in Figure 18, the proposed reconfigurable 

mmWave MIMO antenna is composed of a spherical lens with multiple Tapered Slot 

Antennas (TSAs). These TSAs only require a single radiofrequency Transceiver Chain.: 

through the selection of TSA feeds with the spherical dielectric lens antenna a highly 
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directive beam in the far field can be generated. Since each TSA can generate a beam in the 

far field, this system essentially is comprised of a multi-beam antenna in which each beam 

can be independently controlled to achieve the desired signal in a given direction. Thus, this 

design can support the multi-stream data transmission in a MIMO system to achieve a high 

capacity performance.  

 

Figure 18: Proposed multi-beam reconfigurable antenna [55] 

Since mmWave frequency reconfigurable antennas are a candidate for the next generation of 

communication systems due to their wide bandwidth capability, different frequency 

reconfigurable antennas are proposed for communication at the mmWave frequency band. An 

optically reconfigurable slotted waveguide antenna array is proposed in [56] which can 

reconfigure the frequency band at 28GHz and 38GHz for a future mobile backhaul system. 

This slotted waveguide antenna array is composed of two waveguide slots at different lengths 

as well as two optical switches. By using an 808nm laser to illuminate the two optical 

switches, the frequency band of the antenna can be remotely controlled. 

A Coplanar Waveguide (CPW) fed T-shaped frequency reconfigurable antenna is proposed in 

[57] which can work at the mmWave frequency band from 23-29GHz. This antenna is shown 

in Figure 19. The T-shaped structure has been chosen due to its wideband and multiband 

characteristics. The CPW feeding has the advantage of providing consistent values for 

characteristic impedance over a wide range of bandwidths. By connecting the stubs and 

ground plane using two variable resistors, the frequency of the antenna can be reconfigured. 
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Figure 19: Proposed T-shaped reconfigurable antenna [57] 

Since mobile signals can suffer multipath effects in a rich scattering environment, which can 

deteriorate signal quality, a polarised reconfigurable antenna is popular for next generation 

5G communication systems as well. An example of this is shown in [58]. Figure 20 shows the 

proposed polarised reconfigurable antenna, which is comprised of a single aperture feed 

source and a rotatable cylindrical polariser. The circular polarizer is made up of several 

dielectric slabs and air slabs. By rotating the polariser at a different angle of 𝜑,  right hand 

circular, left hand circular and linear polarisation can all be achieved.  

     

Figure 20: Proposed Polarisation reconfigurable antenna [58] 
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2.8 Mobile network architecture in 4G 

Research suggests that the increasing number of smart phones, tablets and similar devices is 

overwhelming the wireless mobile network capacity. [59] As a result, this demand must be 

effectively managed through densifying and enhancing the High Speed Package Access 

(HSPA)/LTE multi-standard macro cellular network. Research suggests that in order to 

improve the network capacity, several options can be adopted for communication systems 

such as changing the macro layer through quality improvements, densification and populating 

the macro layer with low power nodes. Among these, adding low power nodes like small 

cells to the macro cells can offload the traffic from central cells to the unlicensed bands. 

Hence the concept of a heterogeneous network has been given to expanding the network 

capacity and fulfilling the requirements of the customers. [60]  

LTE as a new global communication standard has been adopted in for modern wireless 

communication networks. As a 4G mobile network standard, it satisfies bandwidth 

requirements ranging on average from 50 to 100 MB/s. [59] Nowadays; heterogeneous 

networks are seen as a significant and cost-effective method for LTE mobile network to 

improve system capacity. Macro-cellular base stations can also extend system coverage, with 

lower power nodes placed close to areas of high demand to provide extra signal. [61] Figure 

21 shows a heterogeneous network architecture in a 4G mobile network. The heterogeneous 

network architecture consists of different layers, from the macro cell to the pico cell or even 

smaller. All these cells can share the same spectrum and use different radio access 

technologies such as WiMax and WiFi within both licensed and off-license bands. [62] 

To achieve heterogeneous network deployment, several stages need to be adopted. The first 

step is to ensure mobile broadband coverage which can be achieved by extending existing 

macro base stations through adding low frequency bands. The second step is to increase the 

network capacity by using additional spectrum, high sectorization, and additional numbers of 

macro base stations. This can be combined with site renewal through upgrading active 

antenna systems to reduce site acquisition costs. After these two steps, outdoor and indoor 

small cells can be deployed in congested places such as hot zones and commercial or 

residential areas. [63] 
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Figure 21: Heterogeneous network architecture in 4G [64] 

2.9 Mobile network architecture in 5G 

Another proposed solution to high mobile traffic growth and increasing numbers of wireless 

connections is the implantation of fifth-generation 5G and the deployment of super-dense 

heterogeneous network of small cells, as well as by developing massive MIMO technologies 

and utilizing higher frequencies (particularly mmWave frequencies). Although, 5G has not 

yet been standardised, certain requirements for 5G communication have already been 

accepted by industry and academia. In order to support different types of communication in 

5G system such as massive machine to machine type communication, Internet of Things (IoT) 

and driverless car communication, these requirements are defined as follows: To achieve the 

seamless connectivity in 5G, these systems need to support connectivity anytime and 

anywhere with the minimum user-experience data rate of 1Gbit/s. To reduce the latency in 

5G mobile network, the data delivered to the end needs to be on the order of 1-5ms.  To 

support the multi Radio Access Technology (RAT) in 5G communication, 5G 

communication systems needs to integrate existing communication technologies into a 

unified system. Lastly, the cost and energy efficiency in 5G system needs to be significantly 

improved, with a cost reduction to 1$/b required alongside a 1000-fold increase in energy 

efficiency compared to the current wireless technologies. ([65] and [66] to [68]) 

Figure 22 suggests that massive MIMO and mmWave technologies are able to solve many 

technical challenges in the future 5G HetNet system. The deployment of massive MIMO in 
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the transmitter and receiver side of a communication system can significantly improve energy 

and spectral efficiency, especially in a rich scattering environment, and through the using the 

beamforming at the transceiver for massive MIMO, it is possible to achieve a high 

performance gain. In addition, there is an unexploited mmWave frequency band from 30-

300GHz which can provide a huge amount of bandwidth to boost overstrained network 

capacity. The ability to implement massive MIMO technology at the transmitter and receiver 

end of a system is due to key features of 5G communications: namely, the short wavelength 

at mmWave frequency. 

 

Figure 22: The proposed 5G HetNet with Massive MIMO and mmWave technology. [65] 
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Chapter 3.    System Performance analysis of Cell and Edge Capacity in a 

Homogeneous Cellular Network 

3.1 Introduction 

As outlined in Chapter 2, enhancing cellular Quality of Service (QoS) beyond 4G is of global 

interest to both industry and academia. There is a growing demand for high mobile data rates 

coupled with a need to give all mobile users the best network capacity possible, for both 

uploads and downloads. It has also been seen that a possible solution to these challenges is to 

develop dynamic networks. There has already been significant research into these systems 

areas and has been shown that a dynamic network deployment can be rapidly adapted to 

changes or user distribution across a sector in the underlying network architecture [69]. They 

do this by changing the size and shape of the cells within these dynamic networks such that 

data is shifted from overloaded sector users to underutilized sectors. This clearly helps to fill 

the coverage loss and improve capacity within the system ([70], [71]).  

There is the potential for reconfigurable antennas to become an essential part of dynamic 

networks. These antennas have the freedom to alter their characteristics in frequency, 

polarization and radiation pattern dynamically, thus allowing operators to continuously 

optimise their network’s performance [72] Chapter 2 suggests that they can be used as part of 

MIMO systems, digital home applications and Transceiver base stations ([73] to [76]). These 

devices operate by altering the current flow within the antenna, which can be achieved via 

mechanical movement, phase shifters, PIN/varactor diodes, MEMS and active 

materials,( [77], [78], [79]). These have all been demonstrated on a range of different types of 

antenna including dipoles, monopoles and patch antennas. Pattern reconfigurable antennas 

have been proposed as a possible solution capable of balancing network traffic, improving 

network capacity, increasing system gain and security, reducing noise, reducing traffic 

jamming and improving energy efficiency by altering or steering its radiation pattern ([80] to 

[90]). 

Once particular problem which reconfigurable antennas address is the uncertainty of the 

distribution of mobile users. Users which are concentrated around the edges of a cell causes 

uneven distribution of data across the network and research is presented which investigates 

how to   increase the minimum data capacity that a user within a sector might have available. 
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By using a novel pattern-reconfigurable antenna which can switch its azimuth beamwidth 

from narrow to wide, it is possible to balance the need to: 

a) Increase the available capacity for cell edge users. 

b) Maximise the average user capacity. 

This Section aims to show that by combining novel antenna design with current mobile 

network, the system performances in cell and edge capacity can be optimised.  Section 3.2 

presents an overview of the available research concerning reconfigurable antennas, while 

Section 3.3 discusses how this work contributes to the existing literature. A reconfigurable 

network and antenna concept is presented in Section 3.4 and 3.5 respectively, while Section 

3.6 summarises the methodology taken to analyse these concepts. Section 3.7 introduces a 

novel method to analyse the performance of the network through cell edge detection. Lastly, 

the results of the analysis are shown in Section 3.8, and the chapter is summarised in Section 

3.9. 

3.2 Review of existing work 

The majority of available literature regarding dynamic networks and reconfigurable antennas 

focuses on the issue of increasing mobile data traffic and designing a 5G paradigm with 

lower latency, higher data rates and energy efficiency. It is also clear from the literature that 

meeting capacity challenges, both as an average across a cell and at the edges of a cell, has 

become an urgent issue in wireless mobile networks: In areas of high demand and especially 

at cell edges, performances are severely reduced due to high path-loss effects and inter-cell 

interferences. It has been recognised that one possible way to improve this issue is to 

introduce a heterogeneous network, which is formed by adding small cells containing low 

power to the existing macro-cell base stations. This resultant heterogeneous network can be 

used to improve the bitrates per unit area. [91] Through the deployment of smaller cells, and 

by using device-to-device communication around the edges of macro base stations, the cell-

edge mobile users can be served and the network coverage and capacity can be increased [92].  

The existing literature also suggests that base station cooperation can also improve data rates 

of cell edge users, through methods including cooperative MIMO, simple cooperation, 

selective cooperation and cooperative with 1-bit phase feedback [93]. In these systems 
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Orthogonal frequency division multiple access (OFDMA) is used as the transmission scheme, 

along with frequency reuse techniques (which have the potential to improve cell edge 

throughput). Flexible frequency ruse techniques such as Fractional and Soft Frequency Reuse 

(FFR/SFR) have also been used to attempt to optimise the cell edge user data rate. [94] In 

single-cell networks, numerous Resource Block (RB) allocation algorithms have also been 

suggested to reduce user delay and increase user data rates New methods have also been 

proposed which combine the beamforming technique with smart user scheduling to improve 

the cell edge user performance in Orthogonal Frequency-Division Multiple Access (OFDMA) 

networks and reduce cell interface with MIMO antennas. [95]. These use a flexible 3-

dimensional (3D) beamforming technique to control the radiation pattern in both horizontal 

and vertical planes dynamically, thus improving service coverage of non-uniform mobile 

users. Research in this area has shown that 3D beamforming adaption for User specific 

equipment can improve user’s performance compared with traditional sectorization and fixed 

downtilt scheme ([96] and [97]).  

Several papers suggest that small cell deployments and outdoor Distributed Antenna Systems 

(DAS) can be used as part of improvements to the data rates of networks. However, outdoor 

DAS may be the better of these techniques as has better interference management, which 

allows improved cell edge capacity compared with small cell deployments [98]. Coordinated 

Multipoint (CoMP) MIMO techniques based on unlimited backhaul capacity assumption 

have also been shown to be effective in improving system performance ([99] and [100]) 

although for limited backhaul capacity cellular networks, a joint scheme combined user 

scheduling with power control has been proposed. This would improve the sum-rate of users 

at the cell edges without degrading too much of cell centre users’ data rate. [101]  

Research focused on developing advanced antenna systems for improving network 

performances mainly in capacity has also been conducted in the available literature. The 

conventional adaptive and smart antenna systems have been found to be able to improve the 

network performances through steering or adjusting the beam pattern. However, the complex 

beamforming systems required for these antennas can result in increased capital costs. [102] 

Instead, the majority of literature focuses on pattern-reconfigurable antennas, which steer 

their main beams in different directions by exciting four different ports. It has been shown 

that these designs can be integrated with a Wi-Fi system to address multipath fading in a 

complex electromagnetic environment. [103] and that performance improvement can be 
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achieved by using these antennas in combination with MIMO systems [104] One particular 

study focussed on a loop-and-dipole MIMO antenna for mobile devices. This antenna was 

shown to have the ability to generate orthogonally directional radiation patterns in three 

different directions, as well as having a high isolation and a low-correlation coefficient. [105] 

A modified pattern-reconfigurable antenna based on a conventional Electrically Steerable 

Passive Array Radiator (ESPAR) antenna was also evaluated within the existing literature for 

mobile relay stations. By switching and steering antenna’s beam electronically, the 

improvement of SINR performance at cell boundary and handover success rate was achieved. 

[106] 

3.3 Research Contribution 

As can be seen from the current literature, several techniques have the potential to improve 

communication system coverage, capacity and QoS. These techniques are based on network 

system deployment and optimisation, as well as through the use of antenna placement, 

orientation and beamwidth. Deploying electrical or mechanical tilt with directional antennas 

in the elevation plane can reduce interference from neighbouring cells while still meeting the 

required coverage area. Antenna arrays which use adaptive algorithms in their processing 

networks can employ multiple beam positions, sizes and directions in their operation. [107] 

However the literature suggests that while directional antennas are effective at improving 

network performance adding new cells or infrastructure should be avoided as this can 

increase electricity, transmission and rental costs.  

Different types of reconfigurable antennas haven been proposed as methods to optimise 

system capacity through leveraging antenna parameters. The majority of literature discuss the 

fact that reconfigurable antennas change operating characteristics through various different 

techniques [108], as outlined in Chapter 2: however, most literature also focuses on design 

and related technological issues, whereas research on how these devices are used in real 

communication systems is still very limited. If reconfigurable antennas are to become a fixed 

part of current and future systems, then this area of research must be expanded upon to prove 

that these systems are not only able to improve the user’s throughput in the close region of 

base station but also to give all mobile users equal data rates homogeneously over the whole 

cell area.  
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All of the available literature highlight the challenge of improving a mobile user’s capacity at 

the cell edge, and also suggest that there are different ways to improve the cell edge capacity 

in a cellular network system. These techniques include deploying small cells, Inter-cell 

interference cancellation and device-to-device communication. In this chapter we are 

specifically interested in balancing network capacity in terms of both users distributed evenly 

across a sector and users distributed towards the edge of a cell in the downlink 

communication. However, this reconfigurable antenna concept can also be extended for the 

uplink communication. In this case, Mobile users (MU) are the transmitting sides and the 

Base station (BS) is the receiving end. In order to achieve the maximum received SINR at the 

BS, reconfigurable antennas which can dynamically change its radiation pattern for optimized 

signal reception can be implemented at the BS. By using this dynamic reconfigurable antenna, 

the main lobe of the antenna can be steered to the desired users while the nulls of the antenna 

can be pointed to the interfering users. As a result, the uplink SINR at the BS for the desired 

mobile users can be improved. The other possible scenario for uplink communication is when 

the mobile terminals are equipped with a pattern-reconfigurable antenna. By directing the 

main beam of the MUs through a reconfigurable radiation pattern antenna towards the 

receiving BS, the received SINR at the BS end can be maximized. Also, compared with the 

omni-type equipped antennas for MUs, the interference between mobile users during the 

uplink communication can be reduced by using this pattern-reconfigurable antenna.  

A topic for the downlink reconfigurable network scenario which is expanded upon in Section 

3.4. A new concept for a reconfigurable antenna with the capability to achieve advanced 

system performance is then presented, and a prototype antenna is demonstrated through 

simulations and measurements. 

3.4 Reconfigurable Network Concept 

This section illustrates how the distribution of the users can change within the network cell, 

as well as how a reconfigurable antenna can improve the capacity for users about that edge. 

Figure 23 (a) shows the different distribution of users within a hexagonal cell. An assumption 

has been made that users would be uniformly distributed and as such the radiation pattern 

should maximize the average capacity across the cell. Figure 23 (b) shows a situation where 

users may be distributed towards the edges of the cell, where significantly lower capacity is 

available compared with the average. The principle behind the antenna concept in this 



Page 72 
 

situation is to instantaneously switch the beamwidth of the basestation antenna to a wider 

beamwidth, producing the situation shown in Figure 24. The users are located in the same 

physical location but are now further away from the edge of the new wide beamwidth cell, i.e. 

in a location where the capacity may be higher. Using this concept the network providers 

could then choose whether to offer maximum average capacity or improved edge capacity. 

 

Figure 23: User cell distribution (a-left, b-right) 

 

Figure 24: Antenna azimuth beamwidth changing from 60° to 110°. 

3.5 Reconfigurable antenna concept 

Figure 25 shows an illustration of a proposed reconfigurable antenna device (plan view) 

which consists of three radiating elements (dipoles in this case) spaced a distance, 𝑑, away 

from the centre of the base station.  Three metallic reflectors of length, 𝐿@, and height, 𝐻@ , 

extend from the centre of the base station with an angle of 120° between each reflector as 

illustrated in Figure 25. This configuration is suitable for a three sector cellular deployment. 

To provide beamwidth reconfigurability the length of the reflectors can be varied.  As the 
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reflector length tends to zero each dipole will have an omni-direction pattern whereas for 

longer lengths of reflector the beamwidth will reduce to a minimum beamwidth limit. 

Since the antenna azimuth beamwidth is related to the length of metal reflectors, in order to 

assess the range of available beamwidths which this antenna can achieve initial simulations 

were carried out through the use of Computing Simulation Technology (CST) Microwave 

Studio computer simulation software, which is based on full EM wave modelling by using a 

finite difference time domain technique [114].  Simulations were carried out using a printed 

dipole with two folded metallic reflectors formed by an angle of 120° (i.e. a single sector 

antenna). By changing the length of the reflector, 𝐿@, different azimuth beamwidths can be 

obtained. As can be seen from Figure 26 a), by increasing the length of the metal reflectors, 

the corresponding azimuth beamwidth can be reduced and the relationship between the 

beamwidth and reflector length for beamwidth varying between 50° and 180° can be 

estimated using equation (3.1). 

 

                                                          𝜑�A� = 170𝑒
ÀÁÂ³
Ã + 48                                               (3.1) 

Here λ is the transmission wavelength and 𝐿@ is the length of the reflector. In order to achieve 

an antenna gain that represents real cellular network deployments (~17.5 dB for 3GPP 

standard, [109]), a 12-element vertical antenna array was modelled and the azimuth and 

elevation radiation patterns for 60° and 110° azimuth beamwidths were simulated. The gains 

for these two beamwidths are shown in Figure 27. The simulations were carried out at 

1.9GHz with dimensions as follows, dipole-to-reflector distance 𝑑_=39.5mm, 𝐻@=1000mm 

and 𝐿@= 39.7mm and 105mm for 110° and 60° respectively. 



Page 74 
 

 

Figure 25: Antenna model for reconfigurable azimuth beamwidth 

 

 

a) 
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b) 

Figure 26: Antenna azimuth (a) and elevation (b) vs. reflector length 

 

Figure 27: Radiation pattern of reconfigurable antenna for 12 element antenna array 

3.6 System Simulator 

Based on the pattern-reconfigurable antenna model, a system simulator was used to simulate 

the system performance in terms of the mobile network coverage and capacity. The dynamic 
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system level simulator introduced here is a new proprietary RAN simulator to measure and 

test solutions. It evaluates network performance in terms of conventional metrics such as 

capacity and outage [108]. This simulator has been designed to simulator downlink network 

performances in multi-cell multi-users environments taking into account BS planning, 

antenna configurations, path loss models and interference. 

3.6.1 Simulation Flow 

The following section defines the process steps which were taken to complete each 

simulation. Initially the simulation area was defined and fixed before the antenna radiation 

pattern configuration, ISD of base stations, access network deployment model and path loss 

models were defined. Users were then placed in square pixels across the whole network. 

Before scheduling, the propagation channel between users and base station was defined along 

with the received SINR. Lastly, the numerical and graphical output results in terms of 

coverage and capacity were then evaluated. 

 

Figure 28: Simulation flow of mobile network system performance calculation 
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3.6.2 System model 

The system model used to simulate the network performance in terms of coverage and 

capacity with applied pattern-reconfigurable antenna parameters is based on the simulation 

flow shown in Figure 28.  

Figure 29 illustrates a homogeneous Base Transceiver Station (BTS) deployment made up of 

19 stations, where each BTS is on a hexagonal lattice and is separated by a defined ISD. As 

previously mentioned each BTS has 3 antennas (and so the system therefore has 3 tier 

deployments). Figure 29 also shows the defined observation area for the analysis, which 

covers the central BTS site as well as the adjacent 6 BTS sites. This was used to calculate the 

system performance.  The observation area is discretized, using a Cartesian coordinate system 

(X, Y) where each pixel is 10m by 10m. The central BTS is allocated the pixel (0, 0).  The 

aim of the system model was to calculate the SINR for each pixel, which in turn gives the 

pixel’s available capacity. The SINR and capacity data were then analysed to provide cell 

edge and cell average performance for the sector denoted “1” in Figure 29. The BTS antenna 

radiation patterns shown in Figure 27 were employed in this model. The ability to 

mechanically tilt the antenna’s elevation was introduced into the model and a range of 0 – 15 

degrees was analysed.  One of the aims of this paper is to evaluate how system performance 

varies depending on the size of the cellular deployment; as a result, the ISD was varied from 

500m to 1500m in order to represent small to large macrocell deployments. 

 

Figure 29: Cell deployment and observation area 
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Table 3 provides the input parameters used in the system model. These represent typical 

values presented in similar simulations.  The focus of this research was antenna deployment 

in urban deployments and as such the WINNER II path loss model has been used throughout 

the simulations.  It has been assumed that as the ISD increases the BTS antenna height, H, 

also increases as represented by the empirical calculation H=ISD/45.  

Table 3: System simulation parameters 

 Parameter Value 

        Transmission  Scheme SISO 

 Cell Deployment Homogeneous Hexagonal Deployment 

(Figure 29) 

            Antenna Pattern A(𝜃,Ø)  

 Antenna Gain G(𝜃,Ø) 

      P Transmit Power 40W 

	𝒇	 Operating frequency 1.9GHz 

     B Bandwidth 20MHz 

    N Number of BSs in RAN 19 

    M Number of sectors in BTS 3 

   𝒏< Additive White Gaussian Noise (AWGN)  6X10�tÇ	W/Hz 

   𝒏𝑼𝑬 User noise figure  8dB (6.31W) 

 		𝑮𝒓 Received Antenna Gain -1dB 

     L Path Loss model WINNER II  

     H User antenna height  1.5m 

    H Base-station Antenna Height  11-33m 
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Table 3: System simulation parameters 

 Parameter Value 

    𝜽𝒕 Antenna downtilt angle 0-15degrees 

  ISD Inter-site Distance 500-1500m 

3.6.3 SINR Calculation 

As mentioned in Section 3.6.2 the centre cell site is located at the origin (0, 0) of a Cartesian 

coordinate system. We used the term 𝑛(],Î)to identify the position (x, y) of cell site n. As 

each cell site is composed of 3 sectors, 𝑛�(],Î)is identified to the sector m, 1≤M≤3, of the 

site n. Let n= {1,…,N}, the set of n basestations in the mobile network. Consider a point 𝑟 in 

the observation area which is denoted as position (𝑥?,𝑦?): The received power at this point 

from the antenna at 𝑛YÐ	basestation and the 𝑚YÐ sector can be given in equation (3.2). 

                                       𝑃EÑ,? = 10 logt< 𝑃 + 𝐺Ò𝜃EÑ,?, ∅EÑ,?Ó − 𝐿EÑ,? + 𝐺?                      (3.2) 

Here P is the antenna transmitting power. Terms G(𝜃EÑ,?) and G(∅EÑ,?) are the azimuth and 

elevation gain based on the position of point 𝑟 from the main beam of the basestation antenna 

in cell sector 𝑚. 𝐿EÑ,? is the path loss between point 𝑟 and the sector 𝑚 of cell site 𝑁. 𝐺?  is 

the gain of the received antenna and assumed to be isotropic. G (𝜃EÑ,?,∅EÑ,?) is the antenna 

gain in dB at the point r from the transmitting antenna of the basestation in sector 𝑚 of cell 

site 𝑛.  The 3D pattern of the antenna is combined by both the azimuth and elevation patterns 

given in equation (3.3).  

                                  𝐺Ò𝜃EÑ,?, ∅jÑ,?Ó = 𝐺Ò𝜃EÑ,?Ó + 𝐺Ò∅EÑ,?Ó                                           (3.3)                                                                                            
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Figure 30: Vertical (a) and Horizontal (b) angles 

As shown in Figure 30, the angle 𝜃EÑ,? is dependent on the antenna tilt angle 𝜃Ysitting from 

the main beam to the horizontal line. The lower part of Figure 30 (b) shows that ∅EÑ,?is 

related to the horizontal angle α, which is the angle between the vertical line and antenna 

main lobe direction. According to Figure 30, angles 𝜃Band ∅B  from the antenna at basestation 

𝑛�for point r can be calculated in equation (3.4) and (3.5).  

                                                         𝜃B = | sin�t( ·�Ð
A¦Ñ,°

) |                                                     (3.4) 

                                                          	∅B = tan�t |]°�]|
|Î°�Î|

                                                        (3.5) 

                                     𝑑EÑ,? = Ù(𝑥? − 𝑥)u + (𝑦? − 𝑦)u + (𝐻 − ℎ)u                                 (3.6) 

Here 𝐻 represents the height of basestation antenna 𝑛�, ℎ is the height of the point 𝑟 above 

the origin and 𝑑EÑ,? is the distance (m) from the point 𝑟  to the basestation antenna in 

sector 		𝑛�.	Thus, the corresponding elevation and azimuth angle of the point 𝑟  from 
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basestation antenna in sector 𝑛�can be calculated in equation (3.7) and (3.8) according to 

Figure 30 (b).  

                                                                𝜃EÑ,? = |𝜃B − 𝜃Y|                                                   (3.7) 

                                 ∅EÑ,? = |∅B − 𝛼|(𝛼 = 0°, 120°, 240°,𝑤ℎ𝑒𝑛	𝑚 = 1,2,3)                   (3.8) 

As mentioned previously the path loss model used in LTE simulator is Winner Dense Urban 

Micro NLOS model, which is expressed in equation (3.9):  

                                      𝐿EÑ,? = 26 logt< 𝑓 + 22.7 + 36.7 logt<(𝑑EÑ,?)                            (3.9) 

Where 𝐿EÑ,?  is the path loss (dB) between the basestation 𝑛�  and point 𝑟 , f is the 

transmission frequency of the antenna (GHz) and 𝑑EÑ,? is the separation distance between the 

basestation 𝑛� and the center of the point 𝑟. 

Assuming the UEs connects to the sectors with the maximum received power, thus for the 

received power at 𝑟YÐ   point from the 	𝑚YÐsector at the  𝑛YÐ  basestation can be provided by 

searching for the maximum received power. As shadowing and fading are not considered in 

our case, the serving sector 	𝑛�  can be simplified mathematically to the following expression: 

                                                     	𝑃EÑ,? = 𝑚𝑎𝑥(𝑃t,?, 𝑃u,?, . , 𝑃jÛ,?)                                    (3.10) 

The received power from the remaining of the sectors is treated as the interference for the 

point r at the sector	𝑛�. This is shown in equation (3.11) 

                                                   𝐼EÑ,? = ∑ ∑ 𝑃E′Ñ′,?
�
�Ýt,�′Þm

j
EÝt,E′Þj′                                 (3.11) 

Where 𝑛′�′ are the remaining sectors except for the sector 𝑛� in the mobile network. The 

sum of the received power 𝑃E′Ñ′  for the point r is treated as the interference here. The noise 

power for the user is shown in equation (3.12): 

                                                                  𝑃E = 𝐵𝑛I𝑛cd                                                     (3.12) 

Where 𝐵 is the bandwidth of the network in (Hz), 𝑛I represents the Additive White Gaussian 

Noise and 	𝑛cd is the noise figure shown in Table 1.  
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The SINR received by point r and issued from sector 𝑛� can be calculated using equation 

(3.13): 

                                                         								𝛾EÑ,? =
�¦Ñ,°

R¦Ñ,°��¦
                                                    (3.13) 

The quality of throughput is dependent on the coverage and interference conditions. Thus, the 

maximum throughput 𝐶𝑖 at the 𝑟YÐpixel can be set by Shannon capacity as follows: 

                                                          𝐶𝑖EÑ,? = 𝐵 ∙ logu(1 + 𝛾EÑ,?)                                     (3.14) 

3.6.4 Tri-Sector Antenna Beamwidth Optimisation 

One of the key metrics for network deployment is the sector downlink throughput, which is 

related to the SINR that a user is subjected to. Before considering the reconfigurability of the 

antenna concept we first needed to decide what the optimum antenna beamwidth should be 

for a given network deployment. Based on the reconfigurable antenna concept, the antenna 

azimuth beamwidth was be obtained from 50° to 180° by changing the length of antenna 

metal reflectors. To address this, the SINR coverage is calculated for various azimuth 

beamwidth based on the uniform hexagonal deployment model with an ISD of 500m and 5° 

antenna tilt. This is demonstrated in Section 3.6.2 and the system parameters used are shown 

in Table 3. 
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Figure 31: Cumulative Density Function of SINR for a range of antenna azimuth beamwidth 

Figure 31 illustrates how the beamwidth can change the network coverage, however, to 

decide on which beamwidth is optimum a Cumulative Density Function (CDF) of the SINR 

in the whole deployed BTS cells was used. Figure 31 shows the CDF for a range of antenna 

beamwidths. It can be seen that there are diminishing returns for the SINR as the beamwidth 

is reduced. It was decided that the 60° beamwidth was optimum as this gives good SINR over 

the entire cell. The 50° was not chosen as the network becomes noise limited rather than 

interference limited which would not be appropriate for a network deployment. 

3.6.5 SINR distribution  

Having chosen the “optimum” antenna beamwidth for this deployment the potential of 

reconfiguring the antenna beamwidth is addressed.  In this study we are interested in users 

who may be close to the edge of the optimum cell.  In this case the benefit of reconfiguring to 

an alternative beamwidth which may have a higher SINR is assessed.   

Figure 32 shows the received SINR distribution across the whole network. This shows SINR 

distribution across the whole network for an antenna azimuth beamwidth of 60°, 75°, 90° and 

110° respectively, with a tilt angle of 1° and an ISD of 500m. It can be seen that the cell 

centre region has a higher SINR value compared with the cell edge area for different azimuth 

beamwidths, with the 60° azimuth beamwidth cell having the highest SINR value around the 

centre part of the cell (10-15 dB).  

 
Figure 32: SINR distribution plot for; a) 60°; b) 75°; c) 90°; and d) 110° at a tilt of 1° and an 

ISD of 500m 

      
      a)Ø=60°                                          b)Ø=75°                                         c)Ø=90°                                          d)Ø=110° 
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Based on the assumption introduced in Section 3.4, it is claimed that through switching the 

azimuth beamwidth from narrow to wide, the cell edge capacity of narrow azimuth 

beamwidth can be improved. In order to investigate this claim and compare the differences 

between cell edge SINR performance among different azimuth beamwidths, a subtraction of 

the SINR values was carried out, denoted as 𝑆𝐼𝑁𝑅à< − 𝑆𝐼𝑁𝑅9where θ is the azimuth 

beamwidth of the reconfigurable antenna. 

 

Figure 33: Difference SINR distribution plot for; a) 60°-75°; b) 60°-90° and; c) 60°-110° at a 

tilt of 1° and an ISD of 500m 

As can be seen in Figure 33, the cell edge region of 60° azimuth beamwidth can achieve 

higher SINR performance through switching the azimuth beamwidth from narrow 60° to 

wider azimuth beamwidths.  In order to investigate the improvement of cell edge capacity of 

60° azimuth beamwidth by switching the azimuth beamwidth of the antenna, a novel cell 

edge detection technique was developed. This is introduced in Section 3.7. 

3.7 Cell edge detection 

As part of the calculation of cell edge capacity, a cell edge detection algorithm has been 

applied which determines the physical position of the edge and its throughput. The targeted 

sector is chosen as the central sector labelled as 1 in Figure 29. The detected cell edge is 

comprised of the minimum SINR value based on the cell edge definition.  

The first part of this algorithm detects the local minimum SINR value around the central 

section by comparing the gradient in SINR in the x and y direction. Based on this local 

minimum, the edge of central sector can be detected. An example of this for different cell 

      
      a )                                                                   b)                                                                       c)                                   
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shapes is shown in Figure 34, which clearly shows the detected edge of the central section 

within each SINR plot. 

 

Figure 34: The detected edge of the central sector for; a) 60°; b) 75°; c) 90° and; d) 110° 

azimuth beamwidth at a tile of 1° and an ISD of 500m. 

Following on from the SINR calculation, the capacity of each pixel can be calculated using 

equation (3.14). In order to calculate the capacity of the edge of the central sector, the 

capacity value of each pixel in the edge of the sector must be added together. Thus the total 

edge capacity of the central sector can be found using equation (3.15): 

                                                             𝐶	ZAOZ = ∑ 𝐶G,ád
áÝt                                                   (3.15) 

𝐸 represents the number of the pixels in the edge of central sector. The average edge capacity 

is derived by dividing the total edge capacity 𝐶ZAOZ  by the number of pixels in the cell edge 𝐸. 

The total central sector’s capacity can be calculated using a similar expression from the 

calculation of the central sector’s edge capacity (equation (3.16)): 

                                                                     𝐶 = ∑ 𝐶G,án
áÝt                                                   (3.16) 

Here 𝐷 is the number of the pixels in the central sector (rather than the edge). A value for 

average cell capacity at the central sector is 𝐶 divided by total number of pixels in the sector 

𝐷. 

3.8 Network Performance Results 

In the following section, network cell coverage and capacity is investigated and analysed, and 

the optimum cell coverage and downtilt angle is discovered. The instantaneous cell edge 

       
   a)Ø=60°                                          b)Ø=75°                                         c)Ø=90°                                              d)Ø=110° 
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improvement is also assessed and different path loss models are used to verify the cell edge 

performances. Lastly, the varying cell edge is defined and its performances are analysed 

before the results of cell and cell edge performances for different ISDs are summarised. 

3.8.1  Optimum cell coverage and downtilt angle 

In this section, the optimum cell coverage and antenna downtilt angle are investigated 

through comparing different azimuth beamwidths. The average cell capacity for beamwidths 

of 60°, 75°, 90° and 110° was derived for a tilt angle range of 0° to 15°. The ISD was kept at 

a constant 500m. The average cell capacity for the different tilt angle is compared in Figure 

35 

 

Figure 35: Average cell capacity for different azimuth beamwidth VS. Tilt angle for ISD of 

500m 

Figure 35 shows that the cell capacity for a beamwidth of 60° is higher than the other azimuth 

beamwidths for a tilt angle range of 0° up to 10°. The optimum tilt angle for all azimuth 

beamwidths is 9°. Between this range of tilt angles, the cell capacity decreases with 

increasing azimuth beamwidth. Past a tilt angle of 9°, the cell capacity sharply drops for all 

azimuth beamwidths. The lowest value within this range is experienced with the 60° 
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beamwidth at a tilt angle of around 13°: however, in practice we are not concerned with the 

extreme tilt angle performance of the beams as their cell capacities are unfeasibly low, and so 

the 60° azimuth beamwidth is considered to be the most optimal choice for the indicated tilt 

angle range. 

 

Figure 36: CDF distribution of SINR for 60° azimuth beamwidth at different tilt angles for 

ISD of 500m 

In Figure 36 at a tilt angle of 9°, the cell SINR reaches the maximum value. However, from 

statistical point of view, for the high tilt angle the data is more skewed as the antenna’s 

radiation pattern is pointed more towards the basestation side. It can reduce the interference 

in certain outliers but only by sacrificing with the coverage. 
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Figure 37: CDF distribution of SINR for different azimuth beamwidth at tilt angle of 9° for 

ISD of 500m 

Figure 37 shows the CDF distribution of SINR for different azimuth beamwidth at the 

optimum tilt angle of 9° for ISD of 500m. It can be seen that at the optimum tilt angle of 9°, 

the 60° azimuth beamwidth cell shows the best cell performance. 

Section 3.8.2 compares the effect of switching the azimuth beamwidth from 60° to 75°, 90° 

and 110° in an attempt to improve cell edge capacity rather than the average cell capacity. 

The real cell edge performance of different azimuth beamwidth is also compared; and an 

explanation of the method used to compare the effect of switching the azimuth beamwidth is 

outlined in this Section. 
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3.8.2 Instantaneous cell edge performance assessment 

In the assumption outlined in Section 3.5, the methodology for improving the capacity of cell 

edge users was to widen the antenna’s azimuth beamwidth, thus shifting the relative position 

of the edge users towards the centre of the cell. As a result, the cell capacity of these users 

can be improved.  

The 60° beamwidth was chosen as the reference case as it displayed the most optimal cell 

capacity of the beamwidths studied for a reasonable tilt angle range.  In order to compare the 

results in a concise way, it was decided that the original sector edge plot for the 60° 

beamwidth should be superimposed on top of the new sector edge plot from the switched 

beamwidth. The original 60° beamwidth sector edge is shown as a white border within the 

greyscale image of the new sector edge plot. This is shown in Figure 38, with the 60° sector 

edge superimposed on the SINR distribution plot for the chosen azimuth beamwidth range. 

 

 

Figure 38: Sector edge of the 60°azimuth beamwidth (a) superimposed on the SINR 

distribution plot of; b) 75°; c) 90° and; d) 100° azimuth beamwidth at a tilt angle of 1° and an 

ISD of 500m 

Figure 38 shows that the actual shape of the cell for the higher beamwidths is very different 

compared to the original 60° instantaneous cell. Following on from this analysis, the average 

cell edge capacity for the instantaneous 60° white cell was calculated for the new beamwidths 

of 75°, 90° and 110°. This was completed by calculating the cell edge capacity for each pixel 

in the white instantaneous cell shown in Figure 38, and then taking the average of these 

results, for each chosen azimuth beamwidth. Results were taken for a tilt angle range of 0° to 

    
  a)Ø=60°                                           b)Ø=75°                                          c)Ø=90°                                         d)Ø=110° 
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15° and an ISD of 500m. The results are shown in Figure 39 and Figure 40, the instantaneous 

cell edge SINR and Capacity. 

 

Figure 39: Average cell edge SINR of 60° azimuth beamwidth superimposed on 75°, 90° and 

110° azimuth beamwidth cell for an ISD of 500m 
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Figure 40: Average cell edge capacity of 60° azimuth beamwidth superimposed on 75°, 90° 

and 110° azimuth beamwidth cell for an ISD of 500m 

Both the instantaneous cell edge SINR and capacity shown in Figure 39 and Figure 40 show a 

similar trend. It can be seen that the cell edge capacity of 60° azimuth beamwidth can be 

improved the most by switching the azimuth beamwidth from 60° to 110°. At a tilt angle of 

9°, the cell edge capacity of the 60° azimuth beamwidth can be improved by around 

3.3Mbit/s by switching to 110°. It has already been discussed that the downside to this 

method is that average cell capacity decreases: for example, Figure 40 shows that at a tilt 

angle of 9° the difference in average cell capacity between the widest and narrowest beams is 

14.15Mbit/s. This is still enough capacity to support most communications; however, it 

shows that there is a trade-off between cell capacity and cell edge capacity by switching the 

antenna’s azimuth beamwidth. 

The results in Figure 41 were derived by calculating the average capacity around the white 

edge of the instantaneous 60° cell for each different azimuth beamwidth. This was then 

compared with the real cell edge performance for each of the azimuth beamwidths, in order to 

show the advantages of employing beam switching rather than keeping the beamwidths fixed 

in terms of cell edge performance. The real edges of the cells for the 60°, 75°, 90° and 110° 

beamwidths are shown as white borders in Figure 38. The cell edge capacity for these cells is 

shown in Figure 42, for the same tilt angle range and ISD. 
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Figure 41: Average cell edge SINR for different azimuth beamwidth vs tilt angle for an ISD 
of 500m 

 

Figure 42: Average cell edge capacity for different azimuth beamwidths vs tilt angle for an 
ISD of 500m 

Both Figure 41 and Figure 42 show the similar trend of the cell edge performance in terms of 

SINR and capacity for different azimuth beamwidth. Figure 42 also shows a similar trend 

between average cell edge capacity and the average cell capacity for the different beamwidths. 

The 60° beamwidth cell shows the greatest cell edge capacity between a tilt angle of 0° and 

9°. The maximum value for this beam is 15 Mbit/s: however, Figure 35 shows a maximum 

cell edge capacity of 18Mbit/s at the same tilt angle. This means that for users gathered at the 
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edge of the instantaneous 60° cell, switching the beamwidth from 60° to 110° can bring an 

improvement of 3 Mbit/s to the cell edge capacity, this demonstrating the potential of 

employing beamwidth switching schemes. 

3.8.3 Different path loss models verification for switching azimuth 

beamwidth from 60° to 110° for cell and edge capacity 

As a way to verify these improvements, different path loss models have been applied to 

compare performances for different boundary equations. The path loss models chosen are; 

Winner II, which is 3GPP defined and implemented in our system simulator; Cost-231- Hata, 

which is an empirical path loss model used in medium to small cities; and Cost 231 Non-

Line-of site (NLOS), which is a semi-empirical path loss model taking the characteristics of 

the city structure into account. As shown in Section 3.8.2, by switching the antenna’s azimuth 

beamwidth from 60° to 110°, the cell edge capacity of 60° azimuth beamwidth can be 

improved by around 3.3 Mbit/s at an optimum tilt angle of 9° and an ISD of 500m. The cell 

capacity of 60° azimuth beamwidth will however drop by around 14Mbit/s as a trade-off 

through widening the antenna’s azimuth beamwidth using the Winner II path loss model. 

The Winner II Dense Urban path loss model is expressed as in equation (3.17): 

                                        𝐿(A�) = 26 logt< 𝑓 + 22.7 + 36.7 logt<(𝑑�)			                          (3.17) 

The Cost-231-Hata model [111] is used here to verify the system performances. The 

mathematical expression of this path loss model is shown in equation (3.18): 

                                                𝐿_	(𝑑𝐵) = 	𝐴	 + 	𝐵𝑙𝑜𝑔t<(𝑑) 	+ 	𝐶                                      (3.18) 

Where: 

                             𝐴 = 46.3 + 	33.9	𝑙𝑜𝑔t<	(𝑓B)	– 	13.28	𝑙𝑜𝑔t<	(ℎG)	– 	𝑎	(ℎ�)                   (3.19) 

                                                 𝐵 = 44.9 − 6.55𝑙𝑜𝑔t<(ℎG)                                                (3.20) 

                            𝐶 = å0, 𝑓𝑜𝑟	𝑚𝑒𝑑𝑖𝑢𝑚	𝑐𝑖𝑡𝑦	𝑎𝑛𝑑	𝑠𝑢𝑟𝑏𝑢𝑟𝑏𝑎𝑛	𝑎𝑟𝑒𝑎𝑠3, 𝑓𝑜𝑟	𝑚𝑒𝑡𝑟𝑜𝑝𝑜𝑙𝑖𝑡𝑎𝑛	𝑎𝑟𝑒𝑎𝑠 æ                              (3.21) 
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The Cost 231-Walfisch-Ikegami Non-line of sight (NLOS) ([112] and [113]) can be 

expressed as follows: 

     𝐿jMkl(dB) 	= 	 𝐿[l 	+ 	𝐿?YH	(𝑤?, 𝑓, ∆ℎmIG3éZ	, ∅	) 	+ 	𝐿mln	(∆ℎ�@HZ	, ℎ�@HZ	, 𝑑, 𝑓, 𝑏H	)   (3.22) 

Where: 

        𝐿[l = 𝐹𝑟𝑒𝑒	𝑆𝑝𝑎𝑐𝑒	𝑃𝑎𝑡ℎ	𝐿𝑜𝑠𝑠 = 32.4 + 20𝑙𝑜𝑔t<(𝑑[𝑘𝑚]) + 20𝑙𝑜𝑔t<(𝑓[𝑀𝐻𝑧])    (3.23) 

                                                  𝐿?YH = 𝑅𝑜𝑜𝑓 − 𝑡𝑜 − 𝑆𝑡𝑟𝑒𝑒𝑡	𝑙𝑜𝑠𝑠                                      (3.24) 

= −8.8 + 10𝑙𝑜𝑔t<(𝑓[𝑀𝐻𝑧]) + 	20𝑙𝑜𝑔t<(∆ℎ𝑀𝑜𝑏𝑖𝑙𝑒	[𝑚]) − 	10𝑙𝑜𝑔t<(𝑤[𝑚]) + 𝐿I?3 

                                               𝐿I?3 = 𝑆𝑡𝑟𝑒𝑒𝑡	𝑜𝑟𝑖𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛	𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛                                 (3.25) 

= ê
10	 + 0.35𝜙																			0 ≤ 𝜙 ≤ 35°

2.5 + 0.075(𝜙 − 35)					35° ≤ 𝜙 ≤ 55°
4.0 − 0.114(𝜙 − 55)					55° ≤ 𝜙 ≤ 90°

ì 

                                                𝐿mln = 𝑀𝑢𝑙𝑡𝑖 − 𝑑𝑖𝑓𝑓𝑟𝑎𝑐𝑡𝑖𝑜𝑛	𝑙𝑜𝑠𝑠                                    (3.26) 

= 𝐿GHÐ + 𝑘@ + 𝑘A𝑙𝑜𝑔t<(𝑑[𝑘𝑚]) + 𝑘µ𝑙𝑜𝑔t<(𝑓[𝑀𝐻𝑧]) − 9𝑙𝑜𝑔t<(𝑏) 

                                𝐿GHÐ = í
18𝑙𝑜𝑔t<(1 + ∆ℎ�@HZ)												ℎ�@HZ > ℎQIIµ
0																																																		ℎ�@HZ ≤ ℎQIIµ

ï                       (3.27) 

The specific type of Cost 231 Walfish-Ikegami NLOS model used here is called microcell 

NLOS pathloss: this is a variant of the Cost 231 where the antenna height at the basestation is 

set to 11.11 m and the height of the surrounding buildings are 12m. The interspacing between 

buildings is 50 and the width of each surrounding street is 25m. Each mobile station antenna 

has a height of 1.5m, and the tilt of each antenna is 25°. The operating frequency of the 

system is 1900 MHz. With these parameters, the following simplification can be made: 

                               𝐿jMkl(𝑑𝐵) = 148.48 + 39.11𝑙𝑜𝑔t< ð
A

t<<<
ñ + 1.424 ð A

t<<<
ñ               (3.28) 

Based on these 3 different path loss models, the path loss VS distance results are shown in 

Figure 43. 
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Figure 43: Path loss vs distance, based on 3 different path loss models 

Figure 43.shows that the difference between the Winner II Urban and Cost Hata path loss 

model is small (1 to 3dB) for an ISD above 200m, and that the difference between Cost 231 

NLOS and the other two path loss models is between 3 to 9dB. Both the Winner II Urban and 

Cost Hata Path loss models are empirical ones and the Cost 231 NLOS is a semi-empirical 

model based on the real city structures. 

The average cell capacity and instantaneous cell edge improvement by switching antenna’s 

azimuth beamwidth from 60° to wide 110° using these 3 different path loss models are shown 

below: 
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Figure 44: Average instantaneous edge SINR of 60° and superimposed on 110° azimuth 

beamwidth vs tilt angles for different path loss models for an ISD of 500m 

 

Figure 45: Average instantaneous edge capacity of 60° and superimposed on 110° azimuth 

beamwidth vs tilt angles for different path loss models for an ISD of 500m 
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It can be seen from Figure 45 that the cell edge capacity of 60° and 110° azimuth beamwidth 

follow the same trend for different tilt angles. The different between each path loss model is 

within 1Mbit/s. As each of the different path loss models show the same trend and similar 

results, this investigation verifies that the by switching this antenna’s azimuth beamwidth 

from 60° to 110°, the cell edge capacity of 60° azimuth beamwidth can be improved. 

 

Figure 46: Average cell SINR for 60° and 110° azimuth beamwidth vs tilt angles for different 

path loss models and an ISD of 500m 
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Figure 47: Average cell capacity for 60° and 110° azimuth beamwidth vs tilt angles for 

different path loss models and an ISD of 500m 

Both Figure 46 and Figure 47 show the Instantaneous cell edge and cell performance in terms 

of SINR and capacity with different tilt angles for ISD of 500m. Comparing these with Figure 

42 shows that the average cell capacity of 60° and 110° azimuth beamwidth follows the same 

trend for different path loss models within the range of tilt angle from 0° to 15°, when the 

antenna’s azimuth beamwidth is switched from 60° to 110° for ISD of 500m. 

3.8.4 Cell and edge region performances for different ISDs 

Based on the same system model and parameters, different ISDs from 500m to 1500m are 

investigated here to further compare the effect of switching the antenna’s azimuth beamwidth 

from 60° to 110°. The figures below show the effect of changing the ISD and tilt angle on the 

average cell SINR and the average cell capacity. 
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Figure 48: Average cell edge SINR of 60° superimposed on 110° azimuth beamwidth for 

different ISDs vs tilt angles 

 

Figure 49: Average cell edge capacity of 60° superimposed on 110° azimuth beamwidth for 

different ISDs vs tilt angles 
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Figure 48 and Figure 49 show that there is improvement of cell edge SINR and capacity of 60° 

azimuth beamwidth by switching the antenna’s azimuth beamwidth from 60° to 110° , and 

that the SINR and average cell capacities follow the same trend for different ISDs from 500m 

to 1500m within the tilt angle range of 0° to 15°. 

 

Figure 50: Average cell SINR of 60° and 110° azimuth beamwidth for different ISDs vs tilt 
angles 
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Figure 51: Average cell capacity of 60° and 110° azimuth beamwidth for different ISDs vs 
tilt angles 

Figure 50 and Figure 51 show that the average cell SINR and capacity of the azimuth 

beamwidth for 60° and 110° follows the same trend with tilt angle varying from 0° to 15° for 

different ISDs from 500m to 1500m. The table below summaries the average cell capacity 

and the improvement of cell edge capacity for 60 ° azimuth beamwidth through switching the 

antenna’s azimuth beamwidth from 60° to 110° at optimum tilt angle of 9° for ISDs from 

500m to 1500m. 
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Table 4: Summaries of cell edge and cell capacity for different ISDs at an optimum tilt angle of 9° 

ISD (m) 

Azimuth Beamwidth (°) % Change 

Cell edge capacity (Mbit/s) 

(Cell capacity (Mbit/s)) 

60° 110°  

500 14.6  

(45.0) 

17.9 

(30.9) 

22.6 

(-31.3) 

750 14.2 

(46.4) 

18.0 

(31.0) 

26.8 

(-33.2) 

1000 14.4 

(46.6) 

17.9 

(31.2) 

24.3 

(-33.0) 

1250 14.5 

(47.4) 

18.0 

(31.4) 

24.1 

(-33.8) 

1500 14.4 

(47.2) 

18.0 

(31.3) 

25.0 

(-33.7) 

It can be seen that there is a trade-off between average cell capacity and cell edge capacity by 

switching the antenna’s azimuth beamwidth from 60° to 110° in that at the wider azimuth 

beamwidth the cell edge capacity increases while the cell capacity decreases. For example, by 

switching the beamwidth from 60° to 110° for an ISD of 500m and a tilt angle of 9° the cell 

edge capacity increases by 22.6% (14.6 Mbit/s to 17.9 Mbit/s) while the cell capacity 

decreases by 31.3% (45 Mbit/s to 30.9 Mbit/s). And, for different ISDs, they follow the same 
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trend as with the case for ISD of 500m. Overall, the cell edge capacity of 60° azimuth 

beamwidth can be improved by around 3.5 Mbit/s for different ISDs. However, there is a 

decrease in average cell capacity by around 15Mbit/s through switching the azimuth 

beamwidth from 60° to 110°. 

3.8.5 Varying cell edge performance 

The following section demonstrates the varying cell edge concept. To compare the 

improvement of cell edge capacity of 60° azimuth beamwidth by superimposing it on 110° 

azimuth beamwidth cell within varying cell edge area, four different cell edge regions are 

defined to analysis the user capacity. Basically, the cell edge is defined as the minimum 

SINR value and detected by the image processing technique stated in Section 3.8.2. 

 

Figure 52: Four different cell edge definitions 

The different cell edge definition is shown in Figure 52. The original cell edge is defined by 1 

pixel width, which is around 10m. The second cell edge is the original edge region plus 1 

pixel width into the cell and the total cell edge width is 20m. The third cell edge is the 

original cell edge region plus 1 pixel width out from the cell and the total cell edge width is 

20m. The fourth cell edge is the original cell edge region plus 1 pixel width in the cell and 1 

pixel width out from the cell and the total cell edge width becomes 30m. 
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Figure 53: Detected cell edge for varying cell edge region; a) Original defined cell edge; b) 

Cell edge 2; c) Cell edge 3 and; d) cell edge 4 at an optimal tilt angle of 9° and an ISD of 

500m 

Figure 53 shows the four different cell edge regions which can be detected using the cell edge 

detection technique. It can be seen that the thickness of the cell edge changes depending on 

how this edge is defined. Figure 53 a) to d) shows how the capacity of each of the cell edge 

definitions varies depending on the tilt and the azimuth beamwidth. 

 

Figure 54: Varying cell edge capacity of 60° and superimposed on 110° azimuth beamwidth 

for ISD of 500m (Cell edge 1) 

 
a)                                       b)                                                    c)                                                       d) 
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Figure 55: Varying cell edge capacity of 60° and superimposed on 110° azimuth beamwidth 

for ISD of 500m (Cell edge 2) 

 

Figure 56: Varying cell edge capacity of 60° and superimposed on 110° azimuth beamwidth 

for ISD of 500m (Cell edge 3) 
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Figure 57: Varying cell edge capacity of 60° and superimposed on 110° azimuth beamwidth 

for ISD of 500m (Cell edge 4) 

It can be seen from Figure 54 to Figure 57 that at the optimum tilt angle of 9°, by switching 

the antenna’s azimuth beamwidth from 60° to 110°, the original cell edge region of 60° 

azimuth beamwidth can be improved by around 3.3Mbit/s. This trend is mirrored by cell edge 

region 2 and cell edge region 3, which can both be improved by around 2.2Mbit/s. For the 

wide cell edge region 4, the cell edge capacity can be improved by around 1Mbit/s. The 

varying cell edge capacity confirms that the original cell edge capacity of 60° azimuth 

beamwidth can be improved most by superimposing the cell edge on 110° azimuth 

beamwidth cell through switching the azimuth beamwidth from 60° to 110°. 

3.8.6 Results summary for different ISDs 

Table 5 summarizes the varying cell edge capacity at optimum tilt angle of 9° for different 

ISDs. There are four cell edge region capacity comparisons obtained by using 60° azimuth 

beamwidth cell edge and superimposing it on 110° azimuth beamwidth cell for different ISDs. 
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Table 5: Summaries of the varying cell edge capacity for different ISDs between 60° and 110° 

azimuth beamwidth at optimum tilt angle of 9° 

ISD (m) 

Cell edge capacity (Mbit/s) 

(Cell capacity (Mbit/s)) 

Edge Region 1 Edge Region 2 Edge Region 3 Edge Region 4 

60° 110° 60° 110° 60° 110° 60° 110° 

500m 
14.6 

(45.5) 

17.9 

(30.9) 

15.7 

(45.5) 

17.9 

(30.9) 

15.5 

(43.3) 

17.8 

(29.3) 

16.1 

(43.3) 

17.8 

(29.3) 

750m 
14.2 

(46.4) 

18.0 

(31.0) 

14.9 

(46.4) 

18.0 

(31.0) 

14.8 

(44.0) 

17.9 

(29.9) 

15.3 

(44.0) 

17.7 

(29.9) 

1000m 
14.4 

(46.6) 

17.9 

(31.2) 

14.8 

(46.6) 

17.8 

(31.2) 

14.8 

(44.9) 

17.8 

(29.8) 

15.1 

(44.9) 

17.8 

(29.8) 

1250m 
14.5 

(47.4) 

18.0 

(31.4) 

14.8 

(47.4) 

17.9 

(31.4) 

14.7 

(45.3) 

17.9 

(30.4) 

15.0 

(45.3) 

17.8 

(30.4) 

1500m 
14.4 

(47.2) 

18.0 

(31.3) 

14.7 

(47.2) 

17.9 

(31.3) 

14.6 

(45.7) 

17.8 

(30.5) 

14.8 

(45.7) 

17.8 

(30.5) 

Table 5 shows that the improvement in varied cell edge capacity for different cell edge region 

is between around 1Mbit/s and 3Mbit/s for an ISD range of 500 m to 1500 m. For all ISDs 

the improvement in cell edge capacity is compensated for by a reduced cell capacity, which 

decreased in the range of 14 Mbit/s to 16 Mbit/s. 
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3.9 Summary 

A novel approach has been suggested here to instantaneously improve the cell edge capacity 

of antennas. This used an advanced beam switching antenna system rather than through a 

method described in the existing literature. Through switching the azimuth beamwidth of the 

antenna from narrow 60° to wide 110°, the cell edge capacity of 60° azimuth beamwidth cell 

can be improved instantaneously by around 3 Mbit/s. In addition, the antenna downtilt angle 

(from 0° to 15°) effects on mobile network performances, in terms of cell coverage and 

capacity with different ISDs (from 500m to 1500m), has been investigated. It is shown that 

for different cell sizes and different ISDs, the instantaneous cell edge and cell capacity has a 

similar trend in that switching the beamwidth in this way increases the cell edge capacity but 

decreases the average cell capacity. It also shows that with the tilt angle of antenna increases, 

the cell performances of the mobile network can be improved up to an optimum tilt angle of 

9°, at which point the cell performances quickly worsen.  
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Chapter 4.    Azimuth Beamwidth Reconfiguring Analysis on Homogeneous 
Cellular Network: Antenna Design 

4.1 Introduction 

Following on the discussion on system performance analysis in a homogeneous cellular 

network by using azimuth beamwidth switching antenna, a 12-element pattern-reconfigurable 

antenna array is designed and demonstrated which is applicable for the cellular mobile 

system. Due to the increasing adoption of pattern-reconfigurable antennas in wireless 

communication, different pattern-reconfigurable models have been developed such as 

reconfigurable microstrip parasitic array antenna, planar electronically reconfigurable Wi-Fi 

band antenna and reconfigurable microstrip circular patch antenna. [115] As outlined 

previously there are many different mechanisms which can be employed for these types of 

systems, however they all rely on changing the way the current flows across the antenna, be 

this through a mechanical or electrical technique, thus leading to pattern reconfiguration. In 

addition, parasitic tuning and array tuning have been used to achieve the radiation pattern 

reconfigurability as well, and through material changes such as Ferrites, ferroelectric 

materials and frequency selective surface etc., the resonant current distribution on the antenna 

surface can be changed which results in controlled radiation pattern changes. [116] 

Based on the assumption in network concepts, through switching the antenna azimuth 

beamwidth from 60° to 110°, the cell edge capacity can be improved instantaneously. Unlike 

the Base station antenna radiation pattern used for each sector in 3-sector cell sites in 3GPP 

network [164] which has a fixed azimuth beamwidth of 65° and its azimuth pattern is given 

by the formula shown in equation 4.1.  Here, the type of a novel pattern-reconfigurable 

antenna chosen is based on the corner reflector antennas which can be used for 3-sector 

basestation transceivers. The 12-element pattern reconfigurable antenna array is designed and 

demonstrated. Also, two single element type of pattern-reconfigurable antenna models are 

designed and tested for validation purpose here.  

											𝐴(𝜃) = −𝑚𝑖𝑛 ò12 ó
𝜃

𝜃�A�
ô
u

, 𝐴�õ 	𝑤ℎ𝑒𝑟𝑒 − 180 ≤ 𝜃 ≤ 180,																																				(4.1) 

𝜃�A�  is the 3dB beam width which corresponds to 65 degrees, and 𝐴� = 20𝑑𝐵  is the 

maximum attenuation. 
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4.2 Research Contribution 

In order to achieve the pattern reconfigurability in the azimuth plane, a 12-element pattern-

reconfigurable antenna model which can switch its azimuth beamwidth from narrow 60° to 

wide 110° is designed which can be suitable for using in the cellular mobile system to 

achieve the required system performance. In contrast to other traditional array antennas, in 

order to change the pattern reconfigurability or directionality this novel design achieves 

pattern reconfigurability through the use of PIN diodes. The switching of the beamwidth from 

narrow one to wide ones is achieved by changing the PIN diodes states on the antenna 

reflectors, which in turn modifies the flow of current on the antenna and causes changes in 

the radiation pattern. This differs from traditional array antenna systems, which instead 

operate by changing the amplitude and phase of the elements of the array.   

The performance of the antenna was simulated with CST Microwave Studio. Simulations of 

the realised antenna gain patterns were carried out for a 12 element array, which was found to 

provide the required antenna gain. 

4.3 Pattern-reconfigurable antenna concept 

Based on the idealised corner reflector antenna concept [6], in order to achieve the directive, 

low sidelobe/backlobe radiation pattern, the reflected wave from the side metallic sheet needs 

to be in phase with the transmitted wave from the radiating dipole. In this design, there is a 

crucial point where the reflected wave from the dipole is parallel to its apex as shown in 

Figure 58 a). Thus, to capture most of the energy radiated from the dipole antenna, the side 

metallic sheet length 𝐿@ needs to be chosen large enough to obtain it. Since, this idealised 

reflector antenna used here is composed of two reflectors formed 120° apart, the side metallic 

sheet length to achieve the parallel reflected wave to its apex from dipole is about 2ℎH. In 

order to achieve a directive radiation pattern by using this corner reflector antenna, the 

reflected wave needs to be in phase with the wave radiated from the dipole antenna which can 

be express as:  

                                              ∆𝜑 = 𝜑? − 𝜑Y = 2𝑛𝜋, 𝑛 = 0,1,2…                                         (4.2) 

Where 𝜑? is the phase of the reflected wave which can be express as:  

                                                          𝜑? = 2ℎH × (
u²
~
)                                                          (4.3) 
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𝜑Y  is the radiated wave from the dipole antenna which can be given as:   

                                                                   𝜑Y = −𝜋                                                             (4.4) 

Thus, the distance from the dipole antenna to the apex of the reflector can be shows as: 

                                                             ℎH =
(�t�uE)~

±
                                                            (4.5) 

So, the minimum distance to acquire the in-phase relationship between the radiating wave 

from the dipole and the reflected wave from the reflectors is  t
±
𝜆.  

Based on the reflector antenna shown in Figure 58 a), it is possible to see that a completed 3-

sector antenna would contain another two dipoles which are set 120° apart. It would also 

contain an additional reflector, as shown in Figure 58 b). 

                                                    

a)                                                                                                       b) 

Figure 58: a) Geometry of the reflector antenna b) Schematic of 3-sector antenna 

The following sections define the full design of a novel active azimuth controlled antenna, 

used for a 3-sector Base station but with the potential of being extended into use as part of a 

multi-sector system based on the previous work [38]. It is comprised of a radiating dipole 

antenna which is located about t
±
𝜆 away from the reflectors and folded reflectors to provide 

the antenna reconfigurability in the azimuth plane. The reflector is comprised of an array of 

horizontal metallic strips, vertical strips and a solid metallic strip. The capacitors between the 

solid reflector and horizontal metallic strips act as DC blockers. The PIN diodes connected in 

series in these two vertical strips can provide the antenna reconfigurability in the azimuth 

plane: 
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• With the diodes in the ‘ON’ state, the short spacing between the horizontal metallic 

strips is electrically small compared to the single wavelength which can provide a directional 

narrow beamwidth in the azimuth plane 

• With the diodes in the ‘OFF ‘state, the reflectors behave as a partially transparent 

surface, which provides a wider azimuth beamwidth. 

4.4 Parametric Study for Single Pattern-Reconfigurable Antenna Design 

Now, to fully study the pattern-reconfigurable antenna operation mechanism and its 

acceptable parameters to get the switched azimuth beamwidth from narrow 60° to wide 110°, 

a single pattern-reconfigurable antenna is designed for the parametric studying. The 

schematic structure of the reconfigurable reflector and radiating dipole for the pattern-

reconfigurable antenna is shown in Figure 59. 

 

a) Half of the reconfigurable Reflector 
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b) Dipole Antenna 

Figure 59: Unit cell illustration of reconfigurable reflector and dipole antenna 

The PIN diodes were modelled using the equivalent circuit shown in Figure 60 to match the 

real PIN diode model from the datasheet. The diode parameters were approximated as having 

an equivalent series circuit where the resistance, 𝑅H = 1Ω, and inductance, 𝐿A = 0.6𝑛𝐻. The 

shunted capacitance was 𝐶H = 0.12𝑝𝐹. The resistance, 𝑅, is varied from 0.1Ω (ON state) to 

5000Ω (OFF state). 

 

Figure 60: Equivalent Circuit for “ON” and “OFF” state for PIN diode 

𝐿A 

𝑅H 

𝐶H 𝑅 
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Table 6: Summary of antenna parameters 

Term Value (Units) 

𝐿H 0.6 (nH) 

𝑅H 1 (Ω) 

𝐶H 0.12 (pF) 

R (Forward Biased) 0.1 (Ω) 

R (Reverse Biased) 5000 (Ω) 

The electromagnetic simulation of the antenna was carried out using CST Microwave Studio. 

Simulations of the realised antenna gain patterns were carried out for this single pattern-

reconfigurable antenna. 

4.4.1 Single vertical strip design with varying reconfigurable 
reflector length 𝑳𝒂 

Based on an idealised reconfigurable antenna design concept, the length of reflectors could be 

altered to achieve a range of azimuth beamwidths. Thus, the first parameter we used here to 

achieve its azimuth reconfigurability is the reconfigurable reflector length 𝐿@. Figure 59 

shows one half of the symmetric reconfigurable reflector used to vary the antenna’s 

azimuthal beamwidth. The antenna height of the single element is chosen as 148mm high and 

as such is approximately λ at the chosen design frequency of 1.9GHz. Each conducting strip 

has a PIN diode at its centre. The six horizontal elements are connected to a rectangular 

metallic reflector via 1nF capacitors which act as DC blocks. The reconfigurable reflector has 

two modes of operation, the first being when diodes are conducting (i.e. they are in the ‘ON’ 

state): Here the diodes are biased by applying a voltage across the top and bottom of the 

horizontal conductors and the capacitors are in place to act as DC blocks, but are designed 

such that the RF currents are not impeded. In this state these components have a low 

impedance and the reflector can be approximated as a continuous conductor. This assumption 

can be made as the separation of the vertical conducting strips is electrically small compared 
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with 𝜆. The forward bias case then provides desired narrow beamwidth.  However, in contract 

when the PIN diodes are in the ‘OFF’ state (i.e. they are reverse biased) the diodes have high 

impedance and the horizontal conducting elements can be approximated as being semi-

transparent. In this case a wide azimuth beamwidth is produced by the continuous central 

rectangular reflector. The reflector comprises a 1.6mm thick FR4 substrate which itself 

consists of six horizontal conducting elements connected by thin (3mm) vertical conducting 

strips, as illustrated in Figure 59. The radiating dipole is a printed dipole antenna of length 

55mm which is on a 1.6mm FR4 substrate (Ɛ=4.3, tan(δ)=0.025, not shown in the figure for 

clarity). The dipole includes a narrow band balun with the feed at the centre of the dipole. 

Since, the purpose of this pattern-reconfigurable antenna design is to achieve its azimuth 

beamwidth reconfigurability from narrow 60° to wide 110°, in order to study the effects of 

reconfigurable reflector length 𝐿@ on antenna’s performances effects, the antenna dimensions 

for other parameters including the solid metallic sheet length 𝐿_ZB are shown below  

Table 7: Antenna Parameters for Section 4.4.1 

Term Value (mm) 

𝐿_ZB 39.5 

𝐻t 15.5 

𝐻u 15.5 

𝐻O 11 

Figure 61 shows the single pattern-reconfigurable antenna reflection coefficient and radiation 

pattern in azimuth plane by switching PIN diodes states. The solid metallic sheet length 𝐿_ZB 

chosen of 39.5mm is because in idealised corner reflector antenna, this length can provide a 

directive azimuth pattern with around 60° beamwidth.  As can be seen from it that the 

working frequency for the pattern-reconfigurable antenna is at around 1.9GHz for both “ON” 

and “OFF” states across the whole range of selected reconfigurable reflector lengths. 

Towards the azimuth radiation pattern, it can be seen that when the reconfigurable reflector 

length 𝐿@ increases, there is an energy loss in the antenna azimuth pattern.  
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a) 

 

b)                                               

Figure 61: a) Reflection coefficient b) Azimuth Radiation Pattern for various 𝐿@ 
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Table 8: Reconfigurable reflector length VS. Antenna azimuth beamwidth 

Reflector Length	𝐿@ (mm) 𝜑�A�  “On State” 𝜑�A�  “Off State” 

97 67.4° 126.8° 

100 67.1 124.3° 

106 64.5° 121.6° 

110 62.7° 116.2° 

115 61.6° 110° 

120 62.8° 117.5° 

130 75.4° 80.4° 

Table 8 summarises the relationship between the selected reconfigurable reflector lengths and 

the antenna azimuth beamwidth for both “ON” and “OFF” diode states. It can be seen that in 

order to achieve the reconfigurability of antenna azimuth beamwidth from 60° to 110° 

without much energy loss, the acceptable reconfigurable reflector length 𝐿@ can be within 

0.65λ< 𝐿@ < 0.76𝜆. 

4.4.2 Single vertical strip design with varying solid metallic sheet 
length 𝑳𝒑𝒆𝒄 

After studying the reconfigurable reflector length 𝐿@, the solid metallic sheet length 𝐿_ZB is 

chosen here now to study its effects on achieving azimuth beamwidth reconfigurability. The 

antenna dimensions for other parameters are shown in Table 9. 
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Table 9: Antenna Parameters for Section 4.4.2 

Term Value (mm) 

𝑳𝒂 106 

𝑯𝟏 15.5 

𝑯𝟐 15.5 

𝑯𝒈 11 

Figure 62 demonstrates the single pattern-reconfigurable antenna refelction coefficient and 

azimuth radiation pattern for both “ON” and “OFF” diode states across the whole range of 

the selelcted solid metallic sheet length  𝐿_ZB. The reconfigruable reflector length 𝐿@ chosen 

here is based on the lower bound of the acceptable range for this antenna design from section 

A. It can be seen that the working frequency for this pattern-reconfigurable antenna is at 

around 1.9GHz for both “ON” and “OFF” diode states within the selected solid metallic sheet 

length. As can be seen from Figure 62 b) that when the solid metallic sheet length 𝐿_ZB 

increases, the reconfigruable refelctor becomes more reflective which can provide a more 

directive radition pattern in the azimuth plane.  
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a) 

 

 

 

b) 

Figure 62: a) Reflection coefficient b) Azimuth Radiation Pattern for various 𝐿_ZB 

 

Table 10: Solid metallic sheet length VS. Antenna azimuth beamwidth 

Solid Metallic Strip 

Length	𝐿_ZB (mm) 𝜑�A�  “On State” 𝜑�A�  “Off State” 

35.5 64.1° 132.7° 

39.5 64.5° 121.6° 

45.5 63.3° 112.7° 

52.5 62.4° 94.9° 
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Table 10: Solid metallic sheet length VS. Antenna azimuth beamwidth 

Solid Metallic Strip 

Length	𝐿_ZB (mm) 𝜑�A�  “On State” 𝜑�A�  “Off State” 

60 60.7° 84.6° 

Table 10 summarises the relationship between the solid metallic strip length 𝐿_ZB and antenna 

azimuth beamwidth for both “ON” and “OFF” diode states. It can be seen that the acceptable 

solid metallic sheet length to achieve the azimuth beamwidth reconfigurability from 60° to 

110° can be within 0.2𝜆 < 𝐿_ZB < 0.35𝜆. 

4.4.3 Double vertical strip design with varying reconfigurable 
reflector length 𝑳𝒂 

As can be seen from Section 4.4.1 that, with the reconfigurable reflector length 𝐿@ increasing, 

there is a generally energy loss in the antenna radiation pattern in the azimuth plane. So, in 

order to improve this issue, a double vertical strip reconfigurable antenna is proposed as 

shown in Figure 63. The radiation dipole dimension is kept the same as shown in Figure 59 b). 

Now, to study the effects of reconfigurable reflector length 𝐿@ using this double vertical strip 

reflector design on the antenna performances, especially to compare with the effects by using 

single vertical strip design shown in Section 4.4.1, the antenna dimension for other 

parameters are: 

Table 11: Antenna Parameters for Section 4.4.3 

Term Value (mm) 

𝐿H 3 

𝐿_ZB 39.5 

𝐻@ 148 

𝐻O 11 
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Table 11: Antenna Parameters for Section 4.4.3 

Term Value (mm) 

𝐻t 15.5 

𝐻u 15.5 

𝐿O (𝐿@ − 𝐿_ZB)/2 

 

 
 

Figure 63: Double vertical strip reconfigurable reflector 

Figure 64 shows that the working frequency for this double vertical strip reconfigurable 

antenna is at around 1.9GHz for both “ON” and “OFF” diode states across the selected 

reconfigurable reflector length  𝐿@ which is within the band of interest for our application in 

mobile network system. Figure 64 b) shows that by using the double vertical strip design in 

the antenna reflector surface, the gain of the antenna azimuth pattern for the “ON” diode 
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states can be improved by at least 1 dBi compared with the single vertical strip design shown 

in Figure 59 a). However, for the “OFF” diode states, the radiation pattern in the azimuth 

plane can be spread out which provides a much wider azimuth beamwidth in this case.  

 
a) 

 
b) 

Figure 64: a) Reflection coefficient b) Azimuth Radiation Pattern for various 𝐿@ 
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Table 12: Reconfigurable reflector length VS. Antenna azimuth beamwidth 

Reflector Length	𝐿@ (mm) 𝜑�A�  “On State” 𝜑�A�  “Off State” 

100 61.0° 158.9° 

106 58.8° 166.7° 

110 56.9° 166.2° 

115 53.9° 166.6° 

Table 12 summarises the relationship between the reconfigurable reflector length	𝐿@ and the 

antenna azimuth beamwidth by using this double vertical strip reflector design for both “ON” 

and “OFF” diode states. It can be seen that for the “ON” diode states, it can meet our 

requirements for 60° azimuth beamwidth. However, for the “OFF” diode states, the reflector 

becomes more transparent which has a much wider azimuth beamwidth compared with the 

design shown in Section 4.4.1. 

4.4.4 Double vertical strip design with varying solid metallic sheet 
length 𝑳𝒑𝒆𝒄 

To study the effects of solid metallic sheet length 𝐿_ZB on the antenna performances and 

compare with the case by using single vertical strip reflector design shown in Section 

4.4.2.All other parameters used for this simulation are shown in Table 13. 

Table 13: Antenna Parameters for Section 4.4.4 

Term Value (mm) 

𝐿H 3 

𝐿@ 106 

H@ 148 
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Table 13: Antenna Parameters for Section 4.4.4 

Term Value (mm) 

𝐻O 11 

𝐻t 15.5 

𝐻u 15.5 

𝐿O (𝐿@ − 𝐿_ZB)/2 

 It can be seen from Figure 65 a) that the working frequency for this pattern-reconfigurable 

antenna is at around 1.9GHz for both “ON” and “OFF” diode states across the whole selected 

solid metallic sheet length 𝐿_ZB. The azimuth radiation pattern shown in Figure 65 b) shows 

that for the “ON” diode states by using this double vertical strip reflector design, the antenna 

gain can be improved by above 1 dBi compared with the single vertical strip reflector case 

demonstrated in Section B especially for a shorter metallic sheet length  𝐿_ZB	of 35.5mm and 

39.5mm. For the “OFF” diode states, the radiation pattern in azimuth plane at metallic sheet 

length 𝐿_ZB	of 35.5mm and 39.5mm can be spread out more compared with the single vertical 

strip reflector case. 
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a) 

 

b) 

Figure 65: a) Reflection coefficient b) Azimuth Radiation Pattern for various 𝐿_ZB 

Table 14: Solid metallic sheet length VS. Antenna azimuth beamwidth 

Solid Metallic Strip Length 

𝐿_ZB (mm) 𝜑�A�  “On State” 𝜑�A�  “Off State” 

35.5 58.6° 179.8° 

39.5 58.8° 166.7° 

45.5 58.8° 114.4° 

51.5 58.9° 99.8° 

60 58.4 91.2° 

Table 14 summarises the relationship between the solid metallic sheet length and the antenna 

azimuth beamwidth for both “ON” and “OFF” diodes states. It can be seen that by using this 
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double vertical strip reflector design, the antenna gain can be improved in the diode “ON” 

states. In order to achieve the azimuth beamwidth reconfigurability from 60° to 110°, the 

acceptable solid metallic sheet length 𝐿_ZB can be within 0.25𝜆 < 𝐿_ZB < 0.35𝜆. 

4.4.5 Double vertical strip design with varying second vertical strip 
position 𝑳𝒈 

After studying the parameters of reconfigurable reflector length 𝐿@ and solid metallic sheet 

length 𝐿_ZB, it shows that by using this double vertical strip reflector design, for the “ON” 

diode states case, the antenna gain can be improve by above 1 dBi compared with the single 

vertical strip reflector design. Thus, it is important to study the effects of the second vertical 

position 𝐿O shown in Figure 63 on the antenna performances. The varying the second vertical 

position 𝐿O here, the antenna dimensions for the other parameters are shown in Table 15, both 

the reconfigurable reflector length 𝐿@ and the solid metallic length  𝐿_ZB are chosen within 

the acceptable range for antenna azimuth reconfigurability requirements. 

Table 15: Antenna Parameters for Section 4.4.5 

Term Value (mm) 

𝐿H 3 

𝐿@ 106 

H@ 148 

𝐻O 11 

𝐻t 15.5 

𝐻u 15.5 

𝐿_ZB 51.5 
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It can be seen from Figure 66 a) that the antenna working frequency for both diodes “ON” 

and “OFF” states is at around 1.9GHz across the whole range of second vertical position  𝐿O. 

Figure 66 b) shows that by moving the second vertical strip towards the edge vertical strip 

(𝐿O increasing), the reconfigurable reflector becomes more reflective which can provide a 

more directive radiation pattern in the azimuth plane.  

 

a) 
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b) 

Figure 66: a) Reflection coefficient b) Azimuth Radiation Pattern for various 𝐿O 

Table 16: Second vertical strip position VS. Antenna azimuth beamwidth 

Second Strip Position 𝐿O 

(mm) 
𝜑�A�  “On State” 𝜑�A�  “Off State” 

10 60.7° 116.1° 

20 59.7° 114.8° 

23 59.4° 110.4° 

25.5 59.1° 104.2° 

27.25 58.9° 99.8° 

30 58.5° 94.7° 

45 56.9° 68.1° 
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Table 16 summarises the relationship between the second vertical strip position  𝐿O and the 

antenna azimuth beamwidth for both “ON” and “OFF” diode states. It can be seen that when 

the second vertical strip distance 𝐿O increases (moving towards the edge vertical strip), the 

reconfigurable reflector becomes more reflective which can provide a more directive 

radiation pattern in the azimuth plane. To fulfil the azimuth beamwidth reconfigurability 

requirements, the acceptable second vertical strip position 𝐿O can be within 0.06𝜆 < 𝐿O <

0.19𝜆. 

4.4.6 Double vertical strip design with varying gap 𝑯𝒈 between 
horizontal metallic strips  

In this section, the gap	𝐻O  between 6 horizontal metallic strips shown in Figure 63 is 

investigated to compare its effects on the antenna performances. To varying the gap  𝐻O, the 

antenna dimension for the other parameters are summarised as below. The parameters chosen 

for 𝐿@ , 𝐿_ZB , 𝐿O  are within the acceptable range for achieving the azimuth beamwidth 

reconfigurability. Now, in order to vary the gap 𝐻O from 5mm, 11mm, 15mm to 20mm, the 

height of both H1 and H2 are changed from 20.5mm, 15.5mm, 12.5mm to 8mm 

corresponding0 This is shown in Table 17.  

Table 17: Antenna Parameters for Section 4.4.6 

Term Value (mm) 

𝐿H 3 

𝐿@ 106 

𝐻@ 148 

𝐿O 23 

𝐻t 8-20.5 

𝐻u 8-20.5 
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Table 17: Antenna Parameters for Section 4.4.6 

Term Value (mm) 

𝐿_ZB 51.5 

It can be seen from Figure 67 that the antenna working frequency for both “ON” and “OFF” 

diode states, for the gap range specified, is at around 1.9GHz. However, there is an energy 

loss in the antenna main beam direction in the azimuth plane for the diodes “OFF” states with 

the gap 𝐻O increasing which can lead to a high front to back lobe ratio.  

 
a) 
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b) 

Figure 67: a) Reflection coefficient b) Azimuth Radiation Pattern for various 𝐻O 

Table 18: The gap between horizontal metallic strips VS. Antenna azimuth beamwidth 

Gap between horizontal strips 

𝐻O (mm) 𝜑�A�  “On State” 𝜑�A�  “Off State” 

5 59.1° 102.5° 

11 59.4° 110.4° 

15 59.9° 118.1° 

20 60.3° 77.7° 

Table 18 summarises the relationship between the gap 𝐻O  and the antenna azimuth 
beamwidth for both diodes “ON” and “OFF” states. It can be seen that with the smaller gap 
𝐻O, the reconfigurable reflector can provide a more directive pattern in the antenna main lobe 
which reduces the energy loss. The acceptable gap  𝐻O  to fulfil the antenna azimuth 
beamwidth reconfigurability can be within 0.03𝜆 < 𝐻O < 0.095𝜆.  
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4.4.7 Double vertical strip design with varying vertical strip width 𝑳𝒔 

In this section, the parameter of antenna vertical strip width  𝐿H shown in Figure 63 is studied 

for the antenna performances. The antenna dimensions for other parameters which can fulfil 

our requirement to achieve the azimuth pattern reconfigurability are shown in Table 19. 

Table 19: Antenna Parameters for Section 4.4.7 

Term Value (mm) 

𝐻O 11 

𝐿@ 106 

H@ 148 

𝐿O 23 

𝐻t 15.5 

𝐻u 15.5 

𝐿_ZB 51.5 

It can be seen from Figure 68 that the antenna working frequency for the selected vertical 

strip width is at around 1.9GHz for both “ON” and “OFF” diodes states. The radiation pattern 

in azimuth plane for both diodes states can fulfil our requirements with various vertical strip 

width 𝐿H.  
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a) 

 

b) 

Figure 68: a) Reflection coefficient b) Azimuth Radiation Pattern for various 𝐿H 
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Table 20: The vertical strip width VS. Antenna azimuth beamwidth 

Vertical strip width 𝐿H (mm) 𝜑�A�  “On State” 𝜑�A�  “Off State” 

1 60.6° 113.3° 

3 59.4° 110.4° 

5 58.9° 97.9° 

Table 20 summarises the relationship between the vertical strip width 𝐿H and antenna azimuth 

beamwidth. It can be noticed that when the vertical strip width increases, the reconfigurable 

reflector becomes more reflective which can provide a more directive pattern in the azimuth 

plane for both diodes states.  

4.4.8  Double vertical strip design with varying Height 𝑯𝒂 of the 
antenna  

In this section, the vertical height 𝐻@  of the reconfigurable antenna shown in Figure 63 is 

investigated on antenna performances. To make a fairy comparison by varying the antenna 

height	𝐻@  only, the antenna dimension for other parameters is shown as below. Here, by 

varying antenna vertical Height 𝐻@ , we essentially just add or reduce the number of 

horizontal strips and keep the other chosen parameters same. All the other parameters chosen 

here are within the acceptable range to achieve the pattern reconfigurability in the azimuth 

plane.  

Table 21: Antenna Parameters for Section 4.4.8 

Term Value (mm) 

𝐻O 11 

𝐿@ 106 

LH 3 
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Table 21: Antenna Parameters for Section 4.4.8 

Term Value (mm) 

𝐿O 23 

𝐻t 15.5 

𝐻u 15.5 

𝐿_ZB 51.5 

It can be seen from Figure 69 that the working frequency for this single pattern-

reconfigurable antenna design is at around 1.9GHz for both “ON” and “OFF” diode states 

with various antenna Height 𝐻@   which is the band of interest for our application in the 

mobile network system. For the radiation pattern in the azimuth plane, it can be seen that with 

a lower antenna height the antenna gain decreases in the main lobe regardless of whether or 

not the diodes are ‘ON’ or ‘OFF’. Here with a reduction of  𝐻@  from 1.27𝜆 to 0.5λ, antenna 

gain changes to 1.5 dBi for diodes in the ‘ON’ state and 1 dBi for diodes in the ‘OFF’ state. 

The energy loss resulting from reduced antenna height is mainly due to the energy leakage 

from the top and bottom of the antenna which means the antenna reflector is electrically 

small compared with the radiation dipole antenna size (0.35λ).   
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a) 

 

b) 

Figure 69: a) Reflection coefficient b) Azimuth Radiation Pattern for various 𝐻@  
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4.5 12-element pattern reconfigurable antenna array design and 
simulation 

In order to design and simulate a 12-element pattern reconfigurable antenna array which can 

achieve the same performance gain in the cellular network by using the idealised reflector 

antenna, a 12-element antenna concept and a single element is shown in Figure 70 for clarify. 

To model the whole antenna array electromagnetically, a single unit cell can be considered 

with periodic boundary conditions applied to the upper and lower extremities of the unit cell. 

The periodic boundary conditions ensure that the effects of mutual coupling are considered 

without the high computational requirements of simulating a full array.  

 

Figure 70: 12-element reconfigurable antenna array concept including “unit cell” element 

Since the antenna element spacing chosen here in our application is 1/2λ about 80mm, to 

effectively achieve the antenna array performance by using this element distance, the single 

antenna element model selected here is the 80mm height one. The radiating dipole dimension 

is the same as shown in Figure 59 b). After all the parametric study for the single element 

pattern-reconfigurable antenna design, to achieve the required azimuth beamwidth 

reconfigurability to meet the requirements for our application in a cellular mobile network, 

the resultant final dimension for the single antenna element model is shown in Table 22. 
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Table 22: Dimension of a single pattern-reconfigurable antenna element 

Term Value (mm) 

𝐻O 11 

𝐿@ 106 

𝐿H 3 

𝐿O 23 

𝐻t 7.75 

𝐻u 15.5 

𝐿_ZB 51.5 

Here the reconfigurability in the azimuth plane is achieved by controlling the PIN diodes 

states in the two vertical strips. The surface current distribution in linear scale shown in 

Figure 71 demonstrates the two operation modes of the reconfigurability. As can be seen 

from Figure 71 a) that when the diodes are forward biased, the currents can flow to both of 

the vertical strip lines which means the separation of the vertical conducting strips are 

electrically small in comparison to the wavelength of the signal. So, in this case, it can 

provide the narrow azimuth beamwidth. When the diodes are reverse biased as shown in 

Figure 71 b), the surface current is disconnected along the vertical strip lines which means the 

reconfigurable reflectors can be seen as semi-transparent. Thus, in this case, it can provide a 

wide azimuth beamwidth from the solid rectangular metal strip.  

 

 

 



Page 140 
 

           

a)                                                                    b) 

 

Figure 71: Surface current distribution on a) “On State” b)”Off State” 

The simulated reflection coefficient and radiation pattern for the azimuth and elevation plane 

for the two cases are shown in Figure 72. It can be seen that the reconfigurable antenna array 

for both “ON” and “OFF” states can work at around 1.9GHz which is the desired working 

frequency for the cellular system. When a narrow mode of operation is specified the azimuth 

and elevation of the -3dB beamwidth is around 60° and 7.9°, and the antenna gain is around 

17dBi. In the wide directional mode of operation, the azimuth and elevation beamwidth is 

around 110° and 8.3° with a gain of around 15.5dBi.  
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a) 

 

b) 

Figure 72: a) Reflection Coefficient b) Radiation Pattern for 12-element reconfigurable 

antenna array 

A comparison between the simulated realised gain of the idealised and proposed novel 

antenna array, versus azimuth angles, is shown in Figure 73. The results show a good 

comparison with a maximum gain of 18dBi and 17dBi for the idealised and proposed antenna 

respectively for a beamwidth of 60 °. For the 110° beamwidth case the maximum realised 

gain is approximately 16dBi and 15.5dBi for the idealised and proposed antenna respectively. 

The differences in gain are due uncertainties in the PIN diode model and other manufacturing 

tolerances.  
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Figure 73: Radiation Pattern for Azimuth Plane between idealised metallic and novel pattern 

reconfigurable antenna array 

4.6 System model performance comparisons 

In order to evaluate system performance using the reconfigurable antenna a tri-sector antenna 

gain pattern was simulated and embedded into the system model described in Chapter 3. 

Figure 74 shows the capacity for edge users who are situated around the perimeter of the 60° 

sector and the subsequent improvement for those users when the antenna is switched to a 110° 

beamwidth. Here the selected antenna downtilt angle is from 0° to 15° in a homogeneous 

network with an ISD of 500m as mentioned in Chapter 3.  It can be seen that the capacity is 

similar between the idealised and proposed antenna designs. Figure 75 shows the overall 

mean cell capacity for the idealised and proposed antennas and again they compare well. 
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Figure 74: Mean cell edge capacity for idealised and proposed reconfigurable antennas 

 

Figure 75: Mean Cell capacity for idealised and proposed reconfigurable antennas 

Figure 74 and Figure 75 show that the cell and edge capacity of 60° and 110° azimuth 

beamwidth between proposed pattern-reconfigurable antenna model and idealised antenna 

model are similar. The difference of cell and edge capacity between using these two antenna 

models is within around 1Mbit/s. Thus, it shows that the novel pattern-reconfigurable antenna 
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can have a good match with the original theoretical antenna model. Table 23 shows the 

difference in edge and cell capacity when the antenna’s azimuth beamwidth is switched from 

60° to 110° for different ISDs (500m, 750m, 1000m, 1250m and 1500m) at optimum tilt 

angle of 9°. 

Table 23: Summaries of different cell edge and cell capacity for different ISDs at an optimum tilt 
angle of 9° 

ISD (m) 

Azimuth Beamwidth (°) 

Difference in Cell edge capacity (Mbit/s) 

(Cell capacity (Mbit/s)) 

60 110 

500m 
0.16 

(1.00) 

0.38 

(0.18) 

750m 
0.18 

(0.99) 

0.36 

(0.16) 

1000m 
0.16 

(0.98) 

0.37 

(0.19) 

1250m 
0.17 

(1.01) 

0.35 

(0.14) 

1500m 
0.14 

(1.00) 

0.31 

(0.17) 

It can be seen from Table 23 that, the difference of cell and edge capacity at tilt angle of 9° 

for different ISDs between novel antenna model and theoretical antenna model is very small 

(within 1 Mbit/s), with a lowest value of 0.14. This demonstrates that the proposed double-

strip pattern-reconfigurable antenna can match the results well with the theoretical antenna 

model used before across a range of different ISDs. 
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4.7 Validation 

4.7.1 60° to 110° pattern-reconfigurable antenna Test Case 

To provide some confidence in the proposed reconfigurable antenna design and instead of 

making a full 12-element antenna array a single antenna element was designed and 

manufactured using standard Printed Circuit Board (PCB) etching techniques. The PIN 

diodes and DC blocking capacitors were manually soldered.  

Figure 76 shows the simulated and manufactured single antenna model. It can be seen that the 

single element pattern-reconfigurable antenna model’s height is made of length of 148mm 

which is about one wavelength of the antenna working frequency. The reconfigurable 

reflector is made up of 6 horizontal strips, which prevent signal leakage from different sides 

of the antenna (especially from its top and bottom surfaces). The reflection coefficient and 

radiation pattern for the azimuth plane are measured respectively in order to verify the 

performances of the real antenna model with the simulated model.  

               

Figure 76: Single element pattern-reconfigurable antenna model Simulated VS Manufactured 

1) Antenna Reflection Coefficient Measurement 

In the very first step, we used the network analyser to measure the antenna’s reflection 

coefficient. As can be seen from Figure 76, the pattern reconfigurable antenna is formed from 

a radiating dipole and two reconfigurable reflectors. To measure the reflection coefficient of 
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this design, we needed to make sure the network analyser could work over antenna’s working 

frequency range. Here our frequency range was chosen from 1-3GHz. Then, we started 

calibrating the network analyser. We used a cable connected the network analyser to the 

antenna as the transmission line (the effect of the cable was calibrated out of the final results). 

The Vector Network Analyser (VNA) was supplied with a “Cal kit” which has a matched 

load of 50 Ω, as well as both an open circuit and a short circuit load. By applying the supplied 

loads to the end of the cable, the calibration was completed. After the calibration procedure, 

we connected the network analyser to the antenna under test and set the desired working 

frequency (1-3GHz). The network analyser transmitted a small amount of power around 

0dBm to the antenna and measured how much power is reflected back to the network 

analyser, which allows for the calculation of the reflection coefficient.  

A comparison of the reflection coefficient, derived from both measured data and from 

simulations with diodes in different states, is shown in Figure 77. Both ‘ON’ and ‘OFF’ 

diodes have a resonant frequency of approximately 1.9GHz. The majority of the differences 

shown in bandwidth between the different results are a result of inherent uncertainty in the 

diode model and typical measurement uncertainties, and these are not significant over the 

band of interest. 

 

Figure 77: Antenna Simulation and Measurement reflection coefficient magnitude 
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2) Antenna Radiation Pattern Measurement in Azimuth Plane 

A measurement process for the pattern-reconfigurable antenna, which analyses the radiation 

pattern in the azimuth plane from this design, is carried out in an anechoic chamber in order 

to validate its performance. This chamber is shown in Figure 78, and it can be seen that all 

internal surfaces are covered in absorber material to minimise beam reflection and diffraction. 

This material is composed of a series of wedges with certain height and width. After the 

incident wave impinges the wedge, the energy gets dissipated gradually inside it.  In addition, 

with the use of the foam material to fabricate the wedge, another energy dissipation of the 

wave occurs between the wall and wave interaction.   

Figure 78 shows the novel antenna design, which for testing purposes is called the Antenna 

Under Test (AUT), mounted opposite the source antenna. They are set at a distance d as 
un�

~
	between each other, which allows for measurement of the radiation pattern in the far-field 

region. Here a wideband horn antenna, with a known polarization and gain is used as the 

source, and it transmits EM waves in a specific direction to the AUT (these EM waves are 

assumed to be plane wave in the far field region). Assuming the received power comes from 

direction (Ɵ, Ø) = (0°,0°), rotating the AUT allows for measurement of the “cuts” of the 

radiation pattern such as those in the 𝐸 or 𝐻-plane.  

It is worth mentioning that the polarisation of the resulting radiation pattern also needed to be 

matched with the source antenna. The controller and analysis equipment are located outside 

the chamber, and a schematic of their arrangement is shown in Figure 79. This system 

consists of an antenna ranger controller, a beam controller, a work station and a network 

analyser (which here is an Aglient E5071C ENA). This arrangement can evaluate the 

frequency of antenna up to 20 GHz [117]. 
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Figure 78: Anechoic Chamber 

 

Figure 79: Antenna Performance Test using test facility [117] 

Measurement data for the novel design’s 𝐻-plane radiation pattern was then compared with 

corresponding simulation data for diodes in both the ‘ON’ and ‘OFF’ state. Gain 

measurements and simulations are shown in Figure 80 versus azimuth angle; the results show 

the measured and simulated on state gain is 9.4dBi and 9.8dBi respectively, and the 

beamwidth in both cases is approximately 59° When the diodes are in the “off” state the gain 



Page 149 
 

is 7.4dBi for both the measured and simulated data with a beamwidth of 110° approximately. 

The measurement results therefore show that the measured and simulated results are closely 

matched at an azimuth beamwidth of both 60° and 110°, particularly for an azimuth angle 

between approximately -120° and 120°. Poor matching between the simulated and measured 

results is as a result of real-life antenna beam issues such as scattering around the experiment 

assembly and losses within the antenna itself and are not a concern to us at this point. 

 

Figure 80: Antenna Horizontal Pattern for simulation and Measurement 

4.7.2 60° to 90° pattern-reconfigurable antenna Test Case 

Another single pattern-reconfigurable antenna test model is designed which can switch its 

azimuth beamwidth from 60° to 90°. In this testing case, the antenna model is designed with 

a single vertical strip which is shown in Figure 81, the azimuth beamwidth reconfigurability 

can be achieved by controlling the PIN diode states. It can be seen from Figure 81 that the 

single pattern-reconfigurable antenna has the same height as the test model shown in Figure 

19. It is comprised of 6 horizontal metallic strips and a solid vertical metallic strip is 

positioned at the inner/proximal end at each half of the reflector. The horizontal strips are 

individually isolated from the central portion of the reflector with capacitors. 

Reconfigurability is provided via an array of 5 PIN diodes connected in a vertical series, 

joining the distal ends of the horizontal stripes on each half of the reflector. The DC block 
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capacitor value and the PIN diodes model chosen here is the same as designed antenna model 

for the 60° to 110° case.   

Figure 82 shows the current surface distribution amplitude in linear in the single element 

pattern-reconfigurable antenna for both “ON” and “OFF” diode states. It can be seen that 

when the diodes are conducting, reconfigurable reflector has strong surface current flowing 

through it which means the separation of the reconfigurable reflector is electrically small 

compared to the wavelength of the signal. So, it can provide a narrow azimuth beamwidth. 

When the diodes are non-conducting, the reconfigurable reflector has weaker surface current 

flowing through it which means the separation of the reconfigurable reflector is electrically 

large and the reflector becomes semi-transparent. Thus, in this case, it can provide a wide 

azimuth beamwidth. 

 

Figure 81: Schematic of the pattern-reconfigurable antenna 
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a)                                                                b) 

Figure 82: Surface current for PIN diodes states a) “ON” b) “OFF” 

In order to compare the simulated and measured radiation pattern in the azimuth plane for 

both “ON” and “OFF” diodes states for this particular designed model, a real antenna model 

was manufactured. The same testing procedures for the antenna radiation pattern 

measurement was operated here in anechoic chamber. After antenna performance 

measurement, a comparison between measured and simulated azimuth radiation patterns is 

shown in Figure 83. It can be seen that the azimuth beamwidth can be switched from 60° to 

90° for “on” and “off” PIN diode states respectively. It also shows the measured azimuth 

beamwidth for the “on” state of PIN diodes is 59° with a gain of 7.3dBi and for the “off” 

state; the azimuth beamwidth is 87° with a gain of 7.3dBi. The simulated results show that 

the azimuth beamwidth is 60° with a gain of 9.2dBi for the “on” state and 90° with 8.0dBi 

gain for the “off” state. The 2 dB difference between the measured and simulated gain for the 

“on” state shown in Figure 83 can be attributed to inaccuracies in the simulated diode 

resistance, 𝑅H	, which was obtained from the manufacturer’s data sheet. 



Page 152 
 

 

Figure 83: Comparisons between measured and simulated azimuth radiation patterns 

4.8 Summary 

A novel proposed basestation antenna employing PIN diodes has been proposed to achieve 

antenna reconfigurability. Simulations of a homogeneous three sector network have shown 

that a typical capacity increase of 20% is achievable by switching the azimuth beamwidth of 

the basestation antenna from 60° to 110°. This capability provides the potential to trade off 

overall cell capacity against cell edge user capacity and is applicable for a range of cell sizes. 

Validation of the antenna concept against measurements has also been presented for a single 

antenna element where excellent agreement between measurements and simulations was 

found. 
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Chapter 5.    Effect of Number of antenna elements on Cellular Network 
System 

5.1 Introduction 

This chapter investigates the effect of changing antenna downtilt angle and number of 

antenna array elements on the edge and cell capacity on reconfigurable antenna performance. 

This is for a homogeneous cellular network within an ISD of 500m. The research in this 

chapter is part of continuing attempts to improve spectral efficiency and capacity of the 

antenna, as this will continue to be an important issue as wireless communication data traffic 

increases for 5G systems.  

The traditional way to improve the network performances can be achieved by cell splitting, or 

adding new cell sites. However, building new cell site infrastructure can be costly and is 

restricted by zoning [117]. Other alternative methods are deploying heterogeneous networks 

with low power nodes and distributed antenna systems ([119] to [121]). The performance 

impact of electrical downtilt in a 3D heterogeneous network systems was discussed in ([117], 

[122], [123] and [124]). However, these analysis is either focused on fixed number of array 

elements or using simple array element (dipole) or 3GPP standard antenna pattern. Here, in 

order to model the network performances more realistically, a 3-sector reflector antenna 

model is used for performance analysis as shown in Figure 84. This reflector antenna is 

designed to have a fixed azimuth beamwidth of 60° which matches with the most practical 3-

sector antenna azimuth beamwidth applied in the field.  



Page 155 
 

 

Figure 84: Antenna array for far-field observation 

Based on this, we investigate the impact of the various elevation half-power beamwidth 

(HPBW) and antenna downtilt angle by using this 3-sector reflector antenna pattern on the 

cell edge and cell capacity in a homogeneous mobile network system. As demonstrated, with 

narrower elevation beamwidth and optimum antenna downtilt angle, both the cell edge and 

cell capacity in the system can be higher. Also, from this investigation, it shows that when the 

number of antenna elements reaches 40, it can get the saturate cell capacity in the network 

system.   

5.2 Review of existing Work 

Due to the ever-growing number of mobile devices in the current and future mobile system, 

antenna arrays have been used to overcome the issues of mobile systems in terms of limited 

channel bandwidth, channel capacity, reducing interference and multipath fading effects 

([127] and [128]). MIMO systems, which utilise large numbers of elements, have the 

potential to achieve the large spectral and energy efficiency which makes it the strong 

candidate for 5G communication system. However, most of literature focused on using the 

omni-directional type of antenna element in the massive MIMO system. Recent studies show 

that by using the directional antenna type in the 120° sector massive MIMO cellular system, 

the lower bound achievable data rate can be obtained ([131] to [133]). However, in this study, 
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the directional antenna type used in the system analysis is a simplified theoretical antenna 

model only containing the main lobe and back lobe. Recently, Massive MIMO operation has 

been studied extensively focusing on omnidirectional profiles and homogeneous arrays [160-

162]. However, most of these studies neglect the impact of the directional array gain pattern 

on the massive MIMO system performance. These assumptions can overestimate for realistic 

scenarios with compact antenna arrays. These feature a finite-number of antennas that can be 

closely spaced to each other (typically half a wavelength distance) and experience significant 

mutual coupling. In the existing literature, there are no guidelines of how to select a basic 

element for a massive MIMO antenna array and it becomes a crucial aspect of a massive 

MIMO array and system. One thing that is known from the basic MIMO theory is that it is 

always better if an antenna element in such an array receives as much multipath from all 

directions as possible. Hence, it has often been assumed that using a quasi-omnidirectional 

dipole is always better than the more directive patch element. However, the study of how 

these realized gain variations (a problem more understood in the antenna and propagation 

community) impact system-level performance (a problem formulation approach typically 

used in the massive MIMO signal processing community) is novel to both communities. In 

[163], the active antenna gain pattern variation of individual antenna elements in a large 

massive MIMO array, caused by the mutual coupling between closely spaced antenna 

elements and the edge effects in finite arrays is studied. Both the dipole type antenna element 

and patch antenna element are considered and evaluated in the simulation environment and 

real-life experiments. It has been found that in a finite array, there is a strong variation in the 

gain pattern of the different antenna elements. The gain variation is larger in a dipole array, 

which makes it more sensitive to angle of arrival than a patch array consisting of directional 

elements.  

Other studies in [129], [130], [134] and [135] have investigated the antenna parameters 

impacts on the cellular system capacity which includes antenna topology, antenna azimuth, 

elevation HPBW and antenna downtilt angles. However, these studies demonstrated the 

effects of all antenna parameters on the system performances only on a limited number of 

antenna elements up to 10 now.   
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5.3 Research Motivation   

Since Mobile communication today and beyond are exploring the high number of antenna 

elements for Base Stations, this can enable the new technologies such as Massive MIMO, 

antenna beamforming for different deployment scenarios to improve the system capacity 

([125] and [126]). After investigating the antenna horizontal parameters (Azimuth 

Beamwidth) on the cellular network performances in the previous chapters, the vertical 

antenna parameters (Elevation Beamwidth) are discussed here on cellular network capacity. 

Based on the metal reflector antenna model developed in Chapter 3, the effects of increasing 

the antenna elements on the cellular network performance are studied. By combining with 

antenna downtilt angle, the effects of number of antenna elements on both cell edge and cell 

capacity are discussed in a homogeneous cellular network. It can indicate us by choosing the 

proper number of antenna elements and tilt angle, both the cell edge and cell capacity can 

benefit most from it. 

5.3.1 Background Technique Overview 

As a single antenna element usually has wider radiation pattern characteristics, it is difficult 

to meet requirements for high directivity. In addition, in many systems, it is also necessary to 

provide a high antenna gain to meet coverage requirements. In order to get a high directivity 

of the antenna, the electrical size of a single antenna element has to be increased. To avoid 

enlarging the dimension of a single element of the antenna, it is instead proposed that the 

relative electrical size of a single element can be increased by combing a number of smaller 

elements together. [6] This means that the antenna dimensions can be increased while still 

keeping electrical losses in the system to a minimum. The multi elements system is referred 

to as an antenna array and has been widely used as part of communication systems. [6]. 

The overall pattern of this array is dependent on adding the vector field of each element in the 

array. There are in general five ways to achieve the overall radiation pattern of the antenna 

array: 

1) Using different geometrical radiating elements for the array  

2) Changing the antenna element spacing 

3) Changing the antenna element amplitude distribution 

4) Changing the antenna element phase distribution 
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5) Changing the relative pattern of each element 

Assuming there is a N-element antenna array which is uniformly located with the equal 

amplitude excitation, then the method for determining the array factor of 𝑁 uniformally 

located elements along the z axis can be generalised. This method assumes that each element 

has the same amplitude and a progressive phase called 𝛽 which leads the current excitation 

relative to the preceding one. A uniform array is defined here as an array of identical 

elements with the same magnitude but a progressive phase. Thus, the array factor for a 

uniform N-element linear array can be obtained by considering the elements to be point 

sources: [123] 

                  𝐴𝐹 = 1 + 𝑒á(§ABIH!�") + 𝑒áu(§ABIH!�") +⋯+ 𝑒á(j�t)(§ABIH!�")                (5.1) 

                                             𝐴𝐹 = ∑ 𝑒á(E�t)(§ABIH9�$)j
EÝt   

Here N is the number of array elements, k is the wave number, d is the antenna element 

spacing which is half-wavelength here and 𝜃 is the elevation angle. This expression can be 

written as: 

                                                          𝐴𝐹 =% e'((�t))*
(Ýt                                                   (5.2) 

                                                      Where 	𝜓 = 𝑘𝑑 cos 𝜃 + 𝛽  

In order to simplify the array factor in equation (5.2), an alternate form of the antenna array 

factor can be derived to make the functions and distributions more recognizable. The 

derivation can be acieved by multiplying both sides of 𝑒á- expressed as follows: 

                                         (𝐴𝐹)𝑒á- = 𝑒á- + 𝑒áu- +⋯+ 𝑒á(j�t)- + 𝑒áj-                         (5.3) 

Substracting 5.2 from 5.3 derives the following expression: 

                                                     𝐴𝐹Ò𝑒á- − 1Ó = (−1 + 𝑒áj-)                                          (5.4) 

This can also be written as: 
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For an antenna array with a reference point at the physical center of the antenna, the array 

factor can be reduced to: 

                                                        𝐴𝐹 = ò
45(ð01� ñ

45(ð1�ñ
õ                                                               (5.6) 

Equation (5.7) shows an approximation for equation (5.6) when assuming values of 𝜓: 

                                                         𝐴𝐹 ≅ ò
45(ð01� ñ

ð1�ñ
õ                                                              (5.7) 

The normalised array factor is defined as the maximum value of each element, when these 

values are equal to unity. It is defined as: 

                                                       (𝐴𝐹)E =
t
j
ò
45(ð01� ñ

45(ð1�ñ
õ                                                        (5.8) 

This can be approximated to: 

                                                         (𝐴𝐹)E ≅ ò
45(ð01� ñ

ð01� ñ
õ                                                         (5.9) 

To find the null of the array, equation (5.4) and (5.5) can be set to 0, which results in: 
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u
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Here 𝑛 = 0, 1, 2, 3… and 𝑛 ≠ 𝑁, 2𝑁, 3𝑁, etc. 

The value of 𝑛 determines the order of the null in the antenna array. Equation (5.11) is used 

here to find the maximum values of the antenna array: 

                                    (5.11) 

Where 𝑚 = 0, 1, 2… (etc). The array factor has only one maximum value and it happens only 

when 𝑚 = 0 in equation (1.7). 
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This means that when 𝑚 = 0 the observation angle 𝜓 is 0 as well. 

5.3.2 The effects of elevation radiation pattern for different number 
of antenna array elements on the system performances 

This section outlines an investigation on how the antenna elevation pattern for different 

numbers of array elements has an effect on cell and cell edge capacity. Here the number of 

elements chosen has varied from 2 to 44. The antenna model selected here is a 60° azimuth 

beamwidth reflector antenna as mentioned in Chapter 3, and Figure 85 shows the single 

model of this reflector antenna. The dimensions for this single reflector antenna are the same 

as those used in Chapter 3. The reflector is 106mm wide and 79.5mm high as such is 

approximately λ/2 at the chosen designed frequency of 1.9GHz.   

 

Figure 85: Single Reflector Antenna Model 

The different number of single reflector antenna element is stacked on top of each other 

composing the antenna array elements as shown in Figure 86. 
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Figure 86: Vertically stacked antenna array elements 

5.4 Array Pattern  

Based on antenna array theory, if the single element has a pattern of	𝑔�(𝜃, 𝜑) then the 

antenna array pattern in the elevation plane can be expressed as [6] 

               𝐸(𝑡) = 𝐸 ó 𝑠𝑖𝑛𝑔𝑙𝑒	𝑒𝑙𝑒𝑚𝑒𝑛𝑡	
𝑎𝑡	𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒	𝑝𝑜𝑖𝑛𝑡ô ∗ [𝑎𝑟𝑟𝑎𝑦	𝑓𝑎𝑐𝑡𝑜𝑟] ∗ [𝑚𝑢𝑡𝑢𝑎𝑙	𝑐𝑜𝑢𝑝𝑙𝑖𝑛𝑔]	      (5.13) 

                                                       = 𝑔�(𝜃) ∗ 𝐴𝐹(E) ∗ 𝐶 

Where 𝑔�(𝜃) is the single element radiation pattern in the elevation plane Here, the mutual 

coupling between the antenna elements in the array can be expressed as a coupling matrix 𝐶 

as shown in equation (5.14): 

                                            𝐸(𝑡) = 𝑔�(𝜃) ∙ ==

1
𝑒á²BIH9
𝑒uá²BIH9

⋮
𝑒á(E�t)²BIH9

== ∙ 𝐶                                           (5.14) 

Figure 87 shows the simulation results for the array patterns in the elevation plane. 
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Figure 87: Various Antenna array Elevation Pattern 

Figure 87 shows that the antenna array is comprised of vertically stacked single antenna 

element with the dimensions shown in Figure 86. Antenna array theory suggests that the gain 

of the antenna array increases as the number of elements increases. Here, by feeding the 

antenna element with power at an equal phase and amplitude, the corresponding gain of the 

antenna array can be achieved.  

Figure 88 shows that as the number of antenna array elements increases from 2 to 44, the 

corresponding antenna array gain increases from 10.3dBi to 23.7dBi. However, the vertical 

beamwidth of the antenna array decreases as the gain increases, and as a result there is a 

trade-off in this system between gain and antenna vertical beamwidth which requires careful 

management. 



Page 163 
 

 

Figure 88: Antenna Elevation Gain VS Antenna Vertical HPBW 

Figure 88 shows that as the number of antenna elements increases from 1 to 5, the Elevation 

HPBW of the antenna array drops sharply from 68.8° to 18.7°. However, for the gain of the 

antenna array, it can be increased gradually with the number of antenna elements increasing.  

5.5 System Performance Analysis  

The mobile network simulator used in Chapter 3 has been used again to analyse the effects of 

different elevation beam patterns, combined with changing the antenna array elements, on the 

edge and cell capacity in a homogenous mobile network system, the mobile network 

simulator used here is the same as mentioned in Chapter 3. The parameters chosen for the 

system performance evaluation are shown in Table 24.  
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Table 24: System Simulator Parameters 

Symbol Parameter Value (units) 

P Transmit Power 40 (W) 

F Operating  frequency 1.9 (GHz) 

B Bandwidth 20 (MHz) 

N Number of Basestations in RAN 19 

M Number of sectors in BTS 3 

𝑛0 AWGN noise 6x10�tÇ (W/Hz) 

𝑛𝑈𝐸 User Noise figure 8 (dB) 

𝐺?  Received Antenna Gain -1 (dB) 

L Path Loss Model Winner II 

H User Antenna Height 1.5 (m) 

𝐻@  Base-station Antenna Height 11 (m)  

øY  Antenna Downtilt Angle 0-15 (°) 

ISD Inter-site Distance 500 (m) 

𝑁� Antenna Array Elements 2-44 

To evaluate the effect of different elevation beam pattern of the  60° azimuth antenna array 

on edge and cell capacity for an ISD of 500m homogeneous mobile network, the true edge of 

the 60°  beamwidth case is used here as shown in Figure 89. The cell capacity is evaluated by 

counting the mean value of all the pixels inside the cell edge boundary for the central sector. 
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Figure 89: Cell edge of central sector for 60° azimuth case 

A description of the Antenna downtilt angle analysis for the mobile network coverage is 
shown in Figure 90: 

 

Figure 90: Antenna Downtilt for mobile network Coverage 

Figure 90 shows that by changing the antenna downtilt angle, the mobile network coverage 

can be varied as well. The relationship between the antenna downtilt angle and mobile 

network coverage is shown in equation (5.15) and (5.16): 

                                            𝐼𝑛𝑛𝑒𝑟	𝐶𝑒𝑙𝑙	𝑅𝑎𝑑𝑖𝑢𝑠 = ·�
@A(	(9¥��ª/u)

                                         (5.15) 
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                                                  𝑂𝑢𝑡𝑒𝑟	𝐶𝑒𝑙𝑙	𝑅𝑎𝑑𝑖𝑢𝑠 = ·�
@A(	(9¥�

CD
� )

                                      (5.16) 

In equation (5.15) and (5.16), 𝜃Y is the antenna downtilt angle, 𝐻P is the basestation antenna 

height and BW is the elevation half-power beamwidth. So, from the antenna downtilt 

coverage figure, it is not difficult to find that the main mobile cellular network coverage is 

between the boundary of the Inner Cell Radius and Outer Cell Radius.  

5.6 Network Coverage Map with Different High Gain Antenna 
Configurations: 

 

a)                                                              b) 

                          

c) 

Figure 91: Coverage of a three-sector 60° azimuth antenna with tilt of 6°: a) 6-element array 
b)12-element array, and c) 20-element array 

Plots of network coverage for three different antenna array installations over an ISD of 500m 

homogeneous mobile network is shown in Figure 91. The coverage for a standard 12-element 
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antenna array with 7.9° elevation half-power beamwidth is compared with two different 

vertically stacked antenna arrays which have 6 elements and 20 elements respectively. This 

generates gain reduces of 3dB and increases of 2dB relative to the standard 12-element 

antenna array.  Also, from the edge and cell capacity plot in Figure 91, with the antenna gain 

increasing, the cell capacity increases as well.  It can be seen from Table 25 that, the average 

cell capacity can be increased by 13.3% and 43% with the antenna gain increased by 3dB and 

5 dB respectively.  

Table 25: Calculated edge and cell capacity with different antenna array configurations (6-element, 
12-element and 20-element with 60° azimuth beamwidth at antenna downtilt angle of 6°) 

Antenna Gain 

(dBi) 
Edge Capacity (Mbit/s) 

Cell Capacity 

(Mbit/s) 

Elevation 

HPBW (°) 

15 (6 element) 13.60 35.27 15.7 

18 (12 element) 14.40 39.97 7.9 

20 (20 element) 15.85 50.43 4.7 

Figure 91 shows the cell edge and cell capacity in an ISD of 500m homogeneous mobile 

network for the antenna elements from 2 to 44 with the antenna downtilt angle from 0° to 15°. 

It shows that increasing number of elements in the elevation plane also increases the cell edge 

and cell capacity. However, once again there is a balance which must be met between the 

antenna gain and the elevation HPBW, as increasing the number of elements will cause 

elevation HPBW to decrease.  

Since the users who located outside the antenna’s -3dB beamwidth can suffer from 50% up to 

90% less signal strength than the mobile users who are located inside the antenna’s -3dB 

beamwidth, here when the number of the array elements reaches the number 40, the cell 

capacity gets the maximum value of around 54.3Mbit/s at the antenna downtilt angle of 

around 4°. However, if we keep downtilting the antenna angle beyond the optimal one, the 

network coverage can be deteriorated significantly due to this narrow HPBW of elevation 

pattern and for the large antenna downtilt angles, with the expense of cell radius, the mobile 

network can suffer from the coverage reduction which means the mobile network system can 
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become noise limited rather than interference limited. Thus the elevation beamwidth can 

affect the satisfying coverage region.  

Since, in reality, antennas cannot work perfectly, it is better to choose the wider elevation 

beamwidth in the interference limited cases to avoid implementation errors. It is worth 

mentioning that although the narrow elevation beamwidth array can provide high capacity at 

its optimum tilt angle, the wrong tilt angle in this case can easily lead to significant capacity 

dropping compared with the wider elevation beamwidth case.  The high-gain antenna array 

concept for providing link budget improvement over a homogeneous mobile cellular network 

indicates the potential for large site separations and fewer installations.    

    

a) 
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b) 

Figure 92: a), b) Cell edge and cell capacity VS Antenna downtilt angle 

5.7 Summary 

In this chapter, we investigate the effects of number of antenna array elements combined with 

antenna downtilt angle on cell edge and cell capacity in a homogeneous mobile network. It 

has been shown that system performance is improved with an increasing number of antenna 

elements in the array, in terms of edge and cell capacity. However, this requires careful 

management as this results in a decrease in elevation HPBW along with a shift in the 

optimum downtilt angle. When the number of antenna array elements increased to 40, the 

system can get its saturate cell capacity of around 54.3Mbit/s at its optimum tilt angle of 4°. 

For, this high-gain antenna system, it is good to be used in a low traffic density network, 

while the coverage is priority.  
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Chapter 6.    Antenna Elevation Beam Shaping for the System Performance 
Improvement in the cellular Mobile Network 

6.1 Introduction 

In this Chapter, in order to address the low coverage performance at large antenna downtilt 

angles in the same ISD of 500m homogeneous cellular network as discussed in Chapter 3 for 

tilt angle from 10° to 15°, the elevation beam shaping techniques such as null filling, sidelobe 

level suppression have been discussed to get the corresponding shaped elevation beam pattern. 

In addition, the antenna elevation beam shaping for the 12-element array with 60° azimuth 

beamwidth is applied into the homogeneous mobile network to investigate the scenario on 

varying the downtilt angle from 0° to 15° for a typical cell in the mobile network, while 

keeping the optimum downtilt angle for the other surrounding cells in the same network. The 

detected cell edge and cell capacity in this scenario is then evaluated for comparison with the 

scenario where the variation of tilt angle from 0° to 15° is applied to all cells in the cellular 

network.  This application can indicate us for the situation when the specific cell/cluster has 

the capacity below the whole network average, then optimising this cell/cluster capacity by 

using the antenna downtilt and elevation beam shaping can help improve its performances. 

6.2 Review of existing work 

Since antenna arrays have the ability to meet stringent communication system requirements, 

research on them has focused on developing new radiating elements such as using high 

refractive-index metamaterial unit cells, a quasi-planar reflector antenna, a shaped hourglass 

reflector antenna and the omnidirectional polyrod shaped beam antenna ([141]-[144]) have 

demonstrated its ability to shape the antenna beam pattern in the desired requirements for 

providing the improved antenna gain, bandwidth, electrical tilt or radiation efficiency. 

Majority research have shown that by combing using the array architecture with tapered 

amplitude or phase distribution for the array elements, the beam shaping, polarization 

diversity, multiple beam in azimuth can be achieved. It has been suggested that by applying 

these adaptive shaped beam pattern into the mobile system, the co-channel interference can 

be reduced and the capacity can be improved. [139], [140] 

Recently, research in [145] and [146] have shown that using multilevel, 3D beamforming and 

proactive cell shaping can help support very high data rates and reduced energy consumption 
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in MIMO systems with large antenna arrays. However, these techniques may need large 

amount of feedback from users to choose the optimum beam. Other methods such as using 

beamforming combined with hybrid Particle Swarm Optimization and Gravitational Search 

Algorithm (PSOGSA) approach, 2D electronic beam steering with analogy phase shifters and 

adaptive digital beamforming have also shown their ability to achieve the desired pattern for 

supporting interference reduction, point to multi point communication and high-density 

observations in the elevation ([147]-[151])  

Different antenna synthesis principles have been studied on achieving the required antenna 

beam pattern for the communication systems. The Orchard-Elliott technique and Taylor 

synthesis are the two popular synthesis methods to obtain the required beam pattern ([152] 

and [153]) Research in [154] to [159] have shown that by using antenna synthesis methods 

with genetic algorithm or different antenna array architectures such as interleaving array, 

linear edge slot array, dual planar reflector array and micro strip array can acquire the 

required beam pattern for sidelobe suppressing, null filling or both. Also, research in [136] 

has applied the synthesised beam pattern in the communication system to demonstrate its 

ability to reduce interference and extend coverage in a homogenous system compared to 

commercial antennas.  

6.3 Research Motivation 

Antenna arrays can achieve user-defined radiation patterns through the management of lots of 

complex radiating elements. By feeding the elements energy at a corresponding amplitude 

and phase, it is possible to ‘tune’ the beam pattern until a desired pattern is achieved [136] 

However, due to the changing environment in the current and future mobile network system 

such as dynamic mobile traffic, it is difficult to predict the mobile network behaviour and 

radiation pattern needed to achieve the optimal network performance (i.e. high coverage, low 

interference and better throughput). Due to this difficulty, most of the techniques in achieving 

the antenna optimisation are mainly focused on the antenna structure configuration, 

placement of the antenna and azimuth shaping.([137] and [138]) However, elevation beam 

shaping techniques such as sidelobe suppression and null filling have been identified as 

achieving a better radiation pattern and overcoming the low network capacity for a 

homogeneous mobile network at large antenna downtilt angles. As discovered in Chapter 3 

that, the edge and cell capacity can be deteriorated beyond the cellular optimal downtilt angle. 
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In order to overcome this drawback or at least improve the network capacity at these high 

downtilt angles, the elevation beam pattern shaping is used here to design an antenna array 

which is capable of delivering the improved system performance compared with the original 

antenna array. As can be seen from Chapter 2, an elevation beam pattern is composed of one 

main lobe and several sidelobes and nulls. Thus, to improve the system capacity at large 

downtilt angles for this antenna array, sidelobe and null shaping techniques can be discussed 

here. The antenna elevation beam shaping combined with the antenna downtilt angle is also 

applied into a homogeneous mobile network to investigate the system performances. This 

specific application has indicated that by choosing the proper antenna downtilt angle for the 

specific cell/cluster with elevation beam shaping technique, the cell/cluster performances in 

terms of capacity can be improved without sacrificing too much performance of the other 

surrounding cells.  

6.4 Research Methodology  

In this Chapter, antenna elevation beam shaping methods and their application in a 

homogeneous cellular mobile network is discussed. In order to investigate how antenna 

elevation beam pattern influences cellular network performances, the antenna downtilt side 

direction, sidelobe effects and null effects of the 12-element antenna array are outlined. The 

different antenna elevation beam shaping methods including “binominal distribution”, 

“Dolph-Tschebyscheff distribution” and “Taylor Beam Synthesis” are investigated in section 

D. Lastly, in section E the shaped elevation beam pattern is applied into a homogeneous 

mobile network to optimise the specific cell/cluster’s coverage by choosing the proper 

downtilt angle for the specific cell only. 

6.4.1  Antenna Downtilt Side Direction Verification  

The antenna array configuration selected here is the standard 12-element metal reflector 

dipole array with 60° and 7.9° azimuth and elevation HPBW respectively. As shown in 

Figure 93, it illustrates the antenna azimuth and elevation pattern of the 12-element array 

which can have a gain of 18.3dBi.  



Page 174 
 

 

Figure 93: Antenna Radiation pattern for the 12-element array 

Now, in order to investigate the antenna elevation beam pattern shaping on cellular mobile 

network performances with large antenna downtilt angles, the mobile network is chosen as a 

3-sector cell sites with an ISD of 500m homogeneous system.  

As antenna downtilt angle can vary the network coverage footprint especially at large antenna 

downtilt case, for the 12-element antenna array configuration, the edge and cell capacity can 

be dropped significantly beyond 10° tilt. In order to investigate the elevation beam shaping 

effects on the system performance more effectively, the downtilting side of the antenna array 

needs to be defined first. As can be seen from Figure 93, the downtilting side can be either 

lower half-side (the left half one) or the upper half-side (the right half one).  In order to define 

the antenna downtilting side, a simplified single elevation pattern with constant sidelobe level 

is used here for testing purpose. As it is known that a real antenna elevation pattern can be 

made up of a main lobe, several sidelobes and antenna nulls. Here, to simplify the verification 

process for elevation beam shaping, a simple elevation pattern is used for this purpose based 

on the original 12-element array elevation pattern. The simplified elevation beam pattern can 

be started with only a single main lobe of the original elevation HPBW of 7.9° without 

sidelobes. The elevation shaped beam pattern can now be shown in Figure 94. 
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Figure 94: Elevation beam shaped pattern without sidelobes 

Since the shaped beam pattern only contains the single main lobe, it is expected to have poor 

network coverage at high antenna downtilt angles. The system parameters to calculate the 

network coverage is shown in Chapter 5.   Table 24. Figure 95 shows that at a downtilt angle 

of 0°, the network achieves good coverage from the main beam of the antenna. However, at 

the downtilt angle of 15° case, due to the very low power level (-80dB) from the antenna 

sidelobes, the network becomes noise limited system.  

                                  

a) b) 

Figure 95: SINR distribution plots at antenna downtilt of a)0° and b)15° 
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Thus, in order to verify the antenna downtilt side direction, five different elevation shaped 

beam pattern shown in Figure 96 based on the simplified pattern above is discovered here. 

The SINR distribution plots at certain antenna downtilt angles are shown to confirm the 

different assumptions.  

 

       

    

Figure 96: Five different elevation shaped beam pattern for testing cases 

6.4.2 Testing Case 1: 

The testing 12-element elevation pattern based on the original one is shown in Figure 97 

consisting of a main lobe with elevation HPBW of 7.9° with constant lower half sidelobe 

level of +9dB and constant upper half sidelobe level of -80dB. In order to better understand 

the testing pattern effects on the mobile network performances, the polar plot is shown in 

Figure 96 (upper side left corner). Now, the SINR distribution plots for the different antenna 

downtilt angles are discovered here in an ISD of 500m homogeneous network. 
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Figure 97: Testing Elevation pattern 1 

It can be seen from Figure 98 that, when tilting the antenna downtilt angle at large angle of 

14° and 15°, the network coverage is deteriorated significantly and starts becoming noised 

limited system. 

                                   

a) b) 

Figure 98: SINR distribution plots at antenna downtilt of a) 14° and b) 15° 
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6.4.3 Testing Case 2 

The testing elevation pattern for the second case based on the original pattern is shown below, 

in Figure 99. This uses the same pattern structure as testing pattern 1 but has swapped the 

sidelobe level with constant lower sidelobe level of -80dB and upper sidelobe level of +9dB. 

The polar plot for this pattern is presented in Figure 96 (upper side right corner) which can be 

seen is opposite from the testing pattern in case 1.   

 

Figure 99: Testing Elevation Pattern 2 

The SINR distribution plots for the testing elevation pattern 2 at different antenna downtilt 

angles are shown in Figure 100: this shows that at large antenna downtilt angle of 15°, the 

network coverage is almost kept the same as the antenna downtilt angle of 0°. Also, it is 

worth mentioning that the antenna uptilt effects on coverage is investigated in Figure 100 c) 

with the uptilt angle of 15°. It shows that with the antenna uptilting of testing pattern 2, the 

network still keeps good coverage due to the constant upper sidelobe level below the antenna 

horizontal line which gives back radiation coverage to the mobile network.     
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a) b) 

 

                                                                           c)    

Figure 100: SINR distribution plots at antenna downtilt of a)0°, b)15° and c) -15° 

6.4.4 Testing Case 3 

Figure 101 shows the testing elevation pattern for the third case based on the original pattern. 

It can be seen that the testing pattern has the same structure as the case 2 but with the shorter 

constant upper sidelobe level of +9dB. From the polar plot it can be seen that the testing 

elevation pattern shown here is almost the half of the pattern in case 2. 
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Figure 101: Testing Elevation Pattern 3 

The SINR distribution plots for the antenna downtilt and uptilt at different angles are shown 

in Figure 102. Since this testing elevation pattern has the same structure as the case 2, it 

shows the similar network coverage map as the case 2 as well with good network coverage at 

these tilt angles.  

                                  

a)                                                                                                        b) 
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c) 

Figure 102: SINR distribution plots at antenna downtilt of a)0°, b)15° and c) -15° 

6.4.5 Testing Case 4 

The testing elevation pattern 4 is achieved by shifting the testing elevation pattern 3 by 10° 

on the right side direction as demonstrated in Figure 103 

 

 

Figure 103: Testing Elevation Pattern 4 
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As the SINR distribution plots in Figure 104 show, with an antenna downtilt angle of 0° and 

10° the network achieves good coverage. However, since the elevation pattern in this case is 

shifted by 10° of the case 3, the SINR plot at downtilt of 10° is similar as the downtilt of 0° in 

case 3. Due to the radiation pattern just cutting through the edge of the cell at tilt angle of 0°, 

the network coverage is kept good in this case.  

                                  

a) b) 

Figure 104: SINR distribution plots at antenna downtilt of a)0° and b)10° 

6.4.6 Testing Case 5 

The testing elevation pattern 5 is achieved by shifting the testing elevation pattern 4 by 5° on 

the right side direction as shown in Figure 105. The corresponding polar plot for this pattern 

is shown in Figure 96 (lower right side).  
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Figure 105: Testing Elevation Pattern 5 

The SINR distribution plots in Figure 106 show that for antenna downtilt angels at 0° and 15°, 

at 0° downtilt case, since there is no power being transmitted in the horizontal direction and 

the main beam is pointed upwards, the network becomes noise limited rather than 

interference limited. At downtilt angle of 15° case, the main beam is pointed down towards 

the horizontal direction, thus the network has good coverage.   

                     

a)                                                                                                       b) 

Figure 106: SINR distribution plots at antenna downtilt of a)0° and b)15° 



Page 184 
 

So, from the above five testing elevation patterns, it can be found that the 12-element antenna 

array used in the mobile network is downtilted towards the lower half-side (the left half –side 

direction).  

6.5 Antenna Elevation Sidelobe Effects On Mobile Network 
Performances   

Here, in this section, the antenna elevation sidelobe effects on mobile network performance 

in terms of capacity are discussed in order to improve the edge and cell performances at large 

antenna downtilt angles. With the antenna downtilt direction defined, the sidelobe effects of 

the original 12-element elevation pattern on network performances (in terms of edge and cell 

capacity) can also be calculated.  

As can be seen from the 5 different testing cases, it indicates that lowering the lower half 

pattern level and increasing the upper half pattern level can help improve the network 

coverage at large antenna downtilt cases. So, in order to check the sidelobe effects on mobile 

network performances and based on the trend from the 5 different testing cases, the first 

upper sidelobe level is increased to +9dB and the first lower sidelobe level is reduced to -

1.5dB. The manipulated sidelobe shaped elevation pattern and the original 12-element 

antenna array elevation pattern is shown in Figure 107.  
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Figure 107: Sidelobe shaped elevation pattern VS Original elevation pattern 

To verify the sidelobe effects of the manipulated elevation pattern on  edge and cell capacity, 

the system parameters shown in Chapter 5 Table 24 are applied into an ISD of 500m 

homogeneous network. The resultant cell edge and cell capacity for the sidelobe shaped 

elevation pattern and original elevation pattern with antenna downtilt angles from 0° to 15° is 

shown in Figure 108. As can be seen, by changing the sidelobe level of the original elevation 

pattern cannot be used to improve the average edge and cell capacity at large antenna 

downtilt angles and with the sidelobe beam shaping in elevation pattern, the network 

performances almost keep the same as using the original elevation pattern.    
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a) 

 

b) 
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Figure 108: a), b) Cell edge and Cell Capacity for Sidelobe shaped pattern VS Original 
pattern 

6.6 Verification of Antenna Elevation Null filling effects on Mobile 
Network Performances  

Since the antenna sidelobe effects of the elevation pattern do not affect the mobile network 

performances and with the indication from the 5 different testing cases, the other elevation 

beam shaping technique: antenna null filling is investigated here. As can be seen from the 5 

different testing cases, with constant high sidelobe level on the right half-side of the antenna 

elevation pattern, the network coverage can be improved significantly at high antenna 

downtilt angles. So, in order to verify this concept with the antenna null filling technique, the 

simplified elevation shaped beam pattern shown in Figure 94 is used here to obtain the 

different manipulated null filling patterns. As can be seen from Figure 109, the different 

manipulated upper side null filling elevation pattern is illustrated with the upper null filling 

range selected from the first sidelobe position to the second sidelobe position. It is shown 

from Figure 109 that the first upper nulling pattern is achieved by filling the upper side 

pattern of the single beam in Figure 94 with constant level of 18.3dB till the first sidelobe 

position at 7.7°. The other upper null filling patterns are acquired by using the same method 

through filling the upper side pattern of the elevation beam till different positions of the 

antenna upper half-side pattern. 
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Figure 109: Different upper null filling elevation pattern 

Now, to investigate the antenna upper null filling pattern effects on the mobile network 

performances, the edge and cell capacity with these different elevation patterns at antenna 

downtilt angles from 0° to 15° is compared here. The same procedure to get the sidelobe 

effects on network performances is applied here. Figure 110 shows that the average edge and 

cell capacity has the peak value at different tilt angles for different upper null filling patterns 

and when the upper-side pattern fills with more constant power level, the peak value can be 

shifted towards the high tilt angle correspondingly as well. The peak value occurred here is 

due to the peak antenna gain filled into the upper side elevation pattern. Thus, from the 

results shown in Figure 110, it can be concluded that with proper upper side null filling in the 

elevation beam pattern of the original 12-element antenna array, cell performances at high 

antenna downtilt angles can be improved.  
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a) 

 

b) 

Figure 110: a), b) Cell edge and Cell Capacity for different upper null filling patterns 
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6.7 Antenna Elevation Beam Shaping Techniques in the original 12-
element antenna array pattern 

Since the upper side antenna null filling can have impacts on the mobile network 

performances at high antenna downtilt angles, the proper antenna null filling technique is 

applied into the original 12-element antenna array elevation pattern. This antenna array 

shown in Figure 93 is comprised of 12 identical elements with the antenna element spacing of 

𝜆/2 (80mm). By adjusting the power ratios at the outputs along with the length of the cable, 

the current amplitude and phase of the antenna array is controlled. The original antenna array 

pattern is achieved by feeding the elements with the currents of equal amplitude and phase. 

According to the antenna array theory, the nulls occurred at this elevation antenna array 

pattern can be expressed as follows: [139] 

                                                                          𝜃 = 𝑎𝑟𝑐𝑡𝑎𝑛 ±§
EA

                                             (6.1) 

Where 𝑘 is the number of occurred nulls (1,2…), 𝑛 is the number of elements and 𝑑 is the 

antenna element spacing in wavelength. 

The simplest and the most widely-used way to achieve the ideal null-filling elevation shape is 

by feeding the antenna array elements with unequal amplitude with a suitable power 

distribution. One of the power distribution methods is called ‘’binominal distribution’’, which 

is an easy way to feed each antenna element the amplitude proportional to the coefficients of 

the binominal series.   

For an equally spaced antenna array which is symmetrically positioned along the array axis, 

assuming the array is centred at zero, then the weights applied to the elements at –d and +d 

are the same. The normalised array factor can be expressed as [141]: 

                    (𝐴𝐹)um = ∑ 𝑎Em
EÝt cos[(2𝑛 − 1)𝑢] 	𝑓𝑜𝑟	𝑒𝑣𝑒𝑛	𝑛𝑢𝑚𝑏𝑒𝑟	𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑠                (6.2) 

                      (𝐴𝐹)um�t = ∑ 𝑎Em�t
EÝt cos[2(𝑛 − 1)𝑢] 	𝑓𝑜𝑟	𝑜𝑑𝑑	𝑛𝑢𝑚𝑒𝑟	𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑠 

Here	𝑢 = ²A
~
𝑐𝑜𝑠𝜃, 𝑑 is the antenna element spacing and 𝜃 is the scanning angle for the array. 

𝑀 represents the antenna elements on one side of the array.  

To determine the excitation coefficient of a binomial array, the binomial expansion can be 

used here as: 



Page 191 
 

                       (1 + 𝑥)E�t = 1 + (𝑛 − 1)𝑥 + (E�t)(E�u)
u!

𝑥u + (E�t)(E�u)(E��)
�!

𝑥� +⋯        (6.3) 

Table 26 shows the current amplitude fed to the antenna array elements by using this method:  

Table 26: Comparison between relative amplitude and the number of elements in an array 

Number of Elements, N Relative Amplitude compared to the Antenna 

Array 

3 1,2,1 

4 1,3,3,1 

… … 

12 1,11,55,165,330,462,462,330,165,55,11,1 

The shaped elevation beam pattern by using this binominal coefficient fed currents amplitude 

to the array elements is obtained in Figure 111.  

 

Figure 111: Binominal shaped elevation pattern VS Original elevation pattern 
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As can be seen from Figure 111, the Binomial amplitude distribution fed array can eliminate 

the nulls and minor lobes. However, the array beamwidth changes with the compensation of 

the reduced antenna gain. Also, to feed the large antenna array, it may be difficult to maintain 

the stability of the different power levels. 

The other way to achieve the antenna elevation beam shaping is by using the Dolph-

Tschebyscheff distribution. The Dolph-Tschebyscheff excitation coefficients are related to 

Tschebyscheff polynomials using recursion relation [139] From the normalised array factor 

shown in equation (6.1), the symmetrical amplitude excitation for the even or odd number 

array elements should be less than a summation of 𝑀 or	𝑀 + 1 cosine terms. Each term can 

be written as a series of trigonometric functions, with fundamental frequency as the argument 

of each one: 

                         𝑡𝑒𝑟𝑚𝑠	𝑜𝑓	𝑚	

⎩
⎪
⎨

⎪
⎧

𝑚 = 0, cos(0) = 1
𝑚 = 1, cos(𝑢) = cos	(𝑢)

𝑚 = 2, 	cos(2𝑢) = 2 cosu(𝑢) − 1
𝑚 = 3, cos(3𝑢) = 4 cos�(𝑢) − 3cos	(𝑢)

𝑚 = 4, cos(4𝑢) = 8 cos±(𝑢) − 8 cosu(𝑢) + 1

                   (6.4) 

Based on Euler’s formula: 

                                [𝑒áX]� = (𝑐𝑜𝑠𝑢 + 𝑗𝑠𝑖𝑛𝑢)� = cos(𝑚𝑢) + 𝑗𝑠𝑖𝑛(𝑚𝑢)                          (6.5) 

By equating 𝑐𝑜𝑠(𝑢) to a new term, 𝑧, equation (6.4) can be expressed as Tschebyscheff 

polynomials (𝑇�(𝑧)). This is outlined in equation (6.6): 

                          𝑛𝑒𝑤	𝑡𝑒𝑟𝑚𝑠	𝑜𝑓	𝑚	

⎩
⎨

⎧
𝑚 = 0, cos(𝑚𝑢) = 1 = 𝑇I(𝑧)
𝑚 = 1, cos(𝑚𝑢) = 𝑧 = 𝑇t(𝑧)

𝑚 = 2, cos(𝑚𝑢) = 2𝑧u − 1 = 𝑇u(𝑧)
𝑚 = 3, cos(𝑚𝑢) = 4𝑧� − 3𝑧 = 𝑇�(𝑧)

                       (6.6) 

The relations between the cosine functions and Tschebyscheff polynomials are valid only in 

the region −1 ≪ 𝑧 ≪ +1. Equation (6.7) shows the recursion formula for Tschebyscheff 

polynomials: 

                                                𝑇�(𝑧) = 2𝑧𝑇��t(𝑧) − 𝑇��u(𝑧)                                            (6.7) 

An alternative way of expressing the cosine function is: 

                                                                   cos(𝑢) = ¸
¸M

                                                         (6.8) 
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Here 𝑧< is the parameter to control the side lobe levels, as shown in equation (6.9): 

                                                           𝑧< = cosh	[BIHÐ
À3

j�t
(𝑅<)]                                              (6.9) 

Where 𝑅< is the voltage ratio. 

Now, to get the excitation coefficients of the Dolph-Tschebyscheff array of 12 elements with 

spacing d between the elements and the major to minor lobe ratio is 30 dB.  According to the 

array factor formula shown in equation (6.1), the array factor for the 12 elements antenna 

array can be expressed as: 

                                                  (𝐴𝐹)um = ∑ 𝑎Ecos	[(2𝑛 − 1)𝑢]mÝà
EÝt                                  (6.10) 

Where: 

                                                                       𝑢 = ²A
~
𝑐𝑜𝑠𝜃                                                  (6.11) 

Thus, the array factor shown in equation (6.1) can be expanded to form: 

(𝐴𝐹)tu = 𝑎t cos(𝑢) + 𝑎u cos(3𝑢) + 𝑎� cos(5𝑢) 

                                                   +𝑎± cos(7𝑢) + 𝑎O cos(9𝑢) + 𝑎àcos	(11𝑢)                     (6.12) 

From the simulation, it is known that 𝑅< is equal to 30 dB. The ‘true’ value of 𝑅< is therefore 

equal to 20𝑙𝑜𝑔t<(𝑅<(𝑑𝐵)), which is 31.6228. Substituting this into equation (6.9) forms the 

following expression: 

                                                 𝑧< = cosh .BIHÐ
À3

tt
(31.6228)2 = 1.0719                           (6.13) 

This value for 𝑧< can itself be put back into equation (6.12), by remembering the expression 

outlined in equation (6.8). This results in: 

                                               (𝐴𝐹)tu = 𝑧[(𝑎t − 3𝑎u + 5𝑎� − 7𝑎± + 9𝑎O − 11𝑎à) 𝑧<⁄ ] 

                                                               +𝑧�[(4𝑎u − 20𝑎� − 56𝑎± − 120𝑎O + 1124𝑎à) 𝑧<�⁄ ] 

                                                               +𝑧O[(16𝑎� − 112𝑎± + 432𝑎O − 1232𝑎à) 𝑧<O⁄ ] 

                                                                +𝑧Ç[(64𝑎± − 576𝑎O + 2816𝑎à) 𝑧<Ç⁄ ] 

                                                                +𝑧Q[(256𝑎O − 2816𝑎à) 𝑧<Q⁄ ] 

                                                                +𝑧tt[(1024𝑎à)/𝑧<tt]                                         (6.14) 
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Hence the calculated excitation coefficients are: 

                                                                   

⎩
⎪
⎨

⎪
⎧
𝑎t = 8.1641
𝑎u = 7.4647
𝑎� = 6.2124
𝑎± = 4.6528
𝑎O = 3.0619
𝑎à = 2.1464

                                             (6.15) 

Since the weights are symmetric, the excitation coefficients for the 12-element antenna array 

can be summarised as:  

                                                                  

⎩
⎪
⎪
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎪
⎪
⎧
𝑎à = 2.1464
𝑎O = 3.0619
𝑎± = 4.6528
𝑎� = 6.2124
𝑎u = 7.4647
𝑎t = 8.1641
𝑎�t = 8.1641
𝑎�u = 7.4647
𝑎�� = 6.2124
𝑎�± = 4.6528
𝑎�O = 3.0619
𝑎�à = 2.1464

                                                  (6.16) 

As can be seen from Figure 112, by using the Chebychev Polynomial weights to feed the 12-

element antenna array, the antenna sidelobe level can be controlled with respect to the 

antenna main lobe level. Dolph-Tschebyscheff designs can be used to achieve the same level 

of all minor lobes while keeping the antenna element spacing as large as possible.   



Page 195 
 

 

Figure 112: Chebychev shaped elevation pattern VS Original elevation pattern 

6.8 Using Taylor Beam Synthesis to achieve the first upper-side null 
filling without compensating the antenna gain loss.  

As demonstrated in Binomial and Chebychev weighting methods, the antenna beam pattern 

can be shaped either in reducing sidelobe levels or controlling minor lobes. Here, in order to 

overcome the disadvantages of antenna gain loss by using the other two techniques, Taylor 

Beam Synthesis is applied here by feeding the antenna elements with a suitable amplitude 

and phase distribution.   

For a line-source distribution of length 𝑙, which has been placed symmetrically along the 

array z-axis, the space factor (SF) can be given by [141]: 

                                   	𝑆𝐹(𝜃) = ∫ 𝐼E(𝑧S)𝑒á[§¸
TBIH9��¦(¸T)]𝑑𝑧S

é
uU

�é
uU

                                       (6.17) 

Where 𝐼E(𝑧 ′)  and 𝜑E(𝑧 ′)  represent amplitude and phase distribution along the source. 

According to the Taylor space factor function: 
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                         𝑆𝐹(𝑢, 𝐴, 𝑛V) = ð45((X)
X
ñW	

∏ Y1 − ð X
X¦
ñ
u
ZEV�t

EÝt

∏ Y1 − ð X
E²
ñ
u
ZEV�t

EÝt

[ 	\		           (6.18) 

Where: 

                                                           𝑢 = 𝜋𝑣 = 𝜋 é
~
𝑐𝑜𝑠𝜃                                                   (6.19) 

                                                         𝑢E = 𝜋𝑣E = 𝜋 é
~
𝑐𝑜𝑠𝜃E                                                 (6.20) 

Here 𝜃E represents the locations of the nulls. 𝑛V is a constant to maintain the minor lobes at a 

constant voltage level of ð1 𝑅<U ñ . 

The scaling factor 𝜎  is introduced to provide a smooth transition between the inner nulls and 

outer nulls. It is defined as: 

                                                              𝜎 = EV

{K��(EV�3�)
�
                                                       (6.21) 

The location of the nulls can be identified using equation (6.22): 

 

                          𝑢E = 𝜋𝑣E = 𝜋 é
~
𝑐𝑜𝑠𝜃E = ê±𝜋𝜎{𝐴

u + (𝑛 − t
u
)u (1 ≤ 𝑛 < 𝑛V)

±𝑛𝜋 (	𝑛̂ ≤ 𝑛 ≤ ∞)
ì        (6.22) 

The normalised line-source distribution can be expressed in Fourier series as: 

                                     𝐼(𝑧S) = ~
é
[1 + 2∑ 𝑆𝐹(𝑝, 𝐴, 𝑛V)EV�t

_Ýt cos	(2𝜋𝑝 ¸
T

é
)]                            (6.23) 

The coefficients 𝑆𝐹(𝑝, 𝐴, 𝑛V) are the samples of the Taylor pattern. By substituting	𝑢 = 𝜋𝑝, 

they can be expressed as: 

                           𝑆𝐹(𝑝, 𝐴. 𝑛V) = `
[(EV�t)!]�

(EV�t�_)!(EV�t�_)!
∏ Y1 − ð²_

XÑ
ñ
u
Z	EV�t

�Ýt (|𝑝| < 𝑛V)

0 (|𝑝| ≥ 𝑛V)
a           (6.24) 

Where 𝑆𝐹(−𝑝, 𝐴, 𝑛V) = 𝑆𝐹(𝑝, 𝐴, 𝑛V). 

Since the constant A is related to the maximum sidelobe level, the voltage ratio 𝑅< can be set 

as: 
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                                                                       cosh(𝜋𝐴) = 𝑅<                                                   (6.25) 

Here, the sidelobe level to main lobe is chosen as 9dB. In order to fill the first upper-side null 

to 0dB, a sine distribution form of the phase is applied for the elements in the array. By 

calculating the amplitude weights, the distribution of amplitude for the antenna elements in 

the array is given by: 

                             𝐼(𝑛) = 1.251 + 0.2446 cos(0.4813𝑛) − 0.157sin	(0.4813𝑛             (6.26) 

The sine distribution of the phase for the elements in the array to fill up the first upper-side 

null is given by: 

                                                𝜑E = 7.897sin	(0.4308𝑛 − 1.571)                                    (6.27) 

Figure 113 shows the final resulted excitation amplitude coefficients and phase coefficients 

for the 12-element antenna array by using the introduced Taylor Beam Synthesis to fill the 

first upper-side null up to 0dB.  

 

 

a) 
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b) 

Figure 113: a) Amplitude distribution b) Phase distribution VS Antenna Elements 

Now, by specifying the relative sidelobe level to main lobe to 9dB, the first upper-side null 

can be filled up to 0dB, 3dB, 6dB and 9dB respectively. The antenna element spacing is half-

wavelength 80mm. Through using the Taylor beam synthesis for feeding the corresponding 

amplitude and phase coefficients to the antenna elements in the array, the first upper-side null 

filling pattern can be obtained as shown in Figure 114.  
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Figure 114: Upper-side null filling patterns VS original elevation pattern 

As can be seen from Figure 114 that, through using the Taylor Beam Synthesis, the upper-

side first null is filled to 0dB, 3dB, 6dB and 9dB respectively without compensating the 

antenna gain.   

Now, in order to verify the first upper-side null effects on the mobile network performances 

at high antenna downtilt angles, the resultant elevation pattern is applied into an ISD of 500m 

homogenous network. The edge and cell capacity for the 12-element antenna array with 

different upper-side null filling elevation patterns on the 60° azimuth cellular network is 

shown in Figure 115. 
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a) 

 

b) 

Figure 115: a), b) Edge and cell capacity for different upper-side null filling patterns 
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It can be seen from Figure 115 that, with the increasing first upper-side null filling levels 

from 0dB to 9dB, the edge and cell capacity for the 60° azimuth cellular network is improved 

at high antenna downtilt angles as well. Also when the first upper-side null filling level is 

increased to 9dB, the edge and cell capacity can be improved by 7Mbit/s and 20Mbit/s 

respectively at antenna downtilt angle of 13° compared with the original elevation beam 

pattern. However, there is a trade-off between the network performance improvement at high 

antenna downtilt angles and the peak network performance at antenna optimum downtilt 

angle. With the first upper-side null filling level increasing, the network performances at high 

antenna downtilt angles increase too, while the peak network performances at optimum 

antenna downtilt angle decreases.  

So, by choosing the proper first upper-side null filling levels, the cellular network 

performances in terms of edge and cell capacity at high antenna downtilt angles can be 

improved without sacrificing too much peak capacity at optimum antenna downtilt angle.  

6.9  Application of Antenna first upper-side null filling pattern in the 
mobile cellular network  

Since antenna beamtilt is an efficient way to tackle the interference at the cell edge and boost 

the radio links near the basestation, the setting of the beamtilt angle with the first upper-side 

null filling pattern has been evaluated in a 3-sector for ISD of 500m homogeneous cellular 

network. As it is discovered that there is a trade-off between the network performances 

improvement at high tilt angle and the reduction at the optimum tilt angle with the different 

first upper-side null filling levels. In order to evaluate the system performances in terms of 

edge and cell capacity in a fair way, the first upper-side null filling level to 6dB pattern is 

used in this application. 

In this case, the 60° azimuth beamwidth and the first upper-side null filling to 6dB elevation 

pattern is applied into the cellular mobile network. Instead of setting the variable antenna 

downtilt angles from 0° to 15° for all the cells in the mobile system, here, the variable 

antenna downtilt angle is only applied into the central cell in the system and keep the other 

cells in the system the optimum downtilt angle which is 8° by using the first upper-side null 

filling to 6 dB pattern (shown in Figure 115) in this scenario. The edge and cell capacity for 

this scenario is then evaluated. This scenario is mainly targeted at optimising the cell/cluster 
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with the bad network performances which means the quality of service is below network 

average or the traffic demanding is high in this particular cell/cluster.  

In order to achieve the network performances for this scenario, the system parameters shown 

in Chapter 3 Table 24 is applied into the ISD of 500m homogeneous cellular network 

simulator. The detailed cell edge detection for the central cell and the surrounding 6 cells at 

different downtilt angles for the central cell only is shown in Figure 116. The evaluated edge 

and cell capacity for the first tier cells in this mobile network is shown in Figure 35. 

6.9.1 Step 1: Cell edge detection 

Comparisons between the edge and cell capacity of the central cell and surrounding 6 cells in 

the first tier of the mobile network for the varied antenna downtilt angles is possible by using 

a cell edge detection technique to analyse the cell edge of the central cell and the surrounding 

6 cells. As shown in Figure 116, it shows the detected cell edge in the first tier of the network 

for the antenna downtilt angle of 0°, 6° and 12° on the central cell only and other cells keep 

the optimum downtilt angle of 8° here.  

 

Figure 116: Cell edge detection for tilt angle of 0°, 6°, and 12° of 60° azimuth beamwidth 
case for ISD of 500m network 

6.9.2 Step 2: Cell edge and cell capacity for central cell and 
surrounding 6 cells 

After detecting the edge of the cells in the first network tier (as per Step 1), the cell edge and 

cell capacity for the downtilt angles of the central cell from 0° to 15° are calculated while the 

remaining cells are kept at the optimum tilt angle of 8° in the whole process. To evaluate the 

effect of different elevation beam pattern of the 60° azimuth antenna array on edge and cell 
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capacity for an ISD of 500m homogeneous mobile network, the parameters used to analysis 

the system performances are shown in Table 24.  

 

a) 
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b) 

Figure 117: a), b) Cell edge and Cell capacity VS Tilt angle for first upper-side null filling to 
6dB pattern 

Figure 117shows the comparison of cell edge and cell capacity of central cell and 

surrounding 6 cells for antenna downtilt angle from 0° to 15° on the all cells and central cell 

only by applying the first upper-side null filling up to 6dB elevation pattern. It shows that 

keeping the surrounding 6 cells at optimum downtilt angle of 8° while changing the downtilt 

angle of central cell from 0° to 15°, the edge and cell capacity of the central cell can be 

improved up to 12% compared with the antenna downtilt angle variation applied to all cells 

in the network. Since the symmetrical properties of the surrounding 6 cells, cell 1 and cell 6, 

cell 2 and cell5, cell 3 and cell 4 have the similar performances.  

With antenna tilt angle changes on the central cell only, the surrounding 6 cells’ capacity 

shows the trend of slightly decreasing compared with optimum performance at downtilt angle 

of 8°. Thus, there is a trade-off between gained cell capacity in central cell and slightly 

dropped cell capacity in the remaining 6 cells when we change the downtilt angle of central 

cell only and keep downtilt angle of the remaining cells fixed in the network. However, it is 

worth mentioning that with the beamtilt setting applied for the specific cell only rather than 

the whole cells in the system is good for optimising the single cell performance with bad 
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network quality while without sacrificing too much service quality in the other cells if the 

optimum tilt angle setting is used for the other cells in the network. 

6.9.3 Step 3: Statistical Results for cell edge and cell capacity for the 
cells in the first tier 

In this part, the statistical results show the edge and cell capacity of central cell and 

surrounding 6 cells in the mobile network compared to the optimum capacity with the 

antenna downtilt angle of 8° applied to all cells in the mobile network.  

Figure 118 to Figure 128 below summarise the edge and cell capacity difference between 

scenario of applying beamtilt setting for central cell only while keeping the remaining 6 cells 

the fixed optimum tilt angle of 8° and scenario of beamtilt setting applied to all cells in the 

mobile network. It is useful information for the operators to adjust the antenna beamtilt 

properly for the specific cell in order to optimise its performances while without jeopardising 

the performances of others cells close to it. Table 27 compares the results between two 

scenarios, to show the effect of the antenna beamtilt on the system performance:  

• Scenario 1: Beamtilt setting applied only for the central cell (other cells kept at 

optimum tilt angle of 8°). 

• Scenario 2: Beamtilt setting applied for all cells 

 

 

 

 

 

 

 

 

 



Page 206 
 

Table 27: Statistical results for Edge and cell capacity difference between the two different scenarios 
for tilt of 7.5° applied to centre cell in Scenario 1. 

Tilt angle: 8° 

 

Cell Edge Capacity 

(Mbit/s) 

Cell Capacity 

(Mbit/s) 

Cell edge 

Difference 

compared 

with Scenario 

2 (%) 

Cell 

Difference 

compared 

with 

Scenario 2 

(%) 

All cells for Scenario 
2 

14.56 42.75 n/a n/a 

Tilt angle: 7.5° 

Centre Cell only for 

Scenario 1 

Cell Edge Capacity 

(Mbit/s) 

Cell Capacity 

(Mbit/s) 

Cell edge 

Difference 

compared 

with Scenario 

2 (%) 

Cell 

Difference 

compared 

with 

Scenario 2 

(%) 

Cell 1: 14.50 41.76 -0.41 -2.32 

Cell 2: 14.55 42.06 -0.07 -1.61 

Cell 3: 14.54 42 -0.14 -1.75 

Cell 4: 14.55 41.96 -0.07 -1.85 

Cell 5: 14.58 42.08 0.14 -1.57 

Cell 6: 14.52 41.74 -0.27 -2.36 

Average of 6 cells: 14.54 41.93 -0.14 -1.91 

Centre Cell: 15.12 44 3.85 2.92 
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b) 

Figure 118: a) cell edge and b) cell capacity for tilt angle of 7.5° at the centre cell only 

 

    
a)                                                                                             b) 

Figure 119: a) cell edge and b) cell capacity for tilt angle of 7° at the centre cell only 
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a)                                                                    b) 

Figure 120: a) cell edge and b) cell capacity for tilt angle of 6.5° at the centre cell only 

     

a)                                                                                             b) 

Figure 121: a) cell edge and b) cell capacity for tilt angle of 6° at the centre cell only 
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a)                                                                                             b) 

Figure 122: a) cell edge and b) cell capacity for tilt angle of 5.5° at the centre cell only 

     

a)                                                                                             b) 

Figure 123: a) cell edge and b) cell capacity for tilt angle of 5° at the centre cell only 
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a)                                                                                             b) 

Figure 124: a) cell edge and b) cell capacity for tilt angle of 4.5° at the centre cell only 

     

a)                                                                                             b) 

Figure 125: a) cell edge and b) cell capacity for tilt angle of 4° at the centre cell only 
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a)                                                                                             b) 

Figure 126:  a) cell edge and b) cell capacity for tilt angle of 3.5° at the centre cell only 

     

a)                                                                                             b) 

Figure 127: a) cell edge and b) cell capacity for tilt angle of 3° at the centre cell only 
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a)                                                                                             b) 

Figure 128: a) cell edge and b) cell capacity for tilt angle of 2.5° at the centre cell only 

As can be seen from the above statistical results, with the beamtilt setting applied onto the 

specific cell, the edge and cell capacity for this cell can be improved by around 3% to over 

17%, while the other cells nearby can have a capacity drop from around 0.15% to 8%. The 

other detailed statistical results for the different antenna downtilt angle applied to the centre 

cell in Scenario 2 can be found in Appendix. So, for optimising the one chosen cell, the 

beamtilt adjusting can be used here based on the above summarised capacity for the cells in 

the mobile network.  

6.9.4 Discussion  

As described in the previous session, by tilting the antenna beam in the elevation plane for 

the one specific cell/cluster while keeping the other surrounding cells’ beamtilt unchanged 

can help improve the selected cell’s network capacity and without sacrificing other cells’ 

performances too much.  

One possible scenario in urban region is when one of the cells is detected to have low 

capacity value which is below network average and the other cells have a reasonable QoS for 

mobile users in it. It is useful to only vary the problematic cell’s beam and maintain the other 

cells’ beam tilt angle at their optimum. In this way, the chosen cell’s performance can be 

improved depending on the selected downtilt angle and other cells’ performance can be 

maintained as well.  
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The other scenario which can be useful for using the antenna beam tilt technique to optimise 

the network performance is for rural region. When one cell is detected to be an overshooting 

cell (usually located at the top of the mountain, line of sight propagation) for the other cells 

and causes sever interference to other cells, by tilting down this cell’s antenna beam at a 

proper angle, it can improve the other cells’ performances and as a result enhance the overall 

network performances.  

6.10 Summary 

In this chapter, we investigate the different elevation beam shaping techniques for improving 

the edge and cell capacity at high antenna downtilt angles. It is found that the nulls at the 

antenna elevation beam pattern cause the network performance deterioration. Thus, the 

antenna null filling technique is used here to solve this problem and the technique is based on 

the Taylor Beam Synthesis. After applying the first upper-side null filling pattern into the 

mobile network, the edge and cell capacity at high antenna downtilt angles can be improved. 

In order to apply this null filled elevation beam pattern into the mobile network, a new 

scenario with applying beamtilt setting for the particular cell only while keeping the other cell’ 

tilt fixed is considered here. As for this scenario, it is good at optimising the particular cell 

which has bad network service quality by using the beamtilt. And by comparing the edge and 

cell capacity performance with the scenario which applying the beamtilt for all cells in the 

mobile network, the operators can now adjust its beamtilt setting based on the information 

summarised in the statistical results.  
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Chapter 7.    Conclusion and Future Work 

7.1 Summary 

This research has set out a concept for employing a novel pattern-reconfigurable antenna at 

the basestation for current and future mobile network to provide improved QoS and increased 

performance at the cell edge when switching the antenna azimuth from narrow one to wider 

one. Reconfigurable antennas have been widely proposed by both academia and industry and 

applied for wireless mobile communication in terms of its flexibility and configurability in 

changing the antenna characteristics such as frequency, radiation pattern and polarisation. 

Due to these advantages, it has been widely used in Cognitive Radio System, Multiple Input 

Multiple Output (MIMO) Communication System, Cellular and Personal Communication 

Systems, Interference Rejection and Wireless Network Security. In today’s and future mobile 

network, due to the highly inhomogeneous distribution of mobile traffic in the geographical 

coverage of the cell, users can be served at different service level, some users can have good 

network experience, while others can have bad network service. So, here a novel pattern-

reconfigurable antenna has been proposed, designed and tested which can switch its azimuth 

beamwidth from narrow one to wider one for dynamic azimuth planning. Turing into the 

basestation antenna, antenna downtilt is the possible way to help mobile network planning 

needs as well. With the help of a sophisticated self-organising network platform, antenna 

downtilt can be used to tackle the interference at the cell edge and boost the radio links near 

the basestation. Thus, combined with the antenna azimuth, antenna downtilt is chosen as the 

other parameter to help improve the network performances.  

As shown in Chapter 3, one application for this pattern-reconfigurable antenna is where users 

may be distributed towards the edges of the cell. In this situation, the users can suffer lower 

capacity than the average which may lead to call access failures, drop calls or low throughput. 

Now, the principle behind the antenna concept in this situation is to instantaneously switch 

the beamwidth of the basestation to a wider beamwidth. Then these parts of users who 

located in the same physical location can have higher capacity. Using this concept, the 

network providers could then choose whether to offer maximum average capacity or 

improved edge capacity. Since, the pattern-reconfigurable antenna can switch its azimuth 

from narrow one to wide one, the optimum azimuth to achieve the best network performance 

regarding to coverage is discussed in Chapter 3 which shows that the 60° azimuth beamwidth 

can have the best coverage compared to the azimuth of 75°, 90° and 110° in an interference 
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limited homogeneous network. Also, it has been discovered that when switching the antenna 

azimuth from 60° to wide 110°, the cell edge performance of 60° azimuth cell can be 

enhanced most. Based on this result, the pattern-reconfigurable antenna is designed to switch 

from narrow 60° to wide 110°.  

In Chapter 3, in order to test the edge performance by switching the antenna azimuth 

beamwidth instantaneously, the effects of antenna downtilt (from 0° to 15°) on cell coverage 

and capacity are also investigated with different ISDs (from 500m to 1500m). It shows that 

for different cell sizes and different ISDs, the instantaneous cell edge and cell capacity have a 

similar trend in that switching the beamwidth in this way increases the cell edge capacity but 

decreases the average cell capacity. It also shows that with the tilt angle of antenna increases, 

the cell performances of the mobile network can be improved up to an optimum tilt angle of 

9°, at which point the cell performances quickly worsen. The design details for this pattern-

reconfigurable antenna is shown in Chapter 4. Based on the reflector antenna concept, the 

radiation pattern reconfigurability of this antenna can be achieved by altering the PIN diodes 

states. Through changing the current distribution on the antenna surface, the radiation pattern 

in the azimuth plane can be changed as well. In order to match the antenna gain of industrial 

standard, a 12-element antenna array is used here to examine the scenario mentioned in 

Chapter 3. Also, to verify the performance of this pattern-reconfigurable antenna in terms of 

return loss and radiation pattern, two prototypes of single pattern-reconfigurable antenna 

which can switch its azimuth from 60° to 110° or 90º are manufactured and tested in an 

anechoic chamber. It shows that the measured results of this single pattern-reconfigurable 

antenna is matched well with the simulated ones.   

From Chapter 3, it is not difficult to find that at large antenna downtilt angles beyond 10° tilt, 

the overall network coverage performance can be deteriorated significantly. So, with the 

expense of cell radius, additional basestation investments maybe needed in this service area. 

To address this issue, the antenna elevation beam shaping is used here in Chapter 6. By 

applying the first upper side null filling technique for the pattern-reconfigurable antenna array, 

it is found that the overall network coverage can be improved for the large antenna downtilt. 

Also, the application of the first null filling combined with the antenna downtilt is 

investigated in a scenario where the cell/cluster has the performance below network average. 

In this case, the antenna downtilt is only applied to the chosen cell only, while the other 

surrounding cells keep the optimum antenna downtilt angle. The summarised results show 
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that there is a trade-off between chosen cell capacity and other surrounding cells’ ones by 

varying the chosen cell antenna downtilt angle only. However, it may be useful for mobile 

operators to choose a proper antenna downtilt angle for this cell to improve its performance 

while without deteriorating too much network coverage/capacity of other cells. In addition, 

the effects of number of antenna elements for the antenna array on both the edge and overall 

network coverage and capacity are investigated. It is found that by increasing the number of 

antenna elements for the antenna array, the network coverage/capacity can be enhanced as 

well at its optimum tilt angle due to its high antenna gain. Also, since the users who located 

outside the antenna’s -3dB beamwidth can suffer from 50% up to 90% less signal strength 

than the mobile users who are located inside the antenna’s -3dB beamwidth, it is found that 

when the number of antenna elements is increased to 40 in our simulation, the network 

capacity can achieve the maximum at its optimum tilt angle with very narrow elevation 

beamwidth of around 2.4°. This finding suggests that the high-gain antenna array concept for 

providing link budget improvement over a homogeneous mobile cellular network can be used 

for large site separations and fewer installations.     

7.2 Work Impact 

The contributions of the work to the research of Pattern-reconfigurable antenna for current 

and future wireless communication system are listed below: 

• A novel pattern-reconfigurable antenna is proposed, designed and tested for the 

mobile communication which can alter its azimuth beamwidth from 60° to 110° by using the 

electrical switches of PIN diodes. The application of this pattern-reconfigurable antenna array 

in a homogeneous cellular network helps the dynamic azimuth planning for the 

inhomogeneous user traffic distribution. By varying the antenna azimuth beamwidth, trade-

offs can be made between 1) increasing the available capacity for cell edge users and 2) 

maximizing the average user capacity.   

• The elevation beam shaping technique for the antenna array by filling the first upper 

side nulls is used for improving the network coverage performance at large antenna downtilt 

beyond 10° tilt in a homogeneous cellular system.  

• The effects of the number of antenna elements in the antenna array on the network 

coverage and capacity are investigated here. It is found that by increasing the number of 

antenna elements, the cell coverage and capacity can be increased as well due to the high 
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antenna gain and when the number of antenna elements reaches 40, the system capacity can 

reach its maximum at its optimum tilt angle with narrow elevation beamwidth of around 2.4°. 

The high-gain antenna array concept for providing link budget improvement over a 

homogeneous mobile cellular network indicates the potential for large site separations and 

fewer installations.     

7.3 Future Work 

Future research investigation can be carried in the following areas. First, due to the 

inhomogeneous distribution of mobile traffic in the current and future mobile network, some 

users can get good network experience while others can have bad network service level. In 

order to improve the overall user performances in terms of coverage and capacity by utilising 

the existing network resources (increasing spectrum efficiency, reducing network interference 

or boosting radio signal coverage), the antenna azimuth steering can be used in this 

application. By steering the antenna azimuth to follow the high traffic usage area in time and 

space in the cell, the overall network coverage and capacity can be improved. Based on the 

Base station to Mobile station link budget and Shannon capacity law, by exchanging in the 

link budget the antenna gain with the amplifier RF power resources, the overall network 

performances in the cell can be enhanced. Since user traffic variation appealing in a day 

course can be repeatable, to confirm the data traffic distribution in the cell, the trial and error 

method can be used to collected the traffic samples from the Radio Network Supporting 

System. After identifying the high usage traffic area in the cell, the antenna azimuth can then 

be used to head to it. The other application of beam steering antenna can be used in the future 

5G mmWave communication system. Since in the mmWave frequency band, the path loss is 

significantly higher compared with the microwave frequency, it is expected to use a highly 

directional link between the BS and MS in it. Thus, the antenna beam steering can be used in 

this situation for overcoming the path loss and providing the high gain in the desired direction 

and suppressing the signal to the undesired users.   Now, antenna azimuth steering capability 

can be achieved mainly by two methods mechanical and electrical. The mechanical way to 

achieve the antenna steering can have the advantage of keeping intact the antenna gain while 

offering the flexibility in the needed steering range. However, it may need to change the 

structure of the antenna and the switching time for the beam steering is quite long. The 

electrical beam steering antenna can have the advantage of switching the antenna beam fast. 

However, it can have problems of non-continuous steering range and high insertion loss and 
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degraded antenna gain. So, to overcome this issue, the low loss electrical switches can be 

used to compensate the loss for the electrical beam steering antenna design. Different 

structure of the reflector surfaces can be explored in the future research to achieve the 

antenna beam steering including FSS, EBG and other type of metasurfaces. Extend research 

based on the proposed pattern-reconfigurable antenna can be carried out to fully investigate 

the reflector surface or by using different reflector structure to achieve the antenna beam 

steering capability in both the azimuth and elevation plane.  

Second, since mobile traffic will be increased by around 1000x in 2020 compared to the 

current traffic number, how to manage and balance the large number of traffic load is an 

important issue in the future mobile network system. In any mobile network system, if the 

traffic load can be equally balanced between each sectors, then the system capacity can reach 

its maximum. Now, in order to balance the load among the cells which means the overloaded 

cell can shift its traffic to the underutilised cell, a reconfigurable beam antenna can be 

proposed for this purpose. This reconfigurable beam antenna can have the capability of 

altering the azimuth beamwidth as well as steering the beam to different directions. By 

combining these two functions in this antenna, it can lead to an improved network 

performance with better capacity utilisation without additional radio resources such as 

channels, cells or spectrum and it can reduce or delay the CAPEX.  

Third, due to the advantages of using beam steering antenna or reconfigurable beam antenna 

in the current and future mobile network communication system, it is critical to study 

different beam steering techniques and complement by analytical studies including 

simulations. Also, to fully understand the expected losses/gains of fixed beam array antenna 

with mechanical steering vs. electronically steering, intensive simulation and analytical study 

will be carried on.        
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I. Appendix:  Edge and cell capacity difference between two 

different scenarios 
Optimum Tilt angle: 8° Cell edge capacity: (Mbit/s) Cell capacity: (Mbit/s) 
All cells for Scenario 2 14.56 42.75 

 

Tilt angle: 7.5° 
Centre Cell only 
for Scenario 1 

Cell edge 
capacity: (Mbit/s) 

Cell capacity: 
(Mbit/s) 

Cell edge 
Difference 

compared with 
Scenario 2 (%) 

Cell Difference 
compared with 
Scenario 2 (%) 

Cell 1: 14.50 41.76 -0.41 -2.32 
Cell 2: 14.55 42.06 -0.07 -1.61 
Cell 3: 14.54 42 -0.14 -1.75 
Cell 4: 14.55 41.96 -0.07 -1.85 
Cell 5: 14.58 42.08 0.14 -1.57 
Cell 6: 14.52 41.74 -0.27 -2.36 

Average of 6 cells: 14.54 41.93 -0.14 -1.91 
Centre Cell: 15.12 44 3.85 2.92 

 

Tilt angle: 7° 
Centre Cell only 
for Scenario 1 

Cell edge 
capacity: (Mbit/s) 

Cell capacity: 
(Mbit/s) 

Cell edge 
Difference 

compared with 
Scenario 2 (%) 

Cell Difference 
compared with 
Scenario 2 (%) 

Cell 1: 14.44 41.62 -0.82 -2.64 
Cell 2: 14.48 42.12 -0.55 -1.47 
Cell 3: 14.40 41.30 -1.10 -3.39 
Cell 4: 14.42 41.28 -0.96 -3.44 
Cell 5: 14.50 42.09 -0.41 -1.54 
Cell 6: 14.44 41.60 -0.82 -2.69 

Average of 6 cells: 14.45 41.67 -0.78 -2.53 
Centre Cell: 15.31 45.04 5.15 5.36 

 

Tilt angle: 6.5° 
Centre Cell only 
for Scenario 1 

Cell edge 
capacity: (Mbit/s) 

Cell capacity: 
(Mbit/s) 

Cell edge 
Difference 

compared with 
Scenario 2 (%) 

Cell Difference 
compared with 
Scenario 2 (%) 

Cell 1: 14.45 41.48 -0.76 -2.97 
Cell 2: 14.53 42 -0.21 -1.75 
Cell 3: 14.36 40.51 -1.37 -5.24 
Cell 4: 14.38 40.54 -1.24 -5.17 
Cell 5: 14.51 42.03 -0.34 -1.68 
Cell 6: 14.43 41.46 -0.89 -3.02 

Average of 6 cells: 14.44 41.34 -0.80 -3.31 
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Centre Cell: 15.64 46 7.42 7.60 

 

Tilt angle: 6° 
Centre Cell only 
for Scenario 1 

Cell edge 
capacity: (Mbit/s) 

Cell capacity: 
(Mbit/s) 

Cell edge 
Difference 

compared with 
Scenario 2 (%) 

Cell Difference 
compared with 
Scenario 2 (%) 

Cell 1: 14.40 41.21 -1.10 -3.60 
Cell 2: 14.43 41.52 -0.89 -2.88 
Cell 3: 14.33 39.97 -1.58 -6.50 
Cell 4: 14.32 39.99 -1.65 -6.46 
Cell 5: 14.42 41.55 -0.96 -2.81 
Cell 6: 14.36 41.19 -1.37 -3.65 

Average of 6 cells: 14.38 40.91 -1.26 -4.32 
Centre Cell: 16.21 47.09 11.33 10.15 

 

Tilt angle: 5.5° 
Centre Cell only 
for Scenario 1 

Cell edge 
capacity: (Mbit/s) 

Cell capacity: 
(Mbit/s) 

Cell edge 
Difference 

compared with 
Scenario 2 (%) 

Cell Difference 
compared with 
Scenario 2 (%) 

Cell 1: 14.37 40.75 -1.30 -4.68 
Cell 2: 14.64 41.75 0.55 -2.34 
Cell 3: 14.26 39.37 -2.06 -7.91 
Cell 4: 14.25 39.35 -2.13 -7.95 
Cell 5: 14.67 41.72 0.76 -2.41 
Cell 6: 14.35 40.73 -1.44 -4.73 

Average of 6 cells: 14.42 40.61 -0.94 -5.00 
Centre Cell: 16.35 47.28 12.29 10.59 

 

Tilt angle: 5° 
Centre Cell only 
for Scenario 1 

Cell edge 
capacity: (Mbit/s) 

Cell capacity: 
(Mbit/s) 

Cell edge 
Difference 

compared with 
Scenario 2 (%) 

Cell Difference 
compared with 
Scenario 2 (%) 

Cell 1: 14.25 40.46 -2.13 -5.36 
Cell 2: 14.60 41.43 0.27 -3.09 
Cell 3: 14.25 38.65 -2.13 -9.59 
Cell 4: 14.23 38.62 -2.27 -9.66 
Cell 5: 14.62 41.41 0.41 -3.13 
Cell 6: 14.26 40.44 -2.06 -5.40 

Average of 6 cells: 14.37 40.17 -1.32 -6.04 
Centre Cell: 16.49 47.88 13.26 12 
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Tilt angle: 4.5° 
Centre Cell only 
for Scenario 1 

Cell edge 
capacity: (Mbit/s) 

Cell capacity: 
(Mbit/s) 

Cell edge 
Difference 

compared with 
Scenario 2 (%) 

Cell Difference 
compared with 
Scenario 2 (%) 

Cell 1: 14.35 40.4 -1.44 -5.50 
Cell 2: 14.72 41.2 1.10 -3.63 
Cell 3: 14.10 38.26 -3.16 -10.50 
Cell 4: 14.07 38.24 -3.37 -10.55 
Cell 5: 14.74 41.22 1.24 -3.58 
Cell 6: 14.34 40.38 -1.51 -5.54 

Average of 6cells: 14.39 39.95 -1.19 -6.55 
Centre Cell: 16.83 47.85 15.59 11.93 

 

Tilt angle: 4° 
Centre Cell only 
for Scenario 1 

Cell edge 
capacity: (Mbit/s) 

Cell capacity: 
(Mbit/s) 

Cell edge 
Difference 

compared with 
Scenario 2 (%) 

Cell Difference 
compared with 
Scenario 2 (%) 

Cell 1: 14.32 40.28 -1.65 -5.78 
Cell 2: 14.64 40.97 0.55 -4.16 
Cell 3: 14 37.88 -3.85 -11.39 
Cell 4: 13.95 37.84 -4.19 -11.49 
Cell 5: 14.68 41.01 0.82 -4.07 
Cell 6: 14.3 40.26 -1.79 -5.82 

Average of 6 cells: 14.32 39.71 -1.69 -7.12 
Centre Cell: 16.79 47.41 15.32 10.90 

 

Tilt angle: 3.5° 
Centre Cell only 
for Scenario 1 

Cell edge 
capacity: (Mbit/s) 

Cell capacity: 
(Mbit/s) 

Cell edge 
Difference 

compared with 
Scenario 2 (%) 

Cell Difference 
compared with 
Scenario 2 (%) 

Cell 1: 14.28 40.31 -1.92 -5.71 
Cell 2: 14.75 40.97 1.30 -4.16 
Cell 3: 13.84 37.28 -4.95 -12.80 
Cell 4: 13.80 37.25 -5.22 -12.87 
Cell 5: 14.79 41 1.58 -4.09 
Cell 6: 14.27 40.29 -1.99 -5.75 

Average of 6 cells: 14.29 39.52 -1.87 -7.56 
Centre Cell: 16.90 47.65 16.07 11.46 

 

 

Tilt angle: 3° 
Centre Cell only 

Cell edge 
capacity: (Mbit/s) 

Cell capacity: 
(Mbit/s) 

Cell edge 
Difference 

Cell Difference 
compared with 
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for Scenario 1 compared with 
Scenario 2 (%) 

Scenario 2 (%) 

Cell 1: 14.26 40.40 -2.06 -5.50 
Cell 2: 14.93 40.73 2.54 -4.73 
Cell 3: 13.70 36.75 -5.91 -14.04 
Cell 4: 13.66 36.72 -6.18 -14.11 
Cell 5: 14.95 40.75 2.68 -4.68 
Cell 6: 14.25 40.38 -2.13 -5.54 

Average of 6 cells: 14.29 39.29 -1.84 -8.1 
Centre Cell: 17.07 47.72 17.24 11.63 

 

Tilt angle: 2.5° 
Centre Cell only 
for Scenario 1 

Cell edge 
capacity: (Mbit/s) 

Cell capacity: 
(Mbit/s) 

Cell edge 
Difference 

compared with 
Scenario 2 (%) 

Cell Difference 
compared with 
Scenario 2 (%) 

Cell 1: 14.23 40.66 -2.27 -4.89 
Cell 2: 14.85 40.62 1.99 -4.98 
Cell 3: 13.57 36.48 -6.80 -14.67 
Cell 4: 13.54 36.46 -7.01 -14.71 
Cell 5: 14.83 40.65 1.85 -4.91 
Cell 6: 14.22 40.64 -2.34 -4.94 

Average of 6 cells: 14.21 39.25 -2.43 -8.18 
Centre Cell: 17.11 46.75 17.51 9.36 

 

 

II. Appendix:  LTE network system Simulator 

In this part, an overall demonstration of the LTE system level simulator used for the system 

performance analysis will be described here.  

A. Functionality  

The simulator utilised here involving the following features: 

• Homogeneous Cell Deployment of varying inter-site distances 

• Heterogeneous Cell Deployment  

• Different RATs: LTE, HSPA, Wi-Fi 

• Flexible sectorization and frequency reuse patterns 

• Antenna height and tilt optimization 

• Various propagation models 
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• Multiple antenna transmission  

• User Mobility, Distribution Patterns, Density and Traffic Load 

• Uplink and Downlink throughput  

• Cooperative Multi-Point (CoMP) 

• Sleep Mode 

• Relays 

• Mobility Model (No Soft-Handover Functionality) 

 

B. Structure 

The main code can be divided into the following sections, which will be described in the 

following part: 

1) Input Parameters 

2) UE Distribution and Mobility 

3) Cell Distribution  

4) UE Select Serving Cell 

5) Scheduler  

6) Downlink and Uplink Throughput  

7) Graphical and Numerical Output of Results  

Each section of the code is comprised of a series of Key and Sub Functions, that call upon 

and yield a series Input and Derived parameters 

The code in Matlab can be categorised into the following types: 

• Input Parameter: A flexible numerical or logical parameter that can be changed  

• Derived Parameter: A parameter that is a function of the input parameters. This 

usually can not be changed. 

• Key Function: A global function that is integral to the simulation 

• Sub Function: A local function that forms part of the key function that needs to be 

modified or replaced in order to change the key function.  

Operational parameters outline the customizable physical parameters which affect all 

simulation results and cell deployment. Each one of these parameters is independent and a 

degree of freedom in the network. Additional parameters in network operation can be added. 
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C. Simulation Area 

Simulation area is currently defined as a circle of a certain radius, depending on the inter-BS 

distance, so that each simulation area captures 19 BSs for interference purposes. The 

coordinate system is primarily a Cartesian Coordinate system with the centre (0,0) point at 

the centre of the simulation area. This coincides with the location of the first and central cell-

site.  

D. Bandwidth and Frequency Reuse Pattern 

Bandwidth is defined as the maximum potential available bandwidth to each cell-sector. The 

effective bandwidth is affected by the frequency re-use pattern and other parameters. 

Frequency Re-use pattern is defined as the standard pattern used to mitigate interference 

between cell-sectors. The accepted values are 1 and 3, and in the case of advanced 

deployment, 2 and 6 are also accepted. Two operating frequency ranges are defined, that for 

the normal cell deployment or inner cell sectors and that for outer cell sectors if applicable. 

The values taken are in MHz and any value is accepted.  

Deployment Parameters outline the customizable physical parameters which affect cell 

deployment. Each one of these parameters is independent and a degree of freedom in the 

network. Additional parameters in deployment can be added.  

E. Cell Radius and Inter-site Distance 

The effective cell radius is defined by the physical inter-cell-site distance and the resulting 

interference pattern. The traditional homogenous cell structure is the hexagonal grid and the 

specific parameters are: 

• Homogeneous Inter-cell-site Distance=1.5 cell radius 

• Number of cell-site tiers (t) required to cover the simulation area fully. 

• Number of cell-sites for t tiers=1+6t cell-sites 

 

F. Sectorization: Horizontal  

The number of horizontal cell-sectors per cell-site is currently limited to: 

• 1 Omni-directional Sector 
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• 3 Directional Sectors  

• 6 Directional Sectors 

However, this can be expanded to any number of sectors  

G. Sectorization: Vertical  

The number of vertical cell-sectors per cell-site is currently limited to: 

• 1 One set of horizontal sectors 

• 2 Two sets of horizontal sectors 

Each set of horizontal sectors can be any number. Each vertical sector can off-set its sector 

direction from other vertical sectors.  

H. Overlapping Heterogeneous Cells 

Optionally, overlapping heterogeneous cells can be added to the existing homogenous cells. 

The logical values accepted are 0 for no het-cells and 1 for a pre-defined set of het-cells.  

I. Multiple Antennas 

Multiple antenna technologies (MIMO) can be added with the logical parameter, which takes 

the following inputs: 

• 11 SISO 

• 12 SIMO 1X2 Maximum Radio Combining (MRC) at the UE 

• 21 MISO 2X1 Alamouti 

• 22 SIMO 2X2 Alamouti 

 

J. Antenna Pattern and parameters 

Antenna patterns are defined in the function, which contains data on several antenna patterns 

appropriate for different situations. The input parameters required for this function are: angle 

from bore-sight, desired pattern and desired plane. The output parameter is the antenna gain 

in dB. Furthermore, antenna placement parameters can be changed in terms of its height and 

down-tilt angle.  
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K. Offered load and User density  

User density is defined as the number of active users demanding a certain minimum QoS. 

The minimum QoS demanded is given by the parameter, in bit/s. The offered load per unit 

area can be any numerical value and common values.  

L. User Distribution  

The users can be distributed either randomly or in a fixed manner. The function responsible 

for it takes in the parameters: total number of users, simulation radius, and distribution type. 

In random distribution, the total number of users are generated so that their cartesian position 

does not exceed the previously defined simulation area. If it is exceeded, a new user is 

created. In fixed distribution, the users are distributed in a Manhattan grid system. The output 

of the function is the x and y co-ordinates of the user positions with respect to the centre of 

the simulation area.  

M. Mobility 

Mobility is controlled by the key function: Mobility, which has the following customizable 

features:  

• UE speed: The speed of the user in m/s 

• Movement Model: 0 for static, 1 for random browning motion, and 2 for manhattan 

grid movement, which is restricted to be in orthogonal directions only. 

• Restriction: 0-1, where 0 means no correlation with previous movement and 1 means 

full correlation (same as static) 

The result is shown in Figure 1 for 2 models: Browning Motion (restriction 0.1) and 

Manhattan Motion (restriction 0.5). 
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Figure 1: Simulation plot of Users under mobility model for 2 models: Browning Motion and 

Manhattan Motion. 

N. Sleep Mode Management  

The sleep mode input is a logical and numerical input which currently takes the following: 

• Sleep mode=-1: No sleep mode implemented 

• Sleep mode=0: Passive Sleep Mode, whereby cell-sites sleep when no users are inside 

the cell-site’s sectors. 

• Sleep mode>0: Aggressive Sleep Mode, whereby cell-sites sleep when there are a 

number of users in the cell-site’s sectors, and this number can be freely defined.  

 

O. Propagation Model: Pathloss 

The propagation model is defined in Key Function: Pathloss. The function takes the 

following derived inputs: Distance between transmitter and receiver (m), central frequency 

(MHz), height of antenna (m), and the pathloss model required. The following pathloss 

models have been used: 

• Model=1: WINNER II Dense Urban Marco  

• Model=2: WINNER II Dense Urban Micro 

• Model=3: COST 231 HATA 

• Model=4: COST 231 Walfish-Ikegami 

• Model=5: Free-space 

The output parameter is the pathloss in dB.  

Figure 2 presents the different pathloss models over the distances and It can be seen that the 

difference between the Winner II Urban and Cost Hata path loss model is small (1 to 3dB) for 

an ISD above 200m, and that the difference between Cost 231 NLOS and the other two path 

loss models is between 3 to 9dB. Both the Winner II Urban and Cost Hata Path loss models 

are empirical ones and the Cost 231 NLOS is a semi-empirical model based on the real city 

structures. 
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Figure 2: Pathloss Models for: Winner II Urban, COST Hata and COST 231 NLOS 

P. Propagation Model: Fading  

The multipath fading model is derived from a number of models, from which only one can be 

employed at a time.  

• Independent Rayleigh, whereby each sub-carrier is faded by an independently 

generated zero mean unit variance circular symmetric gaussian variable 

• WINNER II, whereby a number of sub-carriers have a 90% correlation with a 

common Rayleigh complex fading gain. The number of sub-carriers is determined by 

the delay spread of the WINNER model considered 

The following derived inputs are taken when calling the function: 

• MIMO technology  

• Channel concerned: 1 for signal channel, 2 for interference channel  

• Propagation fading model: 1 for Rayleigh, 2 for WINNER 

• Sub-carrier size 

• Sequence number, which is the 𝑠YÐ  sub-carrier for that particular user at that particular 

position 

• Correlated fading value, which is a vector with the complex fading gains of the 

correlated value, used in WINNER II models 

Q. AWGN 
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The AWGN is defined as the thermal noise at 290 Kelvins with an additional UE noise figure 

of 8dB. The input parameters are as follows: 

• UE Noise Figure: given as 8dB usually  

• Thermal Noise per Hz, given as 290Kelvin multiplied by Plank’s constant  

The derived noise is given by Derived Parameter: Noise, given as the subcarrier size 

multiplied by the thermal noise, then multiplied by the UE Noise figure.  

Having defined all the necessary input parameters, populated the simulation space with users, 

the simulator now deploys the cell-sites and their associated cell-sectors. The input 

parameters are as follows: cell radius (m), number of horizontal sectors, number of vertical 

sectors, heterogeneous cells, frequency re-use pattern, and antenna tilts parameters. 

The cell-site tiers are distributed so that they cover the simulation area. This is accomplished 

with the following algorithm: 

• Calculate the minimum number of Tiers of Cell-sites required to at least cover the 

simulation area. A tier is given the variable K. Do this by considering from 1 to an 

unrealistic large number of tiers and remembering the lowest number that serves the 

purpose. Each tier of cells has 6(k-1) cell-sites, and this is derived from the fact that 

each tier has at least 6 cell-sites at the hexagonal edges and 6(k-2) cell-sites at the tier 

edges.  

• Distribute the cell-sites per tier and remember their x and y co-ordinates. This is done 

by using the formula that there are always 6 cell-sites in the corners of a tier and 6(k-2) 

cell-sites on the edges.  

• Distribute the homogeneous cell-sectors per cell-site and remember their x and y co-

ordinates. The co-ordinate of each sector is also the co-ordinate of their parent cell-

site. This is done by considering if the cell-site implements vertical sectorization. If 

not, the section of the code generates the cell-sectors for that configuration.  

• Each sector is assigned a frequency pattern number based on the re-use parameter. 

Antenna tilt for each cell-sector is also remembered here, depending on what type of 

cell sector it is. For example, a single cell-sector omni-directional antenna is different 

to a 6-sector directional antenna. The type of cell-sector is defined by Sector-type.  
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• Distribute the heterogeneous cells and remember their x and y co-ordinates. If the 

requirement for het-cells is activated, the overlap of het-cells is defined at the cell-site 

edges.  

The output parameters are as follows: the total number of cell-sites and their x and y 

coordinates from the centre of the simulation area, total number of sectors and their x and 

y coordinates, the type, angle, antenna pattern and frequency pattern of each cell sector.  

After the cells are distributed by the Cell Distribution key function, the UEs select their 

cells based on a certain criterion. For each UE, the distance, antenna gain, pathloss and 

hence SNR to each cell’s antenna is calculated. From which, the best SNR is selected and 

the cell sector’s identity (o) is coupled with the UE’s identity (i). Furthermore, the cell-

site (n) associated with each UE is also stored. The horizontal angle of each UE to their 

serving antenna is stored as well as the target throughput which can optionally depend on 

the UE’s location in the cell. The number of UEs per cell-sector is also computed and 

stored. Only the central cell-site and its sectors are used to extract performance.  

R. Scheduler 

• Round Robin: In the round robin scheduler the sub-carriers are evenly partitioned 

between the UEs. Whether the UE uses all of its resource blocks or just the ones that 

are enough to satisfy its QoS target depends on the scheduler type, whereby 0 means 

all the RBs and 1 means QoS dependent  

• Proportional fair throughput: Each user generates a matrix with the expected SINR of 

each sub-carrier potentially available. This is fed into a time-domain scheduler and 

the throughput is calculated accordingly. 

• Proportional fair ECR: Each user generates a matrix with the expected SINR of each 

sub-carrier potentially available. This is fed into a time domain scheduler and the 

throughput is calculated accordingly.  

 

S. Throughput 

Only the central cell-site and its sectors are used to extract performance. If the central cell-

site is in sleep mode, its users are camped onto the neighbouring cells.  

• Received SINR 
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For LTE, the received SINR (𝑟H,§) in a sub-carrier (s) for cell k is calculated as a function of 

the transmit power, antenna gain, interference, noise, shadow fading, multipath fading effects: 

𝑟H,§ =
|ℎ§|u10(~b�H|�K´c,b�Kd¯ee(9))/t<𝑃H,§nlf·

𝑛I𝑛cd + ∑ |ℎ§|
jd¯ee
áÝt,áÞ§ gℎág10(~/�l/�K´c,/�Kd¯ee(9))/t<𝑃H,á

 

Where 𝑃H,á  is the transmit power per sub-carrier and j indicates the interfering cells’ sub-

carriers. Interfering sub-carriers only exist if another user is utilizing that interfering sub-

carrier. Log-normal shadow fading is defined as 𝑆 = 𝛮(0,𝜎HÐ@AIiu). The multi-path fading 

for each sub-carrier depends on the delay spread.  

• Downlink Throughput and Outage Performance  

The downlink throughput of each user is given by either the Shannon expression with a back-

off or the Modulation and coding system (MSC) Lookup Table. The Downlink throughput 

takes the following input parameters: received SINR, bandwidth, MIMO antenna 

configuration and the cell radius, which affects the propagation model and is required to 

determine the MCS lookup table. In return the function returns the rate for a single sub-

carrier for that user.  

The commonly used Shannon capacity expression for ideal Gaussian inputs gives an upper 

throughput performance bound. However, it has been shown that due to mutual information 

saturation, the bound is particularly inaccurate at a medium-high signal-to-interference-noise-

ratio (SINR), where realistic modulation schemes’ mutual information is likely to saturate. 

For this reason, the backed-off Gaussian input expression, which limits the maximum mutual 

information that can be achieved in the following way: 

𝑅�@XHH3@E,KAáXHYZA,H,§ = logu(1 +
𝑟H,§
𝐹 ) 

Where F=1.5 is the adjustment factor.  

T. Graphical Output 

This is a customizable plot showing the average received SINR as a mesh. The size and 

resolution of the grid is customized by the following parameters: size and bin. This can be 

customized to plot SINR distribution and any other already utilized parameter. 
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1 Sector with Frequency Re-use Pattern 1 at 1.9GHz for ISD of 500m.   1 Sector with Frequency Re-use Pattern 3 at 1.9GHz for ISD of 

500m.    

         

3 Sectors with Frequency Re-use Pattern 1 at 1.9GHz for ISD of 500m.   3 Sectors with Frequency Re-use Pattern 3 at 1.9GHz for ISD of 

500m. 

         

6 Sectors with Frequency Re-use Pattern 1 at 1.9GHz for ISD of 500m.   6 Sectors with Frequency Re-use Pattern 3 at 1.9GHz for ISD of 

500m. 

Figure 3: Averaged Received SINR plot for a variety of deployment scenarios with different 

number of sectors and frequency re-use patterns. 
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