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ABSTRACT

ABSTRACT

In this thesis atmospheric and oceanic conditions important for the development

of wind storms on different time scales are analysed. The potential usefulness and

limitations of seasonal prediction models and long-term reanalyses with respect to

wind storm frequency is investigated and sources of potential seasonal predictability

of wind storm frequency are discussed.

On the synoptic scale tropospheric growth conditions such as baroclinicity, latent

heat and upper level divergence show greater magnitudes of one standard deviation

on average compared to all extra-tropical cyclones. Mid-latitude Rossby waves show

generally greater amplitudes for different wave numbers during wind storm events.

Greater amplitudes are also found in wave numbers not typically associated with

storm track activity.

The analysis of extra-tropical cyclones and wind storms on the seasonal scale reveal

positive, significant skill for some European regions in state-of-the-art seasonal

prediction models. North Atlantic sea surface temperatures (SST) are shown to be a

source of seasonal predictability and a potential reason for the achieved skill for wind

storm frequency predictions in reanalysis and AMIP-type sensitivity experiments.

The role of tropical Pacific and Atlantic SST for the record number of wind storms

over the UK in winter 2013/14 is discussed.
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PREFACE

Begrüßung –is the title of Paul Klee’s painting from 1922. Greeting – is its English
name. Starting any piece of writing with a greeting can hardly be wrong. I find
this specific ‘Greeting’ to be very fitting for the beginning of this present piece
of written work. It shows in a quite simplistic way the transition from bluish to
orange and reddish (or the other way round) parallel stripes with three prominent
opposing arrows – two red, one blue – perpendicular to the underlying colours.
With only schoolboy experience of water colours and no real arts education I do
not dare to propose an interpretation for the actual meaning of the painting or the
reason for its name. A short survey amongst family members revealed that one
might see the sun rise or simply stripes and arrows. A Guardian review1 about
an exhibition featuring this painting suggested an imminent piquant encounter
while a scientist from the Met Office2 -I am apparently not the only meteorologist
to have discovered the painting - speculates it to show a vertical temperature
profile with the arrows representing incoming shortwave and upwelling longwave
radiation. The sun appears to be the one that is ‘greeting’. This includes my
interpretation. I had to immediately think about the word ‘baroclinicity’ when I first
saw it. For me the painting shows a horizontal temperature distribution between the
equator and the Arctic. In my interpretation the arrows represent the atmosphere’s
tendency to counter balance the insolation induced energy imbalance. Without that
differential insolation there would be no meridional temperature gradient, therefore
no baroclinicity and no extra-tropical cyclones or wind storms - hence the connection
in my mind.

Dear reader, whatever you might see in the painting or whether you do not really
care that much, feel ‘greeted’ – either by the sun or this preface. I hope reading
this thesis is about as enjoyable as it was to write these lines.

Simon Wild in February 2018

1https://www.theguardian.com/artanddesign/2013/oct/20/paul-klee-making-visible-review
2https://markringer.net/2014/02/23/paul-klee-the-earths-radiation-budget/

xiv



1

GENERAL INTRODUCTION

1.1 Why Wind Storms?

“Extra-tropical cyclones and their associated heavy precipitation and wind storms

can have major socio-economic impacts.” This inflationary used statement or a

variation of it (definitely containing the expression “socio-economic impact”) is

very likely to appear in any publication dealing with Northern Atlantic extra-

tropical cyclones. Reading it (again) as a meteorologist, climatologist or suchlike

might appear unnecessary or even boring on the quest to find the main scientific

outcome of a paper. Next to all the personal joy or potential academic success wind

storm research might provide, this very statement is however a gentle reminder why

researching extra-tropical cyclones actually matters. Lack of scientific knowledge

can cause failure of forecasting storms correctly as the example of the (in-)famous

prediction with all its consequences of the Great Storm of October 1987 in the UK

has shown (Burt and Mansfield, 1988; Houghton, 1988). Therefore:

Extra-tropical cyclones and their associated wind storms can have major socio-

economic impacts!

Storms are worldwide the most costly natural catastrophe with a share of 42%

of economic losses and 71% of insured losses (Munich RE Group, 2016). These

numbers include tropical storms, extra-tropical storms and thunderstorms. Nine

North Atlantic winter wind storms appear in the list of the 40 costliest natural

catastrophes and man-made disasters between 1970 and 2010 surpassed only by the

1



1.2. NORTH ATLANTIC WINTER WIND STORMS IN THE RECENT CLIMATE

number of hurricanes hitting neighbouring countries of the Caribbean Sea and the

Gulf of Mexico (Swiss Re, 2011).

The basic motivation of this thesis is to increase our knowledge about wind

storms, which atmospheric and oceanic conditions on different time scales favour

their development and how they are represented in seasonal forecast models and

reanalyses data sets.

1.2 North Atlantic Winter Wind Storms in the

Recent Climate

Extra-tropical cyclones are a very common weather phenomenon in the mid-

latitudes. About 50 to 100 cyclone systems can pass the most frequented regions

over the North Atlantic during one extended winter season from October to March

depending on the identification method (Neu et al., 2012) or data set and resolution

(Hodges et al., 2011). The regions over the North Atlantic and Pacific with highest

cyclone activity are usually referred to as “storm tracks” (Blackmon et al., 1977),

see also next section 1.3. A small relative amount of extra-tropical cyclones can be

classified as wind storms.

Extra-tropical cyclones are synoptic scale phenomen characterised or defined over

their lower than average pressure in their centre. The classical view or evolution

of extra-tropical cyclones goes back the Norwegian model of Bjerknes and Solber

(1922) and has been refined and updated by Shapiro and Keyser (1990). Wind

storms as used in this thesis are defined over their meteorological impact, meaning

strong winds and the potetential damage they can cause. The definition goes

back to Klawa and Ulbrich (2003) that the upper 2% of the local climatological

wind speeds are likely to cause damage. Wind storms are extra-tropical cyclones,

but with extreme wind speeds over a certain period, usually one day (Leckebusch

2



1.2. NORTH ATLANTIC WINTER WIND STORMS IN THE RECENT CLIMATE

et al., 2008). The main differences between an average extra-tropical cyclone and

a wind storm are therefore the frequency and the impact.

Extra-tropical cyclones that can also be classified as wind storms undergo a strong

intensification period associated with a fall in core pressure, and therefore greater

pressure gradients and higher wind speeds. A list of the strongest and most

damaging wind storms over the last 30 to 40 years can be found in Hewson and

Neu (2015) or Pirret et al. (2017). A very recent example is storm Friederike

on 18th January 2018 which caused damages and major disruptions mainly in the

Netherlands, Germany and Poland (Haeseler et al., 2018). The storm occurred

to the day 11 years after storm Kyrill that affected a very similar region (Fink

et al., 2012).

An interesting recent example that hit the UK and also Ireland is ex-hurricane

Ophelia in October 2017. It was the farthest east a major Atlantic hurricane has

ever travelled1 before it underwent the transition to become an extra-tropical storm.

This storm hit the UK to the day 30 years after storm Tosca better known as

the Great Storm of 1987 (Burt and Mansfield, 1988). The most damage storms

have caused in the UK in recent years was primarily through heavy precipitation

events. In the winter 2013/14 a record number of wind storms reached the UK that

eventually caused wide spread flooding (Huntingford et al., 2014) even though the

individual storms were not comparable in strength with the previous examples (see

also figure 1.1b).

Winter seasons or shorter periods with a series of wind storms are often referred to as

wind storm or cyclone clustering (Priestley et al., 2017a; Mailier et al., 2006; Pinto

et al., 2014; Hanley and Caballero, 2012). Besides the mentioned winter 2013/14,

other periods include January / February 1990 (McCallum and Norris, 1990),

December 1999 (Ulbrich et al., 2001; Wernli et al., 2002) and January 2007 (Pinto

et al., 2014). The general spatial pattern of wind storm frequency over the North

1Phil Klotzbach, Colorado State University, on Twitter 14th October 2017
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Figure 1.1: Mean Track density per Winter from 1980-2014 (a) and Winter Wind
Storm Frequency (b). Frequency is number of individual storms that cross black
box in (a) and are added from October to March. 1980 refers to winter 1979/80.

Atlantic, here shown as wind storm track density (Neu et al., 2012), resembles

the spatial pattern of the stormtracks (Hodges et al., 2011) with a southward and

slight downstream shift (see figure 1.1a). The maximum region with over 20 wind

storms per season reaches from about 60°W and 45°N to 15°W and 55°N with a

slight northeastward tilt of the spatial distribution. The latitudinal shift is due

to the definition of cyclone track and wind storm track (centres). The cyclone

centre is usually defined as minimum in mean sea level pressure or a maximum

in relative vorticity in the lower troposphere (Neu et al., 2012), while wind storm

“centroids” are defined as the centre of a region with strong wind speeds (Leckebusch

et al., 2008). The strongest wind speeds occur in most cases in the frontal regions

of the cyclone (Hewson and Neu, 2015) located south of the cyclone centre on the

northern hemisphere. The British Isles and western Scandinavia are affected the

most in Europe with about 15 wind storm events per extended winter season.

The wind storm frequency over the North Atlantic varies from about 25 to 55

wind storm events per season (see figure 1.1b). Note the winters with wind storm

clustering 1989/90 or 2013/14 with generally a great number of wind storms over
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the North Atlantic. Some winters with high wind storm frequency like 1983/84

did however not lead to any major events affecting Europe. The number of storms

appears to have decreased on average somewhat in the second period of the here

shown ERA Interim period from 1979/80 to 2013/14 in line with a decrease of

insured losses (Dawkins et al., 2016).

1.3 Variability of Winter Wind Storms...

...on the Synoptic Time Scale

The North Atlantic stormtrack is a region of high synoptic activity (Hoskins and

Valdes, 1990). Blackmon (1976) defined it as the fluctuations of a “regime” with

medium scale waves of planetary (Rossby) wave numbers 7 to 12 of mid-tropospheric

geopotential height. The waves have a frequency of 2.5 to 6 days and a wavelength

of around 2,000km to 4,000km which is usually referred to as the synoptic scale.

Following this definition stormtracks are usually identified by bandpass-filtering

geopotential height fields in 500hPa to retain only the synoptic scale activity

(Ulbrich et al., 2008; Zappa, Shaffrey and Hodges, 2013). The areas with a high

standard deviation then define the stormtracks.

In the northern hemisphere two regions show high fluctuations or variability over

the North Atlantic and North Pacific and are usually referred to as the northern

hemisphere stormtracks. Despite the suggestion of the name these regions are a

priori not related to either storms or individual tracks of storms. The stormtracks

are however the regions where extra-tropical cyclone frequency including those that

reach wind storm strength is highest.

The stormtracks owe their existence first and foremost to the differential solar

radiation reaching the earth leading to a meridional temperature gradient. This

temperature gradient is the reason for baroclinic instability or also often referred
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to as baroclinicity (Woollings, 2010). Baroclinic conditions are given when in

contrast to barotropic conditions isotherms and isobars are not aligned, meaning

a temperature gradient exists along a surface of constant pressure. From a more

observational perspective there is a phase shift between the temperature and the

geopotential wave in the lower and middle troposphere. This leads to horizontal

temperature advection and with vertical temperature fluxes to increased energy, i.e.

amplitudes for the wave. The phase shift is associated with a vertical tilt of the

wave axis and thus a vertical wind shear. This wind shear can be referred to as the

thermal wind or thermal wind balance.

The theory of baroclinic instability identifies the development of synoptic activity

with the intensification or growth of “baroclinic waves”. The waves can grow if they

are superimposed to a baroclinic mean zonal flow, that is horizontally homogeneous

and stationary (Sogalla, 1996). There are several concepts or models to quantify this

intensification or wave growth, either through growth rates (Eady, 1949; Lindzen

and Farrell, 1980), through the ratio of scale heights between baroclinic waves and

the atmosphere in general (Charney, 1947; Held, 1978) and through the instability

criterion of Phillips (1951). The latter can be used to define a minimum or critical

wave length that has to be exceeded for a wave to grow due to baroclinic instability.

This minimum wave length is independent of the vertical wind shear but depends

on other assumption such as the static stability. Values are in the range of 2,500km

(Sogalla, 1996) or 3,000km (Kurz, 1990). Diabatic processes, that may or may not

be taken into account for its estimation, reduce the critical wave length. The upper

limit for the wave length increases with greater vertical wind shear.

The amplitude of the waves grow until the wave turns into cyclonic or anticyclonic

eddies (Kurz, 1990), the meridional temperature gradient is reduced and so is

baroclinicity (Novak et al., 2014). Associated with a reduction in baroclinic

instability is further energy dissipation through friction at the boundary layer and

an alignment of the vertical axis of the waves to eventually barotropic conditions
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with no vertical wind shear (Sogalla, 1996). Through diabatic processes, especially

the release of latent heat, the baroclinic instability can be sustained longer (Hoskins

and Valdes, 1990).

The meridional temperature gradient is greater in the winter season and therefore

also baroclinicity. This is the also the reason why there are substantially more extra-

tropical cyclones and wind storms in the winter months over the North Atlantic.

The two main storm track regions differ slightly as there is a so-called midwinter

suppression of baroclinic wave activity over the Pacific (Nakamura, 1992). On

the one hand baroclinic instability leads to cyclogenesis especially in the western

North Atlantic when small wave perturbations grow because of orographic forcing or

disturbances related to (decaying) tropical cyclones for example. The cyclogenesis

becomes more likely when a positive potential vorticity (PV) anomaly is present

at upper levels (Hoskins et al., 1985). On the other hand baroclinicity has been

shown to be crucial in the intensification of extra-tropical development of surface

wind storms (Ulbrich et al., 2001; Pinto et al., 2009; Fink et al., 2012; Nissen

et al., 2014; Renggli et al., 2011).

The development of strong extra-tropical cyclones are intensified if an anomaly of

potential vorticity As mentioned above diabatic processes can have an influence

on the wave length minimum of a wave undergoing baroclinic growth and on

the time period a wave or extra-tropical cyclone can grow due to baroclinic

instability. In the baroclinic instability theory diabatic process are generally

not represented (Hoffmann, 1999). Diabatic process are not primarily associated

with cyclogenesis but can play a major role for the intensification of cyclones

(Catto, 2016). The release of latent heat can generate positive PV anomalies in

the lower troposphere and thus increasing the temperature advection ahead of the

cyclone (Grams et al., 2011) which in turn can amplify the wave. Above the heating

level negative or anticyclonic PV anomalies are associated with latent heating

(Hoskins et al., 1985). These negative anomalies can slow down the propagation
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of the upper level wave and thus maintain the tilted structure and the cyclone

can further intensify. Next to the strength of the diabatic heating but also its

position with respect to the cyclone is therefore important (Hawcroft et al., 2017).

A substantial amount of studies have linked diabatic heating to the intensification

of extra-tropical cyclones and associated wind storms (Wernli et al., 2002; Ulbrich

et al., 2001; Pirret et al., 2017; Pinto et al., 2009; Ludwig et al., 2014).

As mentioned the characteristics of atmospheric geopotential waves are crucial for

the whole life cycle of extra-tropical cyclones. The trajectory of extra-tropical

cyclones has long been linked to the breaking of atmospheric waves, usually termed

Rossby wave breaking (Nakamura and Plumb, 1994; McIntyre and Palmer, 1983). In

practise a wave is said to break when the potential temperature gradient on the 2

potential vorticity unit surface is reversed (Masato et al., 2013). Several studies

associate Rossby wave breaking with the occurrence of extreme extra-tropical

cyclones and wind storms (Hanley and Caballero, 2012; Gómara, Pinto, Woollings,

Masato, Zurita-Gotor and Rodŕıguez-Fonseca, 2014) and additionally the relation to

the clustering of such events (Priestley et al., 2017a; Pinto et al., 2014). Rossby wave

breaking is also associated with “blocking” events, a stationary anomaly blocking

the general westerly flow over the North Atlantic (e.g. Franzke and Woollings,

2011). Blocking events usually persist for a couple of days and either prevent extra-

tropical cyclones completely to progress further east or deflect their path depending

of the location of the block (Woollings, 2010).

...on Seasonal to Interannual Time Scales

The North Atlantic Oscillation (NAO) is the most prominent variability mode

of northern hemispheric winter climate (Wanner et al., 2001). The pattern

is characterised by two variability centres located over Iceland and the Azores

and accounts for about 40% of surface pressure variability (Hurrell et al., 2003)
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and about 30% of temperature variability in the winter season (Hurrell, 1996).

The NAO is most dominant on interannual to (multi-)decadal time scales (see

therefore also section 1.3.3 below), but weather and climate variability can be

explained to some extent using the NAO on time scales ranging from days to

centuries (Wanner et al., 2001; Pinto and Raible, 2012). The NAO has thus also

been linked to the occurrence and intensity of North Atlantic / European wind

storms or storminess (Pinto and Raible, 2012; Economou et al., 2014; Dawkins

et al., 2016; Ulbrich and Christoph, 1999; Pinto et al., 2009; Donat, Leckebusch,

Pinto and Ulbrich, 2010; Scaife et al., 2014).

A positive phase of the NAO is thereby usually related to an increased pressure

difference between Iceland and the Azores, enhanced westerlies and more and more

intense extra-tropical cyclones and wind storms that reach western and northern

Europe. These systems also lead to relatively warmer and wetter conditions in

northern and drier conditions in southern Europe. The negative phase of the NAO

is characterised by a weaker pressure gradient over the North Atlantic. The extra-

tropical cyclone frequency is higher and the precipitation increased over southern

Europe while northern Europe is usually drier.

Most of the previously mentioned studies remark however a non-linearity of the link

between NAO and wind storms, especially for wind storm intensity (Della-Marta

et al., 2010; Renggli et al., 2011). For a critical review of the relation of NAO and

wind speeds see also Burningham and French (2013). Depending on the investigated

European region other teleconnection patterns such as the East Atlantic or the

Scandinavian Pattern might play an even more important role on the interannual

variability of wind storm frequency (Walz, Donat and Leckebusch, 2018).

Due to its general importance for European winter climate several studies have

investigated the seasonal predictability and prediction skill of the NAO (Müller

et al., 2005; Müller et al., 2008; Renggli et al., 2011; Scaife et al., 2014; Hansen

et al., 2017; Athanasiadis et al., 2017; Scaife et al., 2016). It is primarily the
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existence of relatively slow and predictable variations of boundary conditions that

make a seasonal prediction of the NAO possible. Various boundary conditions have

been linked or shown to have some or significant influence on the winter mean phase

of the NAO. These drivers include:

• sea surface temperature (SST) anomalies over the North Atlantic (Rodwell

and Folland, 2002; Czaja and Frankignoul, 1999; Czaja and Frankignoul, 2002;

Garćıa-Serrano et al., 2008; Gastineau and Frankignoul, 2014)

• SST anomalies over the tropical Pacific (Greatbatch and Jung, 2007; Ineson

and Scaife, 2008; Bell et al., 2009)

• snow cover over the Eurasian continent (Cohen and Entekhabi, 1999)

• Arctic sea ice extent (Wu and Zhang, 2010)

• soil moisture content (Douville, 2010)

• stratospheric variability (Scaife et al., 2016; Hansen et al., 2017)

Given the link of NAO and wind storms, all the above boundary conditions could

potentially also influence wind storm frequency. Renggli (2011) as the only study

investigating some of these drivers in seasonal prediction models has shown that

North Atlantic SST appear to be a good source of seasonal predictability while

snow cover and sea ice are not.

...on Decadal to Centenary Time Scales

Focussing on decadal and longer-scale variability, the objective of most studies

is the question what is? rather than what drives? decadal variability and/or

long-term trends of extra-tropical cyclones and wind storms over Europe either

in the past or in the future. The observational record is of sufficient quality and

length to analyse wind storm frequency and intensity and thus provides also the
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possibility to investigate their drivers. That is arguably somewhat more difficult

for the assessment of decadal variability of extra-tropical cyclones and wind storms.

The availability and subsequent evaluation of the NOAA 20th Century Reanalysis

(hereafter 20CR, Compo et al. (2011)) with respect to storminess triggered a

controversial discussion in recent years. Donat et al. (2011) found an increasing

trend of winter storminess for large parts of northern Europe in 20CR which is in

some regions and for some periods in agreement with Broennimann et al. (2012)

and Wang et al. (2011). The trend results do however not agree with works from

Hanna et al. (2008) or Wang et al. (2009). Studies from Krueger et al. (2013,2014)

point out potential inconsistencies in 20CR and conclude therefore that the trend

in storminess is an artefact of the data set. This has in turn been challenged by

Wang et al. (2014).

Despite the controversy all of the above studies agree that European storminess

shows decadal variability, with periods of high wind storm activity roughly around

the 1940s and 1990s in northern Europe. This also agrees with a study by Welker

and Martius (2014) that finds high wind speeds to vary on a decadal scale with

periods of approximately 36-47 years.

The sources of decadal variability for extra-tropical cyclones include the NAO

(Hurrell and VanLoon, 1997; Matulla et al., 2008; Luo et al., 2014), sea surface

temperatures (Rodwell et al., 1999), the Atlantic meridional overturning circulation

(Nissen et al., 2014), a variable link between the Pacific/North America Pattern

(PNA) and the NAO (Pinto et al., 2011), and potentially Arctic sea ice extent

(Hoskins and Woollings, 2015; Cohen et al., 2014).

Decadal variability and especially long-term trends are of further importance when

considering extra-tropical cyclone and wind storm frequency in a future climate

(Zappa, Shaffrey, Hodges, Sansom and Stephenson, 2013; Harvey et al., 2012;

Harvey et al., 2014). Climate models ought to be capable of capturing natural

(multi-) decadal variability and long term trends to a sufficient extent otherwise
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the interpretation whether a potential change is driven by an increase in greenhouse

gases and thus of anthropogenic origin could be flawed (Solomon et al., 2011).

1.4 Research Gaps

Following on from the factors governing wind storm variability on the synoptic

scale, such as baroclinic instability or diabatic heating, all of the above studies

suggest the possibly obvious result: the greater the magnitude of the growth factor,

the greater the likelihood of an intense extra-tropical cyclone. Pinto et al. (2009)

showed for example that the growth factors baroclinic instability, latent heat release,

upper-tropospheric divergence, and jet stream strength, are generally greater in

magnitude for extreme extra-tropical cyclones than for all cyclones. Ulbrich et al.

(2001) showed however that the development with respect to baroclinic instability,

latent heat release and upper-tropospheric divergence for three storms in 1999 was

“rather different”. Also Fink et al. (2012) point out that some storms have a strong

diabatic contributions while others do not. This follows the earlier findings from

Zillman and Price (1972) that stated: “no two vortices are the same”. This storm

to storm variability with respect to growth factors has so far only been assessed

systematically by Pirret et al. (2017) for a set number of 58 events. In their

discussion they suggest further studies to increase the sample size.

Another method to investigate growth factors associated with extra-tropical

cyclones are composite analyses. They allow generally the spatial distribution

of physical characteristics around an extra-tropical cyclone revealing the typical

structure of an (intense) extra-tropical cyclones (Dacre et al., 2012; Rudeva and

Gulev, 2010; Hawcroft et al., 2017; Catto et al., 2009). Pinto et al. (2009) is so far

the only study to have used this method for extreme strong extra-tropical cyclones.

Their results exclude however a event to event variability with respect to cyclone

growth factors.
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The combination of investigating the storm to storm variability using composite

analyses is thus missing in the current literature. There has also not been a study

using composite analysis for extra-tropical cyclones with associated wind storm.

The Eady growth rate, a measure for baroclinic instability, has been shown to be a

factor for the intensification of an extra-tropical cyclone (Ulbrich et al., 2001; Pinto

et al., 2009; Nissen et al., 2014; Renggli et al., 2011) and is thus also analysed

in chapter 3. The term growth rate relates thereby to an increasing amplitude of

atmospheric waves. While in recent years many studies have shown a link between

the amplitude of mid-latitude geopotential (Rossby) waves and meteorological

extreme events such an analysis for strong wind events or wind storms in the mid-

latitudes is still missing.

Several studies have shown a link between extreme extra-tropical cyclones and

Rossby wave breaking (Pinto et al., 2014; Gómara, Pinto, Woollings, Masato,

Zurita-Gotor and Rodŕıguez-Fonseca, 2014; Priestley et al., 2017a; Hanley and

Caballero, 2012). Under the assumption that a wave has to grow in amplitude

first, before it can break the analysis of the actual wave amplitude in relation to

extreme extra-tropical cyclones and wind storms seems logical. The mentioned

studies do not, however, focus at all on wave amplitudes.

Moving on to the seasonal scale, a possible break-through study of Scaife et al.

(2014) showed relatively high prediction skill for the interannual variability of the

North Atlantic Oscillation compared to previous studies. Renggli (2011a) has shown

that the prediction of wind storms has some skill on the seasonal time scale. With

the increased prediction skill for the NAO in improved seasonal models compared

to the study of Renggli (2011), the seasonal prediction skill is likely to improve too.

Renggli (2011a) has shown a systematic link between North Atlantic SST in

late summer/early autumn and wind storm frequency in the subsequent winter

but pointed out that for the understanding of the physical mechanism additional

analysis would be needed to answer some of the following questions: How does a

13



1.5. OBJECTIVES OF THESIS

SST anomaly affect the synoptic scale growth factors, given that concurrent SST

anomaly patterns and wind storm frequency show no correlation? Does the SST

anomaly potentially persist through anomalies in the upper ocean layers? Could

such a mechanism if captured well by seasonal prediction models be the reason for

predictive skill?

Seasonal prediction skill for the NAO has been linked to tropical convection

that trigger stationary Rossby waves and thus provide a potential predictability

(Trenberth and Fasullo, 2012; Trenberth et al., 2014; Scaife et al., 2017; Hansen

et al., 2017). The very stormy winter 2013/14 has been linked to SST anomalies

over the tropical Pacific (Huntingford et al., 2014; Slingo, J. et al. (Met Office and

Centre for Ecology and Hydrology)., 2014; Kendon and McCarthy, 2015). All of

these three studies do however not systematically show a link between tropical SST

and wind storm frequency and only hypothesise, that such a link exists and was

responsible for the very high number of storms that hit the British Isles in this

specific winter. The validation of the hypothesis is still missing.

The decadal variability and long-term trends of wind storm frequency or storminess

over Europe in general has been discussed extensively with different outcomes

depending on the used method since the release of the 20CR reanalysis data set

covering the years 1871 to 2011. The newly available ERA-20C reanalysis data

starting at the year 1900 provides an excellent opportunity to further analyse

decadal variability and potentially support the results of studies using 20CR.

1.5 Objectives of Thesis

The overarching objective of this thesis is investigation of reasons for changes in

wind storm frequency on different time scales. What and/or where are the difference

between an average extra-tropical cyclone and one that leads to strong wind speeds.

It would be enormously overambitious to assume that one thesis could cover the
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whole range of possible reasons for wind storm frequency variability but some are

here investigated in more detail. The aim is thereby also to potentially link time

scales, for example, how does the interannual variability of sea surface temperatures

affect latent heat availability on the synoptic time scale? The main objectives for

each individual chapter are the following:

Chapter 3: What are the synoptic scale differences of tropospheric

growth factors between average extra-tropical cyclones and wind storms?

This research question is similar to Pirret et al. (2017) but the applied composite

analysis comprises of a larger event set than their 58 storms. The emphasis of

chapter 3 is especially on the wind storm event to event variability with respect to

growth factors. Different composite sets further allow to investigate whether there

are differences between extreme extra-tropical cyclone (defined by mean sea level

pressure) and wind storms (defined by surface wind speeds).

Chapter 4: How do mid-latitude, mid-tropospheric geopotential wave

characteristic differ during wind storm occurrence? This chapter invest-

igates whether the documented link between Rossby wave breaking and strong

wind events can also be identified by purely analysing the geopotential wave

characteristics. The chapter also extends recent research about geopotential

wave amplitudes in relation to mid-latitude extreme events by strong wind

events. Chapter 5: How well do state-of-the art seasonal forecast

models predict extra-tropical cyclones and wind storms? Small but

positive skill has been shown for the prediction of winter storms in previous

seasonal forecast models (Renggli et al., 2011). Does this skill improve given

the apparent recent success in some seasonal models to forecast mid-latitude

variability patterns (Scaife et al., 2014)? Chapter 6: Are North Atlantic

sea surface temperatures a source of potential seasonal predictability of

European wind storm frequency on a seasonal scale? A well described link

between Atlantic sea surface temperatures in late summer / early autumn and the
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NAO (Czaja and Frankignoul, 1999; Czaja and Frankignoul, 2002; Garćıa-Serrano

et al., 2008; Rodwell and Folland, 2002; Gastineau and Frankignoul, 2014) could

potentially increase the seasonal predictability of wind storm frequency. Results

from Renggli (2011) suggest such a link. Sensitivity experiments using ECHAM5

allow for further investigation of that link and could reveal the potential physical

mechanism. Chapter 7: Was the extreme storm season over the North

Atlantic and the UK in winter 2013/14 triggered by changes in the West

Pacific Warm Pool? The link between the Pacific and increased extra-tropical

cyclone (wind storm) frequency has been suggested shortly after the record number

of storms over the UK in this winter (Huntingford et al., 2014). Given the low skill

for seasonal predictions of extreme events in the mid-latitudes, is there really such

a straightforward link?

1.6 Structure of Thesis

The thesis is structured as follows:

After this introduction an overview is given about the used data, applied methods

and calculation of analysed variables in this thesis. The following six chapters 3 to

7 make up the main body of this thesis. Each chapter includes an introduction and

conclusion so that they could be read independently of each other. Chapter 3 and

4 cover the synoptic scale, chapters 5 to 7 the seasonal to interannual scale

and the appendix the decadal to centennial scale.

In chapter 3 atmospheric growth factors important for the development of strong

extra-tropical cyclones and wind storms are analysed using mainly composite

analysis. The data base is ERA Interim. This chapter has not been published

but is currently prepared for publication in a shorter version

Chapter 4 deals with mid tropospheric waves in relation to extra-tropical cyclones

and wind storms. Wave amplitudes and phase shifts are calculated using wave
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frequency analysis. The data base is ERA Interim. This chapter has not been

published.

In chapter 5 seasonal forecast model suites are analysed with respect to their cap-

ability of successfully predicting extra-tropical cyclone and wind storm frequency.

Three data sets are analysed, namely the ECMWF-System 3 and 4 and the Met

Office GloSea5. This chapter is identical to the manuscript submitted to the

Quarterly Journal of the Royal Meteorological Society.

In chapter 6 a potential mechanism for seasonal forecast skill is analysed. The

influence of North Atlantic sea surface temperatures in late summer on wind storm

frequency in winter. ERA Interim and the sensitivity simulations with the AGCM

ECHAM5 are used in this chapter. After the additional analysis the proposed

mechanism in a seasonal forecast model this chapter will be prepared for publication.

In chapter 7 the possibility of an influence from the West Pacific Warm Pool on

the wind storm frequency over the East Atlantic and Europe is investigated with

an emphasis on the stormy winter 2013/14 in the UK. The analysed data is ERA

Interim and two additional observational data sets. This chapter is published in

the Bulletin of the American Meteorological Society.

The appendix deals with differences in decadal variations and long-term trends of

extra-tropical cyclones and wind storms in two century long reanalyses: ERA-20C

and NOAA-20CR. This chapter has been published in Atmospheric Science Letters.

The thesis finishes with a chapter incorporating the results of all previous chapters

and discusses them with respect to the outlined objectives in section 1.5 followed

by a short outlook of potential future research.
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2

DATA, METHODS AND KEY VARIABLES

2.1 Data

ERA Interim

The data set primarily used is this thesis is the ERA Interim reanalysis (Dee

et al., 2011). Reanalyses are based on a finite set of historical observations which

are irregularly distributed over space and time. The observations are assimilated

onto a gridded data set which is regularly distributed and complete over space and

time using a Numerical Weather Prediction model. Observations include satellites,

radiosondes, aircraft, ships, buoys, land stations etc. and number in the order of 106

at around 1990 and in the order of 107 around 2010 in ERA Interim. ERA Interim

is the latest complete reanalysis version of the European Center for Medium-Range

Weather Forecast (ECMWF), following on from ERA 40 (Uppala et al., 2005) and

soon to be replaced by ERA 5 (Hersbach and Dee, 2016). ERA-Interim is a global

atmospheric reanalysis starting in 1979 and is continuously updated. The period

used in this thesis spans from 1979 to 2014, only considering the extended winter

season from October to March. The spatial resolution of ERA Interim is T255

(spectral) corresponding to roughly 0.75°x 0.75°or 80km x 80km on 60 vertical

levels from the surface up to 0.1hPa. The temporal resolution is 6 hourly which is

also used here.

The data assimilation system used to produce ERA Interim is based on the IFS
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release Cy31r2 from 2006 used in operational forecasting at the ECMWF in 2006

and 2007. The data assimilation is carried out with a 4D-Var scheme using a 12

hour window of observations (Dee et al., 2011).

Despite that a model component with all its constraints, such as resolution physical

parametrisations, forecast error etc., reanalyses are often regarded as “historical

reality”. They certainly provide historical data in the most convenient way to

study weather and climate in the past on a large scale.

In a study about extra-tropical cyclone representation in reanalyses Hodges et al.

(2011) found ERA Interim to compare well with other reanalysis data sets in terms

of frequency and spatial distribution of cyclones. The intensities of extra-tropical

cyclones compare less well across the reanalyses. Outliers are thereby however

primarily older reanalyses.

It is here assumed that all the described processes in the introduction are well

represented in the ERA Interim data set. While in the North Atlantic /

European region with a dense observation network the difference between reality and

reanalyses might be sufficiently small for the analyses performed in this thesis, model

deficiencies have to be kept in mind. ERA Interim compares well with observations

for large storm systems, like Kyrill, but differences arise for smaller systems (Hewson

and Neu, 2015). ERA Interim systematically underestimates depth, gradients and

wind speeds. This is likely due to its insufficient spatial resolution which is not

high enough to realistically represent small scale features like for example sting jets

(Hewson and Neu, 2015).

Other Data Sets

Other data sets and models used in this thesis are briefly outlined in the individual

chapters. These data sets include seasonal forecast model systems ECMWF-System

3 (Anderson et al., 2007), ECMWF-System 4 (Molteni et al., 2011), and Met Office
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GloSea 5 (MacLachlan et al., 2015) in chapter 5, The AGCM ECHAM5 is used for

AMIP-type sensitivity experiments in chapter 6. NOAA/NCAR outgoing longwave

radiation and (Liebmann and Smith, 1996) and sea surface temperatures from the

4th version of the ERSST data set (Huang et al., 2014) are used in chapter 7.

In appendix A the two reanalyses ERA-20C (Poli et al., 2016) and NOAA-20CR

(Compo et al., 2011) are compared.

Monthly mean time series for large scale variability patterns, such as the NAO,

are taken from the NOAA Climate Prediction Center (Barnston and Livezey,

1987).

2.2 Methods

In this section some methods are described which are used throughout this thesis.

With the exception of the somewhat lengthy explanation of the PCA procedure,

all methods that are only applied in a specific chapter are explained within that

respective chapter.

Algorithm for the Identification and Tracking of Extra-tropical Cyclones

and Wind Storms

Extra-tropical Cyclone Events

For the identification and tracking of extra-tropical cyclones an algorithm originally

developed by Murray and Simmonds (1991a) is used. Further specifications for the

algorithm can be found in Simmonds and Murray (1999) and Simmonds et al.

(1999).

If not otherwise indicated the input field is 6 hourly MSLP data. Irrespective

of the resolution the input data is firstly smoothed and then interpolated onto
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polar stereographic grid using a bicubic spline. The Laplacian of the MSLP

∇2p is calculated on the new grid that is proportional to the quasi-geostrophic

relative vorticity. Local minima of the MSLP in the vicinity of the maximum

values are identified as cyclone centres. If a minimum with a closed isobar can

be identified within a 1, 200km radius, the minimum determines the location of a

closed system. Otherwise, meaning there are no closed isobars within the search

radius, the minimum determines the location of an open depression. In a next step

a subsequent position of each cyclone is predicted and compared to newly identified

cyclone centres. The identified tracks are then filtered according to the criteria

• Lifetime at least 24 hours, i.e. five 6-hour time steps

• At least once strong and closed in its lifetime (∇2p > 0.7hPa °lat−2)

These criteria have been found useful in previous studies using the same algorithm

(Grieger et al., 2014; Leckebusch and Ulbrich, 2004). This cyclone identification and

tracking algorithm has been used by numerous times in the past (Pinto et al., 2009;

Kruschke et al., 2014; Nissen et al., 2014; Gómara, Rodriguez-Fonseca, Zurita-Gotor

and Pinto, 2014; Nissen et al., 2013) and is part of Intercomparison of Mid-Latitude

Storm Diagnostics Initiative, IMILAST (Neu et al., 2012; Ulbrich et al., 2013). The

cyclone tracking scheme is applied for the northern hemisphere north of 20°N.

Wind Storm Events

For the identification and tracking of wind storm events an algorithm originally

developed Leckebusch et al. (2008) is used. A detailed overview for the algorithm

can be found in Renggli (2011) and Kruschke (2015).

The development of the algorithm was motivated through the the socio-economic

impact of wind storms. Following the study of Klawa and Ulbrich (2003) in line with

results of Palutikof and Skellern (1991), the local climatological 98th percentile of

near-surface wind speeds constitutes a threshold for (potential) wind damage. The

basic settings for the algorithm require a gridded data set with a data point of at
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least 6 hours. If not otherwise indicated this is the case for the data analysed in

this thesis.

Coherent fields (i.e. grid cells) are identified as wind storm clusters where the

98th percentile threshold is exceeded and the overall affected area is greater than

150, 000km2 . The position of the storm is then calculated as a weighted average

over all wind storm grid cells of these clusters. The weights are calculated according

to the Storm Severity Index (SSI, see below in 2.2.3) as the cubic exceedance of the

98th percentile. This identified “centroid” of the storm can be outside the coherent

cluster. This happens frequently as strong wind speeds often occur along the

fronts of an extra-tropical cyclone, which is usually crescent-shaped. The clusters

are subsequently connected in time with a nearest-neighbour approach, with two

restrictions: the maximum distance of 720km (equivalent to a translational velocity

of 120km/h) between centroids cannot be exceeded and 30% of the grid boxes of

the neighbouring clusters between two time steps have to overlap. The life time of

the identified wind storms has to be at least 18 hours (i.e. 4 time steps) otherwise

it is filtered out in a final step.

The wind tracking scheme is also applied to the northern hemisphere north of

20°N.

Track Density Calculation for Cyclone and Wind Events

The climatologies for extra-tropical cyclone and wind storm frequency follow the

track density definition of Neu et al.(2012). A track density is thereby the number of

systems that passes a grid cell with each event only counted once. If not otherwise

indicated, passing a grid cell, means here that the cyclone or wind storm track is

within a great circle distance, often referred to as the “search radius” of 700km of

the centre of a grid cell. The grid is hereby independent of the used data set as the

longitude and latitude information of the events are points and not grids. If not

otherwise indicated a grid of 2.5°x 2.5°is used. The track between two time steps

or event track points is assumed to be a great circle segment.
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Matching Algorithm for the Association of a Wind Storm to an Extra-

tropical Cyclone

Each wind storm as identified by the wind storm tracking algorithm is associated

with an extra-tropical cyclone. The wind tracks are therefore linked to the cyclone

tracks using a method following Nissen et al. (2010). In this study a three step

iteration procedure is described of which only the first two steps are used here. In

the first step tracks are matched if all of the wind track time steps coexist with

a cyclone track and the average distance of cyclone centre and wind storm cluster

centroid is less than 800km. If two cyclone tracks are found, the strongest one with

respect to ∇2p is taken. These criteria are sufficient for about three quarters of the

wind tracks to be associated with a cyclone track.

If no cyclone is found in the first step, the closest cyclone with a mean distance of

less than 1200km is chosen. The threshold of 1, 200km maximum distance between

wind track cluster centroid and cyclone centre corresponds to the search radius for

the cyclone centre in the vicinity of a ∇2p maximum in the cyclone identification

algorithm.

More than one wind track can be associated with a cyclone track. In ERA-Interim

over 94% of wind tracks can be matched. The remaining 6% consist to a large

extent of short wind tracks at the southern edge of the considered area.

Storm Severity Index

Based on the assumption that the strongest 2% of wind events at a given location

can cause damage to insured values such as infrastructure or buildings, Klawa and

Ulbrich (2003) developed a model for the estimation of potential wind storm losses.

The cubic relative exceedance of the local climatological 98th percentile was thereby

found to be a suitable measure for real loss data. Leckebusch et al., (2008) defined
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the Storm Severity Index - SSI based on these findings:

SSI(t, k) =
T∑
t

K∑
k

(max(0,
v(k, t)

v98(k)
− 1)3) · Ak (2.1)

with t the time step, k the grid cell, v the near-surface horizontal wind speed,

v98 the climatological 98th percentile and A the real area of the grid cell k. The

unit of the SSI is area as the sum of the area where a wind speed threshold is

exceeded, also taking into account the life time of a system. It is therefore rather a

practical, simple, integrated measure over space and time than an actual physical

quantity. The original work by Klawa and Ulbrich is based on gust wind speeds

from observations in relation to insurance data for Germany. This is different

to the 6-hourly wind speed reanalysis data which is used in this thesis for the

whole North Atlantic and European region. The percentile approach together with

cubic wind speed exceedances has however been applied in many studies (Nissen

et al., 2013; Pirret et al., 2017; Pinto et al., 2012; Donat, Leckebusch, Wild and

Ulbrich, 2010; Donat et al., 2011; Cusack, 2013). These studies predominantly also

use 6-hourly renalysis data for the whole of Europe or European regions.

Leckebusch et al. (2008) differentiate between an Area SSI (equation 2.2) and an

Event SSI (equation 2.1). The former refers to one time step (i.e. t = T = 1)

in a given area with potentially several events contributing to the total SSI. The

latter refers to one single event, i.e. Ak is a coherent region. Only the Event-SSI

is used in this thesis. The Area SSI for a pre-defined region simplifies equation 2.1

into:

SSI(k) =
K∑
k

(max(0,
v(k, t)

v98(k)
− 1)3) · Ak (2.2)

The grid cells k with a wind speed exceedance do not have to be adjacent. The wind

speed exceedances do not have to be from the same event. In case of the Event SSI,

that is calculated using equation 2.1, the grid cells k with a wind speed exceedance

do have to be adjacent and it is thereby assumed that the wind speed exceedance
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do belong to the same event. In chapter 4 the time of strongest intensity of a storm

refers to the greatest single time step SSI.

In a further refinement of the SSI, Walz et al. (2017) defined the distribution

independent SSI or DI-SSI. This index takes into account the tail of the local wind

speed distribution. Event-SSI values of different wind storms can sometimes not be

compared if the events occurred in different areas, for example in the main storm

track region and an area where wind storms are rare.

Normalisation of Analysed Variables

In many parts of this thesis the investigated variable or quantity is normalised at

each time step (see equation 2.3). This normalisation or in fact standardisation is

often referred to as standard score or z-score.

z(lon, lat, t, y) =
x(lon, lat, t, y)− x(lon, lat, y)

σ(x(lon, lat, y))
(2.3)

with the mean x and the standard deviation σ(x) of one given date y during the year

(e.g. 1st January 00:00UTC) for one grid cell with longitude lon and latitude lat.

The mean and standard deviation are thus specific for each point of time in the year

and each grid cell. The intent is to minimise temporal and spatially variability for a

better comparison between different quantities such as the maximum Eady growth

rate (see section 2.3 below) in for example the composite analysis in chapter 3.

This procedure will remove seasonality in the data but keep long term trends if not

otherwise removed. The analysed quantities do however not show any significant

trend different from zero.

25



2.2. METHODS

Correlation Analyses

Three correlation coefficients are used in this thesis: the often used Pearson

Correlation Coefficient (Pearson, 1901) and Spearman Rank Correlation Coefficient

(Spearman, 1904) but also the less frequently used Kendall Rank Correlation

Coefficient (Kendall and Dickinson, 1990). The latter allows in its so called b-

version or τb for ties in either of the sample sizes to be correlated and is therefore in

the case of wind storm frequency more appropriate than the other two. Especially

in regions with few wind storms per year, the number of ties cannot be neglected

when for example the interannual correlation coefficient is calculated. It is worth

mentioning that all correlation results throughout this thesis are calculated for all

three coefficients are agree very well especially in regions with high and significant

correlation.

Composite Analysis

A very common procedure in atmospheric sciences is the use of composites. It is

essentially the temporal mean of spatial patterns for selected dates depending on

some condition or threshold. Composites can be especially useful when there is a

non-linear relation between two quantities. Correlation coefficients would show a

low or no relation or dependency in these cases.

c = { 1

N

N∑
n=1

xn(y)|y ⊂ S} (2.4)

Equation 2.4 can be read as the composite c is sum over all xn, which are dependant

on y, which has to be a subset of S. For example, x could be the equivalent potential

temperature, y the time, and S the days with strong storms. Composites are used

in two different ways in this thesis. Firstly to analyse the average signal of a
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quantity given a certain condition as in equation 2.3. Secondly, composites are

used in form of composite differences. This is a composite as in the first case with

a certain condition A minus the a composite with condition A*. A and A* are

usually opposites, for example A could be a positive SST anomaly of one standard

deviation above some mean and A* would then be a negative SST anomaly of one

standard deviation below that mean. The composite signal is thus amplified.

Principle Component Analysis

In chapter 3, section 3.4 a principle component analysis (PCA) is carried out using

the eigenanalysis of the covariance matrix. The eigenvectors, empirical orthogonal

functions (EOF) or loadings represent the main variability patterns around the

cyclone centre while each element in the principle component (PC) represents one

cyclone event. PCA is widely used and became popular in atmospheric science after

the study of Lorenz (1965). PCA reduces the number of variables of a data set to

a smaller number of variables. The new variables are a linear combination of the

old ones (Wilks, 1995). At first anomalies are calculated for the normalised fields

X with K entries 2.5.

X’ = X−X (2.5)

Any symmetric matrix C can be decomposed in the following way through a

diagonalisation, or eigenanalysis:

Cei =λiei

CE =EΛ

(2.6)

C is here the correlation matrix. The PCA is then carried out with Equation

2.7

Z = ETX′ (2.7)
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with Z containing the PCs zi and E contains the eigenvectors ei or EOFs. Λ is the

matrix containing the eigenvalues λi, that correspond to the explained variance of

an EOF. The original variables or in this case anomalies of the composite fields can

be re-calculated out of the EOFs and PCs with the synthesis equation 2.8.

X’ = E Z

x′k =
M∑
i=1

eki zi, k = 1, ..., K
(2.8)

M is the number of EOFs and equals K. Usually only a few EOFs are retained

corresponding the EOFs with the largest eigenvalues. That makes M a lot smaller

than K. The values of the EOF and PC are difficult to interpret as the amplitudes

of EOFs and PCs respectively can only be compared to each other but not to the

original normalised fields that go into the PCA. In order to include some information

about the amplitudes an adapted approach by Dennis Hartmann, University of

Washington is followed 1:

At first the PCs are normalised by dividing through their standard deviation that

can be expressed using the eigenvalues (Equation 2.9).

Z̃ = Λ−1/2 Z, (2.9)

The normalised PCs in Z̃ are then projected onto the original normalised anomaly

field X’ (Equation 2.10).

Ẽ = X′ Z̃
T
/K (2.10)

The so obtained maps Ẽ contains now new EOFs with the same spatial structure

than the previous EOFs E, but with the amplitude and sign representing the original

data, here composite fields with unit standard deviation. The eigenvalues or the

explained variance of each EOF remains the same as after the PCA. Each EOF in

1https://atmos.washington.edu/ dennis/552 Notes ftp.html
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Ẽ gives the amplitudes in the original normalised field (in standard deviation units)

associated with a one standard deviation variation in the principle component time

series.

If adjacent EOFs are too close together with respect to their eigenvalue or explained

variance, they are called degenerated. It is then unlikely that their structures are

particular significant. North et al. (1982) suggested that the true eigenvalue of a

PCA should lie within the standard error

∆λ = λ
√

2/doF (2.11)

with doF is the number of degrees of freedom. In practise this means, if the error

bars of two adjacent eigenvalues overlap, the EOFs become indistinguishable.

2.3 Atmospheric Growth Factors

In several studies analysing wind storms different atmospheric conditions were

favourable for the intensification of an extra-tropical cyclone. These growths

factors include enhanced baroclinicity, latent heat release and upper-tropospheric

divergence (Ulbrich et al., 2001; Pinto et al., 2009). The following section gives an

overview of how these growth factors are quantified in this thesis.

Equivalent Potential Temperature

Diabetic processes can play an important role in the intensification of cyclones.

While not all wind storms have a strong diabetic influence on their intensification,

others have diabetic contributions of more than 60% (Fink et al., 2012). The

equivalent potential temperature is commonly used as a measure of latent heat

or potential latent heating. It takes into account the energy stored in moist air and
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although its unit is Kelvin it is considered a humidity measure. It is here calculated

as recommended by Bolton (1980) :

ΘE = TK(
1000

p
)02854·(1−0.28·10

−3r) exp[(
3.376

TL
− 0.00254)r(1 + 0.81 · 10−3r)] (2.12)

with TK , p, r the absolute temperature, pressure and mixing ratio at 850hPa (see

also equation 2.13) and TL is the absolute temperature at the lifting condensation

level (see equation 2.14).

r =
sh

1− sh
with sh the specific humidity (2.13)

TL =
2840

3.5 ln(TK)− 5.805
+ 55 (2.14)

Maximum Eady Growth Rate

It could be shown by Lindzen and Farrel (1980) that the maximum Eady growth

rate is a suitable measure for baroclinic instability and can be expressed as given in

equation 2.15. It is based on the works of Charney (1947) and Eady (1949).

σBI = 0.3125
f

N

du

dz

∣∣∣∣
z=0

(2.15)

with f the Coriolis parameter N the Brunt-Väisälä-Frequency and du
dz

the vertical

shear of the mean zonal wind. baroclinicity is thus influenced by the static stability

and vertical wind shear. Hoskins and Valdes (1990) reformulated Lindzen and

Farrel’s equation slightly into:

σBI = 0.31
f

N
|∂v
∂z
| (2.16)
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with |∂v
∂z
| the absolute vertical shear of the horizontal wind. This equation 2.16 has

since been used in several studies (Ulbrich et al., 2001; Nissen et al., 2013; Lehmann

et al., 2014; Seiler and Zwiers, 2015a; Seiler and Zwiers, 2015b), while in some

of these studies only the zonal wind is used (Novak et al., 2014; Gastineau and

Frankignoul, 2014).

Equation 2.16 is used in this thesis as a measure of lower and upper baroclinicity. It

is calculated for both cases between two p-levels: in the lower troposphere between

850hPa and 700hPa (sometimes referred to as “in 775hPa”) as in e.g. Hoskins and

Valdes (1990) and in the upper troposphere between 500hPa and 300hPa (referred

to as “in 400hPa”) as e.g. in Pinto et al. (2009). The two lower troposphere levels

as used here can be associated to the steering level (Beare et al., 2003) of an extra-

tropical cyclone. The flow in this level has the largest influence on propagation

and speed of the extra-tropical cyclone. In the original Eady model the steering

level is defined at 500hPa (Eady, 1949). With the maximum Eady growth rate it

is possible to quantify the large-scale conditions for the potential growth of a wave

disturbance. This means, that an extra-tropical cyclone only potentially grows, i.e.

deepens when large maximum Eady growth rate values exist.

Upper-tropospheric Divergence and Jet Stream

Upper tropospheric divergence at the left jet exit region has also been associated

with the intensification of extra-tropical cyclones (Uccellini et al., 1987; Fink

et al., 2012; Pirret et al., 2017). It is here directly taken from ERA Interim

and summed up over five pressure levels from 500hPa to 200hPa (including

400hPa,300hPa and 250hPa).

UTD =
200∑
500

∇ · v (2.17)
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The maximum in the extra-tropics is associated with the jet stream. The eddy

driven jet is usually deeper than the subtropical jet and can therefore also be

identified in lower levels (Woollings et al., 2010). Following Pinto et. al (2009)

or Renggli (2011), upper-level zonal wind in 200hPa is taken here.
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INFLUENCE OF MAGNITUDE AND

LOCATION OF TROPOSPHERIC GROWTH

FACTORS FOR THE TRANSFORMATION OF

CYCLONES TO SEVERE STORMS OVER

THE NORTH ATLANTIC

3.1 Introduction

In a study about three severe winter wind storms in December 1999 Ulbrich et

al. (2001) found enhanced baroclinicity played a crucial role in their development

and intensification. In this study the maximum Eady growth rate σBI (see 2.3.2) is

used as a measure of baroclinicity. In several other more recent studies σBI was also

used as a general measure of storm track activity (Novak et al., 2014; Gastineau

and Frankignoul, 2014; Lehmann et al., 2014; Seiler and Zwiers, 2015a; Seiler and

Zwiers, 2015b). Fewer studies followed Ulbrich et al. (2001) and used σBI in direct

relation to wind storms (Pinto et al., 2009; Nissen et al., 2014; Renggli et al., 2011).

All studies agree that higher baroclinicity leads to increased storm track activity

and therefore also to more and/or stronger wind storms.

Equivalent potential temperature or ΘE (see 2.3.1) as a quantity combining the

effect of latent and sensible heat on extra-tropical cyclones is the other analysed

quantity in Ulbrich et al. (2001). The influence of diabatic processes, including
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latent heat, on the development and structure of extra-tropical cyclones and

wind storms has found a lot of attention recently (Pirret et al., 2017; Hawcroft

et al., 2017; Binder et al., 2016; Catto et al., 2015; Ludwig et al., 2014). The

availability of latent heat can play an important role for the intensification of ETCs

(Hoskins et al., 1985; Hawcroft et al., 2017; Pinto et al., 2009) but this does not

mean that the availability of latent heat is always necessary for the formation of

a strong extra-tropical cyclone (Catto, 2016). While the spatial distribution of

quantities such as for example latent heat in the lower troposphere in relation to

ETCs is well established from a climatological perspective (e.g. Dacre and Gray,

(2012)), it remains unclear whether this relation differs systematically in magnitude

or location for an ETC with an associated wind storm. Fink et al., (2012) found

that synoptic scale conditions in the vicinity of wind storms can differ substantially.

They looked mainly at five different wind storms in recent years and found that some

have diabatic contributions of above 60% while others are more baroclinicly driven

and have diabatic contributions of below 30%.

Positive anomalies in upper-tropospheric divergence can further substantially

influence the development and deepening of an extra-tropical cyclone (Fink

et al., 2009; Liberato et al., 2011; Liberato, 2014; Pinto et al., 2009). The anomalies

of divergence are closely related to the position of the jet stream and are a smaller

in spatial scale than the σ and ΘE (Fink et al., 2009). In this chapter these three

atmospheric growth factors on the synoptic scale important for the development

but especially for the intensification of ETCs are analysed.

Previous work about differences between average extra-tropical cyclones and strong

extra-tropical cyclones and / or wind storms is predominantly focussed on case

studies. This chapter therefore aims to answer the question whether there are

fundamental differences not only in magnitude but also in spatial structure of

atmospheric growth factors for the development of a strong extra-tropical cyclone

or a wind storm in comparison to the climatology of extra-tropical cyclones.
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In the next section 3.2 of this chapter some case studies of strong winter storms

and their relation to the three growth factors are discussed. Composite analyses

for ETCs, strong ETCs, and wind storms are carried out in section 3.3. This is

followed by a principle component analysis over these composites in sections 3.4 and

3.5. The chapter finishes with a summary and discussion of the results. 6 hourly

ERA-Interim reanalysis from 1979 to 2013 (Dee et al., 2011) is used throughout

this chapter (see 2.1.1).

3.2 Wind Storms and Tropospheric

Growth Factors in Specific Months

Some case studies of well known wind storms in the recent past are discussed in

this section. The focus hereby is on the magnitude and location of the growth

conditions relative to the cyclone or wind storm that ultimately led to (or did not

lead to) the development of a specific event. All investigated growth factors are

normalised according to 2.2.4. For the Hovmoeller plots in figure 3.1, 3.2 and 3.3

the growth factors are further averaged from 40°to 60°N. The first example is the

storm “Kyrill” hitting Europe between the 17th and 19th January 2007. In figure

3.1a it shows as the storm with the highest SSI values (red colour) crossing central

Europe. The centre of highest wind speeds associated with Kyrill is located around

northern France, southern UK and the BeNeLux countries for more than 24 hours,

that is why the wind storm track “zick-zacks” in this area before it continues further

east across Germany and the Czech Republic. The cyclone track for Kyrill starts

at around 80°W on the 15th January. The tracking algorithm scheme (see 2.2.1)

identifies it as two different systems which is in accordance with (Fink et al., 2009)

describing the cyclone as two different systems named Kyrill I and Kyrill II. The

wind storm is associated with Kyrill II. Note here that with the same cyclone
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tracking algorithm (Murray and Simmonds, 1991) and different data sets and/or

different settings, Kyrill is identified as one or two systems (Fink et al., 2009, using

NCEP1: one system; Pinto et al., 2014, using ERA-Interim: one system; Befort et

al., 2016, using ERA-20C: two systems; Befort et al., 2016, using NOAA-20CR: one

system). Kyrill I developed in a region with enhanced baroclinicity in the upper

and especially the lower troposphere between 10th and 15th January around the

east coast of the US (Figs. 3.1b and c). Baroclinicity shows consistently positive

anomalies just prior to the arrival of the cyclone throughout Kyrill’s passage across

the Atlantic. The maximum Eady growth rate shows strong positive anomalies just

after Kyrill II, providing suitable conditions for the next storm Lancelot only two

days later. There is higher availability of latent heat in the eastern part just before

and around the arrival of Kyrill. East of the Greenwich Meridian latent heat shows

positive anomalies since the beginning of the month. Upper tropospheric divergence

has a strong maximum around the 30°W on 15th January.

In agreement with Fink et al. (2012) enhanced baroclinicity played a major role for

the initial development of Kyrill I and was also important to maintain its strength

until it reached Europe. While the configuration of upper-tropospheric waves and

wave breaking played a role during Kyrill’s intensification (Fink et al., 2009; Pinto

et al., 2014), latent heat availability and upper-tropospheric divergence were crucial

to maintain the strength of Kyrill II (Fink et al., 2009). In short: baroclinicity

was needed for Kyrill’s (the cyclone) development and latent heat and upper-

tropospheric divergence were needed for its intensification and transformation into

a severe wind storm.

The Hovmoeller diagrams show also a period at the beginning of January 2007

with enhanced latent heat availability especially in the western but also in the

eastern part of the Atlantic. Baroclinicity in the lower troposphere and upper-

tropospheric divergence show however negative or no anomalies, which made the

development of a wind storm or even cyclone more difficult. This can be seen
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even more pronounced in February 2008 3.2. Very stable conditions in association

with an atmospheric blocking (Woollings, 2010) also visible as negative anomalies

in baroclinicity throughout the entire troposphere and neither con- nor divergence

in the upper troposphere led to a cyclone and wind storm free period of about

two weeks in mid February 2008. Latent heat shows however positive anomalies

for most parts of that month over the eastern Atlantic, suggesting that purely the

presence of positive latent heat anomalies are not sufficient for the development or

intensification of a wind storm.

The next case study includes the winter storm Klaus hitting mainly southern

France and the Iberian Peninsula (Liberato et al., 2011) on 23rd and 24th January

2009. The storm intensified quickly with high SSI values already around 30°W

in the central North Atlantic and remained strong until it reached the Western

Mediterranean around the Balearic Islands (Fig. 3.3a, mainly red SSI values).

The only other identified wind storm progressing into south-western Europe in

this month is Joris. It reached France only one day prior to Klaus. Klaus can

be regarded as a textbook case: baroclinicity is enhanced in the upper and lower

troposphere and latent heat availability and upper-tropospheric divergence show

strong positive anomalies just prior to the event (Figs. 3.3b-e). The consequence

is a wind storm. The same is however true for Joris, which is also classified as a

wind storm but is not comparable with respect to wind speeds and socio-economic

impact. This raises the question about their main differences in growth conditions.

It appears that not only the location of the various growth conditions but also its

location with respect to the cyclone or wind storm is of crucial importance.
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January 2007

(a) Exceedances of 98th percentile in 10m wind speeds

(b) Eady Growth Rate between 850hPa and 700hPa (c) Eady Growth Rate between 500hPa and 200hPa

(d) Equivalent Potential Temperature in 850hPa (e) Divergence from 500hPa to 200hPa

Figure 3.1: Cyclone (black line) and wind storm tracks (coloured line) in January
2007 (a-e). The darker the colour the lower the pressure for cyclone tracks. Colours
in top right colour bar indicate severity of storm according to the SSI. (a) Monthly
sum of exceedances of 98th percentile of 10m wind speed in green. (b-e) Hovmoeller
diagrams for meridional mean (40° to 60° N) of normalised tropospheric growth
factors (in standard deviations). Time dimension from top to bottom.
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February 2008

(a) Exceedances of 98th percentile in 10m wind speeds

(b) Eady Growth Rate between 850hPa and 700hPa (c) Eady Growth Rate between 500hPa and 200hPa

(d) Equivalent Potential Temperature in 850hPa (e) Divergence from 500hPa to 200hPa

Figure 3.2: same as Figure 3.1 for February 2008
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January 2009

(a) Exceedances of 98th percentile in 10m wind speeds

(b) Eady Growth Rate between 850hPa and 700hPa (c) Eady Growth Rate between 500hPa and 200hPa

(d) Equivalent Potential Temperature in 850hPa (e) Divergence from 500hPa to 200hPa

Figure 3.3: same as Figure 3.1 for January 2009
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3.3 Composite Analyses for Extra-tropical Cyc-

lones and Wind Storms

Different Composite Sets

The aim of the following part of this chapter is a systematic analysis of the

synoptic scale differences of tropospheric growth factors for extra-tropical cyclones

as discussed above (see also 2.3) with a composite analysis. The previous section

showed that the magnitude but also the location of growth factors appear to

be important. Different to previous studies with similar approaches (Dacre

et al., 2012; Rudeva and Gulev, 2010; Hawcroft et al., 2017; Catto et al., 2009) the

emphasis here is on the difference of these growth factors between extra-

tropical cyclones in general and those that can be classified as wind

storms.

Previous studies have either only looked at smaller subsets of cyclones defined by

region or intensity or have not compared different sets of composites depending of

the intensity of the extra-tropical cyclones. Additionally, the connection of extra-

tropical cyclones to objectively defined wind storms has not been investigated with

such a composite analysis. All investigated growth factors are again normalised

according to 2.2.4.

Composites are created according to ßcomp with respect to their time of strongest

intensification, i.e. fall in pressure. t = 0h is referred to in the following as the time

with maximum intensification which means that the fall in pressure was greatest

between t = 0h and t = 6h. To be considered for the composites the cyclones have

to further fulfil the following criteria:
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• Track Point after greatest reduction in core pressure in extended winter season

from October until March

• Lifetime at least 24 hours before and after time of strongest intensification

• Pressure at least once below 1000hPa

• Track point after greatest reduction in core pressure over the North Atlantic

/ European region (90°W-40°E; 40-70°N)

• Tracks with track points only in the Mediterranean region are excluded (0°-

40°W; 45°N)

• Each cyclone is only selected once

The selected region corresponds in longitudinal extent to the region in which the

NAO is usually defined (Hurrell, 1995). With these criteria about 3610 cyclone

events are selected corresponding to just over 100 events per winter. The actual

number of cyclones in the outlined region totals to more than twice as many without

the temporal selection criteria. This apparently harsh criterion remains however

justified in order to investigate the temporal behaviour before and after the point

of greatest reduction in pressure. As outlined, temporally, the composites are

performed with respect to the point of greatest reduction in pressure. Spatially,

the composites are centred on the location of the surface pressure minimum of

the cyclone. The 2D surface fields of the investigated variables on Gaussian grids

have to be transformed otherwise distortions or spatial biases would be introduced

when averaging the fields (Bengtsson et al., 2007; Bengtsson et al., 2009; Catto

et al., 2009). In regional climate modelling it is a common procedure to rotate

spherical coordinates (Kotlarski et al., 2014). This method is also applied here for

the composite analysis. The new centre of each cyclone is then located at 0°N;

0°E. Similar to (Bengtsson et al., 2007), this newly obtained grid, centred at 0°N;

0°E, is subsequently bilinearly interpolated onto a regular, equidistant longitude
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– latitude grid with 0.75° spatial resolution. Unlike (Bengtsson et al., 2007; Catto

et al., 2009; Dacre et al., 2012; Rudeva and Gulev, 2010) the fields are NOT rotated

according to direction of travel of the ETC. The composites are calculated with

equal weights. The analyses are carried out for four different composite event

sets:

• All cyclones, 3610 events, p > 1000hPa

• Strong cyclones, 489 events p < 960hPa

• All cyclones with matching wind storm, 1115 events, SSI > 0

• Strongest wind storms, 52 events, SSI > 30

The strong cyclone group is defined with respect to the minimum core pressure in

the cyclone’s lifetime and represents about 5% of all cyclones in the outlined North

Atlantic/European region. The threshold of 960hPa is chosen as it is close to the

exact value of 958.9hPa for the top 5% with respect to core pressure and has been

used in previous studies (see appendix or Befort et al., 2016, respectively). The

association of ETC and wind storm follows 2.2.2. The overlap of strong cyclones

and wind storms is quite high with 411 of the 489 strong cyclone events are also

wind storm events. However of the strongest wind storms only 20 out of the 52

have a core pressure below 960hPa. The choice of grouping the strongest 52 wind

storm events results out of a compromise between having enough events for the

following statistical analyses, a round SSI threshold and only selecting the high-

impact, socio-economically relevant wind storms.
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Composites for All Cyclones

The composite analysis corroborate results from previous composite studies (e.g.

Dacre et al., 2012) but extends them by the addition of the baroclinicity composites

and a cyclone intensity differentiation. The composites here are centred around the

time of the maximum intensification which leads to a time shift of about 12h when

compared to composites of previous studies centred around the time of maximum

intensity. All of the following analyses were also carried out for composites

centred around the time of maximum intensity but besides the mentioned 12h

shift the differences are only marginal and therefore not shown here. Note that the

composites show not the entire life cycle of extra-tropical cyclones as they only span

48h. Some main features during the development of extra-tropical cyclones become

however obvious. For the interpretation of these composites it is worth keeping in

mind that Northern Atlantic cyclones propagate in a north-easterly direction on

average. At 24h before the time of maximum intensification the former diminutive

wave and then frontal wave has already developed into a frontal wave cyclone (see

Hewson and Titley, (2010) for life cycle stages of extra-tropical cyclones). During

the course of the shown 48h the composites show the transformation into a mature

cyclone and early signs of cyclone decay.

Lower Troposphere:

In the ΘE composites the lower-level temperature wave becomes obvious as it divides

the composite in a north-western part with negative anomalies and south-eastern

part with positive anomalies (Fig. 3.4). These positive anomalies form the warm

sector with the warm and cold front on either end. This wave and the fronts are

also apparent in the composite for σBI between 850 and 700hPa with a bean shaped

maximum just north of the cyclone centre (Fig. 3.5). As the cyclone develops the

surface wave becomes more prominent and the warm sector reduces in size as the
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Equivalent Potential Temperature in 850hPa

(a) t = −24h (b) t = −18h (c) t = −12h

(d) t = −6h (e) t = 0h (f) t = +6h

(g) t = +12h (h) t = +18h (i) t = +24h

Figure 3.4: Composites for Equivalent Potential Temperature (ΘE) in 850hPa for
all Northern Atlantic cyclones with core pressure below 1000hPa in interannual
standard deviation units. Composites are built with respect to strongest pressure
fall of the cyclone (t=0h). Black lines denote standard deviation across composite
(most prominent line: sd=1; increment:0.2).

45
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Maximum Eady growth rate between 850 and 700hPa

(a) t = −24h (b) t = −18h (c) t = −12h

(d) t = −6h (e) t = 0h (f) t = +6h

(g) t = +12h (h) t = +18h (i) t = +24h

Figure 3.5: Composites for maximum Eady growth rate (σBI) in lower troposphere
for all Northern Atlantic cyclones with core pressure below 1000hPa in interannual
standard deviation units. Composites are built with respect to strongest pressure
fall of the cyclone (t=0h). Black lines denote standard deviation across composite
(most prominent line: sd=1; increment:0.2).
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Maximum Eady growth rate between 500 and 300hPa

(a) t = −24h (b) t = −18h (c) t = −12h

(d) t = −6h (e) t = 0h (f) t = +6h

(g) t = +12h (h) t = +18h (i) t = +24h

Figure 3.6: Composites for maximum Eady growth rate (σBI) in upper troposphere
for all Northern Atlantic cyclones with core pressure below 1000hPa in interannual
standard deviation units. Composites are built with respect to strongest pressure
fall of the cyclone (t=0h). Black lines denote standard deviation across composite
(most prominent line: sd=1; increment:0.2).
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Divergence between 500 and 200hPa

(a) t = −24h (b) t = −18h (c) t = −12h

(d) t = −6h (e) t = 0h (f) t = +6h

(g) t = +12h (h) t = +18h (i) t = +24h

Figure 3.7: Composites for Divergence between 500hPa and 200hPa for all Northern
Atlantic cyclones with core pressure below 1000hPa in interannual standard
deviation units. Composites are built with respect to strongest pressure fall of
the cyclone (t=0h). Black lines denote standard deviation across composite (most
prominent line: sd=2; increment: 0.4).
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cold front catches up with the warm front. The average magnitude of ΘE and low-

level baroclinicity remains similar during the shown 48h of the cyclone life cycle

while the maximum for ΘE is reached just after - for σBI just before the time of

maximum intensification. The uncertainty of the composites is however high as the

magnitude of the standard deviation across all events is in the order or greater than

the mean. This remains true for basically all composites. The low-level composites

also illustrate the anti-clockwise rotation of the cyclone.

Upper Troposphere:

In the upper troposphere the baroclinicity appears to be highest slightly upstream

of the surface pressure minimum. The cyclone centre, or the area with a pressure

minimum, is tilted with height towards the west (Kurz, 1990), this maximum of

baroclinicity is therefore clearly upstream of the cyclone centre. During the cyclone

development the upper-level baroclinicity intensifies with the maximum around the

time of maximum cyclone intensification (Fig. 3.6). After this stage the upper-level

baroclinicity weakens until the cyclone enters its barotropic phase, indicated by

the negative anomalies that start to appear around 6h after the time of maximum

intensification. (Fig. 3.6). Upper tropospheric divergence shows the strongest

anomalies of the four analysed quantities (Fig. 3.7). Highest positive anomalies

could be described as hook-shaped and are located in a similar area as upper

tropospheric baroclinicity anomalies. In this area the warm conveyor belt, slightly

upstream of the centre of the surface cyclone, changes direction from a more south-

north propagation to either an east- or westward direction. The strongest anomalies

in divergence also occur just after the time of maximum intensification. Behind the

cyclone centre is a region of negative anomalies (i.e. convergence) that moves more

and more over the area of the surface cyclone centre during the course of the shown

48h.
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Comparison of different Composite Sets

The comparison of the spatial distribution across the different sets of composites

reveals only minor structural differences between all cyclones, strong cyclones and

all wind storms for all analysed variables (compare Figs. 3.6 to 3.7 with Figs. 3.10

to 3.11). There is an indication in the ΘE and the upper tropospheric divergence

composites of greater anti-clockwise rotation around the cyclone centre.

The patterns change somewhat when only the strongest storms are considered.

Due to the decreased sample size the spatial distribution is noisier and the standard

deviation across the events is higher. In the lower troposphere there is no qualitative

difference in distribution when comparing composite sets. For the two upper-

tropospheric variables the centre of highest activity is moved slightly westwards

and located directly north of the cyclone centre.

The comparison of the intensity across the different composite sets shows however

clear differences. All variables show an increase of positive anomalies when all

cyclones are compared to the strongest 5% cyclones and wind storms. In the lower

troposphere ΘE increases of up to 50% in the area of maximum intensity when

compared to strong cyclones or all wind storms (compare Fig. 3.4 and Fig. 3.8).

This number increases to around 100% for the strongest wind storms. The greatest

increase occurs at the time of maximum intensification of the cyclone and shortly

after. The negative anomalies west of the cyclone centre for ΘE decrease but not

as strong in magnitude.

The differences in baroclinicity, both in the upper and lower troposphere and upper

tropospheric divergence are even greater. There is an increase of about 100%

primarily before the time of maximum intensification (compare e.g. Fig. 3.6 and

Fig. 3.10). This difference becomes already obvious 24 hours before the maximum

intensification. The strongest storms show an even greater increase when compared

to all cyclones also for baroclinicity and upper-tropospheric divergence, albeit to
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Equivalent Potential Temperature in 850hPa

(a) t = −24h; p < 1000hPa (b) t = 0h; p < 1000hPa (c) t = 24h; p < 1000hPa

(d) t = −24h; p < 960hPa (e) t = 0h; p < 960hPa (f) t = +24h; p < 960hPa

(g) t = −24h; SSI > 0 (h) t = 0h; SSI > 0 (i) t = +24h; SSI > 0

(j) t = −24h; SSI > 30 (k) t = 0h; SSI > 30 (l) t = +24h; SSI > 30

Figure 3.8: as figure 3.4 for all four composite sets.
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Maximum Eady growth rate between 850 and 700hPa

(a) t = −24h; p < 1000hPa (b) t = 0h; p < 1000hPa (c) t = 24h; p < 1000hPa

(d) t = −24h; p < 960hPa (e) t = 0h; p < 960hPa (f) t = +24h; p < 960hPa

(g) t = −24h; SSI > 0 (h) t = 0h; SSI > 0 (i) t = +24h; SSI > 0

(j) t = −24h; SSI > 30 (k) t = 0h; SSI > 30 (l) t = +24h; SSI > 30

Figure 3.9: as figure 3.5 for all four composite sets.
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Maximum Eady growth rate between 500 and 300hPa

(a) t = −24h; p < 1000hPa (b) t = 0h; p < 1000hPa (c) t = 24h; p < 1000hPa

(d) t = −24h; p < 960hPa (e) t = 0h; p < 960hPa (f) t = +24h; p < 960hPa

(g) t = −24h; SSI > 0 (h) t = 0h; SSI > 0 (i) t = +24h; SSI > 0

(j) t = −24h; SSI > 30 (k) t = 0h; SSI > 30 (l) t = +24h; SSI > 30

Figure 3.10: as figure 3.6 for all four composite sets.
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Divergence between 500 and 200hPa

(a) t = −24h; p < 1000hPa (b) t = 0h; p < 1000hPa (c) t = 24h; p < 1000hPa

(d) t = −24h; p < 960hPa (e) t = 0h; p < 960hPa (f) t = +24h; p < 960hPa

(g) t = −24h; SSI > 0 (h) t = 0h; SSI > 0 (i) t = +24h; SSI > 0

(j) t = −24h; SSI > 30 (k) t = 0h; SSI > 30 (l) t = +24h; SSI > 30

Figure 3.11: as figure 3.7 for all four composite sets.
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only a relatively small region around the cyclone centre.

The composites of the strongest 5% cyclones and all wind storms generally agree

to a large extent both in magnitude and spatial distributions.

3.4 Event to Event Variability

The primary goal of such composite analyses is to group events or entities to find

general characteristics of the event set. Previous studies (Catto et al., 2009; Dacre

et al., 2012; Rudeva and Gulev, 2010) about the characteristics of extra-tropical

cyclones and/or wind storms operate along these lines by investigating the average

and possibly its range for different variables associated with the selected events.

The previous paragraph outlines some similarities and differences of mean cyclone

characteristics between the chosen event sets. Following one overarching goal of the

thesis (see section 1.5) the reasons for differences (or lack thereof) in the composites

need to be looked at in more detail. It is therefore the variability of composites that

is also investigated here. There has so far not been a study about the temporal or

spatial variability of composites of extra-tropical cyclones. For each of the event sets

a principle component analysis is carried out as described in 2.2.7. The structures in

each EOF give the amplitudes of the original normalised fields in standard deviation

units. Each principle component represents one cyclone or wind event. The EOF

loadings for this PCA are shown in figures 3.12 to 3.15 for the time of maximum

cyclone intensification. There is no substantial difference in EOF loadings between

the three different points in time of the cyclone life cycle, that is why only on one

of them is shown here.

The first EOF over the ΘE composites represents the large scale conditions, as to

whether latent heat is generally available or not. With a relative high explained

variability of above 30% this shows that ETCs with associated wind storms can

develop either with or without latent heat (release). The 2nd and 3rd ΘE EOF
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represent the synoptic scale. The highest variability in the 2nd EOF is associated

with the cold front and in the 3rd EOF with the warm front at the surface. As

ΘE is general highest in between the fronts in the warm air sector, the position of

the fronts determines where high or low ΘE values are located with respect to the

cyclone centre.

The EOF analysis for the other growth factors does not reveal such a variability of

the large scale conditions between events. The most dominant variability pattern,

i.e. EOF1, generally resembles the composite. This means that variability scales

with magnitude which the standard deviation in the composites also suggests. The

total explained variability for the first three EOFs for baroclinicity in the upper

and lower troposphere, and for upper-tropospheric divergence is also significantly

reduced when compared to ΘE. EOF 2 and 3 for upper-tropospheric divergence

are even degenerated (North et al., 1982) which disallows any interpretation (see

2.2.7).

With these potential caveats in mind, the EOFs still reveal some interesting

insights into the variation of wind storm events. The 2nd EOF for σBI in the

lower troposphere is very similar in shape to the 1st EOF for σBI in the upper

troposphere but with different explained variability. This means that while upper

level baroclinicity is linked to lower level baroclinicity, a variation in the one is not

necessarily associated with a variation in the other. The 2nd EOF in upper level

baroclinicity shows some event to event variations to the east of the cyclone centre.

Upper-tropospheric divergence shows the greatest variability in magnitude between

events.
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(a) t = 0h, EOF1, 32.5% (b) t = 0h, EOF2, 19.4% (c) t = 0h, EOF3, 13.4%

Figure 3.12: EOF loadings for equivalent potential temperature in 850hPa (ΘE)
composites in interannual standard deviation units associated with one standard
deviation of the respective principle component. Shown is the time of maximum
intensification of the cyclone. The part of the variance that is explained by each
EOF is given in the right top corner.

(a) t = 0h, EOF1, 9.7% (b) t = 0h, EOF2, 7.8% (c) t = 0h, EOF3, 6.3%

Figure 3.13: As Figure 3.12 for lower tropospheric maximum Eady growth rates
(σBI , between 850 and 700hPa).
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(a) t = 0h, EOF1, 17.2% (b) t = 0h, EOF2, 13.6% (c) t = 0h, EOF3, 8.0%

Figure 3.14: As Figure 3.12 for upper tropospheric maximum Eady growth rates
(σBI , between 500 and 300hPa).

(a) t = 0h, EOF1, 7.1% (b) t = 0h, EOF2, 5.1% (c) t = 0h, EOF3, 4.1%

Figure 3.15: As Figure 3.12 for upper tropospheric divergence (between 500hPa and
200hPa).
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3.5 Principle Component Selection

In order to reveal which of these variability pattern, i.e. EOF loadings, is

more important for stronger cyclones or wind storms the distribution of principle

component values for the dates with strong cyclones or wind storms are analysed.

The relation between the NAO and wind storms is taken as an example to

demonstrate how this new method works: Assume a PCA for monthly MSLP over

the North Atlantic is carried out. The first EOF will be the NAO. All PC values

are divided by their standard deviation so that and the distribution of PC values

has a mean of 0 and standard deviation of 1. In a next step only PC values of

months that show high wind storm frequency are selected from this distribution.

These selected PC values are likely to be greater than 0 (i.e. NAO positive) as there

is a positive correlation between NAO and wind storm frequency. The distribution

of the selected PC values has thus a mean of greater than 0. Assume the relation

between NAO and wind storm frequency is not known a priori, this method could

help to identify this link by comparing the distributions of all PC values and only

wind storm PC values. The newly selected set of PC values would not fulfil the

synthesis equation (see Equation 2.8 in 2.2.7) but could show systematic shifts in

favour of one or more EOFs.

The advantage of this way instead of a PCA for only months with strong wind

storm frequency is the conservation of the order of EOFs, e.g. EOF 1 stays EOF 1.

If a PCA is carried out for a smaller sample size and their is a systematic shift of

variability patterns compared to the bigger sample size, the order of EOFs is likely

to change.

This method is now applied to the PC values of the PCA above and the newly

generated distributions of PC values for strong cyclones and wind storms are

compared to the original PC distribution with a mean of 0 and standard deviation

of 1. The distributions are statistically compared with a Student’s t-test with the
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null hypothesis that the means are the same.

Results for the newly obtained distribution of this PC selection method are shown

as box-whisker plots in figure 3.16 for all growth factors. The large scale availability

(or the lack thereof) for ΘE does not seem to change in frequency for strong cyclones

or wind storms as there is no significant shift in the distributions for PC 1 (Figs.

3.16a-c). EOF 2 for ΘE, that is mainly related to the position of the cold front,

shows a tendency of enhanced frequency for strong cyclones and all wind events

24 hours prior to the maximum intensification. The 2nd EOF loading is negative

around the cold front, meaning that increased frequency relates to decreased ΘE

values. 24 hours after the maximum intensification the picture is reversed. For the

3rd EOF, that is associated with ΘE in the warm air sector, shows decreased PC

values for strong cyclones and wind storms. This means increase latent heat as the

EOF loading is negative in this region.

The event to event variability of lower level baroclinicity is greater for stronger

cyclones and wind storms than for all cyclones during maximum intensification in

the region where the baroclinicity is greatest (Figs. 3.16d-f). 24 hours either side

the event to event variability is reduced in this region. This means that low level

baroclinicity and intensification of the cyclone are strongly linked in time around

the cyclone centre.

The first EOF loadings for upper level baroclinicity and divergence show increased

frequency 24 hours before and at the time of maximum intensification and decreased

frequency 24 hours after (Figs. 3.16g-l). As these variability patterns are closely

related to the general composites, these findings corroborate the results from section

3.3.3. At the time of maximum intensification the upper troposphere σBI PC values

for the 2nd EOF show decreased frequency for strong cyclones and all wind storms,

but increased frequency for strong wind storms albeit not significant. The third

EOF of upper tropospheric baroclinicity, related to event to event variability of
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(a) ΘE , 850hPa; t = −24h (b) ΘE , 850hPa; t = 0h (c) ΘE , 850hPa; t = 24h

(d) σBI , 775hPa; t = −24h (e) σBI , 775hPa; t = 0h (f) σBI , 775hPa; t = 24h

(g) σBI , 400hPa; t = −24h (h) σBI , 400hPa; t = 0h (i) σBI , 400hPa; t = 24h

(j) Divergence; t = −24h (k) Divergence; t = 0h (l) Divergence; t = 24h

Figure 3.16: Box-whisker diagram for selected PC values of first three EOFs. PC
values for each event are taken from all cyclones event set and sampled if event is
also part of other event set (see colours in (a)-(c)). Central line represents median,
box limits correspond to lower and upper quartile and whiskers show 5th and 95th
percentile. Black dot (at mean position) indicates statistical significant difference
in mean to PC value distribution of all cyclones.
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baroclinicity just west of the cyclone centre, shows a statistical significant increase

in importance for strong wind storms. In the composite analysis this region does

not show any significant anomalies. It could be that in this region σBI is in very few

cases greatly increased, e.g. in strong wind storms. The maximum Eady growth

rate includes the static stability of the atmosphere (see also 2.3.2). In strong wind

storms this static stability can be decreased dramatically just west of the cyclone

centre when a sting jet occurs (Gray et al., 2011).

3.6 Summary and Discussion

This chapter aims to distinguish between atmospheric conditions on the synoptic

scale that lead to mid-latitude winter wind storms and those that lead to “just”

an average extra-tropical cyclone. These atmospheric conditions or cyclone growth

factors analysed here are the maximum Eady growth rate σBI in the upper and

lower troposphere as a measure for baroclinicity, equivalent potential temperature

in 850hPa ΘE as a measure for latent and sensible heat availability and the vertical

sum of upper tropospheric divergence between 500 and 200hPa. These factors have

been shown to be of crucial importance for the development and intensification

of wind storms (Ulbrich et al., 2001; Pinto et al., 2009; Fink et al., 2009; Fink

et al., 2012; Pirret et al., 2017; Liberato et al., 2011; Liberato, 2014).

The main result of this chapter corroborates these previous studies as strong-extra

tropical cyclones and wind storm composites show higher magnitudes than all

cyclones. A major new finding of this work is the similarity of the spatial structure

between the different analysed samples. The climatological spatial distribution

around the cyclone centre is not dependent on core pressure or associated wind

speeds of an extra-tropical cyclone. This remains true for all investigated growth

factors.

In their study about three winter storms in December 1999 Ulbrich et al., (2001)
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find no major differences for σBI between the upper and lower troposphere. Pinto et

al.,(2009, hereafter P09) relate σBI in the upper troposphere to deep cyclones while

in other studies σBI in the lower troposphere is related to storm track activity

(Hoskins and Valdes, 1990; Novak et al., 2014). There has not been a study

systematically relating upper and lower level baroclinicity. This chapter shows

that both are certainly linked but differ in structure and event to event variability

in relation to wind storms.

The chosen method to compare all cyclones, stronger cyclones and wind storms is

a composite analysis for four event sets. Results for deep cyclones (below 960hPa),

which corresponds to about the strongest 5% and results for all wind storms are

almost identical despite a sample size difference of a factor 2 in favour of wind

storm events. There is however also a big overlap as almost all deep cyclones are

also identified as a wind storm. The strongest wind storms (SSI>30, 52 events) are

selected with respect to the overall SSI over the lifetime of a storm (see also 2.2.3).

Only 20 of these 52 events had a pressure below 960hPa. This discrepancy is either

due to a mismatch between SSI and actual strength of the storm or an indication

that strong wind storms are not necessarily events with the lowest pressure. The

other 32 storms have likely existed relatively long, as the SSI accumulates over the

life time of a storm. They might be also an example of inflated SSI values in regions

with few storms or a low 98th wind speed percentile (Walz et al., 2017).

Composite analyses have been used in various previous studies about extra-tropical

cyclones (Dacre et al., 2012; Catto et al., 2009; Pinto et al., 2009; Rudeva and

Gulev, 2010; Bengtsson et al., 2009). The above analyses follow the composite

procedure by Bengtsson et al., (2007) that was also used in some of these studies

but do not include a rotation with respect to propagation direction of the cyclone.

Such a rotation was also not applied in P09. Composite results for all cyclones

in ΘE and upper-tropospheric divergence are very similar to for example P09 or

Dacre and Gray, (2012) if a rotational difference of about 45°is taken into account.
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Although most of these studies focus on a subset of cyclones, either chosen by region

or intensity, which corresponds to a much smaller number of events than in the all

cyclones composite here (3610 compared to e.g. 50,200 or 567), the overall results

remain qualitatively very similar.

There is however a difference for σBI in the upper troposphere in comparison to

P09. The baroclinicity maximum here is located north-east of the cyclone centre at

the time of maximum intensification, while in P09 the maximum is found around

the cyclone centre. Their composite of upper tropospheric σBI for strong cyclones at

the time of maximum intensification (their figure 11a) is very similar in shape to the

composite of lower tropospheric σBI for strong cyclones 24h before the maximum

intensification here. There is no obvious reason as to why such a difference is found.

Potential reasons could include the different analysed data set (NCEP1 vs. ERA-

Interim) and therefore also different time periods (1958-1998 vs. 1979-2013) or the

different region (70°W–40°E, 30°–75°N vs 90°W-40°E 40-70°N). How the different

underlying grids in the vicinity of the cyclone centres were transformed for the

composites in P09 or whether a latitudinal dependency was taken into account

remains unclear. P09 consider absolute exceedances of the local 95th percentile

while here normalised values are used.

P09 is the only of the composite studies to also look at baroclinicity but only at

the time of maximum cyclone intensification. The theoretical relation between

baroclinicity and cyclones or wind storms (see 2.3.2) could be summarised as

enhanced baroclinicity→ ETC→mixing of the atmosphere→ reduced temperature

gradient → reduced baroclinicity (Hoskins and Valdes, 1990; Novak et al., 2014).

The temporal evolution in the composites of baroclinicity in the upper troposphere

(figure 3.6) follows this causal chain. Composites for lower level baroclinicity do

however not show a substantial reduction of σBI for the analysed time period around

the maximum intensification of the cyclone (figure 3.5). This could either mean that

baroclinicity in the lower troposphere is generally reduced later than in the upper

64



3.6. SUMMARY AND DISCUSSION

troposphere during the life cycle of a cyclone or that other process such as latent

heat release replenish baroclinicity in the lower troposphere fast enough that the

theoretical reduction does not become obvious. This was likely the case for Kyrill

in January 2007 when baroclinicity was still high after the passing of the storm

(see figure 3.1) and could be generally the case for secondary cyclones that form in

trailing cold fronts of the primary cyclone (Dacre and Gray, 2009).

Despite the differences of composite results for baroclinicity, one of the main

conclusions from P09 is also found in this chapter: stronger cyclones show generally

higher values of tropospheric growth factors. The composite analyses suggest, that

ΘE is increased by about half a standard deviation for strong cyclones and all

wind storms and by about 1 standard deviation for strong wind storms (figure 3.8.

σBI and divergence in the upper troposphere are increased by about 1 standard

deviation already 24 hours before the time of maximum intensification. This is an

indication that the growth factors are actually the cause for the pressure to fall

(figures 3.10 and 3.11 This point is strengthened by the increased frequency of the

EOF 1 (of the event to event PCA) for these two quantities that strongly relate to

the general composites. The frequency of EOF 1 for σBI in the lower troposphere,

which also strongly resembles the general composite, decreases before the time of

maximum intensification and increases at t = 0h. The cause and effect relation is

thus not as clear for lower level baroclinicity. From the composite analysis alone,

there is no apparent difference whether upper or lower baroclinicity serves as a

better precursor for strong cyclone or wind storm development.

The first event to event EOF for ΘE with over 30% explained variability can be

regarded as the large scale availability of latent heat (figure 3.12a). The position

of the jet stream might thereby play an important role. Cyclones that stay longer

on the southern side of the jet stream tend to be more likely driven by diabatic

processes (Pirret et al., 2017).

The PC value distribution for this EOF does not change between all cyclones or
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strong cyclones or cyclones with wind storms respectively (figure 3.16a-c). The

relation between diabatic contributions for cyclone development due to the position

of the jet does thus not change for strong cyclones or wind storms. The smaller scale

relation of latent heat and cyclone structure seem to be more important especially

before the time of maximum intensification (see EOF 2 3.12b and 3.16a). If latent

heat is available and “accessible” in between the fronts of a cyclone, it can strongly

intensify the storm. This might have been the case for winter storm Klaus in

comparison to winter storm Joris (see figure 3.3) as discussed in section 3.2.

Extra-tropical cyclones have found to be more sensitive to diabatic processes in the

eastern part of the North Atlantic (Dacre and Gray, 2009). Such differences are not

possible to assess with the above analyses but with a pre-selection of cyclones as to

where (east or west) they intensify, this composite-eof method could reveal further

regional differences of the role of latent heat for cyclone development.

The PCA to investigate event to event variability generally leads to low explained

variances per EOF with the exception of ΘE. The interpretation of the EOFs for

the other growth factors has to be therefore cautious. The PC-selection method as

described in section 3.5 shows some interesting results as discussed above for ΘE or

the temporal shift of event-to-event variability pattern for σBI or upper tropospheric

divergence. Despite a sometimes significant shift of the PC distributions, also these

results have to be treated with caution. None of the box-whisker plots (figure 3.16)

shows a very obvious and definite shift of the PC values to one or the other side.

The general idea of this eof-pc-selection method could proof useful for other

applications in future, especially when the explained variability of the EOF loadings

is higher than here. Staying with the previously introduced example of NAO and

wind storm frequency: assuming a non-linear relation that wind storms only occur

if the NAO has a value greater than 1 standard deviation. This method would lead

to a clearly shifted distribution of PC values including the exact threshold of 1.

P09 found an influence of the NAO on the above atmospheric growth conditions.
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There is therefore the remaining question in how far other variability modes, such as

the East Atlantic Pattern, or further teleconnection patterns on different temporal

or spatial scale could influence cyclone intensification on the synoptic scale. One

potential steering mechanism for wind storm frequency on the seasonal scale is

discussed in chapter 6.
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4

TROPOSPHERIC MID-LATITUDE

GEOPOTENTIAL WAVE CHARACTERISTICS

ASSOCIATED WITH STRONG WIND

EVENTS IN THE NORTH

ATLANTIC/EUROPEAN REGION

4.1 Introduction

In recent years several studies have linked the frequency of Northern hemispheric

weather extremes, mainly in temperature and precipitation, to high amplitude

mid-latitude Rossby waves (Mann et al., 2017; Petoukhov et al., 2016; Kornhuber

et al., 2017; Screen and Simmonds, 2014), both in summer and in winter.

While the frequency of some extremes is likely to increase with global warming

(IPCC, 2012; Coumou and Rahmstorf, 2012; Hoskins and Woollings, 2015) and

thermodynamic effects through a change in the mean temperature are not sufficient

to explain such an increase (Horton et al., 2015; Hoskins and Woollings, 2015),

this has been linked to an increase in high amplitude wave activity (Francis and

Vavrus, 2012; Tang et al., 2013; Petoukhov et al., 2013).

Rossby waves on a hemispheric scale have long been linked to variability modes such

as the NAO (Hoskins and Karoly, 1981; Hoskins and Ambrizzi, 1993; Branstator,

2002; Scaife et al., 2017), which is strongly linked to meteorological extremes in
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general and wind storm in particular (see 1.3.2). Waves with certain planetary wave

numbers can be “trapped” in regions with strong jet activity and thus transport

an anomaly signal over long distances (ibid.). The jet streams are stronger in the

winter months giving such a proposed waveguide mechanism a greater likelihood.

Many of the mentioned studies above analyse monthly or seasonal data (e.g.

Branstator (2002), Scaife et al.,(2017), Screen and Simmonds, (2014)) and almost

all of them look at hemispheric wave activity (Mann et al., 2017; Petoukhov

et al., 2013; Kornhuber et al., 2017; Francis and Vavrus, 2012; Coumou and

Rahmstorf, 2012; Screen and Simmonds, 2014). It has however been shown by

Screen and Simmonds (2014) or Roethlisberger et al. (2016) that for some weather

extremes regional differences have to be taken into account. For wind storms the

synoptic scale is of crucial importance and the existence of shorter baroclinic waves

(Ulbrich et al., 2001) as also seen in the previous chapter 3.

Most recent studies that linked mid-latitude planetary waves and strong wind

events on the synoptic scale have focused on Rossby wave breaking especially for

clustering of strong extra-tropical cyclones (Hanley and Caballero, 2012; Gómara,

Rodriguez-Fonseca, Zurita-Gotor and Pinto, 2014; Pinto et al., 2014; Messori and

Caballero, 2015; Priestley et al., 2017a; Priestley et al., 2017b). Rossby wave

breaking has also been strongly linked to high-latitude blocking events (Woollings

et al., 2008; Masato et al., 2012; Hoskins and Woollings, 2015; Michel et al., 2012),

that lead to a reduction of wind storm frequency (Davini et al., 2012; Woollings

et al., 2010; Woollings, 2010; Zappa et al., 2014). Blocking events show high

amplitudes in mid-tropospheric planetary waves often associated with a negative

phase of the NAO, they are likely to deflect the jet stream (Woollings et al.,

2010), and prevent cyclones from travelling towards Europe (see also figure 3.2).

Accordingly Roethlisberger et al. (2016) find a significant reduction in wind gust

extremes when the jet stream shows enhanced waviness.

Such high amplitude waves over the North Atlantic can however also be related to
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so-called strong and persistent ridge events (Santos et al., 2009). These events

are strongly associated with anti-cyclonic Rossby wave breaking, a northward

displacement of the jet stream and a positive phase of the NAO (Woollings

et al., 2011). Such events block cyclones to reach southern Europe but could allow

more cyclones to reach central and northern Europe. These events are in line

with the studies about quasi-stationary Rossby waveguides above (e.g. Branstator,

(2002)). Under the assumption that Rossby or planetary waves have to grow in

amplitude first before they can break, a systematic analysis of wave amplitudes in

relation to wind storms seems appropriate. This has however not been addressed

systematically.

The question that this chapter will focus on are therefore:

• Do extremes of mid-latitude geopotential waves amplitudes systematically

influence the likelihood of wind storm occurrence?

• Which are the most important planetary wave numbers whose amplitudes

influence wind storm occurrence?

• Does the relation between wave amplitude and wind storm frequency depend

on wind storm intensity?

With the exception of Roethlisberger et al. (2016) wave activity of the tropospheric

flow or jet waviness respectively was assessed with two different methods: either

as anomaly of geopotential height isopleths or isentropic potential vorticity contour

from a zonal mean state along a certain latitude (Francis and Vavrus, 2012; Francis

and Vavrus, 2015; Screen and Simmonds, 2013b) or as fast Fourier decomposition

along certain latitudinal bands (Petoukhov et al., 2013; Coumou et al., 2014;

Kornhuber et al., 2017; Screen and Simmonds, 2013b; Screen and Simmonds, 2014)

of the meridional wind or the geopotential height. Depending on the method used

results can differ substantially (Screen and Simmonds, 2013b). It appears that the

first method can lead to wrong conclusions (Barnes and Polvani, 2013; Barnes and
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Screen, 2015; Screen and Simmonds, 2013a), that is why Fourier decomposition will

be used here as the preferred option.

This chapter is structured as follows: after this introduction, the FFT method is

explained and applied on a case study in the second part. This is followed by a result

section 4.3 divided into two parts. Firstly starting the analysis with wind storms

and analyse the signal in the geopotential waves (4.3.1) and secondly starting with

anomalies in the geopotential waves and analyse the effect on wind storm frequency

(4.3.2). The chapter will conclude with a summary and discussion.

4.2 FFT for a single storm

The analysis of mid-tropospheric geopotential waves follows the study of Screen and

Simmonds, (2014, hereafter SS). In SS the objective of the study was the relation of

temperature and precipitation extremes to planetary and regional waves while here

the focus is on the relation of such waves to strong wind events as part of a winter

wind storm. The analysed data is 6-hourly ERA Interim reanalysis (see 2.1.1 from

1979 to 2011 for the winter months from October to March (Dee et al., 2011). The

slightly shorter time period than in chapter 3 is chosen to provide the possibility

for a subsequent comparison with long-term reanalysis, such as the NOAA 20CR

data set (Compo et al., 2011).

Analogue to SS the mid-tropospheric geopotential height is decomposed into a

Fourier series of periodic waves using the FFT decomposition of the meridional

mean from 35° to 60°N for two regions: the entire Northern Hemisphere and the

North Atlantic sector including large parts of the North American continent from

120° to 0°W.

An example of such a decomposition is shown in relation to wind storm Christian

hitting Germany and Denmark in October 2013 (Von Storch et al., 2014) in figure

4.1. Note that the analysed region differs slightly for demonstration purposes (see
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figure 4.2).

Using the fast Fourier transform (FFT) to compute the discrete Fourier transform

(very efficiently), the longitudinal structure of a variable Z averaged over a

latitudinal band can be expressed in a Fourier series as:

Z(x, t) = A0(t) +
n∑
k=1

Ak(t) cos(kπ
x

180
− ϕk(t)) (4.1)

with t the time, x the longitude, A0 the zonal mean, k the wave number, n the

highest wave number in the Fourier series (in figure 4.1 n = 10), Ak the Amplitude

of wave with wave number k (hereafter only referred to as wave k) and ϕk the phase

of wave k. The wave length λ of wave k is approximated at a latitude of 47.5°N

(the mean of 35 and 60) as

λ =
rπ

k

L

180
cos(π

47.5

180
) (4.2)

with L the longitudinal sector in degrees and the Earth’s radius r = 6, 371km.

Waves with 7 < k < 13 were described as medium scaled waves by Blackmon, (1976)

and have a frequency between 2.5 and 6 days. This frequency has since become a

sort of synonym for synoptic or extra-tropical storm track activity (Ulbrich et al.,

2008). Zappa et al. (2013) extended that frequency range slightly to 2 to 6 days,

taken into account even shorter waves as part of the storm track. These smaller

planetary waves with planetary wave numbers of 12 and even shorter are therefore

also of interest here, but were not considered in previous studies using FFT for

geopotential height fields (Coumou et al., 2014; Kornhuber et al., 2017; Screen and

Simmonds, 2014; Mann et al., 2017; Petoukhov et al., 2013). It is for this reason that

the Fourier decomposition is also applied to the North Atlantic sector only in order

to analyse planetary waves with high wave numbers due to gepotential anomalies in

this region and not elsewhere. Fourier decomposition along a non-periodic section,

such as the North Atlantic sector here, differences between the geopotential mean at
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the most western and most eastern longitude (see Original Z500 in figure 4.1) can

introduce so-called red noise that influences the results of primarily longer waves.

The Fourier decomposition might thus be not correct and artificial high amplitudes

might occur in some waves especially with lower wave numbers. In previous studies,

e.g. SS, the FFT was however applied to a non-periodic section. In order to reduce

the error the geopotential meridional mean is “tapered” in the analyses prior to the

FFT. This means applying a smoothing function (here a split-cosine-bell function

as recommended by the NCAR Command Language, NCL, (2017) to 10% at both

ends of the geopotential meridional mean for the FFT over the North Atlantic

sector. The smoothing will reduce the probability of red noise and artificial high

peaks and re-establish the mathematical accuracy of the FFT. Applying the FFT

here along a non-periodic section can overall be regarded as a compromise between

being able to analyse high planetary wave numbers over the North Atlantic domain

and introducing small errors to waves with lower wave numbers over this domain.

The outcome of the FFT decomposition allows the analysis of the amplitude Ak and

the phase ϕk for each wave number. The phase determines the position of the wave

in a longitudinal direction. The climatology for planetary waves including their

preferred positions, i.e. the distribution of ϕk, has long been addressed (Reiter and

Westhoff, 1981). Here, the distribution of planetary waves with respect to wind

storms is analysed.

The position of each wave in relation to a cyclone centre that is associated with a

wind storm can be expressed through

ϕ̃(t) = 2kπ
x0 − xs(t)

L
with cos(ϕ̃) = cos(ϕ̃+ 2π) (4.3)

with x0 as the western most longitude of the FFT decomposition and ϕ̃ as the wave

position relative to xs the location of the cyclone centre (hereafter referred to as
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Figure 4.1: Fourier decomposition of meridional mean (35°- 60°N) of geopotential
height in 500hPa for North Atlantic / European section (see red box in figure 4.2)
on 13th October 2013, 12pm. First 10 harmonics in top panel, first 5 harmonics
in middle panel and 6th to 10th harmonics in bottom panel. Bottom panel has
different y-axis, indicated with horizontal dashed lines in top panel. Zonal mean
A0 removed. Black vertical line indicates location of cyclone centre of wind storm
Christian. See text for details.
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Figure 4.2:
Geopotential Height in 500hPa
on 13th October 2013, 12pm.
Black line indicates cyclone
track, green line indicates wind
storm track of storm Christian.
Green hatched area shows areas
with exceedances 98th local
percentile in 10m wind speeds.
Red box shows area for Fourier
decomposition in figure 4.1.

wave position). The wave with the greatest amplitude in figure 4.1 for wind storm

Christian is wave 2. ϕ̃ for wave 2 approximately equals to π
4

meaning the cyclone

centre is on the front side of the wave trough shortly behind the ridge. To simplify

the interpretation of the following results for the wave position ϕ̃ will be divided

into four areas:

−π
4
< ϕ̃ <

π

4
→ Ridge

π

4
< ϕ̃ <

3π

4
→ Ahead of trough

3π

4
< ϕ̃ <

5π

4
→ Trough

5π

4
< ϕ̃ <

7π

4
→ Behind the trough

The association of a wind storm to a cyclone follows the matching algorithm

explained in 2.2.2.
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4.3 Results

In the following result section wave amplitudes and wave positions relative to

the cyclone centre of a storm are analysed. This extends most of the previously

mentioned studies as they focus primarily on wave amplitudes (e.g. SS). The wave

amplitudes are normalised (see 2.2.4 to make a comparison between different wave

numbers possible.

How do Geopotential Waves Characteristics change during Wind Storms

Occurrences?

In this first results section the analyses aim to identify differences in geopotential

wave characteristics between 6h-time steps without and 6h-time steps with a wind

storm that travels into the Eastern North Atlantic / European region (20°W - 40°E;

35° - 60°N, see grey box in figure 1.1a). This region is smaller than the wind storm

region in chapter 3 but there are no further selection criteria to wind storms or

cyclones. For this chapter a total of three subsets are analysed:

• Climatology:

All 6h time steps in ERA Interim in the winter months from October to March

between 1979 and 2011

• All Wind Storms:

One time step per wind storm that crosses the Eastern North Atlantic /

European region (20°W - 40°E; 35° - 60°N).

• Top 50 Storms:

One time step per strongest 50 wind storms. Strongest storms are identified

using the accumulated SSI (see 2.2.3).
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(a) k = 1 λ ' 27, 000km (b) k = 2 λ ' 13, 500km (c) k = 3 λ ' 9, 000km

(d) k = 4 λ ' 6, 750km (e) k = 5 λ ' 5, 400km (f) k = 6 λ ' 4, 500km

Figure 4.3: Normalised amplitude distribution for first 6 wave numbers of FFT
decomposition over Northern Hemisphere and meridional mean between 35°and
60°N. Shown are all possible 6h time steps (black line), all time steps with an
associated wind storm (blue line), and all time steps with a strong wind storm (red
bars). P-values of a ks-test comparing the distributions of all time steps with an
associated wind storm (blue) and all time steps with a strong wind storm (red) to
the distribution of all possible time steps.

The selected time step for all storms and for the top 50 storms corresponds to the

date and time when the storm had its strongest intensity (SSI, see 2.2.3). The

strongest intensity can be outside the defined region.

The statistical significance of differences in amplitude distributions is assessed using

the two-sample Kolmogorov-Smirnov test or KS-test (Wilks, 1995). It tests the null

hypothesis whether two samples are drawn from the same distribution. Unlike the

more common Student’s t-test or the unequal variance t-test used in SS, the KS-test

is a non-parametric test and allows for non-normality as it compares the cumulative

distribution function of the sample distributions. This is here especially important

for the case, when only the top 50 storms are selected.
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Complete Northern Hemisphere

The normalised amplitudes of planetary wave 1 show no statistical significant

differences between time steps with or without storm (Figure 4.3a). It appears

however that there is a tendency of smaller wave amplitudes when a wind storm

occurs. The amplitude of wave 2 to 4 is significantly greater during the time of a

wind storm. When only the strongest 50 wind storms are considered, there is an

indication of greater amplitudes in wave 2, albeit not statistically significant (Figure

4.3b). The amplitudes of wave 3 show a tendency to be greater for strong wind

storms, but with an upper limit of amplitude of around one standard deviation

above the mean (Figure4.3c). The distributions between all time steps and time

steps with strong storms are thus not significantly different. This different signal

for all wind storms and strong wind storms is further discussed in section 4.3.2.

For wave 4 the change in amplitudes between all time steps with storms and time

steps with strong storms agree well (Figure4.3d). Amplitudes of planetary waves

5, 6 (figs. 4.3e and 4.3f) bigger wave numbers (not shown) show no differences in

case a wind storm occurs or not. A summary of the changes of amplitudes is given

in table 4.1.

The distribution of wave positions with respect to the cyclone centres of wind storms

shows generally no differences between all time steps with storms and all time steps

with strong storms. The preferred position of a storm appears to be at the ridge

of wave 1, ahead of the trough of wave 2 and at or behind the trough for wave 3

(Figure 4.4). The wave position is nearly equally distributed for waves with higher

wave numbers. The distribution of wave positions for all time steps is not shown

here as there is no obvious reference point such as the cyclone centre for these waves.

The “ridge” of wave 1 one is more a shift of the geopotential height towards the

North over the North Atlantic. An increase of geopotential height over the North

Atlantic is usually not associated with high cyclone or wind storm activity. As the

results of the wave amplitudes have shown, wave 1 tends to be not overly important
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for wind storm occurrence and if at all with their amplitude should be small. If

there is a storm over the North Atlantic it appears that the likelihood that wave

2 has a strong amplitude and the trough is also located over the North Atlantic

is increased (see also Figure 4.7b). Planetary wave 3 is one of the slower moving

Rossby waves and depending on the current zonal flow it sometimes moves even

retrograd (Rhines, 1970). It is also often referred to as quasi-stationary with ridges

located at high orographic regions such as the Rocky Mountains and the Himalaya

and troughs in between these ridges, e.g. over the North Atlantic. Figure 4.4c is

therefore very similar to the climatological mean condition for any location in the

eastern North Atlantic.

It may seem surprising at first that wave amplitudes of hemispheric wave numbers

shorter than 5 appear to have no connection to wind storm frequency as it is

mainly medium scaled or even shorter waves that are considered to be important

for storm track activity (e.g. Blackmon,1976). These shorter waves can however

not be regarded as hemispheric as they only exist over a limited longitudinal range

(Simmons and Hoskins, 1978). A FFT decomposition over a smaller part of the

hemisphere is thus necessary.

North Atlantic Sector, 120° to 0°W

The wave frequency analysis is also carried out for the North Atlantic. The selected

sector from 120° to 0°W is almost entirely upstream of the region that storms have

to pass (20°W to 40°E) to be considered in the analysis. As the analysed region

spans one third of the hemisphere each North Atlantic wave number has to be

multiplied by three for the corresponding planetary wave number. Wave 1 in the

North Atlantic sector (hereafter NAt 1) corresponds to planetary wave 3, wave 2

in the North Atlantic sector to wave 6 and so forth. The results for the amplitudes

of NAt-wave 1 and NAt-wave 2 corroborate the results for the planetary Fourier

decomposition. NAt-wave 1 also shows statistical significantly greater amplitudes
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(a) k = 1 λ ' 27, 000km (b) k = 2 λ ' 13, 500km (c) k = 3 λ ' 9, 000km

Figure 4.4: Wave position distribution for first 3 wave numbers of FFT
decomposition over Northern Hemisphere and meridional mean between 35°and
60°N. Shown are all time steps with an associated wind storm and all time steps
with a strong wind storm.

for wind storm time steps when compared to all time steps, but no change if only the

strongest wind storms are considered. There are no differences in NAt-wave 2 and

NAt-wave 3 amplitudes in comparison to the climatology. NAt-wave 4 shows clearly

greater amplitudes both wind storm samples. NAt-wave 4 corresponds to planetary

wave 12 and is thus just at the high frequency end of the medium scale as defined

by Blackmon (1976). Amplitudes for NAt-wave 5 shows once more no differences.

Mid-tropospheric geopotential waves have significantly greater amplitudes for NAt-

wave 6 (λ ' 1, 500km) and shorter waves when a wind storm occurs. Even though

not always statistically significant, this remains true if only the strongest 50 storms

are taken into account.

The distribution of wave positions of NAt-wave 1 corroborates again the results

for planetary wave 3 (compare Figure 4.6a and 4.4a). There is slight increase in

frequency for the location halfway between trough and ridge behind the trough.

The position of NAt-wave 2 is quite evenly distributed for all wind storms. There is

a larger part of the distribution of wave positions ahead of the trough with respect

to the cyclone centre for NAt-wave 2. This is comparable to the situation for wind

storm Christian as seen in figures 4.1 and 4.2. The distribution for NAt-wave 3 or

shorter waves are evenly distributed.
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(a) k = 1 λ ' 9, 000km (b) k = 2 λ ' 4, 500km (c) k = 3 λ ' 3, 000km

(d) k = 4 λ ' 2, 250km (e) k = 5 λ ' 1, 800km (f) k = 6 λ ' 1, 500km

(g) k = 7 λ ' 1, 300km (h) k = 8 λ ' 1, 150km (i) k = 9 λ ' 1, 000km

Figure 4.5: As figure 4.3 for selected wave numbers of FFT over 120° - 0°W and
meridional mean between 35°and 60°N.

(a) k = 1 λ ' 9, 000km (b) k = 2 λ ' 4, 500km (c) k = 3 λ ' 3, 000km

Figure 4.6: As figure 4.4 for FFT over 120° - 0°W and meridional mean between
35°and 60°N.
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How does Wind Storm Frequency change for Anomalies in Geopotential

Wave Characteristics?

In this result section the aim is to identify whether wind storm frequency changes

if certain planetary or NAt waves have a high or low amplitude. In a first step

the time steps with greatest (smallest) amplitudes of all decomposed waves are

selected. The selected time steps have to be at least 48 hours apart in order not

to sample one persistent high (or low) amplitude wave multiple times. It is then

added up at how many of these 50 time steps a wind storm occurred. A probability

is subsequently calculated whether this number of wind storm occurrence can be

expected or is unlikely. Each time step is only taken into account once even if more

than one storm is found.

The discrete hypergeometric distribution is used in probability theory when

sampling without replacement (Berkopec, 2007). The probability of sampling k

time steps with storm in 50 draws out of a sample N , representing all possible time

steps is calculated. N contains a total of K time steps with storm. The probability

P of selecting at least k storms is then given in equation 4.4.

P (k,K,N) = 1−
50∑
k=0

(
K
k

)(
N−K
50−k

)(
N
50

) with

(
n

k

)
=

n!

k!(n− k)!
(4.4)

For great amplitudes in planetary wave 1 there is no increased probability for wind

storm occurrence. The probability of 99.5% indicates that it is very likely to find

at least 4 storms at any given 50 dates. This is in agreement with the amplitude

distributions in figure 4.3a where no significant difference is found for wind storm

time steps in comparison to the climatology.

If the amplitude of wave 2 is exceptionally high, the probability of a wind storm

occurring at the same time is strongly increased. It is extremely unlikely to draw

24 out of 50 times a time step with storm in the eastern North Atlantic / European
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region (Figure 4.7b). This result also agrees with the amplitude distribution in

figure 4.3b. There is no significant signal for a higher wind storm probability when

other planetary waves have very high amplitudes. The 50 waves 2 with greatest

amplitude have all a similar trough location in the Atlantic sector from about 70°

to 10°W. Storms over the Eastern North Atlantic and Europe are then just ahead

of the trough. This is in coinciding with an increase for wave positions ahead of

the trough for stronger storms 4.4b. The majority of the 25 identified storms when

wave 2 has a high amplitude reach their maximum intensity just downstream of the

average trough location (red dots if figure 4.7b). The maximum intensity of the

storm occurs after the maximum in the wave in about two thirds of the 25 cases

(not shown).

There is no significant increase in wind storm occurrence probability if any of the

other planetary wave numbers high amplitudes. The only exception is wave 5 that

shows a greater likelihood for wind storm occurrence with greater amplitudes, albeit

statistically not significant 4.7c.

The same method for the relation of planetary wave amplitude to wind storm

occurrence is applied for waves with very low amplitudes. The only statistically

significant result is found for planetary wave 3 or NAt-wave 1. Wind storm

occurrence is increased when planetary wave 3 4.8a of NAt-wave 1 4.8b shows a

small amplitude in the Fourier series. It is coincidental that in both cases 16 storms

are found. The selected days with lowest amplitudes or storms respectively are

not the same. This result appears to be contradicting to the shift in amplitude

distribution for these waves when wind storm occurs (see figure 4.3a and 4.5c). It

could be however that the relation between wave 3 and wind storms frequency is

non-linear and both high and small amplitudes of this wave have an effect on wind

storm occurrence. In almost all cases the shift in wave amplitude distribution for

the strongest wind storms follows the shift in amplitude for all wind storms (see

table 4.1 for an overview). Planetary wave 3 seems to be the exception.
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(a) k = 1, 4 Storms, P=99.5% (b) k = 2, 25 Storms (24), P<0.001% (c) k = 5, 14 Storms (12), P=12.8%

Figure 4.7: Geopotential height composites relative to climatology from 1979-
2011 for planetary wave numbers 1,2 and 5. Time steps are selected for the
composite when amplitude of geopotential height wave (for respective wave number)
is amongst 50 greatest and a wind storm occurs. Number of storms with number of
individual time steps in brackets if different. Wind storm tracks in green and point
when storm reaches its maximum intensity as red dot. Probability (P) of drawing
this number of storms out of a sample of 50 in top right corner. Location of trough
of geopotential wave indicated with black circles. Black circles are filled when wind
storm is found.

(a) k(NH)=3, 16 Storms, P=3.7%

(b) k(NAt)=1, 16 Storms, P=3.7%

Figure 4.8: As figure 4.8 for 50 lowest amplitudes in geopotential waves. Left
for FFT over Northern Hemisphere(NH); right for FFT over North Atlantic
sector(NAt).
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4.4 Summary and Discussion

In this chapter the relation between wave characteristics of planetary and regional

scale waves and wind storm frequency is analysed. Previous studies have related

planetary waves or regional waviness in the mid- and upper troposphere to

meteorological extremes (Mann et al., 2017; Roethlisberger et al., 2016; Kornhuber

et al., 2017; Screen and Simmonds, 2014; Coumou et al., 2014; Coumou and

Rahmstorf, 2012; Francis and Vavrus, 2012; Francis and Vavrus, 2015; Petoukhov

et al., 2013). With few exceptions these studies have focused on wave amplitudes

and their relation to temperature and precipitation events.

There have also been numerous studies that investigate Rossby wave breaking in

association with wind storm frequency and especially wind storm clustering (Hanley

and Caballero, 2012; Gómara, Rodriguez-Fonseca, Zurita-Gotor and Pinto, 2014;

Pinto et al., 2014; Messori and Caballero, 2015; Priestley et al., 2017a; Priestley

et al., 2017b) or Rossby wave breaking in association with blocking (Woollings

et al., 2008; Masato et al., 2012; Hoskins and Woollings, 2015; Michel et al., 2012),

that lead to a reduction of wind storm frequency (Davini et al., 2012; Woollings

et al., 2010; Woollings, 2010; Zappa et al., 2014).

The study fills the apparent gap with relating wave characteristics (i.e. amplitude

and phase for different wave numbers) to North Atlantic wind storm frequency using

the FFT decomposition of mid-latitude, mid-tropospheric, 6-hourly geopotential

height fields.

A summary of wave amplitude distribution differences between the climatology and

wind storm occurrences is given in table 4.1. Planetary wave numbers 2,3 and 4

show a systematic increase in amplitude for time steps with wind storms. This

increase is also found when only the 50 time steps with the strongest wind storms

are considered, with the exception of planetary wave 3. Higher wave numbers are

likely to be influenced by flow anomalies in other parts than the North Atlantic.

85



4.4. SUMMARY AND DISCUSSION

Hemispheric Wave Number 1 2 3 4 ≥ 5
All Wind Storms - ↑ ↑ ↑ -

Strongest Wind Storms ↓∗ ↑∗ - ↑ -

Wave Number in NAt Sector 1 2,3 4 5 6,7 8 9
All Wind Storms ↑ - ↑ - ↑ ↑ ↑

Strongest Wind Storms - - ↑ - ↑∗ ↑ ↑∗

Table 4.1: Changes in mid-tropospheric geopotential wave amplitudes during wind
storm occurrences. ↑ represents a systematic increase, ↓ represents a systematic
decrease in wave amplitude. Differences are statistically significant at the 5% level
unless marked with ∗.

Therefore a FFT decomposition is also carried out for the North Atlantic sector.

NAt-wave 4, i.e. planetary wave 12, corresponding to the high-frequency end of

the storm-track activity definition (Blackmon,1976), and waves with wave lengths

shorter than 1,500km also show a systematic increase in wave amplitudes. There is

thus a general tendency for mid-tropospheric geopotential amplitudes to be greater

over the North Atlantic when a wind storm occurs over the Eastern Atlantic /

European region.

NAt-wave 1 corroborates the results for planetary wave 3. On the one hand wave

3 could be related to blocking events (e.g.Woollings, 2010). When its amplitude is

small the possibility of blocking is decreased and mid- and upper-tropospheric flow

is more zonal. Some of the wind storms in figure 4.8a show a very direct path from

west to east. The amplitude could be small due to wave breaking enhancing the jet

stream and further favour conditions for strong extra-tropical cyclones.

On the other hand wave 3 could be related to the strong and persistent ridge events

(Santos et al., 2009). In their composite analysis Santos et al., (2009) find these

events to be around 60°in width, which corresponds exactly to one ridge of wave 3.

This could provide an explanation into why wave 3 shows higher amplitudes when

wind storm frequency is enhanced during as these strong ridge events have been

shown to be related to a north-ward displacement of the jet axis, anti-cyclonic wave
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breaking and generally NAO positive conditions (Woollings et al., 2011).

The results for this wave show in line with this apparent duality a clear non-

linearity between the wave characteristics and wind storm frequency. While there is

a systematic increase in amplitude for all wind storms compared to the climatology,

there appears to be an upper limit of about one standard deviation above the mean

for this wave when strong wind storms occur (see figure 4.3c). There is also a

statistically significant probability of more wind storms when wave 3 shows very

low amplitudes. Somewhat surprisingly the composite of 50 time steps with low

wave 3 amplitudes looks like a wave 3 anomaly pattern albeit with small relative

anomalies. This behaviour is not found for any other planetary waves. Detailed

analyses of each for each of the 50 situations when wave 3 has a low amplitude

reveal no final answer as to why this might be the case. The trough locations of

wave 3 are fairly evenly distributed, meaning that if wave 3 has a low amplitude

it appears to be not bound to one position around the hemisphere (see figure 4.8).

Multiples of wave 3, such as planetary wave 6 and/or wave 9, show relatively high

amplitudes in about half of the 50 situations. There superposition could potentially

resemble a wave 3 pattern. In four cases with low planetary wave 3 amplitudes, two

or three of the 50 low-amplitude situations are only few days apart. One of these

cases is found shortly prior to the Great Storm of 1987 (Burt and Mansfield, 1988).

Note, that the path of this storm is not included in the composite in figure 4.8a as

the wave amplitude is exceptionally low 12 hours before the wind track algorithm

identifies the event. As a plausibility check for the FFT method the composite for

the geopotential height field for a period of around 3 days just before the Great

Storm is shown in figure 4.9 together with the zonal wave of the two time steps

when wave 3 is very low. The average amplitude of wave 3 is around 70 gpm and

for the dates shown 2.0 and 3.5 gpm. The result seems plausible considering the

overall spatial anomaly and the longitudinal structure of the geopotential height in

500hPa for these 2 dates.
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(a) Relative GPH500 Anomalies in %

(b) Absolute GPH500 Anomalies in gpm

Figure 4.9: Geopotential height anomalies in 500hPa for the dates given in (b)
together with the cyclone (black) and wind storm tracks (green) of the Great Storm
of 1987 in (a). The cyclone starts 14th Oct, 6UTC and ends 23rd Oct, 6UTC. The
wind storm starts 14th Oct, 12UTC and ends 18th Oct, 0UTC. Geopotential is
averaged over from 35°-60°N in (b).
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The picture is much clearer for planetary wave 2 that shows a highly statistical

significant relation to wind storm frequency when its amplitude increased (see

figures 4.3b and 4.7b). Wave 2 has an average amplitude with 67 gpm which is

slightly smaller than the average amplitude of wave 3 and might therefore be less

frequently analysed. None of the above mentioned studies consider planetary wave

2 especially but as the analyses here show, this is not a priori justified. Shorter

waves with wavelengths of 1,500km or shorter show a systematic relation of their

amplitude to wind storm frequency. A combined effect of planetary waves, such as

for example high amplitude wave 2 together with low amplitude wave 3 and high

amplitude wave 4, does not reveal any significant link to wind storm frequency.

The analysis of the wave position with respect to the location of a cyclone shows

preferred positions for some wave numbers. The extent to how that is different

from the climatological situation is however not fully assessed here as the phase

speed of the waves is not taken into account. Various waves can be considered

quasi-stationary, e.g. wave 3 through the distribution of mountain ranges in the

Northern hemisphere. The climatological position for wave 3 has a trough over

the western North Atlantic and a ridge eastern North Atlantic. The most likely

position for this wave over the Eastern North Atlantic and Europe is therefore

just behind the ridge or ahead of the trough which is the result here for cyclone

centres with associated wind storm over this region. A more comprehensive study

also considering the phase speed is thus required for a better understanding of the

relation of planetary waves and wind storms.

Amplified planetary waves have been shown to favour meteorological extremes in

the mid-latitudes. The above analyses extend this general statement which has so

far only been shown systematically for temperature and precipitation extremes for

winter wind storm frequency. Generally, the extremes of planetary wave amplitudes,

especially the upper end of the distribution, influence systematically the occurrence

of wind storms. Some wave numbers play thereby a more important role than
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others as table 4.1 shows. The relation between wave amplitudes and wind storm

frequency does however not change if only the most intense storms are considered.

Further research is however needed about which physical mechanism(s) can

explain the apparent ambiguous relation of planetary wave 3 and wind storm

frequency.
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5

SEASONAL FORECAST SKILL FOR

EXTRA-TROPICAL CYCLONES AND WIND

STORMS

This chapter has been submitted with the same title in almost identical

form to the Quarterly Journal of the Royal Meteorological Society and

is currently under review. The authors of the submitted manuscript are

Daniel J. Befort (DJB), Simon Wild, Jeff R. Knight (JRK), Julia F.

Lockwood, Hazel E. Thornton, Leon Hermanson, Philip E. Bett, Antje

Weisheimer, and Gregor C. Leckebusch (GCL). A brief overview of the

individual contributions of all authors can be found at the beginning of

this thesis (see Author’s Declaration). My contributions to the following

chapter or publication respectively include the written first draft of the

paper, the production of all figures as shown in this chapter, the complete

analyses for figures 5.7, 5.8, and 5.9 and partially the analyses for figures

5.4 to 5.6. GCL came up with the idea and concept for the study

and established the contact to the co-authors from the Met Office and

ECMWF. DJB acquired and downloaded the data from these centres.

He performed the tracking and the calculation of the track densities

with the data. I identified the most suitable correlation method and

calculated the correlations and statistical significance. I calculated the

anomaly correlations. GCL, DJB, JRK, and I designed the second part

of the study. I performed all the analyses for this part. After I wrote the
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publication draft all authors contributed in improving the manuscript.

The coordination between co-authors was mainly done by DJB.

5.1 Introduction

Extra-tropical cyclones can produce high wind speeds near the surface, damaging

physical structures, causing fatalities and enormous financial losses. Insurance

losses related to wind storms are second only to flood-related losses in western and

central Europe (Munich RE Group, 2016). Strong mid-latitude cyclones affecting

Europe form when baroclinic disturbances over the North Atlantic undergo rapid

intensification, leading to a fall in surface pressure and steep pressure gradients. In

conjunction with their related frontal structures, these intense cyclones can produce

extremely high surface wind speeds over a large footprint region.

Across Europe, the average number of damaging cyclones and wind storms varies

per season, for example, from 7-10 per season for the North of Scotland, to 2-

3 over central Europe. Nevertheless, their frequency varies greatly from year to

year, with many studies using climatological information to attempt to understand

causative factors of such variability. The important role of large-scale atmospheric

variability modes has been known for many years, although not fully understood

(e.g., the steering influence of the North Atlantic Oscillation (NAO); e.g. Hurrell

and Deser,(2009); Donat et al.,(2010); Renggli et al.,(2011)). Recent studies also

highlight the influence of other important modes like the East Atlantic Pattern

(EA) or the Scandinavian pattern over different regions of Europe (Walz, Befort,

Kirchner-Bossi, Ulbrich and Leckebusch, 2018).

A skillful forecast of the severity of the coming season, in terms of wind storm

occurrence, would be useful for many applications, including preparation for disaster

management, mid- to short term planning of business operations, as well as military

planning applications.
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So far, only a few studies have directly investigated the skill of extreme event

forecasts with lead times beyond a couple of weeks. The earliest one known to

the authors is a study of the ENSEMBLES and DEMETER seasonal hindcast

experiments (Renggli, 2011). In these early seasonal forecast systems, they found

small but significant skill for extra-tropical cyclone related wind storm frequency

over parts of central western Europe. One core finding was that winter seasons with

enhanced or decreased frequency are better predicted than normal storm seasons,

when initialised in November. More recent studies investigating the Met Office

GloSea5 hindcast data set, based on the HadGEM3-GA3 model, have revealed

a step-change in mid-latitude seasonal forecasting skill, demonstrating that this

forecast system does now show significant, usable skill for the major climate

variability mode over Europe, the NAO (Scaife et al., 2014; Scaife et al., 2016; Clark

et al., 2017; Palin et al., 2016). Stationary Rossby waves, triggered by tropical

convection have been proposed as a potential mechanism for this NAO skill

(Trenberth and Fasullo, 2012; Trenberth et al., 2014; Scaife et al., 2017).

This study investigates the extent to which the modern seasonal forecast systems,

from the European Centre for Medium-Range Weather Forecasts (ECMWF) and

the Met Office Hadley Centre, are capable of forecasting the frequency of extra-

tropical cyclones and wind storms over the Northern Hemisphere. We analyse the

skill of forecasts starting around the beginning of November for the upcoming winter

season (Dec-Feb). In addition, the skill of forecasting wind storm occurrence in the

North Atlantic/European region using a prediction of the NAO and the relationship

between the NAO and wind storm frequency is explored.

We describe the data used in section 2. Cyclone and wind storm tracking schemes

are explained in the methods in section 3. Results are presented in section 4, with

subsections assessing the models’ ability to simulate the climatological distribution

and interannual variability of cyclones and wind storms in the Northern Hemisphere,

and whether an NAO-based forecast is beneficial. We conclude with a summary
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and discussion in section 5.

5.2 Data

We use four data sets in this study: a pseudo-observational data set (ERA-Interim

reanalysis, Dee et al., 2011), and three seasonal hindcast data sets: ECMWF System

3 (hereafter ECMWF-S3, Anderson et al., 2007), ECMWF System 4 (hereafter

ECMWF-S4, Molteni et al., 2011) and GloSea5 (MacLachlan et al., 2015). The

time period investigated, common to all datasets, comprises 20 full winters from

1992/1993 to 2011/2012. When we refer to, for example, winter 1992, we consider

the three months from December 1992 to February 1993. We use 6-hourly mean

sea level pressure to identify cyclones, and 12-hourly wind speeds at 925 hPa to

identify wind storms (see next section). The ECMWF hindcasts are initialised on

the 1st November, whereas the GloSea5 hindcasts are started on 25th October,

1st November and 9th November, with 8 realisations for each start date. All

seasonal prediction systems are ensemble systems, each with a different number

of individual realisations: 41 members in ECMWF-S3, 51 members in ECMWF-

S4 and 24 members in GloSea5. Cyclone and wind identification and tracking

is performed on each ensemble member. The skill assessment is undertaken on

the ensemble mean, where each ensemble member has equal weight. The results

obtained from the seasonal forecast models therefore appear smoother than the

single realisation of the reanalysis.

5.3 Identification and Tracking Algorithms

In this study we identify and track cyclones using an algorithm first introduced

by Murray and Simmonds (1991) with the modifications specified in Simmonds

94



5.3. IDENTIFICATION AND TRACKING ALGORITHMS

and Murray (1999) and Simmonds et al. (1999). The analysis is based on six-

hourly mean sea level pressure (MSLP) fields. Each field is interpolated onto a

T159 grid, to decrease the dependency of the algorithm on grid resolution. Cyclone

centres are detected by identifying maxima of the Laplacian of the MSLP field and

thus a maximum of the quasi-geostrophic relative vorticity. For the cyclone tracking

procedure, a subsequent position of each cyclone centre is predicted and compared to

cyclone centres identified in the following time step. Cyclone tracks with a lifetime

shorter than 24 hours are filtered out. Furthermore, only cyclone events which

have been strong and closed at least once during their lifetime are considered, thus

excluding open depressions. This tracking methodology has previously been used

in numerous studies (Grieger et al., 2014; Kruschke et al., 2014; Befort et al., 2016)

and is included in the Intercomparison of Mid-Latitude Storm Diagnostics Initiative

(IMILAST; Neu et al.,(2013); Ulbrich et al.,(2013)).

We define extreme cyclones as those exceeding the 95th percentile of the Laplacian of

the MSLP at least once in their lifetime, following Leckebusch and Ulbrich (2004).

This 95th percentile is calculated based on all cyclone events over the Northern

Hemisphere. The absolute number of identified extreme cyclone tracks consequently

accounts for 5% of all cyclone tracks on the integrated, hemispheric scale, but shows

significant spatial variations on regional scales.

For wind storm events we follow the identification and tracking scheme developed by

Leckebusch et al. (2008). A more recent and extensive description of this algorithm

can be found in Kruschke (2015). Originally established for wind speeds at a height

of 10 metres and 6 hourly data, we here apply the algorithm to wind speeds at

925 hPa and 12 hourly data due to data availability from the GloSea5/ECMWF

hindcasts. The scheme identifies regions where the wind speed exceeds the local

(grid point level) 98th percentile of climatology. The region must exceed 150,000km2

to be considered a wind storm. The 98th percentile is calculated from the wind
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speed distribution for the winter months December to February from 1992 to 2012

as this period is available for all data sets. The wind storm tracking procedure

follows a nearest neighbour approach. Wind storm tracks with a lifetime shorter

than 24 hours, i.e. 2 time steps are filtered out. This algorithm has also been

applied previously (Renggli, 2011; Nissen et al., 2014; Nissen et al., 2013; Befort

et al., 2015; Kruschke et al., 2014; Wild et al., 2015; Befort et al., 2016). Note that,

due to using 12 hourly 925hPa wind speeds rather than 6 hourly 10m wind speeds,

a reduction in the number of wind storm events is seen.

We apply both algorithms to the core winter months. Spatial track densities are

calculated following Befort et al. (2016) with a search radius of 700km. In GloSea5,

wind speeds are set to zero if the 925hPa pressure level is below the surface, making

it impossible to track wind fields over these areas. To minimise this effect we exclude

all grid cells for where this occurs in more than 5% of all time steps. This mask is

then applied to all the datasets we use. Temporal correlations are based on Kendall’s

τb rank correlation coefficient. This coefficient takes into account ties, i.e. the same

absolute number of events, in the ranks of the time series, which is necessary in

our case of absolute cyclone/wind storm counts. Statistical significance is obtained

under the null hypothesis of no association, and as our data contains ties, a normal

approximation with continuity correction is applied when the correlation coefficient

is calculated (Kendall and Dickinson, 1990). Comparisons to other more common

correlation methods (i.e. Pearson and Spearman) and other statistical significance

tests (i.e. Student’s t-test and r-test) show only minimal differences.
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Figure 5.1: Track density of all cyclone events per winter season (1992-2011)

5.4 Climatological Representation of Cyclones

and Wind Storms in the Northern Hemisphere

The observed climatological spatial track density of all extra-tropical cyclones shows

the two well-known centres of activity over the North Pacific and the North Atlantic

(Figure 5.1). The highest number of cyclones occurs at the respective jet exit region

with around 60 cyclones per winter. There is also a secondary maximum with up to
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30 cyclones per winter over the Mediterranean region. All seasonal forecast systems

generally capture this spatial distribution, but show slight discrepancies with the

reanalysis regarding the absolute number of cyclones in some regions. ECMWF-

S3 underestimates the number of cyclones over the whole Northern Hemisphere

and has no secondary maximum over the Mediterranean. The ECMWF-S4 extra-

tropical cyclone track density compares very well to the reanalysis. GloSea5

generally overestimates the number of cyclone events over the Northern Hemisphere

with around 20% more cyclones in the North Atlantic storm track region. These

climatological results change little if we consider only the 5% strongest cyclones

for the same time period (Figure 5.2). The observed spatial distribution of the

wind storm event track density also shows two climatological centres of activity

over the North Pacific and the North Atlantic (Figure 5.3). Similar to cyclone

track densities, both centres of activity are orientated southwest-northeast. The

two main differences to the spatial distribution of cyclones are fewer wind storm

events and an equatorward shift of around 1000km of the regions with most wind

storms. The smaller number of wind storms compared to cyclones is due to the

fact that for wind storms only events exceeding a specific intensity and size are

taken into account (clustered extreme wind speeds above the 98th percentile). The

southward shift of the maximum reflects that the highest wind speeds associated

with northern hemispheric cyclones are typically located to the south of the pressure

centre, along frontal zones. The spatial wind storm distribution is well-captured

by all seasonal forecast models, with smaller biases (absolute and relative) for all

models compared to cyclones and extreme cyclones.
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Figure 5.2: Track density of extreme cyclone events (> 95thpercentile) per winter
season (1992-2011)
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Figure 5.3: Track density of wind storm events per winter season (1992-2011)

100
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Figure 5.4: Kendall’s τb rank correlation coefficient of annual track density of all
cyclones, between ERA-Interim and: the hindcast data set labelled (1992- 2011).
Stippling indicates the correlation is significantly non-zero at the 5% level

5.5 Forecasted Interannual Variability of Cyc-

lones and Wind Storms in the Northern Hemi-

sphere (direct method)

Temporal Variability

We assess the skill of forecasting the interannual cyclone and wind storm variability

by correlating the number of events per winter with the reanalysis, at each grid

point and for each model. We call this approach the direct method. The picture

that emerges for all cyclones reveals several regions with high correlations across all

models: in the eastern and western Pacific, in the majority of the stormtrack region

in the Atlantic including parts of north-western Europe especially for ECMWF-

S4 and in northern parts of the Atlantic especially in ECMWF-S4 and GloSea5

(Figure 5.4). The forecast skill for extreme cyclones is generally lower than that

of all cyclones for most parts of the Northern Hemisphere (Figure 5.5). Significant

correlations are found over the Bering Sea for all models, and small regions such as

Eastern Scandinavia for ECMWF-S4, or a few grid points south-west of the British
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Figure 5.5: As figure 5.4 but for extreme cyclones (cyclones with a maximum
Laplacian of the MSLP exceeding the northern hemispheric 95th percentile)

Figure 5.6: As figure 5.4 but for wind storms (defined as spatially organised
clusters exceeding the 98th percentile in local wind speeds exceeding a minimum
area and duration

Isles and over the central/eastern Atlantic for GloSea5.

When comparing the skill of the models in forecasting the winter frequency of wind

storms across the Northern Hemisphere, some common features are seen (Figure

5.6). ECMWF-S4 and GloSea5 show high and mostly significant correlations over

the eastern North Atlantic and central Europe, which is particularly useful given

the high damage potential in these areas. In addition, there are high correlations

over parts of the northern Pacific and northern America, but slightly negative

correlations over the western North Atlantic for all forecast systems.
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Spatial Variability

To assess the models’ ability to capture the inter-annual variability of the

spatial track density patterns, the centred anomaly correlation coefficient (ACC;

Wilks,(1995)) for the Atlantic sector (90°W-10°E, 20°-70°N) is calculated. For

all cyclones it is found that the agreement of the models’ ensemble mean spatial

distribution of events per winter with ERA-Interim is strongly dependant on the

year under consideration (Figure 5.7a). Overall, ECMWF-S4 shows the highest

mean ACC over the time period analysed. In some years the value of the ACC

exceeds 0.4 in ECMWF-S4 and GloSea5, while in other years the models fail to

capture the reanalysis’ cyclone spatial distribution. ACC time series for extreme

cyclones show higher year-to-year fluctuations than for all cyclones, indicating that

the forecast skill in predicting the spatial pattern is more variable (compare Figure

5.7a & Figure 5.7b).

Regarding wind storm events, we find years with both high and low agreement when

comparing to reanalysis (Figure 5.7c). The overall temporal mean of ACC values is

similar to the one found for all cyclones and higher than for extreme cyclones, with

GloSea5 a slightly higher mean ACC than the other two models.

To compare the models more directly we used one of the models as reference

instead of ERA-Interim as done previously. Here, we made the arbitrary choice

of the ECMWF-S4 ensemble mean (GloSea5 or ECMWF-S3 could equally have

been used). The analysis reveals that for all cyclones there is a slightly higher

agreement between the models than the models show with the reanalysis (compare

Figure 5.7a & Figure 5.7d). Interestingly, ACC values are notably higher in the last

analysed decade compared to the first decade for GloSea5. For extreme cyclones, we

also find temporal means of the ACC values being increased if ECMWF-S4 replaces

ERA-Interim, again suggesting higher agreement amongst the models (Figure 5.7d

& Figure 5.7e). The apparent opposing values in the first 10 years or so between
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Figure 5.7: Centred anomaly correlation coefficients of track density over 90°W-
10°E, 20°-70°N, for all cyclones (a and d), extreme cyclones (b and e) and wind
storms (c and f). Spatial correlations are calculated as anomalies from long-
term averages of the respective reference data set (left column: ERA Interim;
right column: ECMWF System4). Mean correlations for the period 1992-2011
are indicated with dashed lines.
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the ACC values of ECMWF-S3 and GloSea5 in Figure 5.7e are due to opposing

trends of extreme cyclones over the North Atlantic (not shown). The number of

extreme cyclones in ECMWF-S3 is primarily increasing from 1992 to 2011 over the

North Atlantic, especially around the southern tip of Greenland with values greater

than one cyclone per decade or about 10 to 20%. Extreme cyclones show however

largely a negative trend in ECMWF-S4 and GloSea5 with a trend maximum in the

area of maximum storm track activity in both data sets. The trends are smaller in

magnitude in ECMWF-S4 and GloSea5 than in ECMWF-S3, especially in relative

terms to the model mean. Anomalies of ECMWF-S3 can therefore have a different

sign to anomalies of ECMWF-S4 or GloSea5. We follow here the ACC calculation

of Wilks (1995) without a removal of the long-term trend leading to opposing ACC

values in such a case.

The impact of using ECMWF-S4 as reference in contrast to ERA-Interim is largest

for wind storm events. The temporal average of the ACC value is about 0.2 if using

ERA-Interim as reference, and this increases to about 0.5 if using ECMWF-S4

(compare Figure 5.7c & Figure 5.7f).

5.6 Forecasted Interannual Variability of Wind

Storms derived using the NAO for the North

Atlantic/European Region (indirect method)

The North Atlantic Oscillation (NAO) is the most prominent variability pattern in

the North Atlantic/European region, with a substantial influence on winter wind

storms on various time scales (Hurrell and Deser, 2009; Pinto et al., 2009; Donat,

Leckebusch, Pinto and Ulbrich, 2010; Renggli, 2011). UK Met Office seasonal

hindcasts of the winter mean NAO have recently shown promising results (Scaife

et al., 2014; Scaife et al., 2016). Consequently, in this section we forecast the
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Figure 5.8: Regression
slope of wind storm
track density regressed
onto station-based
winter mean NAO
derived from ERA-
Interim

variation in winter wind storm frequency using the models’ forecast of the NAO and

the observed relationship between the NAO and wind storm frequency (derived from

ERA-Interim). We call this statistical approach using the NAO as the predictor,

the indirect method.

The NAO index is calculated according to the station-based definition used by

Hurrell (1995) based on the geographical locations of Ponte Delgada, Portugal

(22.7°W, 37.8°N) and Keflavik, Iceland (22.6°W, 64.0°N). We firstly calculate the

ensemble mean MSLP for each winter and then bi-linearly interpolate to the above

coordinates. Next, each time series at the two points is normalised by their local

mean and standard deviation, prior to calculating the difference of both. The

highest correlation between forecasted and observed NAO (derived from ERA-

Interim) is found for GloSea5 (correlation coefficient of 0.62), followed by much

smaller correlations for ECMWF-S3 (0.27) and ECMWF-S4 (0.24).

The regression map of wind storm track densities onto the interannual NAO

calculated from ERA-Interim reveals a dipole structure, with a nodal line around

45°N (Figure 5.8). The positive wind storm response shows a maximum west of
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Ireland of around 2 more storms per winter for each NAO unit, and affects most of

northern and parts of central Europe. The negative response is primarily located

over the southern parts of the North Atlantic (south of 40°N), and affects to a

lesser extent the Mediterranean region [U+2500] predominantly its western part.

The NAO has no effect on interannual wind storm variability in between these two

nodes.

The correlation maps of ERA-Interim track densities and NAO-predicted track

densities from the three seasonal forecasts (indirect approach) show principally

similar patterns, with positive skill over large parts of the North Atlantic and

western Europe in ECMWF-S4 and GloSea5 (Figure 5.1e-f). The skill in ECMWF-

S3 is lower in comparison to both these models in the entire north Atlantic region

(Figure 5.1d). Regarding the spatial skill pattern, we find overall good agreement

between the direct and indirect approach in predicting wind storms in the north

Atlantic sector. There are, however, regional quantitative differences of skill, as

shown by the correlation coefficient differences (Figure 5.9g-i). The direct method

performs better along a latitudinal band from around 40°to 50°N over the eastern

north Atlantic and central western Europe. This can be mainly explained by the

small impact of NAO variability onto wind storm variability over this region (see

Figure 5.8), leading to a less skillful prediction compared to directly detecting wind

storms (direct approach).

In the cyclogenesis region east of the North American continent, the indirect ap-

proach shows higher (but mostly not significant) skill for all hindcasts. Furthermore,

the indirect method also adds a small amount of skill over the North Sea in

ECMWF-S4 and GloSea5, and west of the British Isles in GloSea5. In summary,

in all forecast systems, the direct method typically shows higher (significant) skill

in forecasting winter storm frequency in central-western Europe, whilst the NAO

approach slightly improves skill over north-western Europe.

Interestingly, the indirect approach performs only slightly better in GloSea5
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Figure 5.9: Kendall’s τb rank correlation coefficients of wind storm frequency
between ERA-Interim and seasonal forecast models. First row (a-c): Wind storm
frequency using the direct method (as in Fig.5.3). Second row (d-f): Wind storm
frequency in seasonal models predicted from NAO regression (indirect method). (g-
i): Difference of correlation values (Second minus first row; only grid boxes where
either method has significant skill.). Blue/red: direct/indirect method respectively
has higher skill.
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compared to ECMWF-S4 even though the forecast skill of the NAO index is much

higher in GloSea5 than it is in ECMWF-S4. This could reflect the importance of

other large-scale variability modes in driving wind storm activity over Europe (see

discussion), but also be related to the small NAO signals in GloSea5 predictions

(low signal-to-noise ratio, Scaife et al.,(2014)).

5.7 Summary and Discussion

In this study, we have analysed the climatological representation and seasonal

prediction skill of wintertime extra-tropical cyclones and wind storms in a three

ensemble-based seasonal prediction systems. In addition to investigating the skill

of predicting the winter frequency of extra-tropical cyclones, this is the first study

to explicitly investigate the capability of such models to forecast wind storm impact

– through assessing near-surface, damage-relevant winds.

The main features of the long-term mean spatial distribution of both extra-tropical

cyclones and wind storms are well represented in each of the models, across the

Northern Hemisphere, although some regional biases are seen. Wind storms often

result from strong and deep cyclones. Our results show differences in the regions

where cyclone and wind storm frequency is skillfully predicted, which highlights

the benefit of analysing both measures independently; otherwise, skillful winter

predictions might be underestimated or vice versa. In the direct approach (by

detecting cyclones and wind storms), the seasonal prediction systems all generally

show small to moderate positive (and often significant) skill for all analysed

quantities in many parts of the Northern Hemisphere. Skill values are generally

higher for all cyclones and wind storm events than for extreme cyclones, supporting

the approach of detecting wind storms directly to derive information on extreme

events and damage. For wind storms the regions of positive and negative skill are

at similar locations between the three model suites. In addition to these spatial
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similarities in skill between the models, we also find temporal similarity across the

models in the pattern correlation of the storm frequency with the observations over

the Atlantic basin. These temporal similarities are especially pronounced for wind

storms.

The temporal similarities between the models may indicate that the predictability

of wind storm activity is higher for some seasons compared to others and that

this season-dependant predictability is model independent. Higher predictability

could further reflect physical processes linked to wind storm frequency, which are

especially pronounced in specific seasons. In this case, our results suggest that

these relevant physical processes are represented similarly in the three different

model suites.

Scaife et al. (2014) have recently shown that the GloSea5 seasonal prediction

system can generate skillful NAO forecasts with a correlation skill higher than 0.6.

Consequently, we also examine whether an NAO based regression model can be

used for the seasonal forecast of wind storms in the North Atlantic region, making

use of the observed relationship between the NAO and wind storm frequency in

reanalysis data. For most regions with significant skill in either method, the direct

outperforms the indirect approach. The indirect statistical approach can improve

upon the direct method in some regions, e.g. around the North Sea. However, as

expected, the results show lower skill along the nodal line of the NAO including most

central western European countries when compared to the direct approach (where

actual wind events are directly identified from wind speeds). We thus conclude that

the NAO is a useful predictor of interannual variability of European wind storms

north of its nodal line in current seasonal forecast models. As the indirect and

direct method reveal different areas with positive significant skill, a combination

of both approaches would optimise the forecast skill for wind storms over Europe.

However, if the NAO is used as the sole predictor for European wind storms forecast
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skill would be lost in regions along its nodal line (from around 40°to 50°N) including

regions with large damage potential due to storminess. Further investigations into

which processes other than the NAO, affect wind storm frequency on seasonal

timescales in Western Europe are necessary. In particular, the East Atlantic (EA)

pattern may play an important role: Woollings et al. (2010) showed that the EA

has a large effect on the latitude of the North Atlantic jet stream position, which

can steer cyclones and wind storms. Mailier et al. (2006) also found that the

EA was more important that the NAO in explaining monthly variability in winter

cyclone counts on the southern flank of the North Atlantic storm track, over an

area coincident with the nodal line of the NAO. This is also supported by findings

from Walz et al. (2018), who showed that the EA pattern strongly influences wind

storm activity between nodes of the NAO. Currently, further analysis is carried out

to clarify in how far the EA pattern is responsible for the skill in central western

Europe found in ECMWF-S4 and GloSea5. It should be further mentioned, that

the skill measure is based on correlation coefficients only, however, the amplitude

of the prediction is also important to judge its usefulness.

Our results appear promising overall and corroborate the emerging evidence of

predictability on seasonal time scales regarding extra-tropical cyclones and wind

storms (Renggli, 2011; Riddle et al., 2013; Scaife et al., 2014; Smith et al., 2016).

Our analyses extend these recent studies by considering different seasonal prediction

systems. Using identification and tracking algorithms, we are further able to assess

the frequency of extreme extra-tropical cyclones and wind storms directly rather

than deriving these quantities by distribution quantiles. Our results suggest that

ECMWF-S4 has a more realistic representation of the climatological frequency of

extra-tropical cyclones and wind storms compared to the other models. However,

with respect to forecast performance over the Eastern Atlantic/Western Europe,

both: GloSea5 and ECMWF-S4 reveal significant skill in forecasting wind storm

events on seasonal time-scales, with higher values as found for extreme extra-tropical
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cyclones.

While the forecast skill of the three systems is similar both for all cyclones and for

extreme cyclones, the performance of both ECMWF-S4 and GloSea5 is superior to

ECMWF-S3 for wind storms, especially over the Eastern Atlantic/Western Europe.

One reason might be the configuration of the multi-member ensembles, e.g. the

number of members, or how they are initialised. As we do not explicitly address

the influence of the ensemble size on the results in this study we cannot definitively

quantify the benefit of more members. The higher skill for ECMWF-S4 compared to

ECMWF-S3 might also reflect improvements caused by model development (S4 uses

a newer model version than S3) and the higher horizontal resolution of ECMWF-

S4 compared to ECMWF-S3. Better representation of relevant processes linked

to extra-tropical cyclone and wind storm frequency may be a further reason for

quantitative differences in skill.

It is important to note that the time period used in this study is limited to 20 years

(1992/93-2011/12) due to the fact that GloSea5 hindcasts were produced for these

years only. Both ECMWF-S4 and ECMWF-S3 are available for longer time periods,

e.g. from 1982 onward in case of ECMWF-S4. Our results show that the skill for

wind storms in ECMWF-S4 decreases if using the years 1982 to 2011 compared

to using 1992 to 2011, whereas the general skill pattern remains similar. Further

analyses are needed to explain the reason for this decrease in skill for ECMWF-S4

when using the longer hindcast period.

The striking similarities in the anomaly correlation coefficients for North At-

lantic/European wind storms between the different model suites once more raises

the question of which processes are responsible for seasonal variability and the

extent to which these are captured by the models. Potential drivers of winter storm

variability include a horseshoe-like sea surface temperature anomaly pattern in the

north Atlantic a few months ahead of the winter season (Renggli, 2011) and an
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increased meridional surface temperature gradient in the west Atlantic cyclogenesis

region (Wild et al., 2015). Besides these oceanic drivers, further analysis is needed

to quantify the role of atmospheric large-scale variability modes in steering wind

storm variability in current seasonal forecast suites (as done by Walz et al., 2018b

for the European continent).

Further research to improve our understanding of such drivers of seasonal variability

will be essential and ultimately pave the way to successfully predicting whether a

calm or severe storm season lies ahead.
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6

VARIABILITY OF WIND STORM

FREQUENCY IN RELATION TO SEA

SURFACE TEMPERATURES UP TO SEVEN

MONTHS AHEAD

6.1 Potential Predictability on Seasonal Scale

In the previous chapter 5 the question emerged where the predictive skill for wind

storm frequency in the seasonal models originates. Which process or mechanism(s)

are responsible for turning the predictability of the real world into predictive skill

in the models? In short: what do the models get right? This in turn raises the

question about the seasonal predictability of the real world. In short: what is there

to get right? In the case of extra-tropical cyclones and wind storms there remains

lots to be investigated about both of these questions.

The existence of relatively slow and predictable variations of boundary conditions

on land such as snow cover and soil moisture (Shukla and Kinter, 2006; Doblas-

Reyes et al., 2013)), on and in the ocean including sea-ice (ibid.) and stratospheric

variability (Scaife et al., 2016; Hansen et al., 2017) are a necessity for successful

seasonal predictions. The seasonal time scale can be further considered externally

forced by even lower frequencies of climate variables, primarily temperature, due
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to human-induced influence on aerosol and greenhouse gas concentrations as well

as land use changes and natural variations in e.g. volcanic aerosol or solar activity

(Doblas-Reyes et al., 2013).

Besides the interaction through air-sea heat and momentum fluxes, the coupling

between oceans and the atmosphere is on the ocean side strongly dependent on

the SST which is in turn influenced by heat transport through ocean currents,

vertical mixing and boundary layer depth. On the atmospheric side numerous

variables play an important part in the coupling such as wind speed, temperature,

and humidity (Deser et al., 2010). The oceans, i.e. H2O, has a greater heat capacity

than atmospheric gases and therefore a longer memory than the atmosphere. This

memory can also include an atmospheric signal. In the tropics the ocean dominates

the coupling and has generally a stronger influence on the atmosphere than vice

versa (Smith et al., 2016). The most pronounced signal of climate variability

stemming from the ocean is the ENSO phenomenon (Anderson, 2008). To what

extent ENSO or Pacific SST variability in general influences the atmospheric

conditions in the North Atlantic region has been discussed in literature for some

time (Scaife et al., 2017; van Oldenborgh et al., 2015; Fŕıas et al., 2010). See also the

next chapter 7 for the influence of Pacific SST on winter wind storm climate over

the North Atlantic and Europe. In the extra-tropics convection above the ocean is

much shallower and releases less energy than in the tropics. It is therefore more

the atmosphere that imprints a signal on the ocean or SST in the mid-latitudes

(Kushnir et al., 2002). Atmosphere-induced SST anomalies are primarily generated

by turbulent heat exchanges (Gastineau and Frankignoul, 2014; Deser et al., 2010)

at least in the North Atlantic region. The NAO as the most dominant atmospheric

mode over the North Atlantic in its positive phase is followed by positive SST

anomalies in the western subtropical North Atlantic. A negative NAO is followed

by negative SST anomalies in the northern North Atlantic and off the western coast

of West Africa. This SST anomaly pattern is also referred to as the North Atlantic
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Tripole (Gastineau and Frankignoul, 2014; Czaja and Frankignoul, 1999) or NAT in

short. The highest covariance is found when the atmosphere leads the SST by about

two to three weeks up to (Deser and Timlin, 1997), around one month (Garćıa-

Serrano et al., 2008) or around two months (Gastineau and Frankignoul, 2014).

There is however observational evidence of oceanic influence on the atmosphere

on spatial scales of around 100km (Chelton et al., 2004) not only limited to the

boundary layer but reaching up to tropopause-level (Minobe et al., 2008; Czaja and

Blunt, 2011). There is further evidence in observations that a weak but significant

covariability exists in early winter over the North Atlantic when the SST leads

by about 4 to 5 months (Czaja and Frankignoul, 1999; Czaja and Frankignoul,

2002; Garćıa-Serrano et al., 2008; Rodwell and Folland, 2002; Gastineau and

Frankignoul, 2014). These findings are corroborated by modelling studies (Peng

et al., 2002; Cassou et al., 2004; Deser et al., 2007).

SST anomalies resembling a horseshoe or crescent shape pattern in late summer and

early autumn (see also figure 6.1) can be related to geopotential height anomalies

in the subsequent winter (Czaja and Frankignoul, 2002). The pattern is often

referred to as the North Atlantic Horseshoe or NAH. The proposed causal chain

e.g. by (Gastineau and Frankignoul, 2014) can be summarised as follows: NAH →

NAO → NAT. While this potential causal chain could be even extended further

back (Garćıa-Serrano et al., 2008) the focus of this chapter is on the NAH as a

potential source of predictability in the North Atlantic region for winter wind storm

frequency.
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In line with the two short questions raised at the beginning of this introduction the

main objectives of this chapter are:

• What is the explained variability of winter wind storm frequency through the

North Atlantic Horseshoe (NAH) pattern?

• What are the physical mechanism linking the SST and wind storms?

A complete answer of the second question might be somewhat overambitious, but

this chapter aims to identify at least some plausible physical link between SST and

wind storm.

The approach followed in this chapter is to analyse the influence of the Horseshoe

pattern on atmospheric growth conditions for extra-tropical cyclones as in chapter

3 in ERA-Interim Reanalysis in the section 6.2 and in AMIP-type sensitivity

experiments using the AGCM ECHAM5 in the section 6.3. Each section has its

own summary. The chapter ends with an overall discussion.

6.2 North Atlantic Horseshoe Pattern and Wind

Storm Frequency in ERA-I

Definition of the Horseshoe-Index

Following the analyses of Renggli (2011) the Horseshoe pattern can be described

with the so-called Horseshoe Index (HSI). It is based on three centres of high

interannual correlation of the SST from August to October and the number of

wind storms in the Northeastern North Atlantic and European region in the core

winter months December until February (figure 6.2). The number of wind storms

is the sum of events crossing the region from 45°W to 20°E and 45° to 70°N, while

every event is only taken into account once. There is no weighting with respect to
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Figure 6.1: Figure 4.1a from
Renggli (2011): Spearman
correlation coefficient between
SST in ASO and wind storm
frequency in subsequent DJF in
ERA-40 from 1959-2001. Black
box added retrospectively

the affected area and the duration of an event in the box or the intensity of the

storm. The HSI is calculated as given in equation 6.1:

HSI = SSTW −
1

2
(SSTN + SST S) (6.1)

with SSTX as the area weighted field mean of three regions (SSTW : 70° - 40°W,

27.5° - 42.5°N; SSTN : 30° - 10°W, 50° - 60°N; SSTS: 60° - 30°W, 10° - 25°N; figure

6.2).

The correlation pattern resembles a horseshoe - hence the name - with positive

correlations in the western North Atlantic with a maximum around 60°W and 35°N

surrounded by negative correlations stretching from the Caribbean Sea eastwards

to the coast of West Africa and then northwards until about 60°N just off the coast

of the British Isles. The location of the boxes for the HSI follows the definition of

Renggli (2011) based on analyses with ERA-40. The boxes are centred in areas of

strongest correlations (anticorrelations) in the ERA-40 data set but their size and

exact borders remain arbitrary.

The correlation between SST in ASO and the number of wind storms in the following

DJF in ERA-Interim also resembles a horseshoe, albeit with differences to the

correlation pattern in ERA-40. The correlation patterns between ERA-40 and

ERA-Interim match well over most parts of the North Atlantic when considering

the years from 1979 to 1999. The main difference are negative correlations which
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(a) 1979/1980 - 1999/2000 (b) 1979/1980 - 2013/2014

Figure 6.2: Kendall’s τb correlation coefficient between SST averaged over ASO and
accumulated number of wind storms over 45°W - 20°E and 45° - 70°N (black box)
summed up over DJF for two different time periods. Dots show significance at 5%
level. Red and blue boxes indicate areas for the calculation of the HSI.

appear along the Eastern North American coast in ERA-Interim and are not present

in ERA-40. The correlation patterns match less well when also the years until 2013

are taken into account. The positive correlations in the Western North Atlantic

are reduced and shifted eastwards and are partly replaced by negative correlations.

The negative correlations as part of the horseshoe remain similar (figure 6.2b).

Lead lag Correlations between the HSI and Wind Storm Frequency in

ERA-I

The accumulated number of wind storms in the region 10°W - 20°E and 45° -

70°N (eastern part of the black box in figure 6.2a) in DJF and the HSI correlate

strongest and significantly when the HSI leads by three to four months when only

the years from 1979 to 1999 are considered (figure 6.3 blue line). Starting at one year

lag between the HSI and the number of wind storms, correlation values gradually

increase when the lead time of the HSI is decreased until a significant maximum of

0.55 is reached for a lead time of three months. Shorter lead times up to concurrent
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Figure 6.3: Lead lag Kendall’s
τb correlation between HSI and
accumulated number of storms
in 10°W - 20°E and 45° - 70°N
for two different time periods
in ERA-Interim. Lead time of
HSI ranges from 12 months at
the furthest left to 0 months
at the furthest right. Stippled
horizontal lines indicate 5%
significance level.

correlations reveal a sharp reduction in correlation to non-significant values. These

results corroborate Renggli (2011) with two small differences: i) the concurrent

correlation between HSI and wind storm numbers is stronger and significant in the

ERA-40 data set from 1958 to 2001 and ii) the maximum correlation is reached

for lead times of four months instead of the three months here. The wind storm

region is smaller compared to Renggli (2011) and can be considered more impact

orientated. The difference in size of the region affects the results only marginally.

When the years from 1979 to 2013 are considered the correlation values between

the HSI and the number of wind storms are reduced for all lead times except for

the concurrent correlation (figure 6.3 red curve). The shape of the curve remains

similar with strongest correlations for lead times of three to four months but none

of the correlations are significant. Longer lead times for the HSI also result in lower

correlation values.

This dependency on the correlation time period is also apparent when the relation

between HSI and NAO is analysed. While the HSI in late summer and autumn

strongly and significantly correlates with the NAO in the subsequent winter in the
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years 1979-1999, this relation completely disappears when only the years from 2000

to 2014 are considered (figure 6.4). Such a dependency on the time period has not

been found for the correlation between HSI and wind storm frequency or or NAO

respectively in Renggli (2011) nor has it been shown for the Horseshoe pattern

(NAH) in general in other previous studies.

It is worth mentioning that the point in time when the correlation between HSI

and wind storm frequency or NAO declines or vanishes, happens to be around the

time when the ERA-40 data set ends. Besides a physical reason in the atmosphere-

ocean system, the possibility of a statistical artefact needs to be considered. The

definition of the HSI is entirely based on the work by Renggli (2011) and based on

ERA-40. A possible explanation for the time-dependent relation between HSI and

wind storm frequency and HSI and NAO breakdown could be an overfitting to the

ERA-40 data. Overfitting occurs when a function is too closely fit to a limited set

of data points. In the case here, this would mean that the choice of the HSI is not

general enough and too specific to the ERA-40 data set or its covered time period.

The additional years from 2001 to 2014 from ERA-Interim which are not used for

the fitting of the function do not show the previously identified relation and thus

show a common symptom of overfitting: a correlation in the fitting period but no

correlation in the testing period.

Influence of the HSI on atmospheric growth factors for the intensification

of ETCs in ERA-I

The previous section 6.2.1 shows the relation of the HSI and wind storm frequency

over Europe and the NAO respectively which is significant at least for the end of

the 20th century. In this section the influence of the SST and in particular the HSI

on factors for the intensification of ETCs is investigated. This refers to the second
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Figure 6.4: Normalised time
series of the HSI averaged
over ASO from 1979-2013 in
ERA-Interim (black curve) and
NAO averaged over DJF from
1979/1980 to 2013/2014 as
taken from NOAA CPC (red
curve). Kendall’s τb correlation
values between the two indices
are given for the whole time
period and two parts of the
time series divided by the
vertical dashed line.

objective of this chapter. The analysed variables and quantities correspond to the

growth factors in chapter 3, described in 2.3. Composite differences as explained in

2.2.6 are used to quantify the influence of the HSI on the different growth factors.

Only years with HSI anomalies greater than one standard deviation are taken into

account, corresponding to about one third of all years of the overall time period

from 1979 to 2014. The years for strong positive HSI are 1988, 1994, 2009, 2011,

and 2013 and years with strong negative HSI are 1981, 1995, 1997, 2005, 2007, and

2010. Note, that these years are either side of 1999/2000 the point in time when

the relation between HSI and wind storm frequency is strongly reduced. Composite

differences for the jet in 200hPa, equivalent potential temperature in 850hPa, and

Maximum Eady Growth Rates in the upper and lower troposphere are shown in

Figures 6.5 to 6.7. Their results are summarised in the tables 6.1 to 6.3.

The Maximum Eady Growth Rate is a quantity to measure the potential of

baroclinic waves to grow (Hoskins and Valdes, 1990). Wave amplitudes of baroclinic

waves with wavelength on the synoptic scale or below can therefore be expected

to be greater when the Maximum Eady Growth Rate shows positive anomalies.

Considering only years with strong positive HSI anomalies the FFT decomposition
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(a) ASO (b) OND (c) DJF

Figure 6.5: Composite differences for zonal wind in 200hPa in ms−s. Average of
strong positive HSI minus average of negative HSI years for three three-months
averages.

ASO OND DJF

• Enhanced over North
Atlantic in a latit-
udinal band between
40°N and 60°N

• Negative anomaly
around Iceland

• Enhanced over North
Atlantic in a latit-
udinal band between
40°N and 60°N

• Anomalies stronger
than in ASO

• Maximum over New-
foundland and Scand-
inavia

• Enhanced over North
Atlantic in a latit-
udinal band between
40°N and 60°N

• Anomalies stronger
than in ASO and
OND and more zonal

• Maximum from 30° -
0°W along 50°N

Table 6.1: Horseshoe composite differences for zonal wind in 200hPa

(a) ASO (b) OND (c) DJF

Figure 6.6: Composite differences for equivalent potential temperature in 850hPa
in Kelvin. Average of strong positive HSI minus average of negative HSI years for
three three-months averages.
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ASO OND DJF

• Positive anomalies in
a zonal band south
of 45°N from North
America to Europe

• Maximum over Adri-
atic Sea

• Slight negative anom-
alies west of Brit-
ish Isles in region of
Northern HSI box and
over Greenland

• Strong East – West di-
vide of anomalies with
meridional nodal line
around 20°W

• Strong positive anom-
alies over all of Europe
with maximum over
North Sea

• Strong negative an-
omalies reaching until
about 45°N with max-
imum over Greenland

• East-West divide
shifted eastward with
slight NW-SE tilt in
axis

• Negative anomalies
from Greenland
towards Spain and
North Africa

• Slight positive
anomalies over
Western North
Atlantic south of
45°N

Table 6.2: Horseshoe composite differences for equivalent potential temperature in
850hPa

(a) ASO, 500-300hPa (b) OND, 500-300hPa (c) DJF, 500-300hPa

(d) ASO, 850-700hPa (e) OND, 850-700hPa (f) DJF, 850-700hPa

Figure 6.7: Composite differences for Maximum Eady Growth Rates in upper
(between 500 and 300hPa) and lower (between 850 and 700hPa) troposphere in
days−1. Average of strong positive HSI minus average of negative HSI years for
three three-months averages
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ASO OND DJF

• Strong positive an-
omaly over European
land areas

• Slight positive anom-
aly over central North
Atlantic

• Negative anomaly
from southern tip of
Greenland towards
Scandinavia

• Positive anomalies
over central North
Atlantic

• Stronger and more
zonal (from 35° to
50°N) than in ASO

• Positive anomalies ex-
tend eastward to 15°W

• No strong anomalies
over Europe

• Negative anomalies
south of 35°N over the
North Atlantic and
Mediterranean

• Anomalies shifted
eastward compared
to OND with
positive anomalies
over Central North
Atlantic and Western
Europe

• Positive Anomalies in
zonal band from 35°to
50°N

• Maximum west of Por-
tugal and in Bay of
Biscay

Table 6.3: Horseshoe composite differences for Maximum Eady Growth Rates in
upper (between 500 and 300hPa) and lower (between 850 and 700hPa) troposphere

as in chapter 4 for the North Atlantic sector (120° - 0°W, 35° - 60°N) reveals a

systematic change in wave amplitude 6.8 of meridional averaged mid-tropospheric

geopotential waves. Wave amplitudes are generally increased for shorter waves

(λ ≤ 3, 000km or wave number 3 respectively) in years with positive HSI in the

months from November to January. In the same years these waves show a below

than average amplitude in February and March.

In years with strong negative HSI anomalies the signal in wave amplitudes is

analogue with opposite sign from November to January with slightly smaller

anomalies than for years with strong positive HSI. There is no clear signal in

February and March for negative HSI anomalies. The longest resolved wave in

the FFT over the North Atlantic sector (λ ' 9, 000km) shows greater amplitudes

in October and November in these years. This is in agreement with the analysis

in chapter 4 where a smaller amplitude of planetary wave number 3 can lead to a

higher probability of wind storms (figure 4.8a).
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Figure 6.8: Wave amplitude
anomalies in geopotential
height in 500hPa for first 10
wave numbers. Wave frequency
analysis between 120° and 0°W
for the meridional average
between 35° and 60°N for
extended winter season from
October to March. Symbols
indicate different wave numbers
for years with strong positive
HSI in red and years with
strong negative HSI in blue.
Amplitudes are normalised
with respect to ERA-Interim
climatology from 1979 to 2014.

Summary of HSI results in ERA-I

The above analyses can be seen as a continuation of Renggli (2011). While the above

results corroborate this study in general, they also reveal new insights into a possible

variability of the relation NAH or HSI and NAO or wind storms respectively. The

correlation results between the number of wind storms in DJF and SST, respectively

the HSI, in ASO confirm the results from Renggli (2011) for the overlapping time

period of ERA-40 and ERA-Interim. However, after the year 2000 it appears that

the relation between NAH or HSI and the NAO breaks down or at least changes

(see figure 6.2 and 6.3). Especially the correlation area between the number of wind

storms and SST in the western North Atlantic shifts to a more central position in

the North Atlantic. This dependency on the considered time period could stem

from either a decadal modulation of the relation HSI and NAO (or wind storm

frequency) or from statistical overfitting to the ERA-40 data.

Independent of the time varying relation between HSI and NAO, the composite

analyses show enhanced growth conditions for wind storms in years with positive

HSI and reduced or shifted conditions resembling a more negative NAO situation
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in years with negative HSI. The composite differences show generally a pattern for

wind storm growth factors similar to positive NAO conditions. Growth conditions

are generally enhanced already in ASO when correlations of HSI and wind storm

frequency are strongest. The conditions remain enhanced throughout the autumn

and even intensify in the core winter months DJF. The anomalies in the zonal

wind speeds in the upper troposphere, i.e. the jet stream, can be classified as the

“northern jet” in Woollings et al., (2010) corresponding to a positive NAO and

negative EA pattern (Mahlstein et al., 2012).

The composites for the latent heat availability show positive (negative) anomalies

in autumn in years with positive (negative) HSI giving extra-tropical cyclones a

higher probability to deepen and turn into a wind storm. Higher SST lead to

an enhanced moisture availability in (at least) the lower atmosphere and increase

the equivalent potential temperature. The further north the jet, the higher the

probability the extra-tropical cyclone can “make use” of the available energy stored

as latent heat (Pirret et al., 2017). The greater number of storms in years with

positive HSI lead therefore to the conclusion that the latent heat is actually used to

turn extra-tropical cyclones into wind storms in these years. The composite pattern

for equivalent potential temperature changes from a more north-south divide into a

definite west-east divide within two to three months in years with strong HSI. While

in the late summer and early autumn months the signal in equivalent potential

temperature in the lower troposphere can be seen as a source of potential cyclone

growth, the signal in late autumn and winter is likely an effect of the existence of

more (and stronger) cyclones. Extra-tropical cyclones, either wind storms or not,

transport heat and moisture in a north-easterly direction, and letting cold and dry

air from further north flow behind the cyclone in a more southerly direction. Figure

6.6b resembles figure 3.8h from chapter 3 on a larger scale. The direction of travel

of the cyclones appear to be primarily on a south-north pathway along the 10° W

meridian in these months. It could thus be hypothesised that through additional
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availability of latent heat the pathway of extra-tropical cyclones and their associated

wind storms is systematically influenced.

The composite differences for the Maximum Eady Growth Rate shows an enhanced

baroclinicity over the North Atlantic in years with strong HSI. Strongly influenced

by meridional temperature gradients, baroclinicity is enhanced in both cases when

the HSI is either strongly positive or strongly negative. The main difference is

the region where this enhancement takes place. While in years with positive

HSI baroclinicity is increased along a latitudinal band around 50° N and reduced

elsewhere, in years with negative HSI baroclinicity is increased further south around

30° N (see figure 6.7). The wave frequency analysis clearly shows greater amplitudes

in years with positive HSI especially from November to January. In these years

wave amplitudes are smaller than the climatological mean in February and March,

suggesting less baroclinic activity and fewer wind storms towards the end of the

season. Years with negative HSI show reduced amplitudes in the wave frequency

analysis also especially in the months from November to January. The wave

frequency analysis is applied to the geopotential height in 500hPa on the meridional

mean of a latitudinal band from 35° to 60° N. The enhanced baroclinicity in years

with negative HSI is however somewhat further south than 35° N, while further

north baroclinicity might well be reduced in these years (see composite differences

in figure 6.7).
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6.3 North Atlantic Horseshoe Pattern and Wind

Storm Frequency in AMIP-type GCM Simula-

tions

The previous sections show that the NAH or HSI respectively may have an influence

on wind storm frequency albeit possible time-varying. SST anomalies in late

summer and early autumn show a clear influence on atmospheric growth conditions

for extra-tropical cyclones from a climatological perspective. To further analyse

the this SST influence on wind storms three AMIP-type sensitivity experiments

are performed. With these experiments the following questions can be further

investigated.

• Do positive HSI and negative HSI patterns have the same effect with only

opposite signs?

• Are both NAH/HSI and wind storm frequency steered by a previous driver?

• What part of the signal transported in the atmosphere?

Set-Up of AMIP-type sensitivity experiments with ECHAM5

The AGCM ECHAM5 (Roeckner et al., 2006) is used for three sensitivity AMIP-

type experiments (Gates et al., 1999). The model has 31 vertical levels and a

horizontal spectral resolution is T63 corresponding to 2.5° by 2.5° or about 200km

x 275km in the mid-latitudes. The procedure to create the boundary conditions

follow Hurrell et al. (2008) and are provided by the Max-Planck-Institute of

Meteorology, Hamburg, Germany. SST are monthly mean values for the mid of each

month averaged over the period from 1970 to 2000. Other boundary conditions are

also climatological values, such as sea-ice or aerosols. Greenhouse gases are set to
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Figure 6.9: Yearly prescribed
SST anomalies in HSI boxes
+2K ECHAM5 sensitivity ex-
periment. Line colours corres-
pond to box colours in figure
6.10a. Anomalies are reversed
for -2K experiment.

pre-industrial conditions and there is no additional forcing through volcanic aerosol.

Each of the simulations lasts 30 years with the same yearly SST cycle. The first

experiment has no additional anomalies applied to the model and is referred to as the

climatological simulation or CLIM in the following. For the other two experiments,

additional SST anomalies are added (or subtracted) from the SST CLIM conditions

in the three boxes used for the HSI calculation over the North Atlantic (see figure

6.9). The additional anomalies are very small in July and November, slightly

more than 1° C in August and October and about 1.8° C in September to provide

some transition between the months and not to create a “shock” experiment. The

anomalies are positive in the western HSI box and negative in the northern and

southern box in the +2K experiment. The same anomalies with opposite sign for

the respective boxes are added in the -2K experiment. The overall anomaly in

September corresponds to about three standard deviations of the HSI. There is an

additional spacial transition of two grid cells at the edges of the HSI boxes. The

transition weights for these cells at the edges of the box are the same as the temporal

weights for the months shown in figure 6.9.
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Influence of the HSI on atmospheric growth factors for the intensification

of ETCs in ECHAM5

The track density (see 2.2.1) for CLIM (figure 6.10a) matches the track density of

ERA-Interim (figure 1.1a) both in shape and in number of storms very well. The

+2K experiment (figure 6.10c) shows a higher number of wind storms than CLIM

over almost the entire European continent reaching from the Mediterranean to

central Scandinavia, including also the eastern subtropical North Atlantic between

the Azores and Portugal. There is a reduction of wind storms in the storm track

region with a south-west to north-east tilt starting at the western HSI box reaching

to about 20°W.

In the -2K experiment (figure 6.10d) the number of wind storms is also increased

over the Iberian Peninsula but to a lesser extent than in the +2K experiment.

Starting around the British Channel and further north including the North Sea and

Scandinavia there is a reduction of the number of wind storms compared to CLIM.

This North-South divide with a slight south-west to north-east tilt continues over

the North Atlantic with a positive and significant anomaly maximum in the central

subtropical North Atlantic and a negative and significant anomaly maximum around

40°W and 50°N. In general the -2K experiment resembles a NAO negative situation.

The previous section suggested that the HSI influences cyclone growth conditions

eventually leading to higher wind storm frequency. The same growth factors are

therefore analysed here again for the +2K and -2K experiment and shown in

composite differences (Figs. 6.11-6.13). The main results of this composite analysis

are summarised in tables 6.4 to 6.6.

The wave activity of mid-latitude geopotential waves is analysed analogue to ERA-
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(a) CLIM (b) +2K minus -2K

(c) +2K minus CLIM (d) -2K minus CLIM

Figure 6.10: Wind storm track density (differences) in ECHAM5 sensitivity
experiments in average number of storms per winter from October until March
in 30 simulation years with search radius of 700km. Shadings in (c) and (d) are
the same as in (b). Boxes in (a) show HSI regions. Dots in (b),(c), and (d) show
statistical significance between the two sample sizes at the 5% level.

(a) ASO (b) OND (c) DJF

Figure 6.11: Composite differences of +2K minus -2K experiment for zonal wind in
200hPa in ms−1. Shown are three-months averages.
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ASO OND DJF

• Enhanced over North
Atlantic along a lat-
itudinal band between
50° and 60° N

• Strongly reduced
along a latitudinal
band between 25° and
45° N

• Maximum of negat-
ive anomalies around
western HSI box

• Enhanced over North
Atlantic along a lat-
itudinal band between
50° and 60° N

• Reduced along a lat-
itudinal band between
25° and 45° N

• Anomalies in same re-
gions but smaller than
in ASO

• Positive anomalies
over the north-western
North Atlantic with
maximum in Labrador
Sea region

• Reduced along a lat-
itudinal band between
30° and 45° N

• Anomalies further re-
duced compared to
ASO or OND

• Anomalies “stop”
around 10° W

Table 6.4: HSI composite differences for zonal wind in 200hPa in ECHAM5

(a) ASO (b) OND (c) DJF

Figure 6.12: Composite differences of +2K minus -2K experiment for equivalent
potential temperature in 850hPa in Kelvin. Shown are three-months averages.
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ASO OND DJF

• Positive anomaly
in western North
Atlantic with
maximum in above
western HSI box

• Negative anomaly
in northern North
Atlantic and
Greenland with
maximum around
northern HSI box

• Similar positive anom-
alies than in ASO but
smaller in in amp-
litude and extent

• Negative anomalies
similar with shift of
maximum towards
Greenland

• Small negative
anomaly over northern
Africa and southern
Spain

• Positive anomalies
only marginal in
cyclogenesis region

• Negative anomalies
reaching from
Greenland towards
northern Africa but
small in amplitude

Table 6.5: Horseshoe composite differences for equivalent potential temperature in
850hPa in ECHAM5

(a) ASO, 500-300hPa (b) OND, 500-300hPa (c) DJF, 500-300hPa

(d) ASO, 850-700hPa (e) OND, 850-700hPa (f) DJF, 850-700hPa

Figure 6.13: Composite differences of +2K minus -2K experiment for Maximum
Eady Growth Rates in upper (between 500 and 300hPa) and lower (between 850
and 700hPa) troposphere in days−1. Shown are three-months averages.
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ASO OND DJF

• Enhanced
baroclinicity along
a latitudinal band
between 45° and 55°
N reaching from the
cyclogenesis region to
central Europe

• Reduced baroclinicity
in the western
subtropical North
Atlantic between the
western and southern
HSI box

• Signal qualitative very
similar in upper and
lower troposphere but
stronger in magnitude
in lower troposphere

• Signal qualitative very
similar but smaller in
magnitude compared
to ASO

• Difference between
upper and lower
troposphere remains

• Enhanced
baroclinicity signal
over central North
Atlantic basically
vanished

• Negative anomaly in
subtropical North At-
lantic comparable to
OND but smaller in
magnitude than ASO

Table 6.6: Horseshoe composite differences for Maximum Eady Growth Rates in
upper (between 500 and 300hPa) and lower (between 850 and 700hPa) troposphere
in ECHAM5

Figure 6.14: Average wave
amplitude anomalies in geo-
potential height in 500hPa
for first 10 wave numbers in
+2K and -2K ECHAM5 ex-
periments. Amplitudes are
normalised with respect to
CLIM. Wave frequency analysis
between 120° and 0°W for the
meridional average between 35°
and 60°N for extended winter
season from October to March.
Symbols indicate different wave
numbers for years with strong
positive HSI in red and years
with strong negative HSI in
blue.
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Interim with the FFT decomposition of chapter 4. The differences to CLIM of

wave activity as obtained by the wave frequency analysis in both the +2K and -2K

experiment are very similar. There is a slightly negative anomaly in wave amplitudes

for both experiments in October, changing into slightly positive anomalies in

November and increasing further until December. For DJF the anomalies remain

very similar generally half a standard deviation above CLIM. In March wave

amplitude anomalies are only slightly above zero. It is worth mentioning that

the longest resolved wave (λ ' 9, 000km) has the greatest amplitude anomaly in

January and February in both experiments.

Summary of HSI experiment results in ECHAM5 compared to ERA-I

The performed experiments with prescribed boundary conditions reveal further

insight into the relation between the NAH or HSI and wind storm frequency. In

general the ECHAM5 model reproduces the number of winter storm very well

compared to ERA-Interim. The coupled AOGCM has been used previously to

assess factors contributing to the development of strong cyclones (Pinto et al., 2009)

and can therefore be assumed to be suitable for such a study. Both +2K and

-2K experiments show differences to CLIM in wind storm frequency and growth

conditions for extra-tropical cyclones. There is therefore a genuine influence of the

HSI onto wind storm frequency.

The absolute composite differences for the analysed atmospheric quantities are

generally greater in the ECHAM5 experiments than in ERA-Interim. If relative

differences are considered this statement reverses and composite difference in

ERA-Interim show the greater signal (not shown). The greater magnitude in

the ECHAM5 experiments can be related to the larger prescribed SST anomaly

compared to ERA-Interim. The atmospheric signal as a consequence of HSI
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anomaly forcing clearly dampens from ASO to eventually DJF in the +2K and

-2K experiments. This damping appears to be smaller if at all present in ERA-

Interim.

The experiments show that the influence of positive HSI on growth conditions of

extra-tropical cyclones and ultimately wind storms is not opposite to the influence

from negative HSI conditions. In some regions the effect of a positive or negative HSI

compared to the climatology is very similar, e.g. for the wind storm frequency over

south-western Europe. The -2K experiment resembles a NAO negative situation

while the +2K experiment is only partly similar to a NAO positive situation.

The wave amplitudes for the +2K and -2K experiment are almost identical when

compared to CLIM. In the later winter months this is in accordance with the

Maximum Eady Growth Rate which is also very similar for both experiments. In

the early winter months however this is an effect of meridional averaging. The

Maximum Eady Growth Rate signal is shifted in north-south direction between the

+2K and -2K experiment but due to the meridional average for the wave frequency

analysis this difference disappears in the slightly coarser resolution of ECHAM5

compared to ERA-Interim.

6.4 Discussion

This study confirms a relation between SST in late summer / early autumn over

the North Atlantic and atmospheric conditions over Europe in the subsequent

winter. (Czaja and Frankignoul, 1999; Czaja and Frankignoul, 2002; Garćıa-Serrano

et al., 2008; Rodwell and Folland, 2002; Gastineau and Frankignoul, 2014; Peng

et al., 2002; Cassou et al., 2004; Deser et al., 2007). The lead-lag correlation between

the HSI and wind storm frequency exceeds 0.5 when the SST leads by about three

months if only the period until 2000 are considered. The correlation decreases to

about 0.2 if the whole ERA-Interim period is taken into account. SST anomalies
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can have an influence on cyclone growth factors, such as jet strength and position

or latent heat availability. This influence from SST to atmosphere is confirmed

with AMIP-type sensitivity experiments. The mean prescribed SST anomalies in

the sensitivity experiments are about three times greater than the one standard

deviation that is considered in the reanalysis. The signal in the atmospheric growth

conditions is found also to be greater in the sensitivity experiments, but does not

scale by a factor of 3. The less persistent signal in the AGCM experiments suggest

however that either some of the signal is transported via deeper ocean layers and

re-emerges at a later stage or that the NAO acts as a positive feedback mechanism

and influences the SST closer to the European continent that in turn could influence

wind storm activity.

The shift of the relation in the reanalysis around the year 2000 show that the

relation is either time-varying, meaning a process on the decadal time scale could

act modulating, or that the HSI definition of Renggli (2011) is an overfitting to the

ERA-40 dataset.

The performed composite analyses with ERA-Interim corroborate however the

study from Renggli (2011) but for the entire ERA-Interim period. This

could mean that the NAH or HSI relation to the NAO changes after the year

2000 but the influence on the number of wind storms remains, albeit to a smaller

amount (see figure 6.4). Since around the year 2000, NAO values follow a declining

trend (Dawkins et al., 2016) while the number of wind storms does not (see figure

1.1b). In fact the winter 2013/14 has seen the most storms in large regions over

the North Atlantic for the whole ERA-Interim period (see also next chapter 7).

In the composite analysis above only wind storm frequency is taken into account.

Extending the analysis to wind storm frequency combined with intensity could

provide a solution to this apparent discrepancy. The relation between NAO and
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intensity of storms remains true also after the year 2000 (Dawkins et al., 2016). In

summary this could mean that there is a constant relation between the number of

storms and the NAH independent of the exact shape of the NAH and location of

SST anomalies but the intensity of storms and the NAO respectively is dependent

on the position of the NAH.

This clearly shows high potential for further investigations also in the light of

decadal variability, e.g. as to what extent the AMOC might steer the positioning of

the NAH as it also seems to undergo a declining trend since the early 2000s (Smeed

et al., 2014).

The relation HSI → wind storms can also be seen as a source of potential

predictability for wind storm frequency on the seasonal time scale due to its three

to four months lag. Regarding the previous chapter 5 about seasonal prediction

skill, the obvious question now arises whether the analysed seasonal models can

reproduce this mechanism. Either way an analyses of seasonal prediction models

appears to be useful: if the mechanism is not found in the models these results

provide a great opportunity to further increase forecast skill for wind storms, and

if the mechanism is found, the seasonal models provide an excellent opportunity

to further analyse this break down between HSI and NAO. First results using the

ECMWF System 4 August initialisations show indications that SST patterns in

the crucial HSI regions show almost no persistence. The effect of HSI anomalies

on wind storm frequency can therefore be expected to be relatively small in this

model.
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WAS THE EXTREME STORM SEASON OVER

THE NORTH ATLANTIC AND THE UK IN

WINTER 2013/14 TRIGGERED BY CHANGES

IN THE WEST PACIFIC WARM POOL?

This chapter has been published with the same title in almost identical

form in the Special Supplement to the Bulletin of the American

Meteorological Society “Explaining Extremes of 2014 from a Climate

Perspective” in 2015. The authors or the publication are Simon

Wild, Daniel J. Befort, and Gregor C. Leckebusch. The individual

contributions of all authors can be found at the beginning of this thesis

(see Author’s Declaration)

7.1 Introduction

In winter 2013/14, the United Kingdom experienced exceptionally stormy and rainy

weather conditions. The period from December 2013 to February 2014 was the

stormiest for at least 20 years according to the Met Office. Two further studies also

revealed this season to have been the stormiest in the United Kingdom since 1871.

Matthews et al. (2014) found the highest value of a combined index of cyclone

counts and intensity in the winter 2013/14, while a study by the Climate Research

Unit at the University of East Anglia derived an unprecedented number of severe
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gale days with a circulation weather type analysis from mean sea level pressure

fields While the United Kingdom was hit by several high-intensity storms, surface

temperatures over large parts of central North America fell to near record minimum

values (National Climatic Data Center, 2014; Environment Canada, 2014). These

low temperatures have been connected to warm sea surface temperatures in the

North Pacific (Hartmann, 2015; Lee et al., 2015). A potential driver for positive sea

surface temperature anomalies in the North Pacific and cold conditions in central

North America further downstream is warm surface waters in the tropical west

Pacific (Palmer, 2014; Hartmann, 2015). It has been suggested that increasing sea

surface temperatures in the tropical west Pacific could also be the cause for extreme

weather over the British Isles (Huntingford et al., 2014; Slingo et al., 2014; Kendon

and McCarthy, 2015). In line with this hypothesis, we first quantify the interannual

variability of winter windstorm frequency over the North Atlantic/European region,

which can be related to very low temperatures over North America. Secondly,

we test whether a mechanism originating in the tropical Pacific continues beyond

the North American continent affecting storminess over the North Atlantic and

Europe.

7.2 Data and Methods

All our analyses cover the core winter months, December–February, from 1979/80

to 2013/14. In our analyses we make use of the following data sets: 6-hourly ERA

Interim reanalysis (Dee et al., 2011) in its original T255 spatial resolution is used

for wind speeds, 2m temperature and mean sea level pressure (MSLP). Absolute

wind speeds are calculated from the zonal and meridional components. Two-meter

temperature data is normalised by its standard deviation with respect to the long-

term climatology mean of each 6-hourly time step to remove daily and seasonal

cycles. The seasonal anomaly mean is calculated from these normalised values.
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Additionally, we use MSLP data to identify cyclones in the North Pacific. For

the analysis of convective activity over the tropical Pacific, NOAA/NCAR gridded

monthly outgoing longwave radiation (OLR) data is used (Liebmann and Smith,

1996) Sea surface temperatures are taken from the 4th version of the ERSST data

(Huang et al., 2014). The seasonal cycle is removed from both these data sets. We

further use the winter mean of the monthly Pacific–North America pattern index

(PNA) provided by NOAA Climate Prediction Center (Barnston and Livezey, 1987).

Strong wind events associated with extra-tropical cyclones are identified with an

objective algorithm developed by Leckebusch et al. (2008) using exceedances of the

local 98th percentile of the 10m wind speeds. Events with a lifetime shorter than 18

hours are neglected to focus on wind fields caused by synoptic-scale extra-tropical

cyclones. Cyclones over the North Pacific are determined by a cyclone identification

and tracking algorithm (Murray and Simmonds, 1991) that locates a minimum of

MSLP in the vicinity of a maximum in the Laplacian of the MSLP. Local system

track density for both types of tracks (windstorms and cyclones) are calculated in

agreement with settings used in Neu et al. (2012) with a search radius of 500 km

around the centre of each box in a 2° x 2° grid.
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Figure 7.1: Anomalies (ERA Interim) for Dec 2013–Feb 2014 compared to
long-term climatology (1979–2014) in shadings; interannual standard deviation in
contours. (right) 60° W-30° E, 25° - 70° N; absolute windstorm events anomaly;
black dots indicate a maximum in winter 2013/14. (centre) 120° -60° W, 25°-
70° N; 2m temperature seasonal normalised anomaly mean; black dots indicate a
minimum in winter 2013/14. (left) 150° E - 120° W, 25° - 70° N; absolute cyclone
events anomaly; black dots indicate a minimum in winter 2013/14. Yellow boxes
mark regions used for the calculation of correlation coefficients for Table 7.1
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7.3 Results

The winter 2013/14 over the British Isles and upstream conditions

Compared to the long-term seasonal mean, we find an increase of up to 200% in the

number of identified windstorm events in the eastern North Atlantic for the winter

season 2013/14. This corresponds to an increase of about 10 systems per winter or to

more than three times the interannual standard deviation. Considering the period

from 1979 to 2014, the winter 2013/14 showed the highest storm frequency on record

(Fig. 7.1, right panel). The main area of this positive windstorm anomaly extends

from about 35° W to the Greenwich meridian along a latitudinal belt from about

40° N to 55° N, and it includes large parts of the British Isles. These results about

pure wind storms corroborate findings of previous studies about cyclone counts

or gale days derived from pressure data (Matthews et al., 2014; CRU - Climate

Research Unit - University of East Anglia, 2014). Concurrently, further upstream

over the central North American continent, 2m temperatures dropped extremely

below normal conditions. The interannual standard deviation (one value per season)

of the normalised temperatures (one value every six hours) shows values between

0.3 and 1.0 below the long-term seasonal mean setting the overall temperature

minimum for large parts of the U.S. Midwest, the southern part of the Canadian

prairies, and southwestern Ontario for the whole investigated period (Fig. 7.1,

central panel). The North American extreme cold temperatures are strongly linked

to an equatorward shift of the circumpolar vortex (Ballinger et al., 2014). The

circumpolar vortex accompanied by the upper tropospheric jet was deflected to the

north over the eastern North Pacific (Slingo et al., 2014) allowing polar air masses

to flow over North America on the trough upstream side. Associated with large

amplitude Rossby waves in the mid and upper troposphere with a ridge over the

North Pacific, anomalously high mean sea level pressure can decrease the number
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of cyclone systems and increase temperatures in the region of the climatological

Aleutian Low (Lau, 1988; Honda et al., 2001). In the winter 2013/14, the number of

cyclones was indeed strongly reduced compared to the long-term climatology with a

reduction of about 30% to 60% equivalent to about 5-10 fewer cyclones per grid point

over the eastern North Pacific (Fig. 7.1, left panel). The Pacific–North American

Pattern (PNA) can be regarded as one mode of variability that links the tropical

and extra-tropical Pacific on a monthly to seasonal scale and is known to be strongly

related to the surface temperature over North America (Leathers et al., 1991; Ning

and Bradley, 2014). In the winter 2013/14, the PNA was weakly positive in January

and strongly negative in December and February. Sea surface temperatures in

the tropical west Pacific were exceptionally high in winter 2013/14 (Lee et al.,

2015) causing enhanced convective activity, indicated by negative outgoing longwave

radiation (OLR) anomalies, in this region (Fig.7.2).

Figure 7.2: Seasonal normalised anomaly mean of OLR for December 2013
to February 2014 compared to long-term climatology (1979–2014) in shadings;
interannual standard deviation in contours; black dots indicate a minimum in winter
2013/14. Negative OLR values indicate high convective activity. Yellow box marks
regions used for the calculation of correlation coefficients in Table 7.1
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OLR, PNA Cyclone Temper- SST
WP Events ature WA

NEP NA

Wind Storms, NAt -0.05 -0.22 -0.21 -0.38 0.29
Temperature, NA -0.41 0.46 0.37 0.03

Cyclone Events, NEP 0.17 -0.41 0.02
PNA 0.36 0.32

OLR, WP 0.18

Table 7.1: Spearman rank correlation coefficient between area-averaged detrended
time series from 1979/80 to 2013/14. NAt: Northeast Atlantic/British Isles (40°-
55°N, 35°W-0°); NA: North America (38°-55°N, 105°-80°W); NEP: Northeast Pacific
(33°-52°N, 150°- 128°W); SST NP: Sea surface temperature, North Pacific (35°-
60°N, 160°E-45°W); WP: tropical west Pacific. (25S°-25°N, 90°-170°E); WA: West
Atlantic(85°-50°W, 35°-60°N). For regions, see also yellow boxes in Fig. 7.1-7.3 and
green box in Fig.7.5. Statistically significant values in bold (p < 0.05)

Figure 7.3: Interannual
correlation coefficient
(Pearson) of seasonal mean
(December–February) values
from 1979/80 to 2013/14: (top,
north of 30° N) PNA index and
cyclone events; (bottom, south
of 30° N) PNA index and OLR.
Correlations below the 95%
significance level are omitted.

Figure 7.4: same as Figure 7.3
for PNA and wind storms.

146



7.4. DISCUSSION AND ATTRIBUTION TO CLIMATE CHANGE

The Role of the PNA

The PNA correlates positively with the cyclone track density in the central and

eastern North Pacific around 40° N (Fig 7.3, top panel). The maximum correlation

of about 0.75 is located in the region of the climatological Aleutian low, which is

slightly shifted to the west, compared to the location of the 2013–14 most negative

cyclone track density anomaly (Fig. 7.1, left panel). The correlation between PNA

and OLR shows an El Niño–Southern Oscillation-like pattern with highest values

at the northern edge of the tropical Pacific (Fig 7.3, bottom panel). The PNA

is significantly linked to the OLR and thus convective activity over about half of

the west Pacific warm pool. However, the PNA and North Pacific sea surface

temperatures show only weak and no significant correlation to wind storms in most

parts of the considered North Atlantic region (Table 7.1; Fig. 7.4).

7.4 Discussion and Attribution to Climate Change

This study tests and quantifies a proposed mechanism linking convective activity

over the tropical west Pacific and storminess over Europe. If such a link exists,

the record number of storms over the British Isles in winter 2013/14 could be

seen as an enhanced response of the climate system triggered by increased sea

surface temperatures in the tropical west Pacific, which themselves stem from

anthropogenic influences (Palmer, 2014; Chan and Wu, 2015). Thus, anthropogenic

influences would act via a natural link leading to anomalously high storm frequency

over Europe. We diagnose that the year-to-year variability of storm frequency

over the northeast Atlantic and the British Isles is significantly anti-correlated

to surface temperatures in central North America (Table 7.1, regions outlined as

yellow boxes in Fig. 7.1). We further confirm the link between the interannual

variability of surface temperatures over North America and the PNA. The PNA is
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in turn significantly linked to cyclone activity in the northeast Pacific, sea surface

temperatures in the North Pacific, and convective activity (OLR) over about half

of the west Pacific warm pool (Table 7.1 and Fig. 7.3). The direct relation

between wind storm frequency anomalies over Europe and sea surface temperatures

in the west Pacific warm pool, respectively OLR anomalies, is however weak and

not significant (Table 7.1). Thus, we find that parts of the proposed mechanism

in previous studies (Huntingford et al., 2014; Slingo et al., 2014; Kendon and

McCarthy, 2015) linking the tropical west Pacific and European storminess show

significant covariability, but we cannot find evidence for a direct relation from the

beginning to the end of such a mechanism.

In addition, the correlation between North American temperatures and wind storm

anomalies drops to insignificant values when the winter 2013/14 is excluded from

the analysis. We thus conclude that the conditions in the Pacific and its induced

anomalies over the North American continent are generally not sufficient to explain

the extraordinary high winter wind storm frequency over the northeast Atlantic and

the British Isles. The induced conditions were favourable to increase the number

of storms in winter 2013/14, but the explained variability is too small to attribute

this particular extreme mainly to conditions in the tropical Pacific and its imprinted

anthropogenic signal.
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Figure 7.5: (a) Normalised sea surface temperature (SST) anomalies (ERSSTv4)
for Dec 2013–Feb 2014 compared to long-term climatology (1979–2014) in shadings;
interannual standard deviation in contours. Black dots indicate a maximum
in winter 2013/14 for the considered time period from 1979 to 2014. (b)
Interannual correlation coefficient (Pearson) between winter wind storm frequency
and meridional temperature gradient index from 1979/80 to 2013/14. The
meridional temperature index is calculated by subtracting the area-averaged sea
surface temperature value for the west Atlantic (15° - 35° N, 85°- 50° W; green box in
Fig. 7.5a) minus the area-averaged 2m temperature value for central North America
(38° - 55° N, 105° - 80° W; yellow box in centre panel of Fig.7.1). Correlations
below the 95% significance level are omitted. (For clarity: Yellow box in Fig. 7.5b
corresponds to yellow box in right panel in Fig.7.1)
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One alternative potential driver partly explaining the anomalously high storm

frequency in 2013/14 could have been the unprecedented anomalies of sea surface

temperatures in the west Atlantic (Fig.7.5a). High sea surface temperatures in the

subtropical west Atlantic (green box, Fig. 7.5a) and low temperatures over North

America (yellow box, centre panel Fig. 7.1 are unrelated (the correlation equals

0.03), but when occurring concurrently, they substantially increase the meridional

temperature gradient over the core genesis region of extra-tropical cyclones. This

meridional temperature gradient is positively related to wind storm frequency over

the North Atlantic and Europe (Fig. 7.5b). Baroclinic instability in this region can

be positively influenced through a strong temperature gradient, leading to enhanced

cyclogenesis and potentially strong deepening of cyclones responsible for high wind

speeds.
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SYNTHESIS

8.1 Summary and Discussion

This thesis’ main aim is to increase the understanding of reasons for increased

wind storm frequency and to some extent wind storm intensity on different time

scales. Successful prediction of extra-tropical cyclones and especially high impact

wind storms, Europe’s natural hazard with the highest loss potential for society

and economy, is crucial for risk management practices. The underestimation of the

Great Storm of 1987 is an example of incaccurate assumptions about atmospheric

conditions on the synoptic scale (Houghton, 1988; Burt and Mansfield, 1988).

Differences on this time and spatial scale between average extra-tropical cyclone

conditions and those leading to (strong) wind storms are shown in the chapters

3 and 4 with a composite analysis of atmospheric growth factors of extra-

tropical cyclones and a wave frequency analysis of mid-latitude mid-tropospheric

geopotential height.

In Chapter 3 synoptic scale differences of tropospheric growth factors

between average extra-tropical cyclones and wind storms are analysed. The

applied composite analysis consists of a larger event set than 58 storms as in Pirret

et al. (2017). The analysed growth factors are the maximum Eady growth rate

σBI in the upper and lower troposphere as a measure for baroclinicity, equivalent

potential temperature in 850hPa ΘE as a measure for latent and sensible heat

availability and the vertical sum of upper tropospheric divergence between 500 and
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200hPa. All growth factors show generally higher values for events with either lower

pressure or stronger winds corroborating previous studies (Pinto et al., 2009; Ulbrich

et al., 2001; Liberato, 2014). Different composite sets allow here additionally for a

quantification and the analysis whether there are differences between extreme extra-

tropical cyclone (defined by mean sea level pressure) and wind storms (defined by

surface wind speeds). The magnitude of growth factors increases by about 50%

(ΘE) and often up to 100% (other quantities) for strong extra-tropical cyclones and

wind storms. For strong wind storms this increase can even be greater. All wind

storm events (SSI > 0) and strong cyclone events (p < 960hPa) do not show any

major differences. The increase of growth factor magnitude can even be greater

for strong wind storm events (SSI > 30) which are however in about 60% not

part of the strong cyclone event set. This highlights the necessity for a seperate

investigation of wind storms instead of “only” strong extra-tropical cyclone events.

It is worth mentioning again at this point that the months October to March are

used in this study. A reduction of the investigated period to the months December

to February could influence the results as mean values for growth factors such as

baroclinicity would likely increase.

Different wind storm events have been found to be strong due to different reasons

(Ulbrich et al., 2001; Fink et al., 2012). Therefore, the wind storm event to event

variability for growth factors from a Lagrangian perspective is also analysed in

chapter 3 using a newly developed method using an event space PCA. Due to small

values in explained variability the results have to be generally interpreted with

caution. From a composite analysis alone upper and lower baroclinicity seem to

behave similarly, however with the PCA results show that the variability between

events is greater in the upper troposphere. The PCA reveals that if latent heat is

available it also has to be “accessible” in between the fronts to intensify an extra-

tropical cyclone.

In Chapter 4 mid-latitude, mid-tropospheric geopotential wave char-

152



8.1. SUMMARY AND DISCUSSION

acteristic during wind storm occurrence are analysed. Geopotential wave

amplitudes are generally increased during wind storm events. This is in agreement

with greater rates for potential wave growth as identified in chapter 3. For the

synoptic scale waves (wave number 7-12) this ought to be expected given the

stormtrack defintion by Blackmon (1976). There is no wave number or wave number

combination of these synoptic scale waves that could be described as dominant

when wind storms occur. There is however an increased likelihood of wind storm

occurrence when planetary wave number 2 shows greater amplitudes. The relation

of amplitudes of planetary wave 3 to wind storm frequency is found to be non-linear.

Very low amplitudes seem to favour more strong wind events, while amplitudes

are on average greater during wind storm occurrence (see next section for potential

future research). The relation of wave amplitudes and wave breaking is not analysed

in chapter 4 but the assumption that waves have to increase in amplitude first

before they can break and then influence extra-tropical cyclones and/or wind storms

appears to be true. Rossby wave breaking usually occurs few days before a strong

wind event reaches the European continent. The analyses in chapter 4 do however

not take into account a potential time lag between amplitude and wind storm event.

Results from ECHAM5 in chapter 6 show that the choice for the latitudinal band

from 35° to 60° N might be not ideal if wind storms are the target quantity. The

analysis and the northern and southern boundary of the wave frequency analysis

closely followed the procedure of (Screen and Simmonds, 2014). In this and other

similar studies (e.g. Kornhuber et al., 2017) the variable of interest is primarily

temperature, which is largely driven by longer planetary waves. Chapter 6 shows

that for wind storms, strongly depend on shorter, baroclinc waves, a distinction

between wave activity further north and south might be necessary to not mix up

seasons with more wind storms in either northern or southern Europe, or a positive

NAO and a negative NAO situation respectively.

Seasonal forecasts for the extra-tropics are not as broadly communicated to the
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general public as for example weather forecasts. The reason is simply a limited

reliability in the extra-tropics (Weisheimer and Palmer, 2014) and in the case of

the Met Office potentially bad experience with a “barbecue summer” in the past

(Eden, 2011). Seasonal forecasts are however increasingly used across a wider-

getting range of applications (Dessai and Bruno Soares, 2013). Recent studies have

shown an increased skill in forecasting the NAO with seasonal prediction models

(Scaife et al., 2014; Hansen et al., 2017) raising the question whether small seasonal

skill previously found for wind storm frequency in older models has also increased in

state-of-the art seasonal forecast suites. The prediction skill for extra-tropical

cyclone and wind storm frequency is therefore assessed in chapter 5.

The November initialised forecasts for three model suites namely the ECMWF-

System 3, ECMWF-System 4 and GloSea 5 are compared to reanalysis. All models

show small to moderate but significant skill for some parts of western Europe, with

ECMWF-System 4 and GloSea 5 outperforming ECMWF-System 3. Using the

NAO as indirect wind storm predictor leads to a reduction in skill suggesting 1)

that analysing the NAO is not sufficient for the assessment of European storminess

and 2) that the models appear to predict successfully at least to some extent other

drivers for interannual wind storm frequency, otherwise the skill in the direct method

would not be higher.

The temporal variability of the seasonal prediction skill assessed with the ACC

over the North Atlantic is remarkably similar across the models. This suggests that

some years have a higher potential seasonal predictability than others, a result also

proposed by Renggli (2011).

A potential source of predictability on the seasonal scale is analysed in chapter 6:

the influence of North Atlantic sea surface temperatures on European

wind storm frequency. North Atlantic SST have been shown to provide a

source of predictability for the NAO on the seasonal time scale (Gastineau and

Frankignoul, 2014; Garćıa-Serrano et al., 2008). An anomaly SST pattern named
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the North Atlantic Horseshoe (NAH) shows thereby the highest correlations to the

NAO when leading by about five months. Renggli (2011) defined the Horseshoe

Index (HSI) to quantify the NAH. The HSI is found to significantly correlate with

the NAO and wind storm frequency with similar lead times. The link HSI-NAO

seems however to undergo some decadal variability, as correlations drop to non-

significant values after around the year 2000. Following on from Renggli (2011) the

composite analyses show an influence for the HSI and tropospheric growth factors

as in chapter 3 and wave amplitudes as in chapter 4. Despite the possible decadal

variability between HSI and NAO the influence of the HSI onto growth factors is

found before and after the decoupling. The influence from the North Atlantic SST

to atmospheric conditions is also found in AMIP-type sensitivity experiments using

ECHAM5. The signal in the AGCM simulations in growth factors is however smaller

and less persistent suggesting that either some of the signal is transported via deeper

ocean layers and re-emerges at a later stage or that the NAO acts as a positive

feedback mechanism and influences the SST closer to the European continent that

in turn could influence wind storm activity. Because of the prescribed SST such a

feedback mechanism would not be present in the experiments.

Another possible mechanism for the interannual variability of European storminess

is analysed in chapter 7: whether a link between SST in the Western Pacific

Warm Pool and wind storm frequency over the Eastern Atlantic / north

western Europe exists and whether this link made the extreme storm

season 2013/14 more likely. The causal chain - convective activity over tropical

western Pacific→ triggered Rossby waves / PNA anomaly→ temperature anomaly

over North America→ greater extra-tropical cyclone frequency over North Atlantic

- as suggested by Huntingford et al. (2014) could however not be confirmed.

The results of chapter 7 have since its publication been confirmed by a study of van

Oldenborgh et al. (2015) and somewhat challanged by Messori et al. (2016). The

latter study suggests that a link from the Western Pacific Warm Pool to Europe is
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not steered by the PNA but by the Western Pacific Pattern. Watson et al. (2016)

find evidence for a connection between low latitudes over the Pacific and the extra-

tropics over the North Atlantic but argue that the link is not strong enough to

explain the conditions for the winter in question.

Western subtropical Atlantic SST showed a very strong positive anomaly in the

winter 2013/14, largely independent of SST in the Western Pacific Warm Pool.

Together with very cold conditions over the North American continent, that

were driven by the tropical Pacific, baroclinicity was increased and provided the

conditions for more extra-tropical cyclones (and wind storms) to be generated.

Long-term trends and decadal variability of European storminess have been

discussed extensively in the recent literature as different studies come to different

conclusions (Donat et al., 2011; Krueger et al., 2013; Wang et al., 2014; Krueger

et al., 2014). The newly available ERA20C reanalysis is therefore compared

to the NOAA 20th Century reanalysis (see appendix). The results show

major differences for low frequencies of extra-tropical cyclone and wind storm events

on both hemispheres especially before the year 1950. The data sets do however agree

well when their individual long-term trends and low frequencies are removed.

156



8.2. OUTLOOK

8.2 Outlook

This thesis provides numerous starting points for future research:

The newly developed EOF–PC-selection method in chapter 3 could proof to be a

powerful tool for non-linear mechanisms as the example at the end of the chapter

briefly demonstrates. The influence of large scale teleconnection patterns on the

results of tropospheric growth factors in chapter 3 remains a further area to be

investigated. Pinto et al. (2009) has shown an influence of the NAO while chapter

6 shows an influence of North Atlantic SST on synoptic scale growth factors on an

interannual time scale. Other teleconnection patterns such as the East Atlantic or

Scandinavian Pattern have found to be more influential than the NAO for wind

storms in some European regions and it can thus be expected to find a relation

between these patterns and atmospheric growth conditions.

The wave frequency analysis in chapter 4 revealed an non-linear relation between

planetary wave 3 and wind storm frequency. Due to the distribution of continents

and mountain ranges this wave plays an important role in northern hemispheric

mid-latitude weather and climate. Further understanding in how this wave and

wind storm frequency are linked could therefore be beneficial for short- to long-

term predictions and projections. Zappa et al. (2014) linked storm track biases

to blocking frequency in CMIP5 climate models. As discussed in chapter 4 the

non-linearity could stem from the link of wave 3 to blocking events and strong

and persistent ridge events (as defined by Santos et al. (2009)) but this has to be

investigated systematically.

The relation of wave amplitudes and wave breaking could further be investigated

as to whether a critical amplitude for an individual wave exists, when it is likely

to break. Priestly et al. (2017) found that the winter 2013/14 (as investigated in

chapter 7) showed more than average Rossby wave breaking, Pinto et al. (2014)

come to the same conclusion for January 2007. This raises further the question
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whether Rossby wave amplitudes also show different interannual behaviour.

On the one hand it is shown in chapter 5 that seasonal forecast models have

prediction skill for North Atlantic winter wind storms. On the other hand some

sources of predictability on seasonal time scales are shown in the chapters 6 and

7. Ongoing work shows some correlation of the west Atlantic SST region identified

to be important for the winter 2013/14 with the East Atlantic Pattern. This is in

line with a recent study of Ossó et al. (2017) who show some predictability of the

summer East Atlantic Pattern through Atlantic SST using a similar method than

in this thesis with the HSI and wind storm frequeny or NAO respectively. The next

logical step is thus to investigate whether current seasonal prediction models are

able of capturing these mechanisms.

ERA Interim reanalysis are used in the majority of the analysis in this thesis. The

shortly available ERA 5 reanalysis will have higher spatial and temporal resolution

and is thus more likely to resolve wind storm features, such as sting jets, not

adequately resolved in ERA Interim (Hewson and Neu, 2015). A change of reference

data set can sometimes change results as is shown in chapter 6. It will therefore

certainly be interesting to see whether how wind storm frequency and intensity and

their drivers on different time scales are represented in ERA 5.
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Fonseca, B. (2014), ‘Rossby wave-breaking analysis of explosive cyclones in

the Euro-Atlantic sector’, Quarterly Journal of the Royal Meteorological Society

166



BIBLIOGRAPHY

140(680), 738–753.

URL: http://dx.doi.org/10.1002/qj.2190

Gómara, I., Rodriguez-Fonseca, B., Zurita-Gotor, P. and Pinto, J. G. (2014), ‘On

the relation between explosive cyclones affecting Europe and the North Atlantic

Oscillation’, Geophysical Research Letters 41(6), 2182–2190.

URL: http://dx.doi.org/10.1002/2014GL059647

Haeseler, S., Lefebvre, C., Bissolli, P., Dassler, J. and Mamtimin, B. (2018), ‘Orkantief
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APPENDIX

DIFFERENT LONG-TERM TRENDS OF

EXTRA-TROPICAL CYCLONES AND

WINDSTORMS IN ERA-20C AND

NOAA-20CR REANALYSES

This chapter has been published with the same title in almost identical form

in Atmospheric Science Letters in 2016. The authors or the publication are

Daniel J. Befort, Simon Wild, Tim Kruschke, and Gregor C. Leckebusch. A

brief overview of the individual contributions of all authors can be found at

the beginning of this thesis (see Author’s Declaration). My contributions

of the following chapter or publication respectively included parts of the

overall analyses (I performed some of the tracking) and editing of the

manuscript.

9.1 Introduction

Wind storms caused by extra-tropical cyclones are one of the major natural hazards in the

mid-latitudes of both hemispheres. They can kill people, disrupt critical infrastructure,

damage buildings and industry installations and generate large economic losses. One

example of a particularly stormy winter was 2013/2014 over the UK (Kendon and

McCarthy, 2015), which was classed as the most active season regarding wind storm

frequency for at least the last 35 years (Wild et al., 2015) and the most active season

regarding cyclone frequency for over a century in the UK (Matthews et al., 2014). For the

Southern Hemisphere land extent is less in the latitudes of interest, meaning less direct
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impacts on losses, though severe wind storms are generally an even more pronounced

feature over the ocean here than in the Northern Hemisphere (hence the terms ‘roaring

forties’ and ‘furious fifties’). These can have severe consequences for shipping in the

southern ocean (Lim and Simmonds, 2002; Revell, 2015).

While our understanding of synoptic scale processes involved in the generation of (severe)

extra-tropical cyclones is generally well developed, scientific research has not fully

understood the governing physical processes steering the variability of storm frequencies

on time scales from inter-annual to multi-decadal (see for inter-annual variability, e.g.

Wild et al. 2015; Huntingford et al., 2014). For Europe, the influence of ocean heat

content anomalies over the North Atlantic has recently been highlighted by Nissen et

al. (2014), using coupled climate model simulations. As climate model responses to such

anomalies are often model specific (Yu and Weller, 2007), it is important to assess observed

variability. Physically consistent, global gridded three-dimensional datasets for the past

have been produced by different re-analysis projects. The NOAA-20CR data set (Compo

et al., 2011) was used by Donat et al. (2011), suggesting long-term trends in extreme

storms in the NOAA-20CR ensemble for the European region. This finding triggered a

scientific discussion about the reliability of historic trends derived from reanalyses and

estimates from station observations in specific regions (Broennimann et al., 2012; Krueger

et al., 2013; Krueger et al., 2014; Wang et al., 2013; Wang et al., 2014). With the release of

the ECMWF 20th century reanalysis (ERA-20C; Poli et al., 2016) a new data set is now

available to investigate the multi-decadal variability of extreme mid-latitude cyclone and

wind storm events. In addition to mean-sea level pressure (MSLP) observations (as used

by NOAA-20CR), surface wind observations over the oceans are also assimilated. Our

present study compares trends in these two reanalysis datasets, considering both extra-

tropical cyclones and strong, potentially damaging wind events over both hemispheres.

We address the question of different trends in the two datasets, their time dependency

and separate between multi-decadal and high-frequency spectral components.
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9.2 Data and Methods

In this study the ECMWF 20th century reanalysis (ERA-20C) data set with a horizontal

resolution of T159 (1.125°) and 91 vertical levels for the period 1901 until 2008 is

used. Atmospheric pressure observations as well as near-surface wind observations over

the oceans are assimilated employing a 4D-Var-scheme (Poli et al., 2016). Sea-surface

temperature and sea ice conditions are provided by the HadISST2.1.0.0 (Titchner and

Rayner, 2014) data set. Additionally, the NOAA 20th century reanalysis datasets (NOAA-

20CR (v2), Compo et al., 2011) with a horizontal resolution of 2° for the period from

1871 until 2009 is analysed. In this case, sea-surface temperature and sea ice conditions

are taken from the HadISST1.1 data set (Rayner et al., 2003), whereas only atmospheric

pressure observations are assimilated, employing an Ensemble Kalman Filter, producing

a reanalysis ensemble with 56 members.

Cyclones are identified in the Northern and Southern Hemisphere extra-tropics (excluding

the tropical belt within 20° N–20° S). Cyclones are identified and tracked using the

algorithm developed by Murray and Simmonds (1991) . This algorithm has been

used by several studies investigating extra-tropical cyclones under recent and future

climate conditions (Leckebusch and Ulbrich, 2004; Pinto et al., 2005; Leckebusch

et al., 2006; Kruschke et al., 2014) and is included in the intercomparison of mid-latitude

storm diagnostics initiative (Ulbrich et al., 2013; Neu et al., 2012). Six hourly MSLP

fields are used as input, which are available for both datasets: ERA-20C and NOAA-

20CR. Analyses are carried out for all cyclones and for the most extreme events. Extreme

cyclones are defined as those events with a minimum core pressure below 970 hPa over the

Northern and below 960 hPa over the Southern Hemisphere, in accordance with Lambert

and Fyfe (2006) .

The representation of extreme wind storms in reanalysis products is not perfect. Like

model simulations of comparable resolution they underestimate maximum gusts in terms
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of absolute measures (Hewson and Neu, 2015). For this reason an algorithm introduced

by Leckebusch et al. (2008) which identifies wind storms based on instantaneous near-

surface wind speeds relative to the climatology of the respective data set is applied.

The method identifies areas in which wind speeds exceed the local 98th percentile. A

minimum affected area of 150 000 km2 is required for assigning the ‘wind storm’ attribute

to a weather situation. Tracking of wind storm fields is primarily based on a nearest-

neighbour approach. Wind storm tracks lasting less than 18 hours are excluded from

the statistics. A comprehensive description of the scheme is given by Kruschke (2015) .

This algorithm has been proven useful in several studies to identify extra-tropical wind

storm events in gridded climate data (Renggli et al., 2011; Nissen et al., 2013; Nissen

et al., 2014; Befort et al., 2015; Kruschke et al., 2014; Wild et al., 2015). In general, these

studies used 10-m level wind speeds for their analyses. This parameter is only available

for ERA-20C, but not for NOAA-20CR. Therefore the 0.995 sigma level (∼1008 hPa/44

m using a surface pressure of 1013 hPa) for NOAA-20CR is used instead. Sensitivity

tests using ERA-20C confirmed that this difference in base height yields no large impact

on the temporal variability of wind storms nor the absolute number of events identified.

The 98th percentile of each data set (NOAA-20CR, ERA-20C) is calculated for the years

from 1961 until 2000.

Wind storm as well as cyclone events are identified over both hemispheres for the extended

winter season (NH: October to March; SH: April to September). In case of NOAA-20CR,

events are identified for all 56 ensemble member separately. Spatial track densities are

calculated similar to Kruschke et al. (2014), but using a ‘search’ radius of 700 km.

To analyse in how far differences between both datasets change in time, analyses are

carried out for the periods 1901–1930, 1931–1960 and 1961–1990. Additionally, the

number of cyclones/wind storms within three northern hemispheric regions (Northern

Europe, North Atlantic, Polar Region, see Figure 1(a)) and three southern hemispheric

regions (Atlantic Ocean, Indian Ocean, Pacific Ocean, see Figure 4(a)) is analysed. A

Lanczos low-pass filter (Duchon, 1979) with a cut-off frequency of 1/31 years−1 using 31
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weights is applied to investigate the lower-frequency variability. The high-pass filtered

time series are obtained by calculating the residuum between the original and the low-

pass filtered time series. Eventually, a linear regression model is fitted to the original

time series (the ensemble mean for NOAA-20CR) for each period. The similarity of low-

frequency variability (LFV) between both datasets is assessed by calculating the difference

of the relative linear regression slope for each period using a common reference period

(1961–1990). A Mann–Kendall test is applied to test the significance of the long-term

trends. The similarity of the high-frequency variability (HFV) is assessed by correlation

coefficients between both high-pass filtered time series, which is only possible for the

second and third period as no low-pass filtered information is available for the complete

first period.

9.3 Results

Northern Hemisphere

All cyclone events

The cyclone track density pattern (Fig.9.1(a), for the 1961–1990 period) is characterised

by the two well-known centres of activity over the North Atlantic and North Pacific.

It is assumed that the quality of both reanalyses is best for this most recent period.

Consequently, the highest agreement between both datasets is expected for the last period.

However, more cyclone tracks for ERA-20C than in NOAA-20CR are found (about 29%

between 1961 and 1990 over the Northern Hemisphere using ERA-20C as reference), which

is partly related to the finer resolution of ERA-20C (Pinto et al., 2005). Consistently,

about 11% fewer cyclones over the Northern Hemisphere are identified when interpolating

the ERA-20C data to the coarser NOAA-20CR grid compared to the original ERA-20C

data. Note that interpolating to a coarser resolution will not lead to the same results

as running the model on a coarser resolution, because more processes are resolved in
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Figure 9.1: Track densities for cyclones (a–d) and wind storms (e–h) over the
Northern Hemisphere in number of events per season. Cyclones: (a) ERA-20C
(1961–1990), (b) NOAA-20CR minus ERA-20C (1961–1990), (c) NOAA-20CR
minus ERA-20C (1931–1960) and (d) NOAA-20CR minus ERA-20C (1901–1930).
Wind storms: (e) ERA-20C (1961–1990), (f) NOAA-20CR minus ERA-20C
(1961–1990), (g) NOAA-20CR minus ERA-20C (1931–1960) and (h) NOAA-20CR
minus ERA-20C (1901–1930). Northern Hemispheric regions used for time series
analyses (North Atlantic, Northern Europe, Polar Region) are shown (a).

simulations with higher resolution.

Trends of cyclone track numbers over the NH differ drastically between the two datasets

for the first (1901–1930) and second (1931–1960) period (9.2(a)). For the first period

an increasing trend of cyclones is found for both datasets, which is smaller in ERA-20C

compared to those in NOAA-20CR. For the second period the long-term trend reverses

in NOAA-20CR, yet the increasing trend is still found for ERA-20C. The disagreement

in the first and second period is due to a distinct increase of events over the Polar Region

and (to a lower degree) over the North Atlantic with its maximum around the year 1920

in the NOAA-20CR dataset, which is not present in the ERA-20C (Figure 2(a), (c) and

(d)). The NOAA-20CR maximum is followed by a decreasing trend until the end of the

191



9.3. RESULTS

Figure 9.2: Time series of cyclone events for three selected regions over the Northern
Hemisphere (a–d) and Southern Hemisphere (e–h). Northern Hemisphere: (a)
extra-tropical NH, (b) Northern Europe, (c) North Atlantic and (d) Polar Region
(see Fig.9.1(a) for NH regions). Southern Hemisphere: (e) extra-tropical SH, (f)
Atlantic Ocean, (g) Indian Ocean and (h) Pacific Ocean. (see Fig.9.4(a) for SH
regions). The bold lines indicate the low-pass filtered time series (with a cut-off
frequency of 1 per 31years). NOAA-20CR ensemble mean is shown as the red thin
line, whereas the ensemble spread is indicated as shaded area. The similarity of
the high frequency (HF) is given as correlation coefficients (green values, top of
each Figure). Relative differences (ERA-20C–NOAA-20CR) of linear regression
coefficients are given in % events per decade using a common reference period from
1961 to 1990. The coefficients are bold if trends differ in sign. Superscripts ∗ and
∧ indicate trends significantly different from zero (ERA-20C (∗) and/or NOAA-
20CR(∧)).

192



9.3. RESULTS

century, again mainly influenced by the Polar Region, while ERA-20C shows a positive

trend from 1900 until 1960 both over the entire hemisphere and over the pole. A good

agreement between ERA-20C and NOAA-20CR is found for the last period.

Long-term trends between ERA-20C and NOAA-20CR differ in their sign and magnitude

for most selected northern hemispheric regions for the first and second period, while a

better agreement is found during the third period. It should be noted that even though

the sign of the linear trends differ partly, the individual trends in each dataset are often

not significant.

Assessing similarity of the HFV, generally positive correlations are found for all periods

and regions, with highest coefficients (above 0.7) for the third period.

Extreme Cyclone Events

The analysis of the extreme cyclones (core pressure below 970 hPa) shows a reduced

maximum of cyclone events around 1920 in NOAA-20CR (Fig.9.3(a) compared to all

cyclones (Fig.9.2(a)). This suggests that the increased number of all cyclone events around

1920 is mainly due to weaker events. An increased number of events around 1990 is

found in both datasets and in all regions. In general, LFV of extreme cyclones is in

better agreement between ERA-20C and NOAA-20CR compared to all cyclones. Long-

term trends show the same sign in all regions and all periods except for the second

period over the Northern Hemisphere (Fig.9.3(a)–(d)). However, only ERA-20C shows a

trend significantly different from zero for the second period over the Northern Hemisphere

(Fig.9.3(a)). Despite the same sign of trends for most periods and regions, large differences

in their magnitudes are found, e.g. of about 4% per decade during the third period over

Northern Europe (Fig. 9.3(b)).In general, HFV of both datasets is in better agreement

for intense cyclones than those for all cyclones (except for very similar correlations of 0.87

and 0.83, respectively, during the third period over the North Atlantic).
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Figure 9.3: Time series of extreme cyclone events (minimum core pressure below
970 hPa) (a–d) and wind storm events (e–h) for three selected regions over the
Northern Hemisphere. Cyclones: (a) extra-tropical NH, (b) Northern Europe, (c)
North Atlantic and d) Polar Region (see Fig.9.1 for NH regions). Wind storms: (e)
extra-tropical NH, (f) Northern Europe, (g) North Atlantic and (h) Polar Region
(see Fig.9.1 for NH regions). Time series, correlations and trend characteristics
analogue to Fig.9.2.

194



9.3. RESULTS

Wind Storm Events

The two main centres of wind storm activity over the Pacific and Atlantic oceans (cf.

e.g. Leckebusch et al., 2008; Kruschke et al., 2015) are well represented by ERA-20C

during the period from 1961 until 1990 (Fig.9.1(e)). For this period differences between

both datasets are comparatively small and partly related to the different height level used

to identify wind storm events. As expected, absolute differences between both datasets

decrease from the beginning to the end of the 20th century (Fig.9.1(f)–(h)). For the period

from 1901 until 1930 (Fig.9.1(h)) more wind storm events in NOAA-20CR compared to

ERA-20C are found mostly over the Polar Region in line with the enhanced cyclone

activity for the same region and period in NOAA-20CR (Fig.9.1(d)).

Regional trends of wind storms are similar to extreme cyclone events (Fig.9.3). Large dif-

ferences are found during the first and second period over the Northern Hemisphere/Polar

Region, which is caused by the large number of wind storms in NOAA-20CR around 1920

(Figure 3(h)). In contrast, ERA-20C shows an increasing trend in wind storms during the

20th century in all regions. Similar to results obtained for cyclones, a good agreement with

respect to the long-term trends is found for the last period. The HFV of wind storms is in

good agreement, with positive correlations for all periods and generally higher correlations

for the last period. This is similar to the results obtained for all cyclone and extreme

cyclone events.

Southern Hemisphere

All Cyclone Events

More cyclones over most parts of the SH are found in ERA-20C compared to those in

NOAA-20CR (Fig.9.4(b)–(d)), again related to differences in the horizontal resolution.

The overall mean difference is about 12% (1961–1990), whereas there are on average

around 10% fewer cyclones when interpolating ERA-20C to the coarser NOAA-20CR grid
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Figure 9.4: Track densities for cyclones (a–d) and wind storms (e–h) over the
Southern Hemisphere in number of events per season. Cyclones: (a) ERA-20C
(1961–1990), (b) NOAA-20CR minus ERA-20C (1961–1990), (c) NOAA-20CR
minus ERA-20C (1931–1960) and (d) NOAA-20CR minus ERA-20C (1901–1930).
Wind storms: (e) ERA-20C (1961–1990), (f) NOAA-20CR minus ERA-20C
(1961–1990), (g) NOAA-20CR minus ERA-20C (1931–1960) and (h) NOAA-20CR
minus ERA-20C (1901–1930). Southern Hemispheric regions used for time series
analyses (Atlantic Ocean, Indian Ocean, Pacific Ocean) are shown in (a).
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Figure 9.5: Time series of extreme cyclone events (minimum core pressure below 960
hPa) (a) and wind storm events (b) over the extra-tropical Southern Hemisphere.
Time series, correlations and trend characteristics analogue to Fig.9.2.

compared to the original ERA-20C data. These absolute differences tend to get smaller

over time, with the highest deviations at the beginning of the 20th century (Fig.9.4(d)).

In NOAA-20CR, an increased cyclone activity around 1970 is found in all regions except

the Pacific Ocean (Fig.9.2(e)–(h)), followed by a negative trend. In contrast, ERA-20C

shows an increasing trend of cyclone events over the entire 20th century. LFV is in good

agreement during the second period with long-term trends having the same sign. For the

third period different signs of the regression coefficients in all regions except the Pacific

Ocean are present, but most of these trends are not statistically significant. However,

large deviations between both datasets regarding the magnitudes of relative trends at the

end of the century are found, especially over the Atlantic Ocean (2.8% per decade) for

which both time series are diverging at the end of the century. Correlations coefficients of

high-pass filtered time series are mostly positive, except for the Pacific during the second

period. However, the agreement of both datasets is smaller compared to results carried

out for the Northern Hemisphere.

Extreme Cyclone Events

For extreme cyclone events (core pressure below 960 hPa) a positive trend from 1920 until

2000 is present in NOAA-20CR (Fig.9.5(a)). ERA-20C shows a local maximum around

1940 and a local minimum at the beginning of the 20th century and around 1960. Best

agreements regarding LFV is found for the first and third periods, whereas different signs
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of the regression coefficients are found for the second period with both linear trends being

significantly different from zero. Similarly, HFV shows highest agreement for the last

period with a correlation coefficient of about 0.85, whereas it is only about 0.25 for the

second period.

Wind Storm Events

The spatial distribution of wind storms in ERA-20C over the Southern Hemisphere for

the period 1971–2000 indicates high wind storm activity over the Pacific and Indian

Ocean and to a lesser extent over the Atlantic Ocean (9.4(e)). The largest differences are

found for the first period (9.4(h)) characterised by a higher number of events in ERA-20C

compared to those in NOAA-20CR. These differences decrease during the 20th century

(Fig.9.4(g) and (h)).

Over the entire SH, NOAA-20CR shows a maximum of wind storms around 1960 (Figure

5(b)), similar to the results for all cyclones (Fig.9.2(e)). ERA-20C shows fewer events

around 1970, followed by a positive trend until the end of the century. Trends show the

same sign in the first period, but differ in the second and third period. Additionally, the

magnitudes of the trends show high deviations of up to 17% per decade for the second

period. HFV is in better agreement than LFV, with positive but small correlations for

both periods of about 0.2.

9.4 Discussion and Conclusion

In this study, cyclones and wind storms in the NOAA-20CR and ERA-20C 20th century

reanalyses are analysed regarding their spatial distribution and temporal evolution over

the Northern and Southern Hemispheres. Differences in long-term trends are assessed

by comparing the linear regression coefficients derived from both datasets and three

periods: 1901–1930, 1931–1960 and 1961–1990. The similarity of the HFV is obtained by

calculating correlation coefficients between both high-passed filtered time series.
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Substantial differences regarding the long-term trend of both, cyclones and wind storms

between NOAA-20CR and ERA-20C are found over both hemispheres. This is partly

expressed by different signs of the linear regression coefficients as well as by large

differences regarding their magnitudes. Deviations tend to be largest for the beginning

of the last century with better agreement for the second part of the 20th century in most

cases.

Over the Northern Hemisphere, different signs of long-term trends are partly related to

an enhanced cyclone and wind storm activity around 1920 followed by a decreasing trend

of events in NOAA-20CR (also found by Wang et al., 2013). In contrast, ERA-20C shows

increasing numbers of cyclone/wind storm events over the Polar Region between 1910 and

1960. For all cyclones, the magnitudes of the trends differ drastically especially during

the second period (1931–1960) over the Northern Hemisphere and Polar Region, but

large deviations of the trend magnitudes over Northern Europe and the North Atlantic

are also found at the end of the 20th century. The agreement of long-term trends is

higher for extreme cyclones compared to all cyclones with the same sign in linear trends

for both datasets in most periods. However, large differences regarding their magnitudes

are present. Large deviations of long-term trends are also found for wind storm events

over the NH, with largest differences around 1920, possibly related to the large differences

in cyclone frequency during this time. Similar to extreme cyclones, both datasets show

similar long-term trends in terms of their signs for wind storms over Northern Europe

and the North Atlantic. In general, there is a better agreement of HFV compared to

LFV with mostly positive correlations even if long-term trends differ substantially in sign

and/or magnitude.

Over the Southern Hemisphere, different long-term trends for all cyclones, extreme

cyclones and wind storms are also present. For all cyclones over the Atlantic Ocean

differences are most striking at the end of the 20th century, where time series of track
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numbers diverge. Similarly to the NH, the agreement of HFV in both datasets is higher

than for LFV with mostly positive correlations. However, results for the SH indicate less

agreement for both LFV and HFV compared to the NH.

As pointed out by Wang et al. (2013) inhomogeneities in cyclone counts in NOAA-

20CR are related to the changing number of observational counts during the 20th century

and this might also be the case for ERA-20C. Differences might partly arise from the

assimilation of near-surface winds over the oceans in ERA-20C, which was not done in

NOAA-20CR. Furthermore, differences in the assimilation schemes themselves might lead

to differences how observations are used to generate the respective reanalysis product, e.g.

it is found that in most of the tropical cyclones bogus observations are rejected by ERA-

20C (Poli et al., 2016). Please refer to Poli and National Center for Atmospheric Research

Staff (2016a) for a brief overview about similarities and differences between ERA-20C

and NOAA-20CR.

In summary, our results show that analyses of long-term trends of cyclone and wind

storm events using both datasets should be interpreted carefully. In our opinion, it seems

to be difficult to extend cyclone and wind storm event time series backwards to before

around 1950 using NOAA-20CR and ERA-20C. However, as HFV is generally in better

agreement than LFV, we conclude that investigations on shorter timescales can be useful

if dataset-specific long-term trends are taken into account and properly removed.
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