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## Highlights

- Inference of population genetic parameters from a sample of sequences represented as site frequency spectra (SFS), using concepts akin to the forward-backward algorithm of hidden Markov models is described.
- Discrete transition matrices and continuous diffusion models of iterating the population allelic proportion, forward and backward in time, are used for calculating the marginal likelihood of the data for maximum likelihood inference of parameters.
- The method is demonstrated for simulated joint site frequency spectra (i.e., data from two or more populations) under different models of mutation and for different demographic scenarios.
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#### Abstract

A central aim of population genetics is the inference of the evolutionary history of a population. To this end, the underlying process can be represented by a model of the evolution of allele frequencies parametrized by e.g., the population size, mutation rates and selection coefficients. A large class of models use forward-in-time models, such as the discrete Wríght-Fisher and Moran models and the continuous forward diffusion, to obtain distributions of population allele frequencies, conditional on an ancestral initial allele frequency distribution. Backward-in-time diffusion processes have been rarely used in the context of parameter inference. Here, we demonstrate how forward and backward diffusion processes can be combined to efficiently calculate the exact joint probability distribution of sample and population allele frequencies at all times in the past, for both discrete and continuous population genetics models. This procedure is analogous to the forward-backward algorithm of hidden Markov models. While the efficiency of discrete models is limited by the population size, for continuous models it suffices to expand the transition density in orthogonal polynomials of the order of the sample size to infer marginal likelihoods of population genetic parameters. Additionally, conditional allele trajectories and marginal likelihoods of samples from single populations or from multiple populations that split in the past can be obtained. The described approaches allow for efficient maximum likelihood inference of population genetic parameters in a wide variety of demographic scenarios.
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## 1. Introduction

Most basic population genetic models, e.g., the Wright-Fisher and the Moran models as well as the forward and backward diffusion models, were introduced before molecular sequence data became available [reviewed in 10]. Thus, emphasis was on demonstrating processes over time and on qualitatively explaining observations, rather than on quantitative inference of population genetic forces given molecular data. Much later, coalescent theory [17] has been used both for demonstration of processes as well as for inference given a popułation sample [13, 38]. The coalescent reconstructs the genealogical history of a particular sample at a particular locus conditional on population genetic forces. However, the aim in statistical population genetics is usually the inference of evolutionary forces or of the evolutionary trajectory of allele proportions of the whole population.

Population genetic parameters have often been inferred from allele frequency data of a single locus sampled at multiple time-peints in the past. Due to the short time-spans, mutation can usually be neglected, while selection is important. Bollback et al. [4] developed a method based on a forward diffusion model to infer the strength of selection acting on an allele. This method was later extended to additionally infer the age of the selected allele [22]. To calculate the likelihood of the observed trajectory, these methods rely on solving the diffusion equation using a numerical grid approach. On the other hand, Steinrücken et al. [31] use a system of orthogonal polynomials, i.e., a spectral representation of the transition density [29], to analytically solve the diffusion equation and model the evolution of allele frequency. Recently, Schraiber et al. [27] developed a Bayesian approach that uses Markov chain Monte Carlo (MCMC) integration of allele frequency trajectories to provide estimates of population genetic parameters.

While the above-described methods deal with a single locus with data from multiple time-points, the focus of this study is to infer the demographic history and the population genetic forces acting on a whole population from present-day data. Specifically, we are interested in inference of population genetic parameters, such as the scaled mutation rate or mutation bias given data $y$ from the present, $t=0$, that consist of an alignment of $M$ (haploid) sequences. Nucleotide data are assumed to be independently and identically drawn from a population across $L$ freely recombining nucleotide sites. The sites are assumed to be neutral, e.g., in short introns, or at least nearly-neutral, e.g., fourfold degenerate sites, such that the data are informative about population demography and mutation processes. Because sites are assumed independent, they can be summarized as a site frequency spectrum (SFS), also called the allele frequency spectrum. The likelihood of the population sample $y$ can be calculated given the present population allele frequency $x_{0}$ and a probability model of the sampling process. The distribution of $x_{0}$ is in turn given by a population genetic model parametrized to capture mutation or the demographic history. These population how parallels between discrete and continuous models. Combining the forward and backward processes, as with the forward-backward algorithm of hidden Markov models (HMM) [25], the probability distribution of population allele frequencies conditional on data $\operatorname{Pr}\left(x_{t} \mid y, \ldots\right)$ can be inferred at time $t$ in the past and the distribution of conditional trajectories can be simulated. We therefore use forward and backward processes to conveniently calculate probability distributions in time conditional
on a SFS or jSFS from the present. Furthermore, we introduce bi-allelic boundary mutation models, with mutations occurring only at fixed sites. Specifically, we present the solution to the boundary mutation-drift diffusion model, which underlies the infinite site or Poisson-random-fields models $[16,26]$ and is important in statistical inference in population genetics as a starting point to derive maximum likelihood estimators, such as the well-known Ewens-Watterson estimator of the scaled mutation rate [9, 39]. The Markov chains of the models under consideration have no absorbing states and therefore have stationary distributions. We do not always assume time-reversibility. For the discrete models, the transition matrix must be multiplied repeatedly to obtain the distribution of population allele frequencies forward and backward in time. As the size of the transition matrix depends on the population size $N$, multiplication becomes cumbersome if $N$ is large. In the limit of large population sizes, the corresponding Kolmogorov forward and backward diffusion equations are obtained. Orthogonal polynomials provide a flexible and fast method to solve the diffusion equations and calculate marginal likelihoods for inference in population genetics. For most purposes, expansion of polynomials up to the order of the sample size $M$ suffices to accurately infer the transition density. With two populations, it can be shown that the order of the expansion is between the minimum and the maximum of the two sample sizes, depending on the starting distribution. As this is usually much less than the population size, continuous diffusion models may be much more efficient for parameter inference in population genetics than equivalent discrete models.

## 2. Time-homogeneous discrete Markov chains

In this section we apply the forward-backward algorithm [25] to discrete population genetic models for inference given a SFS or a jSFS. To this end, we rephrase iteration using discrete population genetic models (Wright-Fisher or Moran) in the terminology of the forward-backward algorithm [e.g., 25]. We mainly use matrix notation to emphasize the similarities between discrete iteration and the continuous models in Sections 3 and 7.1. For completeness and clarity, subsections include reviews of standard theory.

### 2.1. Assumptions

(i) Assume a haploid population of size $N$ and a bi-allelic mutation model. The time-dependent frequency of allele one in the population at time $t$ is denoted $x_{t}\left(0 \leq x_{t} \leq N\right)$ and is assumed to evolve as a discrete, timehomogeneous Markov chain with a transition probability matrix $\mathbf{T}$, where $(\mathbf{T})_{i j}=\operatorname{Pr}\left(x_{t+1}=j \mid x_{t}=i\right)$ with $i, j \in\{0, \ldots, N\} . \mathbf{T}$ is an aperiodic, right stochastic matrix.
(ii) At a (possibly unknown) time $t=s(s<0)$ in the past, a distribution of population allele proportions is given by $\boldsymbol{\rho}$ with entries $\left(\rho_{i}\right)_{i \in\{0, \ldots, N\}}=$ $\operatorname{Pr}\left(x_{s}=i\right)$. In particular, $\boldsymbol{\rho}$ may be the stationary distribution $\boldsymbol{\pi}=$ $\left(\pi_{i}\right)_{i \in\{0, \ldots, N\}}$ or may correspond to a joint distribution of some other data and the equilibrium allele frequency distribution.

We introduce the row vector $\mathbf{f}_{t}$ with entries $\left(\mathbf{f}_{t}\right)_{i}=\operatorname{Pr}\left(x_{t}=i \mid \boldsymbol{\rho}\right)$, where $\{0, \ldots, N\}$, and $\mathbf{f}_{s}=\boldsymbol{\rho}$, i.e., the vector of initial probabilities of states, and define recursively:

$$
\begin{equation*}
\mathbf{f}_{t+1}=\mathbf{f}_{t} \mathbf{T} \quad(s \leq t<0) \tag{1}
\end{equation*}
$$

Thus, $\mathbf{f}_{t}$ can be interpreted as the probability of the allele frequency at time $t$ conditional on the ancestral state $\boldsymbol{\rho}, \mathbf{f}_{t}=\operatorname{Pr}\left(x_{t} \mid \boldsymbol{\rho}\right)$. This corresponds to the forward method in the forward-backward algorithm in the theory of HMMs [e.g.,
$25,37]$. Let $\mathbf{b}_{0}^{\prime}$ be a column vector (the prime ' depicts matrix transposition) corresponding to the conditional of the sampling process, such that $\left(\mathbf{b}_{0}\right)_{i}=$ $\operatorname{Pr}\left(y \mid x_{0}=i\right)$ with $i \in\{0, \ldots, N\}$. The marginal likelihood then is

$$
\begin{equation*}
\operatorname{Pr}(y \mid \boldsymbol{\rho})=\boldsymbol{\rho} \mathbf{T}^{|s|} \mathbf{b}_{0}^{\prime} . \tag{2}
\end{equation*}
$$

### 2.4. Backward in time

Using a strategy as with the backward method in the theory of HMM [25, 37], we set

$$
\mathbf{b}_{t}^{\prime}=\mathbf{T} \mathbf{b}_{t+1}^{\prime} \quad(s \leq t<0)
$$

which can also be written as

$$
\begin{equation*}
\left(\mathbf{b}_{t}\right)_{i}=\operatorname{Pr}\left(y \mid x_{t}=i\right)=\sum_{j} \operatorname{Pr}\left(x_{t+1}=j \mid x_{t}=i\right) \operatorname{Pr}\left(y \mid x_{t+1}=j\right) \tag{4}
\end{equation*}
$$

From the definition of $\mathbf{b}_{t}$, it follows that we condition on $x_{t}$. The recursion moves the conditioning to ever earlier times. The marginal likelihood (2) may also be obtained as follows:

$$
\begin{align*}
\operatorname{Pr}(y \mid \boldsymbol{\rho}) & =\boldsymbol{\rho}\left[\mathbf{T}^{|s|} \mathbf{b}_{0}^{\prime}\right] \\
& =\boldsymbol{\rho} \mathbf{b}_{s}^{\prime}  \tag{5}\\
& =\sum_{i} \rho_{i} \operatorname{Pr}\left(y \mid x_{s}=i\right) .
\end{align*}
$$

### 2.5. Constant marginal distribution and adjointness

Considering the sampling probability, we can choose any arbitrary $t$ such that

$$
\begin{equation*}
\operatorname{Pr}(y \mid \boldsymbol{\rho})=\mathbf{f}_{t} \mathbf{b}_{t}=\sum_{i} \operatorname{Pr}\left(x_{t}=i \mid \boldsymbol{\rho}\right) \operatorname{Pr}\left(y \mid x_{t}=i\right)=\left\langle\mathbf{f}_{t}, \mathbf{b}_{t}\right\rangle \tag{6}
\end{equation*}
$$

holds, where $\langle\cdot, \cdot\rangle$ denotes an inner product. It follows that the forward and backward transition matrices, i.e., $\mathbf{T}$ and its transpose $\mathbf{T}^{\prime}$, are adjoint since

$$
\begin{align*}
\operatorname{Pr}(y \mid \boldsymbol{\rho}) & =\operatorname{Pr}(y \mid \boldsymbol{\rho}) \\
\left(\mathbf{f}_{t} \mathbf{T}\right) \mathbf{b}_{t+1}^{\prime} & =\mathbf{f}_{t}\left(\mathbf{T} \mathbf{b}_{t+1}^{\prime}\right)  \tag{7}\\
\left\langle\mathbf{f}_{t} \mathbf{T}, \mathbf{b}_{t+1}\right\rangle & =\left\langle\mathbf{f}_{t}, \mathbf{b}_{t+1} \mathbf{T}^{\prime}\right\rangle .
\end{align*}
$$

This adjoint relationship allows movement forward and backward in time.
2.6. Joint and conditional distribution

The probability of $x_{t}=i$ and $y$ conditional on the starting distribution $\boldsymbol{\rho}$ is

$$
\begin{equation*}
\operatorname{Pr}\left(x_{t}=i, y \mid \boldsymbol{\rho}\right)=\left(\mathbf{f}_{t}\right)_{i}\left(\mathbf{b}_{t}\right)_{i} . \tag{8}
\end{equation*}
$$

Furthermore, the probability of $x_{t}=i$ conditional on the data and the starting distribution is

$$
\begin{equation*}
\operatorname{Pr}\left(x_{t}=i \mid y, \boldsymbol{\rho}\right)=\frac{\left(\mathbf{f}_{t}\right)_{i}\left(\mathbf{b}_{t}\right)_{i}}{\mathbf{f}_{t} \mathbf{b}_{t}^{\prime}} \tag{9}
\end{equation*}
$$

This allows calculation of the distribution of population allele frequencies conditional on the data and an initial condition at any time.

### 2.7. Sampling from conditional trajectories

It is possible to simulate trajectories given the initial distribution $\boldsymbol{\rho}$ at time $s$ and the likelihood at time $t=0$. Note that Zhao et al. [46] provide a similar algorithm based on the Wright-Fisher model to simulate trajectories of population allele proportions conditional on the starting and end states. In contrast, we start with a sample at time $t=s$ from the conditional probabilities (9). Given the state at time $t-1$ the probability of the state at time $t$ is

$$
\operatorname{Pr}\left(x_{t}=j \mid x_{t-1}=i, y\right)=\frac{(\mathbf{T})_{i j}\left(\mathbf{b}_{t}\right)_{j}}{\left(\mathbf{b}_{t-1}\right)_{i}}
$$

which can be used to obtain a sample trajectory. Although the probability distribution of trajectories depends on $\boldsymbol{\rho}$, the transition at a given time $t(10)$ does not contain $\boldsymbol{\rho}$ since it is a Markov process.

### 2.8. Left and right eigenvectors, stationary distribution

Let $\boldsymbol{\pi}=\left(\pi_{i}\right)_{i \in\{0, \ldots, N\}}$ be the stationary distribution of $\mathbf{T}$, if it exists. $\boldsymbol{\pi}$ is the left eigenvector associated with the largest eigenvalue (equal to one) [10, p. 87]

$$
\begin{equation*}
\pi=\pi \mathbf{T} \tag{11}
\end{equation*}
$$

All entries of $\boldsymbol{\pi}$ are strictly greater than zero because the transition matrix was assumed to be irreducible and $\sum \pi_{i}=1$. Thus the entries of $\pi$ can be interpreted as probabilities. Since the rows of $\mathbf{T}$ sum to one, it is obvious that a column vector of all ones $\mathbf{1}^{\prime}$ is the right eigenvector associated with the unit eigenvalue. In our context, this means that iterating forward in time will converge to a vector proportional to $\pi$ and iterating backward in time to a vector proportional to $\mathbf{1}^{\prime}$. Thus, every state is equally likely when $s \rightarrow-\infty$ and we have no information about the initial distribution of states, because the process has already reached equilibrium.

### 2.9. Reversibility

Define the diagonal matrix $\boldsymbol{\Pi}$ with the entries $\pi_{i}$ on the main diagonal. Since irreducible Markov chains with finite state space have stationary distributions with only strictly positive entries, $\boldsymbol{\Pi}$ is invertible with $\Pi^{-1}$ being a diagonal matrix with entries $1 / \pi_{i}$. Set

$$
\begin{equation*}
\mathbf{T}^{*}=\boldsymbol{\Pi T}^{-1} \tag{12}
\end{equation*}
$$

The Markov chain is reversible, if $\mathbf{T}^{*}=\mathbf{T}^{\prime}$, because then

$$
\begin{align*}
\mathbf{T}^{\prime} & =\boldsymbol{\Pi} \boldsymbol{\Pi}^{-1} \\
\mathbf{T}^{\prime} \boldsymbol{\Pi} & =\boldsymbol{\Pi} \mathbf{T}, \tag{13}
\end{align*}
$$

which corresponds to the condition of detailed balance.

$$
\begin{cases}\operatorname{Pr}\left(x_{t+1}=0 \mid x_{t}=0\right) & =1-\mu /\left(1-\theta H_{N-1}\right)  \tag{18}\\ \operatorname{Pr}\left(x_{t+1}=1 \mid x_{t}=0\right) & =\mu /\left(1-\theta H_{N-1}\right)\end{cases}
$$

If reversibility holds, we can separate $\mathbf{f}_{t}$ into a product of a time dependent row vector $\mathbf{g}_{t}$ and the stationary distribution matrix $\boldsymbol{\Pi}$

$$
\begin{equation*}
\mathbf{f}_{t}=\mathbf{g}_{t} \boldsymbol{\Pi} \tag{14}
\end{equation*}
$$

Under reversibility, we have forward in time

$$
\begin{aligned}
\mathbf{g}_{t+1} \boldsymbol{\Pi} & =\mathbf{g}_{t} \boldsymbol{\Pi} \mathbf{T} \\
\mathbf{g}_{t+1} & =\mathbf{g}_{t} \boldsymbol{\Pi} \boldsymbol{\Pi}^{-1} \\
\mathbf{g}_{t+1} & =\mathbf{g}_{t} \mathbf{T}^{\prime} .
\end{aligned}
$$

We may interpret $\mathbf{g}_{t}$ as a "projected likelihood" that, when multiplied with the stationary distribution, gives the joint distribution $\mathbf{f}_{t}$. Note that) with the decomposition (14), the likelihood becomes

$$
\begin{equation*}
\operatorname{Pr}(y \mid \boldsymbol{\rho})=\mathbf{g}_{t} \boldsymbol{\Pi} \mathbf{b}_{t}^{\prime} \quad \text { for all } t \tag{16}
\end{equation*}
$$

The adjoint relationship (7) can be modified analogously, to result in the selfadjoint relationship

$$
\begin{align*}
\operatorname{Pr}(y \mid \boldsymbol{\rho}) & =\operatorname{Pr}(y \mid \boldsymbol{\rho}) \\
\left(\mathbf{g}_{t} \boldsymbol{\Pi} \mathbf{T}\right) \mathbf{b}_{t+1}^{\prime} & =\mathbf{g}_{t}\left(\mathbf{T}^{\prime} \boldsymbol{\Pi} \mathbf{b}_{t+1}^{\prime}\right)  \tag{17}\\
\left\langle\mathbf{g}_{t} \boldsymbol{\Pi} \mathbf{T}, \mathbf{b}_{t+1}\right\rangle & =\left\langle\mathbf{g}_{t}, \mathbf{b}_{t+1} \boldsymbol{\Pi} \mathbf{T}\right\rangle .
\end{align*}
$$

### 2.10. Example: Conditional probabilities under irreversible mutation

As a particular realization of a discrete process consider a bi-allelic model, where alleles can be labeled either as ancestral (zero) or derived (one). Mutation rates are assumed to be small (at most one mutation is segregating per site) and occur only at the boundary zero. When a derived allele is fixed, it immediately becomes ancestral. This process is a variant of the infinite sites model [16], but differs in that it allows for a stationary distribution at a particular site. Using diffusion theory, Evans et al. [8] provide an analysis based on moments of the allele proportions of a similar model with mutations from only one boundary, assuming changing population sizes, i.e., not assuming equilibrium. Zivkovic et al. [48] extend the analysis to include selection.

The transition matrix $\mathbf{T}$ is defined as follows. Given a time-homogeneous mutation rate $\mu$, transition probabilities at the boundary zero are
where $\theta=N \mu$ and the harmonic number $H_{N-1}=\sum_{i=1}^{N-1} 1 / i$. With this definition, we consider the Moran model where with each time-step (note that with the Moran model $N$ time-steps correspond to one generation with the WrightFisher model), one individual sampled at random has one offspring that replaces
one other random individual. Within the polymorphic region, random drift is the only force affecting allele frequencies, such that for $2 \leq i \leq N-2$

$$
\begin{cases}\operatorname{Pr}\left(x_{t+1}=i-1 \mid x_{t}=i\right) & =\frac{1}{N^{2}} i(N-i)  \tag{19}\\ \operatorname{Pr}\left(x_{t+1}=i \mid x_{t}=i\right) & =1-\frac{1}{N^{2}} 2 i(N-i) \\ \operatorname{Pr}\left(x_{t+1}=i+1 \mid x_{t}=i\right) & =\frac{1}{N^{2}} i(N-i)\end{cases}
$$

For $i=N-1$, drift may lead to fixation of the derived allele, which then becomes the ancestral allele, i.e.,

$$
\begin{cases}\operatorname{Pr}\left(x_{t+1}=N-2 \mid x_{t}=N-1\right) & =\frac{1}{N^{2}}(N-1)  \tag{20}\\ \operatorname{Pr}\left(x_{t+1}=N-1 \mid x_{t}=N-1\right) & =1-\frac{1}{N^{2}} 2(N-1) \\ \operatorname{Pr}\left(x_{t+1}=0 \mid x_{t}=N-1\right) & =\frac{1}{N^{2}}(N-1)\end{cases}
$$

The state $i=N$ is never reached and is left out of the/state space. The system is not in detailed balance, as probability mass moves from state $i=N-1$ to state $i=0$, but not in the reverse direction.

The stationary distribution is

$$
\boldsymbol{\pi}(x)= \begin{cases}\operatorname{Pr}(x=0) & =1-\theta H_{N-1}  \tag{21}\\ \operatorname{Pr}(x=i)_{i \in\{1, \ldots, N-1\}} & =\theta / i\end{cases}
$$

as can be ascertained by substitution.
Note that the proportion of polymorphism in equilibrium is $\theta H_{N-1}$. This equilibrium proportion corresponds to the Ewens-Watterson estimator $\theta_{W}[9$, 39], which was derived using the infinite site model [16]. In formula (18), the mutation probability per time-step $\mu$ is weighted by the inverse of the probability of being at the boundary $1-\theta H_{N-1}$, which ensures that the average probability of mutations per time-step is constant, irrespective of $N$. This in turn assures correspondence to the infinite site model.

Assume a hypergeometric likelihood of $y$, conditional on $N, x_{0}=i$, and the sample size $M \leq N$

$$
\begin{equation*}
\operatorname{Pr}\left(y \mid N, x_{0}=i, M\right)=\frac{\binom{i}{y}\binom{N-i}{M-y}}{\binom{N}{M}} \tag{22}
\end{equation*}
$$

where $0 \leq y \leq M$ and $0 \leq i \leq(N-1)$. In equilibrium, the joint distribution is obtained by multiplying the stationary distribution with the likelihood. Summing out the population allele frequency $x_{0}$, the marginal distribution is obtained

$$
\operatorname{Pr}(y \mid M)= \begin{cases}\operatorname{Pr}(y=0 \mid M) & =1-\theta H_{M-1}  \tag{23}\\ \operatorname{Pr}(y=i \mid M)_{i \in\{1, \ldots, M-1\}} & =\theta / i\end{cases}
$$

It follows that the expected heterozygosity, i.e., the probability of obtaining one derived allele and one ancestral allele in a sample of size $M=2$ is $\theta$.

As an example of a demographic scenario (Fig. 1A), consider a population with a stationary allele frequency distribution (21) defined by the ancestral mutation rate $\mu_{a}$ at some time $s$ in the past; i.e., $\boldsymbol{\rho}=\boldsymbol{\pi}_{\boldsymbol{a}}$. Furthermore, assume an instantaneous increase in the mutation rate $\mu$ between generations $s$ and $s+1$. As $\theta=N \mu$, this mimicks an expansion of the population size, without the inconvenience of having to change the dimension of the transition matrix. From then on, the population is out of equilibrium and evolving with a new current mutation rate $\mu_{c}>\mu_{a}$. At the present time $(t=0)$, we sample $M$ haplotypes from the population. Assume that the ancestral state of the sampled haplotypes can be determined without error. Thus, a polarized SFS may be constructed. The transition matrix $\mathbf{T}$ and its transpose $\mathbf{T}^{\prime}$ can be calculated conditional on $\mu_{c}$. Assume hypergeometric sampling. The conditional probabilities of allelic states $\operatorname{Pr}\left(x_{t} \mid y, \boldsymbol{\rho}\right)$, for any time $s \leq t \leq 0$, in a site frequency spectrum of size $M$ can then be calculated (Fig. 2).

A



Figure 1: Demographic scenarios. A) Population expansion. B) Population split.


Figure 2: Conditional probabilities of allelic states in a site frequency spectrum of size $M=3$. The solid lines represent the conditional probabilities of an allelic state $x_{t}$ given $y$, at $t=s$, while the dashed lines represent the probabilities at $t=0$. The parameters were set to $\mu_{a}=0.05, \mu_{c}=0.1, s=-200$ and $N=20$.

### 2.11. Example: Joint site frequency spectrum under reversible mutation

As another realization of a discrete process consider a bi-allelic mutationdrift decoupled Moran model [2, 7] with haploid population size $N$, mutation rate towards zero $\mu_{0}$ and mutation rate towards one $\mu_{1}\left(\mu=\mu_{0}+\mu_{1}\right)$. We introduce the parameters $\alpha=\mu_{1} / \mu(0 \leq \alpha \leq 1)$ and $\beta=1-\alpha=\mu_{0} / \mu$ which are the mutation biases towards allele one and zero, respectively. Let $i$ $(0 \leq i \leq N)$ be the frequency of allele one. Then, the tri-diagonal transition rate matrix $\mathbf{T}$ depends on $N, \mu$ and $\alpha$

$$
\begin{cases}\operatorname{Pr}\left(x_{t+1}=i-1 \mid x_{t}=i\right) & =\frac{i(N-i)}{N^{2}}+\beta \mu \frac{i}{N} \\ \operatorname{Pr}\left(x_{t+1}=i \mid x_{t}=i\right) & =1-\frac{2 i(N-i)}{N^{2}}+\beta \mu \frac{i}{N}+\alpha \mu \frac{N-i}{N} \\ \operatorname{Pr}\left(x_{t+1}=i+1 \mid x_{t}=i\right) & =\frac{i(N-i)}{N^{2}}+\alpha \mu \frac{N-i}{N} .\end{cases}
$$

The stationary distribution of $x$ is a beta-binomial

$$
\begin{equation*}
\operatorname{Pr}(x=i \mid N, \alpha, \theta)=\binom{N}{i} \frac{\Gamma(\theta)}{\Gamma(\alpha \theta) \Gamma(\beta \theta)} \frac{\Gamma(i+\alpha \theta) \widehat{\Gamma}(N-i+\beta \theta)}{\Gamma(N+\theta)} \tag{25}
\end{equation*}
$$

which can be verified by substitution into the equations of detailed balance (25). As above, hypergeometric sampling at time $t=0$ is assumed. Assuming equilibrium, the marginal likelihood of a single sample of size $M$ is again a betabinomial, with $M$ replacing $N$ [34].

Consider an ancestral population with the stationary allele frequency distribution (25). The ancestral population splits into two at some time $s$ in the past (Fig. 1B). For simplicity, no change in the mutation, the drift parameter, and the size in both populations is assumed. A jSFS is simulated from both populations (Table 1) at $t=0$. The likelihood of the split time $s$ calculated given the simulated jSES (Figure 3A) has a single maximum close to the true value of $t=-40$.

It may be instructive to calculate some marginal and conditional probabilities with this example. We set for the likelihood of the second population, i.e., the conditional distribution of the data given the allele frequencies in the second population at time $t=0, \mathbf{b}_{0}^{(2)}=\operatorname{Pr}\left(y^{(2)} \mid x_{0}^{(2)}\right)$. We then iterate backward within the second population until $t=s$ to obtain the joint probability of the second sample $y^{(2)}$ and the $i$ th allele frequency $x_{s}=i$ at time $t=s$ :

$$
\begin{equation*}
\operatorname{Pr}\left(x_{s}=i, y^{(2)} \mid \boldsymbol{\rho}\right)=\boldsymbol{\rho}_{i}\left(\mathbf{b}_{s}^{(2)}\right)_{i} . \tag{26}
\end{equation*}
$$

Note that, on the left side of the above equation, we drop the superscript to indicate the population for $x_{s}$, because time $t=s$ is just before the split into the two descendant populations. Without information from the second population, we would set the starting distribution of the first population $\mathbf{f}_{s}^{(1)}$ to the prior probability of the allele frequencies at time $t=s$, i.e., $\mathbf{f}_{s}^{(1)}=\boldsymbol{\rho}$. With information on the second population, we instead start at time $t=s$ from the joint probability (26) and set $\mathbf{f}_{s}^{(1) *}=\operatorname{Pr}\left(x_{s}, y^{(2)} \mid \boldsymbol{\rho}\right)$. As before, we iterate forward to obtain $\mathbf{f}_{t}^{(1) *}$ within the first population; we can interpret $\mathbf{f}_{t}^{(1) *}$ as the joint
probability of the allele frequency in the first population and the data of the second population: $\mathbf{f}_{t}^{(1) *}=\operatorname{Pr}\left(x_{t}^{(1)}, y^{(2)} \mid \boldsymbol{\rho}\right)$. Setting now for the likelihood of the first population $\mathbf{b}_{0}^{(1)}=\operatorname{Pr}\left(y^{(1)} \mid x_{0}^{(1)}\right)$ and iterating backward within the first population until $t$, we obtain the probability of the allele frequency of the first population at $t$, conditional on data from both the first and second population as well as on the prior distribution $\rho$ as:

$$
\operatorname{Pr}\left(x_{t}^{(1)}=i \mid y^{(1)}, y^{(2)}, \boldsymbol{\rho}\right)=\frac{\left(\mathbf{f}_{t}^{(1) *}\right)_{i}\left(\mathbf{b}_{t}^{(1)}\right)_{i}}{\mathbf{f}_{t}^{(1) *} \mathbf{b}_{t}^{(1)}}
$$

Figure 3B gives the conditional probability $\operatorname{Pr}\left(x_{t} \mid y^{(1)}, y^{(2)}, \boldsymbol{\rho}\right)$ for one site class of the jSFS determined by $y^{(1)}$ and $y^{(2)}$ which denote the polymorphism levels of the specific class for populations one and two, respectively; e.g., the site class determined by $y^{(1)}=1$ and $y^{(2)}=2$ contains all sites with one derived allele in population one and two derived alleles in population two.

Table 1: A jSFS simulated with a discrete Moran model with parameters $L=10^{5}, M^{(1)}=$ $M^{(2)}=3, \alpha=2 / 3, \theta=0.1, s=-40$ and $N=20$.

| $y$ | 0 | 1 | 2 | 3 |
| :--- | :--- | :--- | :--- | :--- |
| 0 | 29037 | 1315 | 436 | 185 |
| 1 | 1276 | 688 | 539 | 432 |
| 2 | 446 | 529 | 662 | 1524 |
| 3 | 202 | 507 | 1430 | 60792 |




Figure 3:) A) The log-likelihood of the split time $s$, given a jSFS (Table 1). The dashed line indicates the true split time. B) The conditional probability of the allelic state $x_{t}$ given $y^{(1)}=1$ and $y^{(2)}=2$, at $t=s$ (solid line) and $t=0$ (dashed line).

### 2.12. Summary: discrete Markov chains

With standard discrete population genetic models, e.g., the Wright-Fisher or the Moran models, iteration of discrete Markov chains forward in time cor-
straightforward to calculate exact likelihoods given SFS and jSFS from the present. Some standard population genetic mutation models are reversible, others are not. In contrast to phylogenetic applications [11, 28], reversibility of the Markov chain does not simplify calculations considerably; in both cases, iteration of an $(N+1) \times(N+1)$ transition matrix is needed.

## 3. Forward and backward diffusion equations

In this section, we provide theory for the continuous analogs of the discrete forward and backward transition probabilities both for reversible and irreversible Markov processes and illustrate with examples. We derive the forward and backward diffusion equations from the discrete general mutation-drift Moran model using only the definitions of the first and second symmetric derivative (Appendix 7.1).

With the forward and backward diffusion operators

$$
\begin{align*}
\mathcal{L} & =-\frac{\partial}{\partial x} P(x)+\frac{\partial^{2}}{\partial x^{2}} Q(x) \\
\mathcal{L}^{*} & =P(x) \frac{\partial}{\partial x}+Q(x) \frac{\partial^{2}}{\partial x^{2}} \tag{28}
\end{align*}
$$

the forward and backward diffusion equations are written as

$$
\begin{align*}
\frac{\partial}{\partial \tau} \phi(x \mid \tau, \rho) & =\mathcal{L} \phi(x \mid \tau, \rho)  \tag{29}\\
-\frac{\partial}{\partial \tau} \psi(y \mid x, \tau) & =\mathcal{L}^{*} \psi(y \mid x, \tau)
\end{align*}
$$

where $\tau$ is the continuous-time analog of $t$, and $\rho$ is the initial condition of the countinuous allele frequency $x$. The functions $\phi(x \mid \tau, \rho)$ and $\psi(y \mid x, \tau)$ are transition density functions of the forward an backward diffusion, respectively. Obviously, these functions must be twice differentiable in the open interval $(0,1)$. The operators $\mathcal{L}$ and $\mathcal{L}^{*}$ together with the boundary conditions correspond to the forward transition matrix $\mathbf{T}$ and its transpose $\mathbf{T}^{\prime}$, respectively.

### 3.1. Forward and backward in time

As in the discrete case, consider the situation when the distribution of the continuous allelic proportion $x$ at time $\tau=s$ is given by $\rho(x)$. Setting $\phi(x \mid \tau=s)=\rho(x), \phi(x \mid \tau=0, \rho)$ can be calculated using the forward diffusion equation (29). Assume again a discrete sample of size $M$ with a frequency of $y$ alleles of type one at time $\tau=0$. In the backward time direction, $\psi(y \mid x, \tau=0)=\operatorname{Pr}(y \mid x, \tau=0, M)$, which corresponds to a binomial likelihood as the allelic proportion is now assumed to be continuous. Note that a binomial likelihood corresponds to a polynomial of order of the sample size $M$ and is thus finite. With the backward diffusion equation (29), the conditioning on $x$ may
be moved backward in time. The marginal likelihood of $y$ may be obtained by integration over the product of the forward and backward functions

$$
\begin{equation*}
\operatorname{Pr}(y \mid \rho)=\int_{0}^{1} \phi(x \mid \tau, \rho) \psi(y \mid x, \tau) d x \quad \text { for } s \leq \tau \leq 0 \tag{30}
\end{equation*}
$$

analogously to equation (6). As with the discrete case, we require the marginal likelihood to be constant irrespective of time. Furthermore, for any marginal likelihood of a discrete random variable $0 \leq \operatorname{Pr}(y \mid \rho) \leq 1$ must hold. This constrains the boundary conditions.

As $\operatorname{Pr}(y \mid \rho)$ is independent of time $\tau$, its derivative with respect to time $\tau$ must be 0 . Exchanging the order of differentiation and integration and applying the product rule to $\operatorname{Pr}(y \mid \rho)$, we have

$$
\begin{gather*}
\frac{\partial}{\partial \tau} \operatorname{Pr}(y \mid \rho)=0 \\
\int_{0}^{1}\left[\frac{\partial}{\partial \tau} \phi(x \mid \tau, \rho)\right] \psi(y \mid x, \tau) d x+\int_{0}^{1} \phi(x \mid \tau, \rho)\left[\frac{\partial}{\partial \tau} \psi(y \mid x, \tau)\right] d x=0 \tag{31}
\end{gather*}
$$

Substituting the right sides of the forward and backward diffusion equations (29) for the time derivatives, we have the adjoint relationship

$$
\begin{align*}
\int_{0}^{1}[\mathcal{L} \phi(x \mid \tau, \rho)] \psi(y \mid \tau) d x & =\int_{0}^{1} \phi(x \mid \tau, \rho)\left[\mathcal{L}^{*} \psi(y \mid x, \tau)\right] d x  \tag{32}\\
\langle\mathcal{L} \phi(x \mid \tau, \rho), \psi(y \mid x, \tau)\rangle & =\left\langle\phi(x \mid \tau, \rho), \mathcal{L}^{*} \psi(y \mid x, \tau)\right\rangle
\end{align*}
$$

The adjoint relationship (32) requires the boundary condition (84) to hold (Appendix 7.2). At each time-point, any change to the marginal likelihood from applying the forward operator $\mathcal{L}$ to the forward function $\phi(x \mid \tau, \rho)$ is exactly matched by a change from applying the backward operator $\mathcal{L}^{*}$ to the backward function $\psi(y \mid x, \tau)$. As in the discrete case, the adjoint relationship allows movement forward and backward in time.

### 3.2. Self-Adjointness and Reversibility

In this section, we deal with reversible Markov processes. Introduce the weight or speed function [e.g., 10, 29]

$$
\begin{equation*}
w(x)=\frac{1}{Q(x)} e^{\int_{0}^{x} \frac{P(z)}{Q(z)} d z} \tag{33}
\end{equation*}
$$

Substituting $w(x) g(x, \tau, \rho)$ for $\phi(x \mid \tau, \rho)$, the boundary condition (84) becomes (Appendix 7.2)

$$
\begin{equation*}
\left.w(x) Q(x)\left(g(x, \tau, \rho) \frac{d}{d x} \psi(y \mid x, \tau)-\psi(y \mid x, \tau) \frac{d}{d x} g(x, \tau, \rho)\right)\right|_{0} ^{1}=0 \tag{34}
\end{equation*}
$$

Since $w(x) Q(x)$ may be infinite at the boundary, $\psi(y \mid x, \tau)$ and $g(x, \tau, \rho)$ need to be finite.

Assume $w(x)>0$ for $x \in] 0,1[$, and substitute $w(x) g(x, \tau, \rho)$ for $\phi(x \mid \tau, \rho)$ into the general forward equation (29)

$$
\begin{aligned}
\frac{\partial}{\partial \tau} w(x) g(x, \tau, \rho) & =-\frac{\partial}{\partial x} P(x) w(x) g(x, \tau, \rho)+\frac{\partial^{2}}{\partial x^{2}} Q(x) w(x) g(x, \tau, \rho) \\
w(x) \frac{\partial}{\partial \tau} g(x, \tau, \rho) & =P(x) w(x) \frac{\partial}{\partial x} g(x, \tau, \rho)+Q(x) w(x) \frac{\partial^{2}}{\partial x^{2}} g(x, \tau, \rho) \\
\frac{\partial}{\partial \tau} g(x, \tau, \rho) & =P(x) \frac{\partial}{\partial x} g(x, \tau, \rho)+Q(x) \frac{\partial^{2}}{\partial x^{2}} g(x, \tau, \rho)
\end{aligned}
$$

Note that the last line is identical to the backward equation (29), with the exception of the reversed sign to the left. Note that, nevertheless, $\phi(x \mid \tau, \rho)$ may be infinite. If the stationary distribution $\pi(x)$ exists, it is proportional to $w(x)$. From substituting $\pi(x) g(x, \tau, \rho)$ for $\phi(x \mid \tau, \rho)$ into the marginal likelihood (30), it follows that $g$ and $\phi$ are square integrable with respect to the weight function $\pi(x) \propto w(x)$ [29]. The Markov process is then self-adjoint and reversible and the relationship between the forward operator $\mathcal{L}$ and its adjoint $\mathcal{L}^{*}$ may be written compactly

$$
\begin{equation*}
\mathcal{L}^{*}=\frac{1}{\pi(x)}[\mathcal{L} \pi(x)] \tag{36}
\end{equation*}
$$

similar to the reversed transition matrix (eq. 12) or to the condition of detailed balance (eq. 13) in the discrete case.

### 3.3. Joint and conditional distributions

The function corresponding to the joint distribution of the allelic proportion $x$ and the sample allele frequency $y$ in the discrete case (8) at time $\tau(s \leq \tau \leq 0)$ is

$$
\begin{equation*}
\dot{j}(x, y \mid \tau)=\phi(x \mid \tau, \rho) \psi(y \mid x, \tau) \tag{37}
\end{equation*}
$$

For the conditional distribution of the allelic proportion $x$ given the sample allele frequency $y$, corresponding to eq. (9) in the discrete case, $j(x, y \mid \tau)$ must be divided by the marginal likelihood (30)

$$
\begin{equation*}
p(x \mid \tau, \rho, y)=\frac{j(x, y \mid \tau)}{\operatorname{Pr}(y \mid \rho)} \tag{38}
\end{equation*}
$$ and $Q(x)=x(1-x)$. In population genetics, $Q(x)$ is generally half the genetic variance with the bi-allelic Moran model (see also Appendix 7.1). In the context we consider, the backward function $\psi(y \mid x, \tau)$ at time $\tau=0$ is a binomial likelihood, i.e., a polynomial of the degree of the sample size $M$. Without selection, the backward function remains a polynomial with degree $M$ for $s \leq$ $\tau \leq 0$.

With the general bi-allelic mutation-drift model, Song and Steinrücken [29] already demonstrated self-adjointness and showed how to use modified Jacobi
polynomials to obtain a solution. For the general mutation-drift model, the weight function $w(x, \alpha, \theta)=x^{\alpha \theta-1}(1-x)^{\beta \theta-1}$ is proportional to the stationary distribution

$$
\begin{equation*}
\pi(x)=\frac{\Gamma(\theta)}{\Gamma(\alpha \theta) \Gamma(\beta \theta)} x^{\alpha \theta-1}(1-x)^{\beta \theta-1} . \tag{39}
\end{equation*}
$$

Since $Q(x)=x(1-x)$, the boundary condition (34) holds if, at both boundaries $x=0$ and $x=1, x(1-x) w(x)=0$ and $\psi(y \mid x, \tau)$ and $g(x, \tau, \rho)$ are finite. Since $x(1-x) w(x)=x^{\alpha \theta}(1-x)^{\beta \theta}$ is zero at both boundaries for the nondegenerate case of $\theta>0$ and $0<\alpha<1$, the boundary condition (34) holds if $\frac{\partial}{\partial x}(g(x, \tau, \rho) \psi(y \mid x, \tau))$ is finite at the boundaries, which can be assumed for population genetic applications.

The (modified) Jacobi polynomials (compare formula 22.3.2 in Abramowitz and Stegun [1])

$$
\begin{equation*}
R_{n}^{(\alpha, \theta)}(x)=\sum_{l=0}^{n}(-1)^{l} \frac{\Gamma(n-1+l+\theta) \Gamma(n+\alpha \theta)}{\Gamma(n-1+\theta) \Gamma(l+\alpha \theta)!!(n-\eta)!} x^{l} \tag{40}
\end{equation*}
$$

are eigenvectors of the backward operator

$$
\begin{equation*}
-\lambda_{n} R_{n}^{(\alpha, \theta)}(x)=\mathcal{L}^{*} R_{n}^{(\alpha, \theta)}(x) \tag{41}
\end{equation*}
$$

with eigenvalues

$$
\begin{equation*}
\lambda_{n}=n(n+\theta-1) \tag{42}
\end{equation*}
$$

The corresponding eigenfunctions of the forward operator are $w(x) R_{n}^{(\alpha, \theta)}(x)$ with identical eigenvalues.

Since a binomial distribution with sample size $M$ corresponds to a polynomial of order $M$, the likelihood can be represented by an expansion with coefficients $c_{n}(y)$ into the modified Jacobi polynomials up to order $M$. Note that a change in the effective population size (population demography), or equivalently in the scaled mutation rate from $\theta_{a}$ to $\theta_{c}$ needs to be accommodated with a change in the base from $R_{n}^{\left(\alpha, \theta_{a}\right)}(x)$ to $R_{n}^{\left(\alpha, \theta_{c}\right)}(x)$.

The orthogonality relationship of the modified Jacobi polynomials is

$$
\begin{equation*}
\int_{0}^{1} R_{n}^{(\alpha, \theta)}(x) R_{m}^{(\alpha, \theta)}(x) w(x) d x=\delta_{n, m} \Delta_{n}^{(\alpha, \theta)} \tag{43}
\end{equation*}
$$

where $\delta_{n, m}$ is the Kronecker delta, and

$$
\begin{equation*}
\Delta_{n}^{(\alpha, \theta)}=\frac{\Gamma(n+\alpha \theta) \Gamma(n+\beta \theta)}{(2 n+\theta-1) \Gamma(n+\theta-1) \Gamma(n+1)} \tag{44}
\end{equation*}
$$

Let $c_{n}(y)$ be the coefficients of the expansion of the likelihood into the modified Jacobi polynomials, which breaks off at $n=M$. Then the solution to the backward equation can be written as

$$
\begin{equation*}
\psi(y \mid x, \tau)=\sum_{n=0}^{M} c_{n}(y) R_{n}^{(\alpha, \theta)}(x) e^{-\lambda_{n} \tau} \tag{45}
\end{equation*}
$$

with $\psi(y \mid x, \tau=0)=\operatorname{Pr}(y \mid M, x)$ corresponding to the likelihood.
Let $\rho_{n}$ be the coefficients of the expansion of the starting distribution $\rho(x)$ at time $\tau=s$. The solution to the forward equation can then be represented as

$$
\begin{equation*}
\phi(x \mid \tau, \rho)=w(x) \sum_{n=0}^{\infty} \rho_{n} R_{n}^{(\alpha, \theta)}(x) e^{-\lambda_{n}(s-\tau)} \tag{46}
\end{equation*}
$$

The orthogonality relationship can be used to simplify the marginal likelihood

$$
\begin{align*}
\operatorname{Pr}(y \mid \rho) & =\int_{0}^{1} \phi(x \mid \tau, \rho) \psi(y \mid x, \tau) d x \\
& =\int_{0}^{1} \sum_{n=0}^{M} \rho_{n} c_{n}(y) w(x)\left[R_{n}^{(\alpha, \theta)}(x)\right]^{2} e^{-\lambda_{n} \tau} e^{-\lambda_{n}(s-\tau)} d x  \tag{47}\\
& =\sum_{n=0}^{M} \rho_{n} c_{n}(y) \Delta_{n}^{(\alpha, \theta)} e^{-\lambda_{n} s}
\end{align*}
$$

Because of the orthogonality relation (43), the calculation of the marginal likelihood (47) requires an expansion in eigenfunctions up to order $M$, where $M$ is the minimum of the forward-in-time expansion of $\rho(x)$, say $M_{f}$, and the backward-in-time expansion of $\operatorname{Pr}(y \mid x, \tau=0)$, say $M_{b}$. Therefore, for calculating the joint distribution (37) and thus also the conditional (38), an expansion up to order $M_{f} \times M_{b}$ is needed.

### 3.4.1. Example: two splitting populations and binomial likelihoods

Here, we apply the theory to a model with two populations and binomial likelihoods; i.e., a jSFS analogous to the second example in the discrete case (subsection 2.11). The initial distribution $\rho(x)$ is assumed to be the equilibrium distribution. Only the first eigenfunction is necessary to expand the equilibrium distribution; i.e., $\rho_{0}=\frac{1}{\Delta_{0}^{(\alpha, \theta)}}$ while $\rho_{n \geq 1}=0$. In equilibrium, the marginal likelihood of a single-population sample of size $M$ assuming mutation-drift equilibrium with parameters $\alpha$ and $\theta$ is a beta-binomial, as in the discrete case (25),

$$
\begin{align*}
\operatorname{Pr}(y \mid M, \alpha, \theta) & =\int_{0}^{1} \operatorname{Pr}(y \mid M, x) \pi(x, \alpha, \theta) d x \\
& =\int_{0}^{1}\binom{M}{y} \frac{\Gamma(\theta)}{\Gamma(\alpha \theta) \Gamma(\beta \theta)} x^{\alpha \theta+y-1}(1-x)^{\beta \theta+M-y-1} d x  \tag{48}\\
& =\binom{M}{y} \frac{\Gamma(\theta)}{\Gamma(\alpha \theta) \Gamma(\beta \theta)} \frac{\Gamma(y+\alpha \theta) \Gamma(M-y+\beta \theta)}{\Gamma(M+\theta)}
\end{align*}
$$

It follows from the orthogonality relation that only the first term in the expansion $n=0$ contributes to the marginal likelihood, i.e., the inner product

$$
\begin{align*}
\operatorname{Pr}(y \mid M, \alpha, \theta) & =\int_{0}^{1} c_{0}(y) R_{0}^{(\alpha, \theta)}(x) \pi(x, \alpha, \theta) d x \\
& =\int_{0}^{1} c_{0}(y) R_{0}^{(\alpha, \theta)}(x) \frac{1}{\Delta_{0}^{(\alpha, \theta)}} R_{0}^{(\alpha, \theta)}(x) x^{\alpha \theta-1}(1-x)^{\beta \theta-1} d x  \tag{49}\\
& =c_{0}(y)
\end{align*}
$$

For two populations with sample sizes $M^{(1)}$ and $M^{(2)}$, the respective likelihoods $\operatorname{Pr}\left(y^{(1)} \mid M^{(1)}\right)$ and $\operatorname{Pr}\left(y^{(2)} \mid M^{(2)}\right)$ are similarly expanded into the modified Jacobi polynomials with coefficients $c_{n}\left(y^{(1)}\right)$ and $c_{m}\left(y^{(2)}\right)$. At time $\tau$ back in the past, we have

$$
\begin{equation*}
\operatorname{Pr}\left(y^{(1)} \mid x, M^{(1)}, \alpha, \theta, \tau\right)=\sum_{n=0}^{M^{(1)}} c_{n}\left(y^{(1)}\right) R_{n}^{(\alpha, \theta)}(x) e^{-\lambda_{n} \tau} \tag{50}
\end{equation*}
$$

and similarly for the second population. If the two populations join at time $\tau=s$ in the past, when the population is assumed to be in mutation-drift equilibrium, the marginal likelihood is

$$
\begin{align*}
& \operatorname{Pr}\left(y^{(1)}, y^{(2)} \mid M^{(1)}, M^{(2)}, \alpha, \theta, \tau=s\right)=\sum_{n=0}^{M^{(2)}} \sum_{m=0}^{M^{(2)}} \int_{0}^{1} c_{n}\left(y^{(1)}\right) R_{n}^{(\alpha, \theta)}(x) e^{-\lambda_{n} s} \\
& \quad \times c_{m}\left(y^{(2)}\right) R_{m}^{(\alpha, \theta)}(x) \pi(x, \alpha, \theta) e^{-\lambda_{m} s} d x \\
& = \\
& \sum_{n=0}^{M} \int_{0}^{1} c_{n}\left(y^{(1)}\right) c_{n}\left(y^{(2)}\right)\left[R_{n}^{(\alpha, \theta)}(x)\right]^{2} \pi(x, \alpha, \theta) e^{-2 \lambda_{n} s} d x  \tag{51}\\
& = \\
& \sum_{n=0}^{M} \frac{c_{n}\left(y^{(1)}\right) c_{n}\left(y^{(2)}\right) \Delta_{n}^{(\alpha, \theta)} e^{-2 \lambda_{n} s}}{\Delta_{0}^{(\alpha, \theta)}}
\end{align*}
$$

where $\hat{M}=\min \left(M^{(1)}, M^{(2)}\right)$, since higher order terms contribute zero weight to the inner product.
A joint site frequency spectrum is drawn (Table 2) at the present time $\tau=0$. Given the jSFS, the likelihood of the population split time is readily calculated (Figure 4). The jSFSs in Tables 1 and 2 are similar because scaled mutation rates and biases under which they are simulated are identical; for the discrete model, the population size is set to 20 instead of approaching infinity as in the continuous model, which, together with sampling variation, explains the slight differences.

### 3.4.2. Summary: bi-allelic general mutation-drift diffusion

Assuming a bi-allelic general mutation-drift model, forward and backward diffusion equations and continuous analogs to the discrete forward and backward

Table 2: A jSFS simulated with a continuous diffusion model with parameters $L=10^{5}$, $M^{(1)}=M^{(2)}=3, \alpha=2 / 3, \theta=0.1$, and $s=-0.1$.

| $y$ | 0 | 1 | 2 | 3 |
| :--- | :--- | :--- | :--- | :--- |
| 0 | 28877 | 1447 | 494 | 231 |
| 1 | 1448 | 570 | 491 | 557 |
| 2 | 497 | 516 | 543 | 1491 |
| 3 | 253 | 521 | 1506 | 60558 |



Figure 4: The log-likelihood of the split time $s$, given a jSFS (Table 2). The dashed line indicates the true split time.
algorithms, as well as the forward-backward algorithm, are derived. As with the discrete models, it is straightforward to calculate exact likelihoods given a SFS or a jSFS from the present. With the bi-allelic general mutation-drift model a self-adjoint system results. Modified Jacobi polynomials $R_{n}^{(\alpha, \theta)}(x)$ provide a convenient base for calculations, both forward and backward in time. In the discrete case, iteration of an $(N+1) \times(N+1)$ transition matrix is needed to evolve the allelic proportion; in the continuous case, only polynomials up to the sample size $M$ are needed with mutation-drift models. As $M \ll N$, this may lead to considerably increased efficiency. A change in the effective population size (population demography), or equivalently in the scaled mutation rate needs to be accommodated with a change in the base of the orthogonal polynomials as in Steinrücken et al. [32].

## 4. Boundary mutation-drift model

In this section we deal with irreversible Markov processes. If mutation rates are small relative to drift, polymorphism in a sample of moderate size originates from a single mutation. We can therefore assume that mutations originate exclusively from sites fixed for allele zero or one, i.e., from the boundaries. Such models are particularly important for statistical inference in population genetics $[e . g ., 9,39,12]$ and it is therefore worthwhile to provide solutions to the corresponding diffusion equations. As a solution to the forward and backward diffusion equations we present a system of orthogonal eigenfunctions. Through-
out the presentation, we emphasize the similarities with previous approaches. While the solution to the forward diffusion is mainly a review, the backward direction and the overall concepts are new.

### 4.1. Pure drift model

We start with the pure drift model and clarify basic concepts. The forward and backward diffusion operators are

$$
\begin{aligned}
\mathcal{L} & =\frac{\partial^{2}}{\partial x^{2}} Q(x) \\
\mathcal{L}^{*} & =Q(x) \frac{\partial^{2}}{\partial x^{2}}
\end{aligned}
$$

For the pure drift model, the adjoint relationship between the forward and backward operators holds as long as the boundary condition (84) with $Q=$ $x(1-x)$ holds within the unit interval

$$
\begin{equation*}
0=\left.\left(x(1-x) \phi \psi^{\prime}-(x(1-x) \phi)^{\prime} \psi\right)\right|_{0} ^{1} \tag{53}
\end{equation*}
$$

Following Kimura [15], most population geneticists implicitly or explicitly require at both boundaries $\psi(y \mid x, \tau)$ and $x(1-x) \phi(x \mid \tau, \rho)$ to be zero [see also 10, 29]. With these assumptions, modified Gegenbauer polynomials $U_{n}(x)=$ $-\frac{2}{n} C_{n-2}^{(3 / 2)}(2 x-1)\left(C_{k}^{\nu}(z)\right.$ are the Gegenbauer polynomials as defined in [1]) are eigenfunctions of the forward diffusion equation with eigenvalues $\lambda_{n}=n(n-1)$ for $n \geq 2$. Furthermore $x(1-x) U_{n}(x)$ are eigenfunctions of the backward equation with identical eigenvalues. The forward and backward operators are then self-adjoint with the weight function $w(x)=x^{-1}(1-x)^{-1}$ [10, 29]. Note that without mutation no stationary distribution exists. The orthogonality relation of $U_{n}(x)$ is

with

$$
\begin{equation*}
\Delta_{n}=\frac{n-1}{(2 n-1) n} \tag{55}
\end{equation*}
$$

However, these assumptions are too restrictive; polynomials of zeroth and first degree, 1 and $x$, cannot be represented by $x(1-x) U_{n}(x)$, but both are eigenfunctions of the pure drift backward equation with eigenvalues $\lambda_{0}=\lambda_{1}=0$. Importantly, assuming a binomial likelihood, these eigenfunctions are needed when representing monomorphic samples. To address this issue, Tran et al. [33] add 1 and $x$ to the eigenfunctions of the backward equation. The two new backward eigenfunctions require augmenting the forward eigenfunctions with point masses at the boundaries that counterbalance the probability mass in the interior. Additionally, point masses at the boundaries, independent of those associated with the forward eigenfunctions, need to be introduced [33].

The eigenvalues correspond to those forward in time in eq. (57). The mutation bias $\alpha$ may obtain any value between zero and one. If $\alpha$ is set to zero, the backward eigenfunctions correspond to those of Tran et al. [33].

The orthogonality relation is

$$
\begin{equation*}
\int_{0}^{1} F_{n}^{(\alpha, 0)}(x) B_{m}^{(\alpha, 0)}(x) d x=\delta_{n, m} \Delta_{n} \tag{59}
\end{equation*}
$$

with $\Delta_{0}=\Delta_{1}=1$ and $\Delta_{n}$ as in (55). However, note that

$$
\begin{equation*}
\int_{0}^{1} B_{n}^{(\alpha, 0)}(x) B_{m}^{(\alpha, 0)}(x) w(x) d x=\delta_{n, m} \Delta_{n} \tag{60}
\end{equation*}
$$

Independently from Tran et al. [33], we derived a boundary mutation-drift model forward in time from probabilistic population genetic considerations [35] with eigenfunctions proportional to those in Tran et al. [33]. Our approach is similar to that presented in McKane and Waxman [23] and Waxman [40]. Furthermore, we showed that the forward eigenfunctions can be derived from those of the general mutation-drift model, i.e., from Jacobi polynomials times the stationary beta distribution (or the proportional weight function $w(x, \alpha, \theta)$ ), by expanding into a Taylor series in $\theta$ and keeping terms up to order zero [36, Appendix A.1]. Therefore, in the context of pure drift, the set of eigenfunctions, which provide the solution to the forward diffusion equation, ean then be represented in relation to Jacobi polynomials $R_{n}^{(\alpha, \theta)}$ as

$$
\left\{\begin{array}{l}
F_{0}^{(\alpha, 0)}(x)=\lim _{\theta \rightarrow 0} \pi(x, \alpha, \theta)=\beta \delta(x)+\alpha \delta(x-1)  \tag{56}\\
F_{1}^{(\alpha, 0)}(x)=\lim _{\theta \rightarrow 0} w(x, \alpha, \theta) R_{1}^{(\alpha, \theta)}=-\delta(x)+\delta(x-1) \\
F_{n \geq 2}^{(\alpha, 0)}(x)=\lim _{\theta \rightarrow 0} w(x, \alpha, \theta) R_{n}^{(\alpha, \theta)}=-\frac{(-1)^{n}}{n} \delta(x)+U_{n}(x)-\frac{1}{n} \delta(x-1)
\end{array}\right.
$$

where $\delta(x)$ is the Dirac delta functional. Note that eigenfunctions are only defined up to a proportionality constant. The associated eigenvalues are

$$
\begin{cases}\lambda_{0} & =0  \tag{57}\\ \lambda_{1} & =\lim _{\theta \rightarrow 0} \neq 0 \\ \lambda_{n \geq 2} & =n(n-1) .\end{cases}
$$

Similarly, the backward eigenfunctions can be derived by expanding the modified Jacobi polynomials into a Taylor series in $\theta$ and keeping terms up to order zero.

$$
\left\{\begin{array}{l}
B_{0}^{(\alpha, 0)}(x)=R_{0}^{(\alpha, \theta)}=1  \tag{58}\\
\left.B_{1}^{(\alpha, 0)}(x)\right)=\frac{1}{\theta} R_{1}^{(\alpha, \theta)}=x-\alpha \\
B_{n \geq 2}^{(\alpha, 0)}(x)=\lim _{\theta \rightarrow 0} R_{n}^{(\alpha, \theta)}=x(1-x) U_{n}(x)
\end{array}\right.
$$

only holds for pairs $m, n \geq 2$ and the pair $m=0$ and $n=1$, but not for the pairs $m=0$ (or $m=1$ ) and $n \geq 2$; and similarly for the forward eigenfunctions $F_{n}(x)$.

The forward function is then set to

$$
\begin{equation*}
\phi(x \mid \tau, \rho)=\sum_{n=0}^{\infty} \rho_{n} F_{n}^{(\alpha, 0)}(x) e^{-\lambda_{n}(s-\tau)} \tag{61}
\end{equation*}
$$

and the backward function to

$$
\psi(y \mid x, \tau)=\sum_{m=0}^{\infty} c_{n}(y) B_{n}^{(\alpha, 0)}(x) e^{-\lambda_{n} \tau} .
$$

The marginal and joint distribution can now be defined as above. The time derivative of the marginal likelihood (31) of the eigenfunctions with $n=0$ and $n=1$ is zero, because the respective eigenvalues are zero. For $n \geq 2$, the backward expansion contains only the terms $x(1-x) U_{n}(x)$ as does $w(x)$ times the forward expansion, $w(x) F_{n \geq 2}^{(\alpha, 0)}(x)=x(1-x) U_{n \geq 2}(x)$. Indeed the eigenfunctions with $n \geq 2$ correspond to those usually considered [15, 29]. As backward and forward functions are thus zero at both boundaries, the boundary condition (53) is met. It is also straightforward to show for $n=0$ and $n=1$ that condition (32) holds, because the integrals on both sides are always zero.

### 4.2. Mutation-drift model

Following Vogl and Bergman [36], we introduce recurrent mutations into the pure drift model by setting the eigenvalue $\lambda_{1}=\theta$. We consider the case where $0<\theta \ll 1$, such that mutations occur at a low rate and thus, do not affect the allele frequency dynamics of the polymorphic classes; these classes are governed exclusively by genetic drift and therefore, eigenfunctions with $n \geq 2$ remain as in the pure drift model. We may thus distinguish between two classes of sites with distinct spatial and temporal differences: the slowly evolving boundaries, where the rate of evolution depends on $\theta$, and the fast evolving polymorphic classes governed by genetic drift [e.g., 42, 36]. Furthermore, we may think of the boundary mutation-drift model as a first order Taylor series expansion in the scaled mutation rate $\theta$ of the general mutation-drift model.

Note that, with the discrete boundary mutation model, we scaled the mutation rate such that, independent of the population size $N$, the heterozygosity in a sample of size two is equal to $\theta$ for the model with mutations from a single boundary (compare the term $\mu /\left(1-\theta \sum_{i=1}^{N-1} \frac{1}{i}\right)$ in (18)), or $2 \alpha \beta \theta$ for the model with mutations from both boundaries. With the transition to continuous diffusion, $N \rightarrow \infty$ and thus $\theta \sum_{i=1}^{N-1} \frac{1}{i}$ will grow logarithmically without bound. Mutations are therefore modeled from the boundary zero at a rate $\alpha \theta b_{0}(\tau)$, where $\alpha \theta$ is the mutation rate towards allele one and $b_{0}(\tau)$ corresponds to the probability mass already at boundary zero plus the probability mass to arrive there quickly by drift, and similarly at the boundary one. The system is thus not in detailed balance and therefore not reversible.

Forward expansion. With mutations from the boundaries and forward in time, Vogl and Bergman [36] use the same augmented forward eigenfunctions as with
where the polynomials with base $(\alpha, 0)$ on the right hand side of the equations are as in (56). The temporal parts of the system are then $\frac{d}{d \tau} T_{n}(\tau)=-\lambda_{n} T_{n}(\tau)$ for all $n$.

With increasing $N$, the stationary distribution converges to the following function $[35,36]$

$$
\pi(x, \alpha, \theta)=F_{0}^{(\alpha, \theta)}(x)=\lim _{N \rightarrow \infty} \begin{cases}\beta-\vartheta \int_{\frac{1}{N}}^{\frac{N-1}{N}} \frac{1}{x} d x & \text { if } 0 \leq x<1 / N  \tag{66}\\ \vartheta \frac{1}{x(1-x)} & \text { if } 1 / N \leq x \leq 1-1 / N \\ \alpha-\vartheta \int_{\frac{N}{N}}^{\frac{N-1}{N}} \frac{1}{1-x} d x & \text { if } 1-1 / N<x \leq 1\end{cases}
$$

This function integrates to unity, but has singularities at the boundaries, which makes it difficult to interpret probabilistically. Moments about zero up to an order $m=M_{\max }$ may be defined meaningfully, by multiplying $\pi(x, \alpha, \theta)$ with
$x^{m}$ and integrating. We have

$$
\begin{align*}
\int_{0}^{1} \pi(x) x^{m} d x & =\alpha-\vartheta \int_{0}^{1} \frac{1-x^{m-1}}{1-x} d x  \tag{67}\\
& =\alpha-\vartheta H_{m-1}
\end{align*}
$$

where $H_{m-1}$ is the harmonic number. As this same relationship must also hold for the moments about boundary one, $\min (\alpha, \beta) / \vartheta<H_{m-1}$, which leads to $M_{\max } \approx e^{\min (\alpha, \beta) / \vartheta}$. Note that a monomorphic sample from a binomial distribution, with sample size $M$, leads to terms $x^{M}$ or $(1-x)^{M}$, which correspond to the moments about zero and one. Thus the sample size needs to be restricted to $M \approx e^{\min (\alpha, \beta) / \vartheta}$ to avoid negative values for probabilities. Since the boundary mutation model generally requires $\theta<0.1$ [35], this constraint on $M$ should not pose practical problems.

Note that the same issue occurs with the closely related Ewens-Watterson estimator $\hat{\theta}_{W}$ of molecular diversity [9, 39]. With the assumptions used for deriving $\hat{\theta}_{W}$, the probability of obtaining a monomorphic sample of size $M$ is $1-\theta \sum_{i=1}^{M-1} \frac{1}{i}$. It is therefore necessary to restrict the sample size below $M_{\max } \approx e^{1 / \theta}$.

Backward expansion. The backward system of differential equations with eigenfunctions $B_{n}^{(\alpha, \theta)}(x)$ is the transpose of the forward system (65). It can also be diagonalized by setting

$$
\left\{\begin{array}{l}
B_{0}^{(\alpha, \theta)}(x)=B_{0}^{(\alpha, 0)}(x)=1  \tag{68}\\
B_{1}^{(\alpha, \theta)}(x)=B_{1}^{(\alpha, 0)}(x)=x-\alpha \\
B_{n \geq 2}^{(\alpha, \theta)}(x)=B_{n}^{(\alpha, 0)}(x)-\vartheta \frac{E_{n} \Delta_{n}}{\lambda_{n}} B_{0}^{(\alpha, 0)}(x)-\theta \frac{B_{n} \Delta_{n}}{\lambda_{n}} B_{1}^{(\alpha, 0)}(x)
\end{array}\right.
$$

It can be verified that the forward and backward eigenfunctions fulfil the orthogonality relation (59) with $\Delta_{0}=\Delta_{1}=1$ and $\Delta_{n}$ as in (55). In particular, for $n=0$ and $m \geq 2$, we have

$$
\begin{align*}
& \int_{0}^{1} F_{0}^{(\alpha, \theta)}(x) B_{m}^{(\alpha, \theta)}(x) d x=\int_{0}^{1}\left(F_{0}^{(\alpha, 0)}(x)+\vartheta \sum_{n=2}^{\infty} \frac{E_{n}}{\lambda_{n}} F_{n}^{(\alpha, 0)}(x)\right) \\
& \times\left(B_{m}^{(\alpha, 0)}(x)-\vartheta \frac{E_{m} \Delta_{m}}{\lambda_{m}} B_{0}^{(\alpha, 0)}(x)-\theta \frac{O_{m} \Delta_{m}}{\lambda_{m}} B_{1}^{(\alpha, 0)}(x)\right) d x  \tag{69}\\
& \quad=\vartheta \frac{E_{m}}{\lambda_{m}} \Delta_{m}-\vartheta \frac{E_{m} \Delta_{m}}{\lambda_{m}} \Delta_{0}=0,
\end{align*}
$$

and similarly for $m=1$ and $n \geq 2$.
Furthermore, we have, as before, the forward function

$$
\begin{equation*}
\phi(x \mid \tau, \rho)=\sum_{n=0}^{\infty} \rho_{n} F_{n}^{(\alpha, \theta)}(x) T_{n}(\tau), \tag{70}
\end{equation*}
$$

and the backward function

$$
\begin{equation*}
\psi(y \mid x, \tau)=\sum_{n=0}^{\infty} c_{n}(y) B_{n}^{(\alpha, \theta)}(x) T_{n}(\tau) \tag{71}
\end{equation*}
$$

The backward function and the marginal distribution, as long as $M<M_{\max } \approx$ $e^{\min (\alpha, \beta) / \vartheta}$, can be interpreted probabilistically as with the general mutationdrift or the pure drift model. As the forward function may attain negative values, expanding it beyond the sample size $M$ has little meaning.

### 4.2.1. Example: one change in the mutation parameters

We present the version of the boundary mutation model with the inhomogeneous linear differential equations, i.e., with the eigenfunctions $F_{0}^{(\alpha, 0)}$ and $B_{n}^{(\alpha, 0)}$. With this choice, a change in the effective population size (population demography), or equivalently in the scaled mutation rate does not necessitate a change in the base. Assume a population in equilibrium at $\tau=s$ with mutation parameters $\theta_{a}$ and $\alpha_{a}$, such that the initial distribution is $\rho(x)=\pi\left(x \mid \theta_{a}, \alpha_{a}\right)$. The scaled mutation parameters then changes immediately to $\theta$ and $\alpha$, respectively, and remain constant thereafter. Expanding the stationary distribution at time $\tau=s$ into the forward eigenfunctions $F_{n}^{(\alpha, 0)}(x)$ results in

$$
\begin{align*}
\phi(x \mid \tau=s)= & F_{0}^{(\alpha, 0)}(x)+\left(\alpha_{a}-\alpha\right) e^{-\theta \tau} F_{1}^{(\alpha, \theta)}(x) \\
& +\sum_{n=2}^{\infty}\left(E _ { n } \left(\vartheta+\left(\vartheta_{a}-\vartheta\right) e^{-\lambda_{n}(s-\tau)}\right.\right.  \tag{72}\\
& \left.+\left(\alpha_{a}-\alpha\right) \theta O_{n}\left(e^{-\theta(s-\tau)}-e^{-\lambda_{n}(s-\tau)}\right)\right) F_{n}^{(\alpha, 0)}(x) .
\end{align*}
$$

With a sample of size $M$ with $y$ alleles of the first type at time $\tau=0$, the binomial likelihood can be expanded into the backward eigenfunctions with

$$
\begin{equation*}
\psi(y \mid x, \tau=0)=\sum_{n=0}^{M} c_{n}(y) B_{n}^{(\alpha, 0)}(x) \tag{73}
\end{equation*}
$$

The marginal likelihood, calculated at time $\tau=0$, is

$$
\begin{align*}
& \operatorname{Pr}(y)=\int_{0}^{1} \phi(x \mid \tau=0, \rho) \psi(y \mid x, \tau=0) d x=\left[c_{0}(y) \cdot 1\right]+\left[c_{1}(y)\left(\alpha_{a}-\alpha\right) e^{-\theta s} \cdot 1\right] \\
& +\left[\sum _ { n = 2 } ^ { M } c _ { n } ( y ) \left(E_{n}\left(\vartheta+\left(\vartheta_{a}-\vartheta\right) e^{-\lambda_{n} s}\right)\right.\right. \\
& \left.\left.\quad+\left(\alpha_{a}-\alpha\right) \theta O_{n}\left(e^{-\theta s}-e^{-\lambda_{n} s}\right)\right) \cdot \Delta_{n}\right] \tag{74}
\end{align*}
$$

where the terms in the successive square brackets come from the terms in the expansion with $n=0, n=1$, and $2 \leq n \leq M$, respectively, while all terms with
$n>M$ are zero. Within the square brackets, the terms before the dot are the time-dependent functions of the forward expansion. The same marginal likelihood is also obtained by using the backward eigenfunctions $B_{n}^{(\alpha, 0)}$, multiplying with the stationary distribution at $\tau=s$, and integrating:

$$
\begin{aligned}
\operatorname{Pr}(y) & =\int_{0}^{1} \psi(y \mid x, \tau=s) \pi\left(x, \alpha_{a}, \theta_{a}\right) d x \\
= & {\left[\left(c_{0}(y)+\vartheta \sum_{n=2}^{M} c_{n}(y) E_{n} \Delta_{n}\left(1-e^{-n(n-1) s}\right)\right) \cdot 1\right] } \\
& +\left[\left(c_{1}(y) e^{-\theta s}+\theta \sum_{n=2}^{M} c_{n}(y) E_{n} \Delta_{n}\left(e^{-\theta s}-e^{-\lambda_{n} s}\right)\right) \cdot\left(\alpha_{a}-\alpha\right) \cdot 1\right] \\
& +\left[\sum_{n=2}^{M} c_{n}(y) e^{-\lambda_{n} s} \cdot \vartheta_{a} E_{n} \Delta_{n}\right] .
\end{aligned}
$$

Within the square brackets, the terms before the dot are the time-dependent functions of the backward expansion. The two different versions of the marginal likelihoods evaluated at $\tau=0$ and $\tau=s$ are identical.

### 4.2.2. Summary: boundary mutation-drift diffusion

Assuming a bi-allelic boundary mutation-drift model, a system of orthogonal eigenfunctions is defined. As with Jacobi polynomials for the general mutationdrift model, these functions provide a convenient base for calculations. While some mathematical inconvenience compared to the modified Jacobi polynomials is encountered, changes in the (effective) population size (i.e., $\theta$ ) are easily accommodated, because the base of the polynomials need not be changed. As with the general mutation-drift model, efficiency is increased compared to the discrete models since only eigenfunction expansions up to order $M$ instead of $N$ are needed.

## 5. The order of the expansion

With bi-allelic diffusion models we naturally assumed a binomial likelihood. This likelihood function corresponds to a polynomial of the order of the sample size $M$. Both with the general mutation-drift model as with the boundary mutation-drift model only orthogonal polynomials up to the order of the sample size are needed when modeling the allele trajectory backward in time. We also note that a change in the base of the polynomials, because the scaled mutation parameters changed, does not change the order of the expansion.

Now consider two populations with sample sizes $M^{(1)}$ and $M^{(2)}$. Tracing back the allele frequency evolution to the split time requires a polynomial expansion of up to $\max \left(M^{(1)}, M^{(2)}\right)$. Integrating over the population allelic proportion to obtain the marginal likelihood of the data at the split time then requires multiplication with the starting distribution, which can also be expanded into
orthogonal polynomials of order $M_{a}$. If the starting population is in equilibrium, then $M_{a}=0$. If we first multiply the starting distribution with the backward orthogonal expansion of the smaller population, we obtain a forward expansion of order at least $M_{a}+\min \left(M^{(1)}, M^{(2)}\right)$. Because of the orthogonality relation, when multiplying with the backward expansion of the second population, only polynomials of order up to the minimum of $M_{a}+\min \left(M^{(1)}, M^{(2)}\right)$ and $\max \left(M^{(1)}, M^{(2)}\right)$ are needed for obtaining the marginal likelihood. Thus the maximal expansion needed depends on the sample sizes and the starting distribution, but is always at least $\min \left(M^{(1)}, M^{(2)}\right)$ and at most $\max \left(M^{(1)}, M^{(2)}\right)$. Therefore, the required degree of the polynomial expansion is considerably less than previously thought necessary [21, 20]. Similar considerations also apply to more than two populations, where it can be shown that the required expansion to obtain the marginal likelihood is less than the sum of the sample sizes.

## 6. Discussion



Starting from bi-allelic mutation-drift models, we use forward and backward processes in discrete or continuous time to efficiently calculate probabilities of population allele proportions. Given a sample from a single population, i.e., a SFS, or samples from more than one population, i.e., a jSFS, from the present, this theory may be used to infer trajectories of population allele frequencies in the past. Integrating over the population allelic proportion, the marginal likelihood of the data may be used to infer population genetic parameters. The discrete-time algorithm is a variant of the forward-backward algorithm and thus makes use of dynamic programming. The continuous time algorithm uses orthogonal polynomials for even more convenient calculation. Furthermore, we introduce bi-allelic population genetic models that provide us with time-reversible and irreversible transition matrices or kernels. The irreversible models are related to the infinite site $[16,8]$ or Poisson-random-field models [26]. Both reversible and irreversible models have stationary distributions.

Previous diffusion-based methods for inference of population genetic parameters are generally based on modelling allelic proportion trajectories forward-in-time. Solutions to the forward diffusion equations are either approximated numerically [e.g., 4, 12, 22] or are provided as functions of orthogonal polynomials [e.g., 21, 20, 29, 31]. These methods can, in principle, accommodate many demographic scenarios while considering general selection and continuous migration. The complexity of these models in combination with the forward-in-time approach often results in complex likelihood functions. Herein, we demonstrate that combining forward- and backward-in-time approaches naturally leads to relatively simple likelihood functions for both discrete and continuous population genetics models (compare eqs. 16 and 30, respectively).

Discrete models involve repeated multiplications with a transition matrix of dimension $(N+1) \times(N+1)$, where $N$ is the haploid population size. For biological reasons, $N$ should be large to model the large (effective) population sizes usually encountered. For numerical reasons, $N$ should be small, because
iteration of large matrices is time-consuming and numerical errors may accumulate. Mutation rates can be scaled to account for a reduction of $N$. Transition matrices may be diagonalized to speed up calculations. In any case, $N$ must be at least as big as the sample size $M$ to not lose information. A prior distribution must be assumed at some time in the past. If this distribution is taken as the stationary distribution of the transition matrix, calculations simplify. At the present time, a probability model of the sampling process, generally a hypergeometric likelihood, is assumed that is conditional on the sample size $M$. Zhao et al. [46] present a similar method that is also based on the iteration of a transition matrix (in their case, based on the Wright-Fisher model) and allows for conditioning on the beginning and end states of the chain. They derive the marginal distribution of states intermediate in the chain and simulate trajectories. Extending this method to distributions instead of states (in our) case, the prior at the beginning and the likelihood at the end of the chain) requires additional considerations and diagonalizing the transition matrix seems necessary in all but the simplest cases.

With continuous diffusion models, the use of orthogonal polynomials is convenient. The degree of the polynomials need not be higher than the sample size $M$, while the population size is large, which usually fits biological reality. Thus, the diffusion approach is mostly preferable over the discrete approach.

Song and colleagues [29, 30, 31, 48] analyse self-adjoint continuous models, such as the general mutation-drift model herein. These authors usually take a Dirac delta function as starting condition instead of a prior distribution at $\tau=s$ (but see Supplemental Information, Section D in Steinrücken et al. [31]). Representation of a Dirac delta function requires an infinite expansion and modeling an arbitrary distribution as starting condition would require a further step (see Appendix 7.3). As these authors also consider selection, eigenfunctions with, in principle, infinite expansions are necessary in any case. A problem with their approach for pure drift models, however, is the restriction at the boundaries, which allows only polymorphic samples to be analyzed (see the subsection 4.1). Interestingly, Zhao et al. [45] also present a diffusion approach to calculate conditional trajectories that involves the product of solutions of the forward and backward equations. They consider a Dirac delta function as starting state and, additionally, also as a final state. Usually in population genetics, however, only a sample from the present is given, while the starting conditions are even less well defined. Applying this approach to real data thus requires integration over possible starting and final states, which adds another layer of complexity avoided with our approach. In contrast, Lukić and Hey [20] also use the equilibrium distribution as a starting condition as with the approach presented herein.

Generally, using a delta function as an initial condition requires an infinite expansion in orthogonal polynomials. Yet for calculating marginal likelihoods a much lower expansion is needed. Lukić and Hey [20], citing [26], set the degree of polynomial expansion to $(M-2)^{K}$, where $M$ is the number of haplotypes sampled and $K$ the number of populations. Yet we show that only an expansion between $\min \left(M^{(1)}, M^{(2)}\right)$ and $\max \left(M^{(1)}, M^{(2)}\right)$ is needed, where $M^{(1)}$ and
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## 7. Appendices

### 7.1. Derivation of the forward and backward diffusion equations from the de-

 coupled general mutation-drift Moran modelIn this appendix, we derive the forward and backward diffusion equation from the forward and backward transition probabilities of the decoupled Moran model with general mutation and drift and show the tight connections between the discrete and continuous models. Derivations are simpler than usual [10], terms higher than the first derivative with respect to time and second derivative with respect to space do not occur.

Consider a focal bi-allelic site with the population frequency of allele one denoted by $i(1 \leq i \leq N-1)$. With the transition probabilities of the decoupled Moran model (24), the frequency $i$ may increase or decrease by one due to mutation or drift, or remain constant. Forward in time, the difference of the probability at frequency $i$ per Moran step may be written as

$$
\begin{align*}
& \operatorname{Pr}\left(x_{t+1}=i\right)-\operatorname{Pr}\left(x_{t}=i\right)= \\
& \quad \frac{\alpha \theta}{N^{2}}\left((N-i+1) \operatorname{Pr}\left(x_{t}=i-1\right)-(N-i) \operatorname{Pr}\left(x_{t}=i\right)\right) \\
& \quad+\frac{\beta \theta}{N^{2}}\left((i+1) \operatorname{Pr}\left(x_{t}=i+1\right)-i \operatorname{Pr}\left(x_{t}=i\right)\right)  \tag{76}\\
& \quad+\frac{1}{N^{2}}\left((i-1)(N-i+1) \operatorname{Pr}\left(x_{t}=i-1\right)\right. \\
& \left.\quad+(i+1)(N-i-1) \operatorname{Pr}\left(x_{t}=i+1\right)-2 i(N-i) \operatorname{Pr}\left(x_{t}=i\right)\right),
\end{align*}
$$

where the term within the first pair of square brackets corresponds to mutation towards allele one, the term within the second pair to mutation towards allele zero, and the term within the third pair to genetic drift.

To approximate the change in frequency as a process in continuous time and space, the quantities $\delta \tau=1 / N^{2}$ and $\delta x=1 / N$ are introduced. Furthermore, time is rescaled as $\tau=t \delta \tau$, the allele proportions as $x=i \delta x$, such that $\phi(x \mid \tau, \rho) \delta \tau \delta x=\operatorname{Pr}\left(x_{t}=i\right)$. Taking the limit $N \rightarrow \infty$, eq. (76) is rewritten as

$$
\begin{align*}
& \lim _{N \rightarrow \infty} \frac{\phi(x \mid \tau+\delta \tau, \rho)-\phi(x \mid \tau, \rho)}{\delta \tau}= \\
& \quad \lim _{N \rightarrow \infty}\left[\alpha \theta\left(\frac{(1-x+\delta x) \phi(x-\delta x \mid \tau, \rho)-(1-x) \phi(x \mid \tau, \rho)}{\delta x}\right)\right. \\
& \quad+\beta \theta\left(\frac{(x+\delta x) \phi(x+\delta x \mid \tau, \rho)-x \phi(x \mid \tau, \rho)}{\delta x}\right)  \tag{77}\\
& \quad+\left(\frac{(x-\delta x)(1-x+\delta x) \phi(x-\delta x \mid \tau, \rho)}{\delta x^{2}}\right. \\
& \left.\left.\quad+\frac{(x+\delta x)(1-x-\delta x) \phi(x+\delta x \mid \tau, \rho)}{\delta x^{2}}-\frac{2 x(1-x) \phi(x \mid \tau, \rho)}{\delta x^{2}}\right)\right] .
\end{align*}
$$

The first term on the right side is

$$
\begin{equation*}
\int_{0}^{1} \phi P \psi^{\prime} d x=\left.\phi P \psi\right|_{0} ^{1}-\int_{0}^{1}(\phi P)^{\prime} \psi d x \tag{82}
\end{equation*}
$$

and the second term on the right side is

$$
\begin{align*}
\int_{0}^{1} \phi Q \psi^{\prime \prime} d x & =\left.\phi Q \psi^{\prime}\right|_{0} ^{1}-\int_{0}^{1}(Q \phi)^{\prime} \psi^{\prime} d x  \tag{83}\\
& =\left.\phi Q \psi^{\prime}\right|_{0} ^{1}-\left.(\phi Q)^{\prime} \psi\right|_{0} ^{1}+\int_{0}^{1}(Q \psi)^{\prime \prime} \psi d x
\end{align*}
$$

Hence for eq. (81) to hold, we require the boundary condition

$$
\begin{equation*}
\left.\left(\phi Q \psi^{\prime}-(\phi Q)^{\prime} \psi+\phi P \psi\right)\right|_{0} ^{1}=0 \tag{84}
\end{equation*}
$$

Using the weight function $w(x)$ defined in formula (33), this condition can be represented more compactly. The weight function fulfils

$$
\begin{equation*}
P w=(w Q)^{\prime} . \tag{85}
\end{equation*}
$$

Substitute $\phi(x \mid \tau)=w(x) g(x, \tau, \rho)$ into eq. (84) to obtain

$$
\begin{align*}
0 & =\left.\left(w Q g \psi^{\prime}-(w Q g)^{\prime} \psi+P w g \psi\right)\right|_{0} ^{1} \\
& =\left.\left(w Q g \psi^{\prime}-\left((w Q)^{\prime} g+w Q g^{\prime}\right) \psi+P w g \psi\right)\right|_{0} ^{1}  \tag{86}\\
& =\left.\left(w Q g \psi^{\prime}-P w g \psi-w Q g^{\prime} \psi+P w g \psi\right)\right|_{0} ^{1} \\
& =\left.w Q\left(g \psi^{\prime}-g^{\prime} \psi\right)\right|_{0} ^{1}
\end{align*}
$$

Note that $w(x) Q(x) \propto 1 / \xi(x)$ where $\xi(x)$ is the scale function defined in eq. (2) of Song and Steinrücken [29] and $g(x)$ and $\psi(x)$ correspond to $f(x)$ in Song and Steinrücken [29]. This condition obviously holds if, at both boundaries, either $w(x) Q(x)=0$ while $\left(g \psi^{\prime}-g^{\prime} \psi\right)$ is finite, or $\left(g \psi^{\prime}-g^{\prime} \psi\right)=0$ while $w(x) Q(x)$ is finite.

### 7.3. Propagator

Song and Steinrücken/29] analyze self-adjoint differential equations, with a Dirac delta function $\delta(x-p)$ as starting point at $\tau=s$. Denote the eigenfunctions of the diffusion equation with the backward operator $\mathcal{L}^{*}$ with $B_{n}(x)$. Eq. (5) of Song and Steinrücken [29] defines a "propagator" [3, chap. 19]

$$
\begin{equation*}
p(x \mid p, \tau)=\sum_{n=0}^{\infty} e^{-\lambda_{i} \tau} \pi(x) \frac{B_{n}(x) B_{n}(p)}{\left\langle B_{n}(x) B_{n}(p)\right\rangle_{\pi}} \tag{87}
\end{equation*}
$$

as the solution of the diffusion equation with a starting state modeled by the Dirac Delta function $\delta(x-p)$. If the starting condition is not a particular state but, more usually, a distribution $\rho(p)$, the function

$$
\begin{equation*}
h(x \mid p, \rho, \tau)=\int_{0}^{1} p(x \mid p, \tau) \rho(p) d p \tag{88}
\end{equation*}
$$

solves the diffusion equation. From the orthogonality relation it is evident that, also with this indirect route, only an expansion of degree $M$ is needed for calculating the marginal likelihood.
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