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Synopsis

Due to the highly non-linear nature of robot dynamics, there is scope to improve performance 

through the use of adaptive algorithms. One of the most promising types of algorithm for this kind of 

application is the model reference based'controller. For a robot using hydraulic direct-driven axes, in 

a decentralized adaptive control scheme, each axis can be modelled as a third order time-varying SISO 

system subjected to disturbances from other axes. The use of a decentralized controller has the 

advantage of a linear increase of computational work with the number of axes.

The classical method used in the synthesis of model reference adaptive control systems is 

hyperstability theory. As this method is based on a positivity condition, unmodelled plant dynamics, 

particulary in the presence of external disturbances, may lead to the drift of the adaptive controller 

gains, and so, to instability.

A novel synthesis method, based on the theory of variable structure systems (VSS), is 

developed in this work. The resulting controller employs memory-less adaptive gains, so they cannot 

drift, and an auxiliary signal is used to counteract the effects of external disturbances. A series-parallel 

model for the dynamic behaviour of the model-following error is used in order to circumvent the order



reduction that always happens with a classic VSS controller. This technique avoids the undesirable 

chattering phenomena associated with VSS controllers.

The new method is used in the synthesis of a decentralized controller for a two axes hydraulic 

manipulator. Due to its nature the system presents a free unity gain integrator between speed and 

position enabling the use of a second order adaptive velocity controller in an inner loop and a fixed 

outer loop for position control. An extensive set of simulation and experimental results is presented, 

showing the effectiveness of the proposed controller.
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Notation

a, - elements of the last row of (Am - A J

Am, Ap - model, plant coefficient matrices

bm, bml Bm - model input gain, gain vector, gain matrix

bp, bp, Bp - plant input gain, gain vector, gain matrix

c - vector of coriolis and centripetal torques

d, D - linear time-invariant filter vector, matrix

e - generalized state error vector

er - reference state error vector

Ep - plant external disturbance input matrix

g  - vector of gravity torques

gp, gp - actual, estimated vectors of plant external disturbances 

h , h -  disturbance cancelation signal, signal vector 

/  - identity matrix 

/*  - a vector, / * r b  [0 0 — 0 1]

J  - inertia matrix 

K, k - scalar gain 

k - sample number



Kg - external disturbance feedforward matrix 

k„, K„ - input gain, gain matrix 

kx, Kx - state feedback gain vector, gain matrix 

/ - auxiliary variable for the sample number 

llt l2 - lengths of links 1 and 2

lcX, la  - distances between the centres of mass and the joints of links 1 and 2 

n - system order 

m - number of system inputs 

m„ m2 - masses of links 1 and 2 

s - Laplace operator 

t - time

T - sampling period

um - model input signal, signal vector 

Up, Up - plant input signal, signal vector 

v, v - filtered generalized state error, error vector 

v - distance of the state error to a datum sliding surface 

vr - distance of the reference state error to a datum sliding surface 

v, - difference between the reference and the actual state errors 

w, w - non-linear time-varying feedback block output signal, signal vector 

xm, xp - model, plant state vectors

z  - external input signal vector to the generalized error feedback system

a  - adaptation gain, discontinuous components of an adaptive gain 

P - constant component of an adaptive gain

y  - finite positive constant, -y2 is a lower bound of the Popov integral or summation 

e - error bound 

C - damping ratio



XV111

T1 - value of the Popov integral or summation 

6 - angular position

p  - thickness of the boundary layer around the switching surface 

x - torque, auxiliary variable for time 

<p - external disturbances referred to the plant input 

$ - elements of O

<X> - gain adaptation matrix functional 

(0 - angular frequency 

cOn - natural frequency

Subscripts and Superscripts

I  - integral action 

i, j ,  n - integer numbers 

P - proportional action 

T  - transpose

t  - left Penrose pseudo-inverse; 2?p+ = ( B jB p )'lBpT, which exists if B jB p is a nonsingular 

matrix. Bp has the property th a tBp Bp -  I
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Chapter -j
Introduction

The development of production techniques and the introduction of flexible manufacturing 

concepts puts a harder demand on automation systems. One of the most challenging tasks to perform 

is the flexible handling of materials and tools. It was the need to perform this task using a 

programmable and flexible machine (one that is not dedicated to a single manipulation task, but can be 

programmed to perform a  broad class of manipulation tasks) that was on the origin of the industrial 

robot

The word robot originated from the Czech word robota, meaning work. It was introduced into 

the English language in 1921 by the play-wright Karel Capek in his satirical drama, RXJJt. (Rossum’s 

Universal Robots) [1]. In this work, robots are machines that resemble people, but work tirelessly.

Nowadays industrial robots are used in materials handling, like loading and unloading 

machine-tools, tool changing, assembly, welding, painting, and many other jobs that could only be 

performed by human operators, sometimes in situations of high risk for his or her physical and 

psychological integrity, and in many cases with a better performance (faster, with better repeatability, 

without fatigue problems, etc.)
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Although the structure of a robot can vary considerably, most of them present the following 

four major components [2]:

1. The Manipulator. A collection of mechanical linkages connected by joints to form an open- 

loop kinematic chain. The manipulator is capable of movement in various directions and is said to do 

"the work" of the robot. Some times the terms "robot" and "manipulator" are used with the same 

meaning, although, strictly speaking, this is not correct

2. Sensory Devices. These are the elements used to inform the controller about the status of 

the manipulator. Sensors can provide instantaneous position, velocity, acceleration, force, or other 

physical quantities as feedback information about the links to the control unit to produce the proper 

control of the mechanical system. Other devices such as video cameras can be used for tracking, object 

recognition or object grasping in a higher level control loop.

3. The Controller. This device (commonly microcomputer based) is responsible for the motion 

control of the manipulator, the storage of position and sequence data in its memory and the interface 

of the robot with other devices that cooperate with the robot in the task being performed. Controllers 

must do the necessary arithmetic computations for determining the correct manipulator path, speed and 

position. They must also send signals to the joint actuators and use the information provided by the 

robot’s sensors. They are also responsible by the communication between peripheral devices and the 

manipulator.

4. The Power Conversion Unit. The purpose of this part of the robot is to provide the necessary 

energy to the actuators of the manipulator. It can be a power amplifier in the case of systems actuated 

by electric servo-motors, or a hydraulic power-pack or a compressor when hydraulic or pneumatic 

actuators are used.

An industrial robot is a general-purpose, computer-controlled manipulator consisting of several 

rigid links connected in series (although there is some research work being done on parallel connected 

links) by revolute or prismatic joints. One end of the chain is attached to a supporting base, while the 

other end is free and equipped with a  tool to manipulate objects or perform assembly tasks. The
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manipulator is composed of an arm and a wrist subassembly plus a tool (end effector). The arm 

subassembly generally can move with three degrees of freedom (DOF). The combination of its joints 

movements positions the wrist unit within its work volume. The wrist subassembly unit usually consists 

of three rotary motions. The combination of these motions orients the tool as needed. Hence, for a six 

DOF manipulator the arm subassembly is the positioning mechanism, while the wrist subassembly is 

the orientation mechanism.

The need for higher operating speeds has lead to the current trend for direct drive robots. In 

addition greater payloads are easily attained with the use of hydraulic actuators.

Why are direct drive manipulators potentially faster? The main factor affecting the cycle time 

of a given manipulation task is the acceleration capability of the manipulator links. So, if this capability 

can be increased, the cycle time can, potentially, became faster. To accomplish this, for a given 

actuating torque on the link, the choice between a small geared motor and a bigger direct-drive unit 

must be the one that minimizes the moment of inertia reflected on the link. Empirically, the relation 

between torque (7) and moment of inertia of a motor (7) can be given by [3]:

J  = k T *

with the parameters k and p  dependent of the actuator technology.

The ratio of reflected inertias on the link for the same link actuating torque is:

dincl

n 2k(T/n)p = n 2 
k T ” n p

(1.2)

where n is the gear ratio. The reducer inertia is considered small compared with the others and, as such, 

is not taken into consideration.
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For gear ratios greater or equal to unity, the minimum of this function is obtained with unity 

gear ratio (direct-drive) as long as p  is less than 2. Typical values of p  are around 1.3 for electrical 

servo-motors and 1.5 for hydraulic ones. So, to maximize the link acceleration capability for a given 

link actuating torque, direct-drive actuators should be used.

Other important advantages of the use of direct-drive actuators are:

- Simpler design due to the elimination of the mechanical transmissions.

- Elimination of backlash, transmission induced compliance and mechanical noise (which can 

excite high-frequency structural vibration modes) due to non ideal transmission components (that present 

clearances, eccentricities, friction, etc.), many times the cause of degraded manipulator performance.

- Greater power efficiency (manipulator mechanical transmissions present efficiency values 

around 80%).

The direct-drive actuation of manipulators also presents its own set of problems such as:

- Increase in the control difficulty due to a greater sensitivity to manipulator configuration and 

payload induced inertial changes.

- The actuators of the links nearer the base must provide the torque necessary to support the 

weight of the following ones (in the direction of the end-effector) and their reaction torques.

- The actuators used to provide the necessary high torque for direct-drive operation are heavier 

and bulkier than the set of actuator plus reducer used in geared drives, specially in the case of electrical 

actuation.
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Hydraulic actuators are usually lighter and smaller than electric ones, more so in the high 

torque range as needed for direct-drive operation. Meanwhile the control problem becomes more 

difficult when using a hydraulic servo-diive given its highly non-linear behaviour and because the 

actuators dynamics cannot be neglected as is usually the case with electric actuators.

The dynamic behaviour of a manipulator can be described by [4]:

where 6 is the vector of link positions, 7  is the inertia matrix of the manipulator, c is a vector of 

coriolis and centripetal torques, g  is a vector of gravity torques and x is the vector of the links actuating 

torques.

In the particular case of a two HOF manipulator with rotary joints (see fig.1.1), corresponding 

to the one that will be used in this work,

x = 7(0)6 + c(G,0) + g(Q) (1.3)

(1.4)

T2= 7 21^1 + 7 22^2 + M l  + 82
(1.5)

where

J n = m Jci + h  + " h V ?  + A* + 2 /1/c2c o s 0 2)  + / 2 (1.6)

■̂ 22~̂ 2̂ c2 + ^2 (1.7)

(1.8)

/lc=m2/l/c2Sin02 (1.9)
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£ lSmi*cl£COS0l + W2^(/c2COS( 0 l + e 2) + /iCOSOj) (1.10)

8 2=m2lc2 8 COS(Q ! + 02) ( 1.11)

where / 1? /2 are the centre of mass referred moments of inertia, mx, m2 are the masses, l2 are the 

lengths and /cl, lc2 are the distances between the centres of mass and the joints of respectively link 1 and

In the case of direct-drive actuation these are the torques and, what is more significant when 

the manipulator is moving, the torque variations that must be provided by the actuators.

The hydraulic servo-drive can be modelled after linearization, as presented in Appendix A, by 

a third order transfer function from servo-valve spool position (x j and disturbance torque (x^) to link 

position (8):

with all the transfer function parameters strongly dependent on the position and velocity of the link, and 

the coupling and gravity effects represented by the disturbance torque.

A hydraulic manipulator can, as such, be modelled as a set of third-order time-varying systems, 

one per link with its position dependent moment of inertia (the diagonal terms of the inertia matrix), 

perturbed by inter-axis inertia couplings, centripetal, coriolis and gravity torques.

Robot control can be divided into three levels [5]:

link 2.

(1.12)

- strategic

- tactical

- executive
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At the strategic level the task that the robot has to do is analyzed, leading to the definition of 

the required trajectory of the end effector due to functional aspects, avoidance of collisions with the 

environment and other robots, etc. This should not be specified in a too rigid manner, or else any scope 

for optimization will disappear. This stage is done off-line and is a heavy user of simulation tools.

At the tactical level the desired end effector trajectory is translated into axes trajectories. 

Optimization of time response, energy consumption or any other desired criteria may be performed 

taking into consideration the saturation limits of the actuators. This stage can be done off-line or in real 

time. If it is done off-line, a reference vector must be recorded for each sampling interval (thinking in 

terms of digital control), for the time interval the resulting trajectory takes to be performed. This usually 

leads to the creation of a big information array, needing large amounts of storage memory. If this task 

is to be run in real-time, enough processing power is needed to run the kinematic (or dynamic, if 

optimization is to be done) equations of the robot model in real-time. This is usually a  centralized 

process, but some authors [5] propose decentralized ways of doing i t

At the executive level the robot is driven in such a way that it performs according to the 

demands of the other levels. In essence, it is a more-or-less sophisticated servo-controller. This real-time 

process can be centralized or decentralized. Centralized algorithms usually use the robot model in order 

to compute the required control actions. These are nominal actions because imperfections of the model 

and payload variations make it impossible to control a robot in open-loop. There is always some sort 

of feedback (position, velocity, acceleration, force, etc.) closing the loop and increasing the robustness 

of the controller as shown in fig.1.2. A controller of this type must run the robot dynamic model in 

real-time, which represents, computationally, a  very heavy burden. The use of decentralized controllers 

aims to solve this problem. Each axis is controlled independently from the others, and the dynamic 

interactions are treated as disturbances. An advantage of using decentralized controllers is that this 

decentralization can be easily mirrored by the hardware implementation, resulting in a parallel system
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with one microprocessor controller per axis. Even if only one processor is used to implement all the 

axis controllers, the use of decentralized controllers has the advantage of offering proportional scaling 

between number of axes and computational load.

Presently the executive level control of industrial robots is implemented using decentralized 

joint controllers which control the joint angles independently through conventional fixed gain 

servo-loops. Generally these controllers provide an acceptable level of performance due to the fact that 

most industrial robots are indirectly driven. The gearing mechanism used to increase the motor torque 

has a typical gear ratio in the order of 100:1. As the inertial changes due to configuration and payload 

variations vary inversely with the square of the gear ratio, when referred to the motor shaft, the effect 

of these changes is negligible. Without gear reduction, the conventional fixed gain servo-loop is no 

longer capable of producing acceptable performance [6]. Moreover, as said before, when using hydraulic 

actuators their dynamic behaviour cannot be neglected. This means that more advanced controllers must 

be used.

Due to the highly non-linear nature of robot dynamics, there is scope for the use of adaptive 

algorithms. One of the most promising types for this kind of application is the model reference based 

controller. For a robot using hydraulic direct-driven axes, in a decentralized adaptive control perspective, 

each axis can be modelled as a third order time-varying SISO system. This is the perspective to be 

explored in this work. Plus, if the adaptive controller performs well, it is possible to build in front of 

the controlled axis system a filter with an inverted transfer function of the axis dynamics. Differentiation 

of the reference signal may be avoided if the tactical controller delivers the necessary information 

reference [7], that is, the complete desired state vector, plus the derivative of the higher order state 

variable. In this way there is some scope, of reducing the axis dynamics to virtually a gain, and maybe 

a delay, as long as the frequency content of the reference signal is inside the bandwidth of the system.
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A brief outline of the content of this work is as follows:

In the next chapter a discussion on adaptive controllers in general will be presented. The two 

fundamental approaches, self-tuning and Model Reference Adaptive Control (MRAC), are introduced. 

This is followed by a detailed review of model reference adaptive controllers. The Perfect Model 

Following (PMF) conditions are deduced and the concept of error system is presented. A new PMF 

condition, the disturbance (or load) invariance condition is introduced. The most commonly used 

synthesis methods are presented and briefly discussed, as well as the ideal design hypotheses and their 

most frequent violations.

Chapter 3 presents in detail "the" classical method of Model Reference Adaptive Control 

system design: Hyperstability theory. The concept of a external disturbances rejection signal is 

introduced in the classic design. This is followed by a discussion about the robustness properties of the 

obtained controller: the problems associated with the presence of unmodelled dynamics that lead to the 

drift of the adaptive gains are presented.

From that discussion the need of a robust design method emerges. Chapter 4 starts with an 

overview of this method, Variable Structure Systems (VSS) theory. VSS theory is then applied to the 

development of a new robust MRAC algorithm with memory-less adaptation gains and an external 

disturbances cancelation signal. The use of a series-parallel model of the error behaviour enables smooth 

control actions and a definable adaptation bandwidth.

A simulation case study is described in Chapter S. The new adaptive control algorithm is 

applied in the control of a two axes directly driven hydraulic manipulator. Controller design is presented 

in detail. The simulation results obtained are displayed and the adaptive controller performance is 

evaluated. A brief simulation study using a state feedback controller is presented for comparison 

purposes.
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In Chapter 6 the new algorithm is implemented as the controller of a purposely built two axis 

manipulator. The manipulator is directly driven by hydraulic rotary actuators. Controller design and 

implementation are covered in detail. The numerical benefits of the use of the delta operator in the 

discrete implementation o f the controller filters are discussed. The obtained experimental results are 

presented and discussed.

A detailed overview of this work is presented in Chapter 7. Some general conclusions on the 

effectiveness of the developed adaptive control algorithm are drawn, taking into account the simulation 

and experimental results obtained.

The model of a servo-valve driven hydraulic rotary actuator is developed in Appendix A. The 

mathematical deductions of the continuous and discrete time hyperstable controllers discussed in 

Chapter 3 are presented in Appendix B and C respectively. These results are the starting point for the 

discussion and development of the new MRAC algorithm.



11

m 2, I 2

Figure 1.1 - Manipulator diagram

References Outputs

Manipulator
Manipulator 

Dynamic Model

Feedback
Controller

Figure 1.2 - Block diagram of a model based manipulator controller

I



Chapter O A Review of 
£  Adaptive Control

2.1 Adaptive Control

It is difficult to give a definition of an adaptive control system and there is no definitive 

agreement in the literature about this subject Landau [8] proposes what seems to be a useful one:

"An adaptive system measures a certain index of performance (IP) using the inputs, the states 

and the outputs of the adjustable system. From the comparison of the measured index of performance 

(IP) values and a set of given ones, the adaptation mechanism modifies the parameters of the adjustable 

system or generates an auxiliary input in order to maintain the index of performance (IP) values close 

to the set of given ones."

Within adaptive control theory there are two fundamental approaches. The first is based on the 

identification of a model of the plant by on-line parameter estimation techniques. This model is then 

used, also on-line, in the synthesis of a controller. The well-known self-tuning control strategy is an 

example of this type of controller (fig. 2.1). The second approach in adaptive control theory is called 

Model Reference Adaptive Control (MRAC). The controller is adjusted so that the dynamic behaviour 

of a system matches that of a preselected model (fig. 2.2). These two approaches can be shown to be 

in some cases equivalent [9].
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Self-tuning controllers, also known as indirect adaptive controllers, use the input and output 

plant signals to estimate a plant model. One of the most commonly used estimation algorithms is 

recursive least squares. This method updates the model parameter estimates in a way to minimize the 

sum, over time, of the squares of differences between the actually observed and computed values of the 

model output [10]. In order to ensure the convergence of the parameters of the estimated model to the 

plant parameters, the plant must be persistently excited. If not, some undesirable behaviour, such as 

controller "bursting", may occur. A controller is then designed, on-line, based on the estimated model 

using the certainty equivalence principle, that is the control is determined as if the estimated model is 

equal to the true model. For servo problems a controller based on pole-zero placement may be used. 

This type of controller is very well suited to the servo problem given the easiness of specification of 

the desired time behaviour of a system by its poles and zeros location on the complex plane. A review 

of self-tuning controllers based on pole-zero placement can be found in Astrom and Wittenmark [11]. 

An application of this type of controller to hydraulic servo-systems is presented by Vaughan and 

Plummer [12].

A self-tuning controller at each time step updates the model of the plant; a controller based on 

this model is designed and the control action is computed. In most cases, there is no other use for the 

estimated model of the plant but to design the controller (exceptions do exist, however, as for example 

the use of the plant model for condition monitoring purposes). So, if the adaptive control problem is 

reformulated in a way that the controller is directly updated, the number of numerical calculations 

needed on each time-step can be significantly reduced. An example of this kind of controller is the 

model reference adaptive controller [13].

Model reference adaptive controllers lead to relatively easy-to-implement systems with a high 

speed of adaptation. An auxiliary dynamic system, the reference model, is excited by the same external 

inputs as the plant-plus-controller system ("controller" in this context being the adjustable feedback and
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feedforward filters), the adjustable system. This reference model is used to generate the desired dynamic 

behaviour of the adjustable system. The difference between the state of the reference model and that 

of the adjustable system is used by the adaptation algorithm to modify the parameters of the controller 

or to generate an auxiliary input signal in order to minimize this difference. In some cases both 

approaches can be used at the same time [14].

One of the most important advantages of this type of adaptive controller is its high speed of 

adaptation. This is due to the fact that a measure of the adjustable system performance (the IP) is 

obtained directly from the comparison of its state with the one of the reference model. As a counterpart, 

a certain a priori knowledge of the structures of the model and of the adjustable system is necessary 

for its implementation. Examples of applications of this type of adaptive controller are presented by 

Courtiol and Landau [IS] far electromechanical systems and Edge and Figueredo [16,17] for 

electrohydraulic servo-systems. It has also been widely used as a centralized manipulator controller as 

described by, for example, Dubowsky and DesFoiges [18] and Nicosia and Tomei [19].
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2.2 The Model Reference Approach

Classic optimal control techniques are based on finding an optimal control action that 

minimizes a quadratic index of performance. One of the greatest problems on the use of this technique 

is the choice of the weighting matrices that are used to compute the index. It is very difficult to find 

a correlation between the usual dynamic performance indices like rise time, overshoot, and damping and 

the weighting matrices. This problem can be avoided if the desired behaviour of the system is supplied 

in the form of a reference model. This model can be used implicitly or explicitly. In the former category 

the model is only used for the calculation of the control law. In the latter category the reference model 

is a part of the controller itself. Model Reference Controllers are in the second category.

Model Reference Controllers are based on the solution of the Perfect Model Following 

problem. In a linear time invariant system with known coefficients the solutions proposed by 

Erzberger [20], Wang and Desoer [21] and Morse [22] can be used. The control systems that result 

from the application of these solutions are known as Linear Model Following Control (LMFC) systems. 

The performance analysis of the behaviour of LMFC systems when in the presence of poor knowledge 

about the plant parameter values or their variation, leads to the conclusion that in order to assure the 

desired performance, expressed by the reference model, an adaptive controller must be used.

2.2.1 The Perfect Model Following Conditions

In order to use a Model Reference Adaptive Controller (MRAC) some conditions relating 

system and model structure must obeyed. These are the Perfect Model Following (PMF) conditions. The 

PMF conditions impose some restrictions on the choice of the model as well as on the choice of the 

state variables used to represent system and model behaviour. These are the structural conditions upon 

which it is possible for a plant to behave exactly as a given reference model. To evaluate these
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conditions, PMF is actually supposed. Then, when plant and model are equated the PMF conditions can 

be calculated.

The model will be represented by:

where xm and xp are the model and plant state vectors, Am and Ap are the model and plant coefficient 

matrices, um and up are the model and plant input vectors, Bm and Bp are the model and plant input 

matrices, gp is a vector of external disturbances acting on the plant and Ep is the plant external 

disturbance input matrix. Kx is the state feedback matrix, Ku is the input gain matrix, Kg is the external 

disturbance feedforward matrix and gp is an estimated vector of external disturbances (see fig.2.3).

Assuming that

(2.1)

and the plant by:

(2.2)

with the control action

(2.3)

Jt and x  = x = xm P fH p (2.4)

then,

(2.5)

(2.6)

If gp « i p or if the load can be measured, making gp = gp, then 

0 -  « A „ -  A ,)  -  B ' K J x  * ( B m- B pK a) u m-  (Ep* BpK p)gp (2.7)
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This means that matrices (Am - A ^ ,  Bm and Ep must be reachable by the control action; that 

is, they must belong to the linear space defined by Bp (range of Bp). So,

rank B p= rank [Bp \ (Am-  A p)] (2.8)

= rank [Bp \ B J  (2.9)

= rank [Bp \ E p\ (2-10)

These conditions, with a special emphasis to the last one, are also called the invariance 

conditions [23,24]. If these conditions are obeyed, by a proper choice of model structure and plant state 

variables (the choice of plant state variables is most of the time determined by the last invariance 

condition), then it is possible to have a model that specifies the desired state trajectory in a way 

independent (invariant) of changes on system dynamics and external disturbances (typically, a load).

Some "feel" can be gained about the meaning of this invariance to the load by looking at an 

example: in order to control the position and dynamic behaviour of an hydraulic servo-cylinder three 

state variables must be used, as the system has a third order transfer function. Restricting ourselves to 

the use of state variables that are physical quantities, two "natural" sets of state variables emeige: 

position, velocity and differential pressure, or position, velocity and acceleration.

As can be easily seen, the desired dynamic behaviour of the system translates to a desired 

behaviour of the position, velocity and acceleration, independently of any changes of the system or its 

load. The same cannot be said about the differential pressure, because it is not possible to specify a 

desired behaviour of this variable. The differential pressure must change with changes in the system and 

its disturbances in order to make the system behave in the desired manner.

It must be noticed that MRAC developments have traditionally disregarded the use of specific 

disturbance-rejection signals, and as such, disregard the need for the third PMF condition. This
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condition has mostly been used within the framework of Variable Structure Systems (VSS). These two 

control strategies have in common the fact that they try to force the state of the system to follow a 

predefined trajectory (the model in the MRAC system case and the sliding surface in the VSS case) and 

as such they use the same invariance conditions. The choice of phase variables as state variables is a 

good (me (as shown by the previous example) because it makes the system naturally obey the invariance 

conditions.

When the PMF conditions can be achieved, a MRAC system based on this approach can be 

built, having the advantage of not requiring an explicit identification of the plant parameters, and, as 

will be shown next, the adaptation obtained laws have an explicit form, and do not require as such the 

solution of a set of equations in real-time. A general block diagram of this type of controller is 

presented in fig.2.4.

2.2.2 The MRAC Synthesis Problem

There are several ways of synthesizing a MRAC system. Some popular ones are: gradient 

techniques, based on local parametric optimization theory, the use of Lyapunov functions, hyperstability 

theory and Variable Structure Systems (VSS) theory. All of these methods are based on the stabilization 

of a generalized error system composed by the model reference system and the adjustable system. The 

two most frequently used structures for the realization of the generalized error system are the parallel 

(fig.2.5) and the series-parallel (fig.2.6) model reference adaptive systems. The first one is a more 

general structure, usually used in tracking problems, while the second one is more oriented to regulation 

problems. Given that the control of a robotic manipulator is essentially a tracking problem, this work 

will focus on the use of parallel model reference systems.

The basic equations describing the generalized error system obtained by the combination of 

a parallel reference model with the adjustable system are:
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- the reference model 

£ - A x  + B um m m  m m

- the adjustable system

i .  * A  x  + B u n + E mg np p p p p p^ p

(2.11)

(2.12)

u = K x + K u + h  (2.13)
p  x p  m m

with h representing a disturbance cancelation signal.

- the generalized error system

(2.14)

so,

* -  ( 4 . x .  -  4 .x , )  ♦ ( 4 .x ,  -  4 ,x , )  -  B ,* ,x ,  * <B. -  B , J t > .  -  E ,g , -  B,A (2 >5)

* -  4 . e  + ( ( 4 .  -  4 , )  -  B ,J t,)x , + ( B . -  B ,i f . ) « .  -  £ ,* ,  -  B h  (2.16)

in which tfz, KH and h are themselves functions of the generalized error, providing for the adaptation 

capabilities.

From the third invariance condition (equ.2.10) it can be said that

(2.17)

where <p represents a vector of external disturbances when referred to the plant input.

So, the generalized error system can be described by:

* = 4 .*  ♦ ( ( 4 .  -  4 ,)  -  B ,E )X „ ♦ (B . -  B K J u m -  f l ,« p  + A) (2-18)
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Assuming that the reference model is stable, the MRAC system will try to stabilize (regulate) 

this generalized error system. To do this an adaptation algorithm must be used to find matrices Kx and 

Km as well as the signal h in order to cancel the disturbances due respectively to the difference between 

model and plant dynamics (Am - the input signal um and the difference between the model and plant 

input matrices (Bm - Bp), and the external disturbances cp.

At the beginning of this section several methods of MRAC systems synthesis were briefly 

mentioned. The first one, gradient techniques, of which the MIT rule is a well known example, can lead 

to instability when fast adaptation is desired [13]. The second one, the use of Lyapunov functions opens 

the question of how to chose the function that leads to the class of adaptation laws most suitable for 

a given application. Hyperstability and VSS theory offer an answer for a class (larger for the case of 

hyperstable systems) of stable adaptation algorithms overcoming the structural and design problems 

associated with the other two. They also offer an advantage inherent to stability methods: the conditions 

used to synthesize the controller are stability conditions, and as such the obtained controller is certainly 

stable.

Before discussing the problems related with the synthesis of an MRAC system one must define 

a set of design hypotheses corresponding to an "ideal" case (the "ideal" case presented here is based 

on the one presented by Landau [13] but relaxing his condition on external disturbances):

1 - The reference model is a time-invariant linear system.

2 - The reference model and the adjustable system are of the same dimension.

3 - All the parameters of the adjustable system are accessible for adaptation (in the case of 

parameter adaptation).

4 - During the adaptation process the parameters of the adjustable system depend only on the 

adaptation mechanism.



21

5 - The initial difference between the parameters of the model and those of the adjustable 

system is unknown.

6 - The generalized state error vector is measurable.

A problem associated with the use o f hyperstability is that some of the design hypotheses used 

on the synthesis of an MRAC system are sure to be violated in a practical implementation:

- The dimension of the reference model is in many cases smaller than the adjustable system 

one (a physical plant has infinite order), violating condition 2.

- The plant is in many cases (as with the manipulator) nonlinear or time-varying which 

represents a violation of condition 4.

- The state of the plant is in many cases not completely measurable, violating condition 6.

This can lead in some cases, as will be seen in a following chapter, to the loss of stability. 

Nevertheless a great amount of research and development work has been done with this method, with 

some successful implementations. This together with the fact that the synthesis of a hyperstable MRAC 

system when modified in a way to increase its robustness (its capability to withstand violations of the 

design hypotheses) leads to a variable structure MRAC system, makes the study of hyperstable MRAC 

systems mandatory.
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w

Figure 2.3 - Detailed block diagram of the reference model
and the plant-plus-controller system
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Figure 2.4 - General model reference adaptive controller
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Chapter Q Hyperstable Model Reference 
Adaptive Controllers

3.1 Hyperstable Systems

Hyperstability theory is concerned with the stability properties of a class of feedback systems 

that can be decomposed into two blocks [13]: a linear time invariant feedforward block and a nonlinear 

time varying feedback block, as presented in fig.3.1.

The feedback block belongs to a class of systems satisfying an input/output relation of the form

*.
q (0 ,f1)a J V 7W r  > - y 2 , > 0

0

where v is the input vector of the block, w is its output vector, and y  is a finite positive constant. This 

integral inequality is known as the Popov integral (or summation in the discrete time case) inequality.

In order to make the feedback system an asymptotic hyperstable feedback system the 

feedforward block must have a strictly positive real transfer function, in the SISO case, or transfer 

matrix, in the MIMO case. For a transfer function, h(s), to be strictly positive real, it must have the 

following properties:
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1. h(s) is real for real s.

2. The poles of h(s) must lie in Re[s] < 0.

3. For all real co,

Re[A(/'co)] > 0 , < to < °©

(the phase is always between plus and minus 90°)

A system obeying these conditions is said to be a hyperstable system, and as such, a stable one.
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3.2 The Design of a Hyperstable MRAC System

In order to apply hyperstability theory to the design of a MRAC system, the time behaviour 

of the state error between model and plant (the generalized error) must be expressed by a hyperstable 

system. So, the generalized error system must be developed into a hyperstable loop. Then, applying the 

hyperstability conditions (solving the Popov integral), the adaptive laws can be found.

Following the method proposed by Landau [13], but with the introduction of some new terms 

taking external disturbances into account, the error system equation (equ.3.18) can be rewritten as:

t  = A me * -  A , )  -  K, )Xp * B p(B' ,Bm -  K m) u m -  B„(<p * fc) (3-2)

This can now be developed into an hypcrstable loop, producing a linear time invariant 

feedforward block

i  -  A e  -  B w (3-3)m p

v -  D e  <3 4 >

and a nonlinear time varying feedback block

* - ( * „ -  B l ( A m -  A p» x r * (K ,  -  B'rB m) u m ♦ « [ . ♦ * )  (3.5)

where is the left Penrose pseudo-inverse of Bp and K„ and h are functions of time and v.

D  is a linear time-invariant filter acting on the generalized enor that must be defined in a way

that the feedforward block transfer matrix

H(s) -  D ( s l  -  A my xB p (3-6)

is a strictly positive real transfer matrix. The resultant error loop is presented in fig.3.2.
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To make this error loop a hyperstable one, the feedback block must fulfil the Popov condition. 

So, the following Popov integral inequality must be solved in order to find the adaptation laws:

•»

11(0./,) A J V (  (K x -  B p( A m -  A p))xp * (tf  -  B'pB J u m + ( < ? ♦ * )  )dt 2 ~ f 2 (3.7)

To solve this inequality all that must be proved is that the Popov integral is bounded from 

below, without any special conditions on the value of this bound (-y2).

The Popov inequality (equ.3.7) is true if each of the following inequalities is true:

11,(0,/,) A -  B \ ( A m -  A p))xp dl 2  - r f  (3 8)

11,(0,/,) A J > ( K .  -  B'rB J u mdt 2  - Y , (3.9)

•|
a J v T(<p + h ) d t ^  -Ya 3̂-10^

The third inequality (equ.3.10) results from the introduction of some new terms not included 

in Landau’s method, in order to obtain a new component in the controller signal that will react against 

the effects of external disturbances.

The adaptation algorithm must now be chosen. Useful solutions of the Popov inequality are 

known for integral adaptation, integral plus proportional adaptation, integral plus relay adaptation, and 

integral plus proportional plus relay gain adaptation. The usually preferred type is integral plus 

proportional adaptation, resulting in controllers with fast adaptation capabilities and smooth control 

signals.
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Using integral plus proportional gain adaptation, the following results are obtained (see 

Appendix B):

For K„

- For

I
* . ( 0  e  Kut + J<l>2/(v ,r ,x )r fx  + O2P( v ,0  

0

W • ° ./v  > 0

< W ’-0 * a.F,S')v,umI , a „ j;(i) 2 0 , Vi 2 0

- For h ,

t

h ( t)  = h0 + j<t>3l( v , t tz ) d x  + <J>3/,( v ,0  
0

^ ( v . r . x )  = akljv. , a „ , > 0

<>3W(v ,0  = a hPi( t ) v i , ahPi(t)  > 0 , V* > 0

(3.11)

(3.12)/ . / (M .x )  = a xlijviXpi , > 0

W*.0 = <W‘> vi*w • <W‘> ^ ° ’V̂ °  ( 3 ‘ 1 3 )

(3.14)

(3.15)

(3.16)

(3.17)

(3.18)

(3.19)
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In all these equations the coefficients a  represent adaption gains (the speed of adaptation 

increases with the value of the coefficients). The proportional adaptation gains can be made zero 

(making the adaptation algorithm of the integral type), but the integral adaptation gains must be time- 

invariant and strictly positive. A block diagram of the resultant system is presented in hg.3.3.
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3.3 Some Considerations About Discrete-Time Hyperstable MRAC Systems

The discretization of continuous linear time-invariant systems does not usually present great 

difficulties. But when dealing with MRAC systems a more careful approach must be taken due to the 

fact that these are time-varying nonlinear systems and to the appearance of a delay in the adaptation 

loop. This delay is mainly a consequence of the time the controller needs to compute the control action 

(other delays like conversion delays are so small that they can be discarded). Two approaches can be 

taken when dealing with this problem in MRAC systems: one is to try to produce an algorithm in a way 

that the output of the controller at time kT depends only of data sampled in previous instants (&-l)T, 

(k-2)T,...,(Jfc-n)T. In doing this the sampling time interval between (fc-l)T and kT  is available to compute 

the controller output at time kT. This was the option taken by Landau |13J. The other one is to use 

sampled values up to the instant kT and deal with the computing time in some other way. If with some 

code optimization the controller output delay can be made small (less then 10% of the sampling 

interval T) it can be just discarded. If not, this delay can be forced to be equal to the sampling interval. 

Doing this adds an extra delay to the plant-plus-controller system that may be seen as a plant delay. 

This delay can then be compensated for by the addition of an equal delay to the model in order to keep 

the model state synchronized with the plant state.

The former approach may look more attractive until the Popov summations (the discrete-time 

equivalent of the Popov integrals) are analyzed:

T |(0 ,jt,) 4  > -Y 2 <4 ‘20>
4 - 0

It must be noticed that the upper limit is kx, that is, the present sampling instant kT. As the 

summation is dependent on the modcl-systcm error at this instant it is not possible solve it with sample 

data to the (£-l)T instant only.
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Landau [13] tried to get around this problem using the concept of "a priori" and "a posteriori" 

plant state vectors. The first is the state vector at instant kT  that is obtained with the values of the 

adjustable parameters at instant (&-l)T (this is a measurable vector). The second is the state vector at 

instant &T, after the adaptation has taken place (this is not a measurable vector). He developed a way 

of finding the "a posteriori" state vector from the "a priori" cme, but knowledge of the Bp matrix is 

required. Also, an auxiliary signal that acts on the reference model (adding to u j  is needed, but the "a 

posteriori" state vector must be predicted in order to synthesize i t  The problem gets into a closed circle 

so that knowledge of the "a posteriori" state vector is needed in order to compute the signals and filters 

that convert the "a priori" state vector into the "a posteriori" one.

The second approach (to suppose zero computing time and compensate for it adding a delay 

to the model) is much more straightforward because there are no special problems in the computation 

of the Popov summations. The results obtained, shown in Appendix C, arc completely analogous to the 

continuous-time case results.
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3.4 The Robustness of Hyperstable MRAC Systems

So far, it was assumed that Ap, Bp, and Ep-gp are unknown (with some restrictions on the 

structure) but constant (design hypothesis 4).

It is possible to show [25] that if Ap or E^gp are time-varying but bounded, the error also 

remains bounded (using the property that a hyperstablc feedback system has a bounded output for a 

bounded input). Bp must remain invariant, because it appears in the linear time-invariant feedforward 

block of the error system.

With

A PU)  -  A p(0) ♦ AA„(r) (3.21)

and

* , 9 ( 0  * *,<P(0) + *,A<p(f) (322)

the generalized error system equation becomes:

t  = A me ♦ B r( B \ ( A m -  A p(0)  -  A A p(l ) )  -  K J x p ♦ B p(B'pB m -  K , ) u m 

-  * , ( 9 ( 0 )  ♦ A<p(r) + h)
(3.23)

This equation can be rewritten as:

i  * A me "  B PW + * , z ( 0 (3.24)

with:

z ( 0  » - B p A A p(t )  -  A<p(/) (3-25)
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z(t) is an external input to the generalized error feedback system (see fig.3.4) and represents 

a disturbance to the adaptation process. As the free (unforced) error system is a hyperstable system, if 

z(/) is bounded the error is also bounded. Landau [13] shows how to make an estimation of this bound.

Stoten [6,26] provides a study on the robustness of a MRAC controller subject to the time 

variations of both Ap and Bp matrices. In his work matrix Bp is excluded from the linear time-invariant 

feedforward block and included in the nonlinear time varying feedback block. Solutions of the Popov 

integral inequality can be obtained if the system is represented in phase-variable form, given some sign 

conditions on the values of the elements of Bp. The solutions found by Stoten are of the same type of 

those presented in equ.3.11 to 3.16. As he does not include a specific disiurbance-cancclation signal, 

disturbances must be compensated for by changes in the Kx and Km matrices. Consequently plant state 

and control signals cannot be identically zero along the closed-loop trajectories. He concludes that if 

the variations of Ap and Bp matrices occur at rates that are much slower than possible variations within 

the adaptive mechanism, then the MRAC laws are stable in the face of plant parameter variations.

Another type of design hypothesis violation is known as unmodelled dynamics (violation of 

design hypothesis 2). In this case, the plant contains high frequency dynamics that were disregarded in 

the design of the MRAC system. This situation is always present because plant models become highly 

inaccurate at high frequencies. So, as a plant model cannot contain all the plant dynamics, any 

assumption of plant order or relative degree in a broad (infinite) frequency spectrum is unrealistic. This 

means that parasitic high frequency dynamics (due to plant model ignorance, energy delivering 

elements, transducers, etc.) are always present.

If the plant is modelled as

v ,  + « , / ( '• " ,>  (3-26>

in which /  is a linear time invariant function that represents all the unmodclled dynamics referred to 

the plant input, the generalized error system becomes:
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i  » A me (3-27>

in which

*•’" “  K i x f -  -  A p)xp) * K . u m- f H l , B ' pB mu J  * h  p) <3 '28>

Equ.3.27 and equ.3.4 define the real feedforward block of the generalized error system. This 

means that when unmodelled dynamics arc present, the controlled plant can only match the reference 

model up to a certain frequency range, and the forward loop transfer function which determines the 

error dynamics loses its positive realness property. If the adaptive gains grow high enough due to the 

presence of disturbances on the plant, instability will certainly occur.

Rohrs et al. [27] shows in detail how this instability mechanism works and concludes that it 

is due to the presence of infinite-gain operators on the adaptation loop. He says that; "The pragmatic 

implication of the existence of such infinite-gain operators is that 1) sinusoidal reference inputs at 

specific frequencies and/or 2) sinusoidal output disturbances at any frequency (including dc), can cause 

the loop gain to increase without bound, thereby exciting the unmodelled high-frequency dynamics, and 

yielding an unstable control system.”

Rohrs infinite-gain operators are due to the presence of free integrators in the adaptation 

algorithm. When the plant input signal is not persistently exciting of the appropriate order and, given 

the presence of unmodelled dynamics, with the proper frequency content [28], the plant parameters will 

not converge to a set of values, but will tend to drift in the presence of external disturbances. The 

occurrence of this drift can be verified even if the plant has no unmodelled dynamics [29].

Given the weak robustness of MRAC systems as presented, several modifications to the 

adaptation rules have been proposed in the literature [3031]- All these modifications are based on the 

ideas of limiting the gain of the adaptation loop and stopping the integral part of the adaptation
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algorithm preventing the drift of the adaptive gains. The most common modifications to the basic 

algorithm are:

- The use of dead-zones. The adaptive gains are adjusted only when the norm of v lies outside 

of a dead-zone. This dead-zone must be greater than the expected values of v due to external 

disturbances. Peterson and Narcndra [32] show that the adaptation process takes place only during a 

finite time and the controller parameters converge to a set of values close to the ideal ones. A tradeoff 

exists in this scheme between robustness and model following error - as the size of the dead-zone is 

increased, robustness increases but so docs model following error. Some variations of this idea have 

also been developed using relative error or variable dead-zones [16] with the objective of a better 

compromise between error and robustness.

- Constrained gains adaptation. In this approach the controller parameters are constrained to 

a given bounded set [33]. This set must be chosen in a way that the possible values of controller 

parameters needed to stabilize the plant are contained in it. This implies that some preknowledge about 

the plant parameters and external disturbance bounds exists. An advantage of this approach is that the 

model following error can be annulled by the controller in the disturbance free case.

- Integrator leakages (a  and e, modifications). In this type of modification a leakage (a) is 

introduced in the integrators of the adaptation laws, transforming them into first order low-pass filters. 

Ionnou and Kokotovic [34] show that with a properly chosen value of o  the controller parameters 

converge to a residual set which contains the parameters needed for perfect model following. With this 

modification there is also a tradeoff between robustness and model tracking. If the parasitic dynamics 

are located at higher frequencies, smaller values of a  may be used, and closer model tracking is 

achieved. The e, modification proposed by Narendra an Annaswamy [35], offers a better compromise 

by making the integrator leakage proportional to the modulus of the model following error. An
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advantage of e, over o  modification is that in the ideal case (no unmodelled dynamics) perfect tracking 

of the reference model is achievable.

- Normalization of the signals used in the adaptation process. The effects of unmodelled 

dynamics may be represented by an unbounded disturbance in the error equation [31]. Being a discrete­

time method, the fundamental idea of normalization is to devise a normalization factor such that when 

applied to the error equation a normalized error equation with bounded disturbances results. Ortega 

et al. [36] and Ptayly [37] show that with the use of a suitable normalizing factor, a discrete-time 

adaptive controller can be made stable, given the resulting boundness of all the signals within the 

controller (due to normalization), in the presence of unbounded disturbances.

- Combinations of several of these methods. The first three modifications to the adaptation 

algorithms when used independently lead only to local stability results, that is the obtained MRAC 

systems are stable for bounded (external) disturbances or if the effects of unmodelled dynamics are 

small (the parasitic dynamics are located at frequencies that are much higher than the dominant ones). 

Only when these modifications are used together with normalization can global stability results be 

achieved. Prayly [37] uses a combination of normalization and constrained gains adaptation, and 

Ioannou and Tsakalis [38] present an discrete-time adaptation algorithm in which a o  modification is 

used together with normalization of the signals used for parameter adaptation. Kreisselmeier and 

Anderson [39] present another discrete-time adaptive law combining a relative dead zone (using a 

normalized error signal) and constrained gains estimation. In this design prcknowlcdge of the plant and 

controller parameters bounds is needed.

In most practical cases (as in the manipulator control problem) some preknowledge about the 

plant parameter variations is available. Limits on those variations can usually be defined. These limits 

on the plant parameters range imply limits on the controller parameters range. So, the search of 

controller parameters, which is done by the adaptation algorithm, can be easily constrained to a given



40

bounded set, increasing the robustness of the adaptive controller. MRAC system instability is always 

connected to the drift of the controller parameters. This drift happens because the adaptation rules 

contain memory elements (the integrators). Also there is no simple way of defining the adaptation 

bandwidth, that is, the adaptation gains. If the adaptation bandwidth is made too large, the extra phase- 

shift introduced by unmodelled dynamics may turn the system unstable due to an insufficient phase 

margin.

Taking all this into account, it would be interesting to develop a new adaptation algorithm. This 

new algorithm shall be free to use the available preknowledge about the bounds on the plant parameters 

values and the adaptation rules shall be of the memory-less type, so that the adaptive controller 

parameters cannot drift. There must be also a way of establishing the adaptation bandwidth so that the 

controller does not try to adapt to high frequency modes it cannot control.
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3.5 Design of a Robust Hyperstable MRAC System 

With Memory-less Adaptation Rules

As discussed in the Introduction of this work the control of the manipulator will be a 

decentralized one, that is, there will be a completely independent controller per axis. This implies that 

the manipulator is seen as a set of Single Input Single Output (SISO) systems, the links, dynamic 

interactions being treated as external disturbances. So, for the purpose of this work, only the SISO case 

of the controller design needs to be developed.

The design of a memory-less hyperstable MRAC system will follow the same steps as 

presented in 3.2. The main differences will be the inclusion of bp in the feedback block of the 

hyperstable error system, the assumption that the reference and plant models are represented in phase- 

variable form, and the exclusion of integrators from the adaptation rules. The inclusion of bp in the 

feedback block decreases the effects of the design hypotheses violations, leaving the feedforward block 

linear and time-invariant even if the plant is changing, if the use of linear and time-invariant reference 

model is assumed. The preknowledge of bounds on plant parameters values as well as the sign as the 

plant input gain (usually positive) is also assumed. Although the adaptation rules are memory-less 

asymptotic stability will nevertheless be achieved with the use of a sliding mode, circumventing the 

need of integral adaptation gains.

The error equation (equ.3.2) can be rewritten in the SISO case as:

t - A me *  bp(b'p(A m -  A p) -  k l)x„  * bp(.b'pbm -  *„)«. -  * ,«p  * h) 

where

(3.29)
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0 -  0 1  
V

(3.31)

bp can be factorised as

br r b . / *  =
(3.32)

The error equation can now be developed into a hyperstable loop, originating a linear time- 

invariant feedforward block

& - A t  -  I ’w (3.33)

v = d Te (3.34)

and a nonlinear time-varying feedback block 

W "  * ,( -  K<-A .  -  ♦ (*. -  bl bJ um + <<P + A} )
(3.35)
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<f is a linear time-invariant filter on the generalized error chosen in a way that the feedforward 

block transfer function

is a strictly positive real transfer function.

Having bp in the feedback block enables the accomplishment of the hyperstability conditions, 

even if the plant is time-varying, because in this situation the feedforward block is composed of linear 

and constant terms only.

In order to make the error loop a hyperstable one, the Popov integral inequality must be solved. 

The Popov inequality will be true if each of the following integral inequalities is true:

h(s)  = d T(s I  -  A J - 7 * (3.36)

TliCO.fj) * Jvbp(kTx(v) -  b'p(A m -  A p))xpdt > -y\ (3.37)
o

(3.38)
0

(3.39)
0

where k j t ku and h are functions of v only (memory-less adaptation rules).

The first inequality (equ.3.37) can be rewritten in scalar form as:

(3.40)

This inequality holds if each of the i inequalities hold. One way of achieving this is to guarantee the 

positiveness of all the i integrands.
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The adaptation law

M v> = a s s ig n  (vx^.) + pn (3.41)

is able to fulfil that requirement This type of adaptation law will create a sliding mode that 

compensates for the absence of memory, guaranteeing asymptotic stability.

In order to find the values of the adaptation coefficients (a*, P*), preknowledge of the sign of 

the plant input gain (sign of bp) as well as its range and the range of the plant parameters (range of 

a, /  will be needed. If it is assumed that bp is positive (as it usually is) and as such making a a also 

positive, the following inequality results:

/

;sign(vx„.) + Pa -  ^  0 , Vt > 0 (3.42)

That is:

- If sign(vx^) > 0 then,

(3.43)

- If sign(vj^) < 0 then,

/  \
crsign ( v x j  + p; (3.44)

- So,

a  .> max, , —  -  P .
V '

p

(3.45)



45

From the second Popov Inequality (equ.3.38) the following result is obtained:

*„(v) = a .s ig n (v w j + p„ (3.46)

with

a B> max (3.47)

which uses the preknowledge of the range of bm /  bp.

In the same way, the following results are obtained from the third inequality (equ.3.39):

which uses the preknowledge of the range of <p.

The resultant controller (a block diagram of it is presented in fig.3.5) has discontinuous gains. 

This type of gain adaptation usually leads to a kind of undesirable system behaviour: chatter. It is very 

interesting to notice the similarities with a Variable Structure Control (VSC) system [40]. Indeed, this 

system is a VSC system in which the controller works in the space of the model following error, as 

suggested by Balestrino el al. [41]. Here v = 0 defines a sliding plane for the error state. As the system 

is asymptotically stable and contains switching gains, the error state will slide to the origin of the error 

state space chattering along this plane, as will be shown in the next chapter.

In the synthesis of this controller, the need to use prcknowledgc about plant parameters bounds, 

the sign of the plant input gain, and external disturbances bounds emerged. The first and second 

conditions are not too restrictive because for a given woiking plant it is fair to assume that some 

knowledge of plant parameter bounds exists, and usually the sign of the plant input gain does not

h(v)  * a Asign(v) + PA (3.48)

with

* maV , | <P ♦ P. | (3.49)
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change with the plant state. These two conditions are easily obeyed by a robotic manipulator. The third 

condition (preknowledge of external disturbances bounds) is more restrictive. Even if it can be argued 

that some design bounds do exist, there is no way to be sure they will not be exceeded. It is acceptable 

that when faced with an overload the system will not behave as desired (it usually saturates), but the 

possibility of unstable behaviour under these circumstances must be carefully examined.

As the controller gains are bounded (actually they can only present one of two values) and the 

adaptation rules are memory-less there is no scope for drift or instability due to non-persisting excitation 

and external disturbances. Nevertheless, the fact that this controller induces chattering is an undesirable 

feature, because chattering may excite high frequency modes of the system (usually structural vibration 

modes) and reduces the life expectancy, due to fatigue, of actuators, mechanical couplings, 

transmissions, etc. There is also no way to specify the bandwidth of the adaptation loop (in an ideal 

implementation it would be infinite) and so the strength of the influence of the unmodelled dynamics 

is not known.

From this discussion it can be concluded that this controller needs to be modified. The use of 

memory-less adaptation rules should be kept in the dynamic adaptation gains (kx and k j ,  although the 

switching gains must be smoothed. Furthermore a synthesised disturbance cancelation signal h must be 

generated by a dynamic controller in order to avoid the need for external disturbance bounds. It must 

be also possible to establish a desired (or possible) adaptation loop bandwidth, that may be critical in 

the generation of h with a dynamic controller, in order to ensure the stability of the system.

Given the similarities of this hyperstable controller with a variable structure controller there 

is scope to use variable structure systems theory in order to accomplish the modifications needed, 

because VSS theory offers greater freedom and insight in the synthesis of memory-less adaptive 

controllers. This is the approach that will be followed in the next chapter.
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Figure 3.3 - Block diagram of a hyperstable MRAC
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Chapter A A Variable Structure Model Reference 
Adaptive Controller

4.1 Variable Structure Systems

In a variable structure system two different control structures (not necessarily stable) are 

combined by switching between them when the describing point of the state trajectory (the present state) 

passes trough a previously defined surface, the switching surface [40,42].

If each of the control structures forces the state trajectory to be directed towards the switching 

surface, then once on the surface, the describing point (state) evidently cannot move along any trajectory 

adjacent to that surface over any period, however short (see fig.4.1). Indeed, in response to any 

deviation, a motion always starts that returns the describing point to the discontinuity surface. 

Consequently, in a system of this kind, the describing point of the state trajectory can ideally only move 

along the discontinuity surface; this motion is conventionally referred to as the sliding mode. What has 

been described is an idealised model of a sliding mode. In an actual system, the discontinuous change 

of structure presents imperfections such as delays, hysteresis, etc. Consequently, the imperfections make 

the switching occur at a finite frequency and the describing point oscillates in a certain finite vicinity 

of the discontinuity surface. This oscillatory movement, occurring at the switching frequency, is 

commonly referred to as chatter.
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When a system is in a sliding mode its state trajectory is completely defined by the switching 

surface. As the state trajectory is nothing more than a representation of the time behaviour of the 

system, system dynamics are completely defined by the switching surface.

As an example the stabilization of a second order unstable plant is presented. Let the system 

be described by the following equation:

*1 0 i *1 0
• +

*2 ra 2i ^22 *2 1

where xx and x2 are state variables, a21 and an  are positive constant parameters, and u is the control 

action. Let u be a piecewise linear function of xx:

u -  - k x x (4-2)

and assume that there are two linear structures in the this system which are associated with the values 

k* or k  of the gain k. Let k* be selected so that the system with k = k* has complex eigenvalues, and 

k  so that the system with k  = k  has real eigenvalues. The phase portraits of both structures are 

represented in figs.4.2 and 4.3. It must be noticed that each of these structures is unstable.

Let the system structure be changed on the straight lines xx = 0, v = d-xx + x2 = 0, with d  

constant and strictly positive. The coefficient d will be selected such that the straight line v = 0 will be 

between the axis x1 and the stable eigenvalue associated with the structure k - k '  (fig.4.3).

Fig.4.4 is a phase portrait of the system with the switching law:

k + t = x 1v > 0  (4 .3)
k -

k~ <= xxv < 0
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The phase portrait shows that the state trajectory invariably reaches the switching line v = 0 from any 

initial condition. In the vicinity of the straight line the trajectories of both structures are directed towards 

it; therefore further motion will proceed in the switching or sliding mode along the straight line v = 0 .

The behaviour of the system is then described by the switching line equation. As ^  = 3cx the 

switching line equation can be rewritten as:

j\  + d-xx = 0  (4-4>

which is a first order differential equation.

So, combining two unstable structures, a stable motion resulted. This motion has first order 

dynamics (there is always an order reduction of one when a variable structure controller is used) and 

is independent of plant parameters and external disturbances.

The stability criteria of having the state trajectories directed towards the switching line in all 

state space can be described by the expression:

vi> < 0 , V * * 0

If this condition is verified in all state space (with the exception of the origin) the system will enter in 

sliding mode and, as such, is stable. This is the inequality commonly used in the design and stability 

proof of variable structure control systems.
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4.2 The Design of a Variable Structure MRAC System

A new model reference adaptive controller algorithm for time-varying plants will now be 

developed, making use of Variable Structure Systems (VSS) theory. This route is strongly suggested 

by the results obtained in 3.5. In the same way the controller algorithm will be developed for the Single 

Input Single Output (SISO) case only. Some assumptions about the system and reference model 

structures are made, such us the use of phase variables as state variables, the preknowledge of plant 

parameters bounds and the sign of the plant input gain. In order to avoid the problem associated with 

the way external disturbances were dealt in 3.5, external disturbances will be treated somewhat 

independently from the plant parameters variation.

One of the main problems presented by variable structure systems is the induction of chatter 

due to non-ideal switching between control structures. System chatter may also be attributed to the fact 

that the system is being forced to perform a physically impossible task: to behave as a dynamic system 

of an order that is one less than its own. In the controller to be presented the chattering problem will 

be solved by modifications to the basic variable structure algorithm:

- Switching gains will not be used. The relay function will be substituted by a finite gain 

function. When using this modification it can only be guaranteed that the system state will converge 

and stay inside of a boundary layer of a given thickness around the sliding surface.

- System order reduction will be avoided. This will be accomplished by having the sliding 

surface generated by a dynamic system. This dynamic system is implemented in the controller algorithm 

as a series-parallel model of the model following error behaviour. If this model is chosen to be equal 

to the state reference model the system will never be forced to have a dynamic behaviour faster, or of 

smaller order, than the reference model. Although it is not compulsory to make the two models (state 

and model following error behaviour) equal, that assumption will be made here, leading to a simpler
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controller structure. It can also be argued that, at least in the manipulator control case, if one of the 

models can be made faster than the other it is because the plant is able to follow it. So why not chose 

the other model equally fast? That will lead to a greater bandwidth of either reference tracking or model 

following.

The basic equations describing the generalized error system in the SISO case are:

- the reference model

(4.6)

the adjustable system

jtP "  A PX* + b mU» + bnV P P P P  P P T

Up * k*Xp + kuUm + k

(4.7)

(4.8)

- the generalized error system

i -  A me ♦ ((A m -  A p) -  bpk Tx) x p * (b m -  bpka)um -  bp {9  + h) (4.9)

Now, a distance to a datum sliding surface is introduced:

v * d Te , d  -
i» -1 

1

(4.10)
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In order to avoid the order reduction of the system, as well as to generate the external 

disturbance cancellation signal h a model reference series-parallel regulator of the error behaviour will 

be used. The reference model of this regulator is described by:

The controller will try to make v equal to zero, not by forcing the error to converge to the 

datum sliding surface as fast as possible (which creates the order reduction problem), but by following 

the reference sliding surface distance given by vr  So, vr can be seen as a new, dynamically generated, 

sliding surface.

The time behaviour of the difference between the two distances (the distance between the 

actual error and the reference error) is described by:

(4.11)

The distance of this reference error to the datum sliding surface is:

(4.12)

vf = vr -  v = d T( i r -  4) => (4.13)

K  -  <*r ( < v l  -  -  A p))xp * (bpk ,  -  b m)um * 6 , ( 9  + h) ) (4.14)

II
(4.15)

In order to find the adaptation laws for kx and ku (h will be dealt independently) the VSS 

stability condition will be used:

v,v>,<0 , V e * 0  (4.16)
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That is:

v. £  -« .-)* ,< 0i-i

and

vA b, k. - 0

(4.17)

(4.18)

The first condition (equ.4.17) is true if each of the i equations

v.( fcA  * a. K < 0

is true.

(4.19)

So, supposing & to be positive as before,

sign(v€x.) > 0  _ 1  =* k* < min (4.20)

sign(v#x.) < 0  => k^>  __L JfcJ > max
\

(4.21)

The second condition (equ.4.18) is true if:

sign(vt um) > 0 = > £ < _ I L = > & 1f <  min 
b.

V
S',

(422)

sign(vfum) < 0  =* ku> J 1  => k~> max 
“ b

p
V
S ' ,

(4.23)
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Without surprise the obtained adaption laws are similar to those produced by the use of 

hyperstability theory. But now, the use of VSS theory gives the freedom to modify the relay type 

adaptation, avoiding the chattering problem, while retaining the stability properties.

k  =

The adaptation laws obtained so far have the form:

k* <= sign(v,x,.) > 0  (424)

k~ <= sign(v#x.) < 0

These laws can be modified into (see fig.4.5):

k*  <= vt sign(Xj) > p

k* -  k j  k* + kZ 
—— —_ + _

2 p

kJ <= v,sign(xf) < -n

The same modification must be applied to ku.

This modification defines a boundary layer around the switching surface v, = 0 with a thickness 

equal to p. (see fig.4.6). In a classical variable structure controller which presents a fixed sliding surface 

the parameter p  and the slope of the surface define an error bound e. In the present case, with the 

sliding surface being generated by a dynamic model, its slope is not constant So, the relation with the 

error bound is lost As the adaption laws are not changed outside this boundary, the boundary layer 

attractiveness is guaranteed. So, all state trajectories starting outside the boundary layer will converge 

to and go inside it [43]. The modification used here is a linear interpolation between the two extreme 

values of the gain, but other smoothing functions are possible, like the one presented by Ambrosino 

et al. [44].
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Now, the external disturbances cancelling signal h must be found. As the effects due to the 

mismatches between plant and model coefficients were solved, only external disturbances effects must 

be taken into account Even if this condition is not completely true, the invariance conditions (equ.2.8, 

2.9,2.10) imply that all the effects due to plant and model coefficients mismatch may be included in 

q>. So, it can be said that

. *. = *>,(?> * h )  (4.26)

Making

h = - k hvt (4.27)

the following first order differential equation is obtained for vt:

v# = - khbpvt + bpty (4.28)

which is stable for all kh strictly positive.

It must be noticed that it is not required that v, goes to zero, in the presence of external 

disturbances, in order to obtain perfect model following. Due to the structure of the algorithm (fig.4.7), 

v, will converge to a value that forces v to zero, as required in order to make the model following error 

converge to zero. So, an implicit integral action is introduced by the use of the series-parallel model 

of the error behaviour. As noticed before, any or all of the error-inducing components due to the 

differences between model and plant coefficients (the bmum and the n ape, terms) can be considered as 

components of <p. This is very convenient because it increases the robustness of the controller. If any 

parameter exceeds its bound, the quality of the controller action may deteriorate, but the system stability 

is assured. In the limit only the disturbance rejection part of the algorithm needs to be implemented.

In the controller algorithm presented a  datum sliding plane v was used. How can this sliding 

plane be chosen? This happens to be a false problem. The fact is this sliding plane is just a datum and, 

as such, it does not matter at all what particular plane is chosen. Actually, as may be seen in equ.4.15, 

v, is completely independent of d. Some insight about this may be gained by observing what happens
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with a second order system in a phase plane diagram, as represented in fig.4.8. In this figure, vx = 0 

and v2 = 0 are the sliding lines that would result from two different choices of d. The actual sliding line, 

obtained using the new method, is given by v( = 0. The signal v, is obviously independent of the datum 

chosen for v = 0. Given this freedom of choice, an obvious candidate for d  is f .

As the new sliding line (desired error trajectory) is not rigidly predetermined, but is generated 

by a dynamic model of the desired error behaviour, there is no order reduction of the error dynamics. 

In this way the system is never forced to behave with dynamics faster than the model dynamics. This 

characteristic avoids the chattering problem, enabling the use of smaller interpolation bands on the 

discontinuous gains smoothing functions (ji), with the correspondent increase of the state tracking 

capabilities; that is, obtaining smaller model following errors.

An advantage of the controller structure presented is the extra freedom given to the choice of 

model, the only restrictions being that the PMF conditions must be obeyed. The model can be linear 

time-varying causing no problems to the algorithm.

Another interesting point is, that apart from the model, there are only two parameters that must 

be chosen by the controller designer. kh and p.. As any residuals of the parameter adaptation may be 

considered as components of <p, the value of p. is not critical and is not too rigidly related with the 

adaptation error. Its main function is to provide enough smoothing on the discontinuous gains in order 

to eliminate the chattering phenomena, and it is with that purpose in mind that it should be chosen. As 

there is no formal way of computing this parameter, it must be chosen by trial and error, ideally with 

the help of simulation studies. At first sight it seems that there are no restrictions on the value of kh. 

In practice the dynamic behaviour of v, is limited by parasitic (unmodelled) dynamics, like the dynamic 

characteristics of the energy delivering elements (servo-valve, power amplifier, etc. as in fig.4.9). So, 

kh should be chosen in a way that the bandwidth of v, is kept inside the bandwidth of these unmodelled 

dynamics. Nevertheless it should always be the aim to make the value of kh as high as possible, given
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that the robustness of the controller to external disturbances and residuals of parameter adaptation is 

proportional to it. In some cases the introduction of some additional compensator increasing the phase 

lead can be beneficial, as long as the noise transmission ratio is kept small, in the sense that as the 

bandwidth of the adaptation loop is increased, it enables the use of a higher value for kh, increasing the 

robustness of the controller.

Saturation is more difficult to deal with, when using this new controller design. In a classical 

hyperstable MRAC all that is needed under saturation is to make the state o f the model equal to that 

of the plant, so that, while the system is saturated it is the model that follows the plant [6,13]. In a 

variable structure controller there is no need to do anything, due to the fact that the adaptation rules are 

completely memory-less. With the proposed controller, the use of an internal antiwindup loop is 

compulsory, in order to provide the right initial condition to v4 when the plant desaturates, avoiding any 

sort of saturation-related misbehaviour. A fixed gain, k^ ,  acting on the difference between the saturated 

and the unsaturated control actions, obtained with the help of a saturation block in the controller, is used 

to determine the time response of this loop.

A block diagram of the complete system, including the compensator and the antiwindup loop, 

is presented in fig.4.10.
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Discontinuity
surface

Figure 4.1 - Sliding surface

Figure 4.2 - Phase portrait with k - k *
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Figure 4.3 - Phase portrait with k  = k '

Figure 4.4 - Phase portrait with switching law

\
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Figure 4.5 - Linear gain interpolation

Figure 4.6 - Boundary layer around 
the switching line
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Chapter C Simulation of an Adaptively Controlled 
Two Axes Manipulator

The model reference adaptive control algorithm presented in the previous chapter was 

implemented, by a continuous time simulation, in the decentralized control of a two axis hydraulic 

driven manipulator. This simulation was done as a first step in the evaluation of the proposed control 

algorithm. It also provided some insight on the behaviour of the system and proved to be an essential 

tool in the choice of some controller parameters and reference model dynamics. This knowledge was 

subsequently used in the implementation of a similar controller on a physical system, the experimental 

results of which will be presented on the next chapter.

The simulation program was written using the Advanced Continuous Simulation Language 

(ACSL). This language works as a Fortran pre-processor, generating Fortran code, and simplifies the 

task of building numerical simulations of dynamic systems. Non-linear and discrete time systems are 

easily supported. A fourth order Runge-Kutta integration algorithm was used in the integration of the 

differential equations that compose the simulation. The simulation results were subsequently exported 

to Matlab for plot production.
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5.1 The Manipulator Model

The manipulator can be modelled, as presented in Chapter 1, by the set of equations 1.3 to 1.11 

which are repeated here for convenience:

T -  7(6 )8  + c(6,6) + g (6) (1 '3)

where 6 is the vector of link positions, J  is the inertia matrix of the manipulator, c is a vector of 

coriolis and centripetal torques, g  is a vector of gravity torques and t  is the vector of the links actuating 

torques.

In the present case of a two axis manipulator with rotary joints,

V 7!!6, + -  2K ® A  * 8, (1'4)

* h f i \  + gl ° ' 5)

where

J ^ m J 2 + m2( l 2 + I 2 + 2 /^cosG ,) + I2 (L6>

* 12

2COS02 + + h  (L8)

HcmmJ llclSin%

81=fn1lelgcosQ1 + m^C I jzo s iQ ^  02) + IposQ J  (L1°)

^2=m2/c2^COS( e i + 02) (L U )

where 7lt I2 are the centre of mass referred moments of inertia, mlt are the masses, /x, l2 are the 

lengths and /cl, la  are the distances between the centres of mass and the joints of respectively link 1 and 

link 2.
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The manipulator model coefficients were chosen in order to represent the dynamic behaviour 

of the physical system used in the subsequent experimental work. So, the following set of values was 

used in the simulations: 7;=3Kgm2.72=1.6Kgm2, m ^ O K g  ^ = 2 5 K g , /1=0.5m, /^0.5m , /cl=0.21m and

/c2=0.33m. Link working range is given by: 0lMJl=27i/3rad, 0linin=7c/6rad, 6, =7c/2rad and 02min=-2jt/3rad

(0j and 02 are the links angular positions defined in fig.1.1).

The payload is supposed to be at the extremity of link 2. Its mass is introduced in the equations 

as an increase of together with a change in 1&. The payload mass was allowed to change between 

0 and 90Kg. Commercially available manipulators present typical maximum payload masses about 0.3 

to 0.4 of the extreme link mass [45] in the present case). That would dictate a maximum payload 

of lOKg. The wider payload range used in this work effectively demonstrates the adaptation capabilities 

of the proposed control algorithm and is an example of what can be achieved with direct-drive hydraulic 

actuation. This wide payload range implies a large range of the moments of inertia of the links as seen 

by the actuators. Combining configuration and payload changes, / llnua==114Kgm2, 7,1r̂ =10Kgm2, 

^2w=27Kgm2 and / „ ^ =4Kgm2.

The manipulator links are directly driven by hydraulic rotary actuators. The rotary actuators 

chosen for this work are vane type actuators. They present roughly the same external dimensions in both 

axes, although axis 1 actuator has a double vane and a cast iron body and axis 2 has a single vane and 

an aluminium body. So, axis 1 actuator has a volumetric displacement that is double of axis 2 actuator 

displacement (and for the same supply pressure twice the available torque), but less then half of axis 

2 actuator angular travel: axis 1 actuator has a displacement of 124.9xl0'6m3/rad and an angular travel 

of 100° while axis 2 actuator has a displacement of 62.4x10'6m3/rad and an angular travel of 280°.

Each hydraulic actuator is controlled by a servo-valve. The servo-valve model used in this 

simulation is based on the behaviour of a Dowty 4551 with a rated flow of 1 9 1/tnin at 70 bar pressure
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drop. The servo-valve is cunent driven and a second order plus delay transfer function between 

reference input cunent and output spool position was fitted to the manufacturer’s data. Although the 

works of de Pennington et al. [46] and Martin and Burrows [47] lead to the use of a third order valve 

model, the main difference between a second order model and the experimental results obtained by 

these authors shows up as an extra spool position phase lag. This extra lag, due mainly to the dynamics 

of the first stage of the servo-valve and non-linearities, can be accounted for with the introduction of 

a delay on the second order model. This model structure has the advantage of being easy to fit to the 

manufacturer’s frequency response data. The model used has a natural frequency of 100Hz, a damping 

ratio of 0.85 and a delay of 0.2ms.

The servo-valves are linked to the actuators by hoses. The four hoses used are equal and each 

has a volume of 150xl0'6m3. Given the presence of these hoses, the value of the effective bulk modulus 

of the hydraulic fluid was taken as 8000 bar as an educated guess.

From the physical model of a hydraulic actuator driving an inertial load, as presented in 

Appendix A, it is concluded that each axis can be described after linearization by the following third 

order continuous-time transfer function:

St(9) .  (5 .,)
g (* .)  s ( s 2 * 2£a>.s + «£)

where Kq is the servo-valve flow gain, D^, is the hydraulic actuator volumetric displacement, CO, is the 

natural frequency of the axis, £ is the damping ratio of the axis and s  is the Laplace operator.

Using the physical data presented above, it is concluded that the natural frequency of axis 1 

can take values between 29 and 106 rad/s. The natural frequency of axis 2 can vary between 27 and 

75 rad/s. Assuming a supply pressure of 150 bar and a minimum servo-valve pressure drop o f 50 bar 

(which is realistic under normal work conditions but may become zero under saturation), the term 2£co„ 

may take values between 1.4 and 194 rad/s in axis 1, and 1.2 and 166 rad/s in axis 2. The transfer
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function numerator can vary between 1.6X106 and 58.7X106 radVms3 for axis 1 and between 2.9X106 

and 58.4X106 rad3/ms3 for axis 2.

It must be noticed that the linearized dynamic models of the axes behaviour was used for 

controller design purposes only. The simulation used the actual physical non-linear axes models. 

Nevertheless the linearized model gives a precious insight over the behaviour of the manipulator and 

how widely it can change.
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5.2 Controller Design

The transfer function presented in equ.S.l shows that die manipulator axes are type 1 systems. 

The free integration appears between velocity and position of the axis. This feature of plant dynamics 

can be used to simplify the controller. As the integrator has constant and known dynamic behaviour, 

only an adaptive velocity controller needs to be implemented, lowering by one the order of the adaptive 

controller, in an inner loop, enabling the use of a fixed outer loop for position control. This is how the 

controller is implemented in this work.

The design of a MRAC system starts with the choice of the reference model. The model must 

be followable by the planL This means the PMF conditions presented in Chapter 2 must be obeyed and 

model bandwidth must not be to high for the plant dynamic capabilities:

- As servo-valve bandwidth is much higher than the expected axis bandwidth and the linearized 

transfer function between servo-valve spool position and axis velocity is a second order transfer 

function, the reference models used in the adaptive inner loop velocity controllers are second order 

models. Servo-valve dynamics behave as unmodelled parasitic dynamics. In order to obey the three 

PMF conditions (equ.2.8,2.9 and 2.10), axis velocity and acceleration were chosen as state variables.

- In order to avoid large control signals that may easily drive the plant into saturation, model 

bandwidth should be similar to axis bandwidth. The expected axes model bandwidths should be between 

1 and 10Hz (which are well below the servo-valve natural frequency of 100Hz), so that the parasitic 

dynamics, introduced by the servo-valve, are kept small. These values are in the same range of the axes 

natural frequencies, showing the adequacy of the servo-valves chosen to the desired control task.
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After some trial and error studies using simulation, a model with a natural frequency of 5Hz 

and a damping ratio of 1 was chosen for both axis controllers. The DC gain of the model was chosen 

as unity, so that the output of the position outer loop controller is a reference of desired axis velocity. 

This choice enables the easy introduction in the controller of a feedforward of the velocity reference 

signal, if so desired, in order to decrease the tracking error of the system. The state space representation 

of the reference model is presented in the following equation:

0 1 6 . 0

-987.0 -62.83
+

987.0

The value of kh as well as any desired filter acting on v, must now be chosen. The bandwidth 

of the adaptation loop (bandwidth of v() will be defined by this choice. The bandwidth of v, must be 

kept inside the bandwidth of any unmodelled dynamics so that the controller does not try to adapt to 

high frequency modes it cannot control. In the same way the bandwidth of v, must be smaller than the 

servo-valve bandwidth. As the servo-valve limits the maximum frequency at which any energy 

exchanges can be performed with the plant, control bandwidth is limited by servo-valve dynamic 

capabilities. In this continuous time simulation the only unmodelled dynamics present are due to 

servo-valve dynamics.

Using classical control techniques, with the help of Matlab, the value of kh and a lead 

compensator were chosen as:

( y  ♦ I )2 _ 7 0x 10_6 (1.5X10-3, + 1)* (5.3)
(T.J + l ) 2 (0.5x10-3, + l ) 2

Given the similarity between the maximum values of bp in both axes, the two controllers use 

the same values of kh and the same compensator. A Bode diagram of the open-loop frequency response
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of the v, loop, supposing a bp value of 59x10® rad3/ms3, is presented in fig.5.1. From this Bode diagram 

it can be concluded that, with the choices made, the v, loop has a minimum phase margin of 60°, a 

minimum gain margin of 5 and a maximum bandwidth of approximately 70Hz.

The feedback and feedforward gains, kx and ku, as well as the smoothing parameter ji may now 

be found. The gains must be calculated using equ.4.20 to 4.23. The parameter ji must be found by trial 

and error with the help of simulation. After several preliminary simulation studies, several conclusions 

emerged:

- In this particular system the contribution of the feedback path via the kx gains is extremely 

small when compared with the contribution of h. It was found that adaptation time behaviour (the time 

behaviour of v€) did not change when the kx gains are omitted. So, it was decided not to use these 

feedback gains, in order to decrease the controller computing time when implemented digitally.

- The correctness of the gains k*  and kH is fundamental for a good model following 

performance. The simulations revealed that if this gain is omitted model following performance becomes 

very sluggish. It was also concluded that nothing is gained, in this system, by making k*  smaller than 

its maximum value ( min(b jb p) ) or ku greater than its minimum value ( m ax(bjbp) ).

- A value of \i equal to 30 rad/s2 was found to be, in this system, a good compromise between 

fast adaptation with small model following errors and smooth control signals free of high frequency 

components that could lead to chattering.

In order to complete the definition of the adaptive velocity controller, the antiwindup loop 

proportional gain kM must now be found. A block diagram of the antiwindup loop is presented in 

fig.5.2. From this block diagram it may be concluded that the value of should be of the same order 

of bp. After some trial and error, a value of 30x10® rad/m.s3 was chosen for both axes controllers.
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At this point the adaptive inner loop velocity controller is completely defined. The next step 

is to define the outer loop position controller. The position controller will be designed supposing perfect 

model following of the velocity loop. The simplest type of controller that can be used is a proportional 

controller. This was the controller type chosen for this work, because it leads to an easier interpretation 

of the performance results obtained, although any other more complex controller (as a PID or state 

feedback) could be used. Nevertheless the use of this simple controller enables the controller designer 

to do full pole placement by combining the choices of the velocity model with the proportional gain 

acting on position error.

So, the input signal for the adaptive velocity controller ( u j  will be given by:

" .=  * , ( 6 , - 6 )  (5-4)

where 0r is the axis reference position and 6 is the actual axis position. A block diagram of the position 

control loop is presented in fig.5.3.

In this particular system it was decided to use a proportional gain as high as possible, subject 

to the restriction of maintaining the closed loop poles of the axes transfer functions real. This choice 

avoids any undesirable overshoots of end effector position trajectory. As the velocity models are equal 

in both axes, the same proportional gain was chosen for both axes. The value of this proportional gain, 

kp, was chosen as 4.0 rad.s'Vrad. The obtained closed loop axis transfer function is given by:

g (6 )  = ___________ 3948___________  (5 5)
g (0 r) (s  + 4 1 .2 )( j2 + 21.6j + 95.8)

where the second order term has a natural frequency of 1.6Hz and a damping ratio of 1.1.
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5.3 Simulation Results

A set of simulation experiments was made in order to evaluate the performance of the proposed 

controller. Most of these experiments involved moving axis 1 by ±0.2 rad around its middle position, 

that is Gj = 1.309 rad, and axis 2 by ±0.2 rad around its in-line position with axis 1, that is 02 -  0 rad, 

where 6, and 02 are the links angular positions defined in fig.1.1 and link working range is given by:

8i—=27t/3rad. 0lmin=7r/6rad, 0, =rc/2rad and 02arin=-2jt/3rad. These simulations were done with several

payloads (0 ,60 ,90  and an overload test with 120Kg) and various axes position time references (square 

waves in phase, square waves in quadrature, sine waves and triangular waves). Simulations were also 

done in the presence of noise and servo-valve saturation. Finally, and in order to better evaluate the 

advantages that result from the use of the proposed adaptive controller, some simulation experiments 

were performed with the adaptive controller substituted by a state feedback controller.

In a first subset, two simulations were performed using square waves in phase as the axes 

position references, but with different manipulator payloads. The first simulation was done with null 

payload and in the second test maximum design payload (90Kg) was used. The position results obtained 

are presented in fig.5.4 for the first case and fig.5.9 for the second case. In these plots the manipulator 

behaviour is compared with the ideal behaviour that would result from perfect model following of 

equ.5.5. The obtained results lead to the conclusion that the manipulator follows the model of desired 

behaviour with very small errors (although the plant saturates for a very short time in the 90Kg case) 

and that the adaptive controller is nearly insensitive to the payload value, as expected. This small 

payload sensitivity can also be appreciated in the velocity signals presented in figs.5.5 (null payload) 

and 5.10 (90Kg) where the actual axes velocities are compared to the desired ones (the velocities that 

would result from PMF of equ.5.5). The adaptation signal v, is presented in figs.5.6 and 5.11 for both 

axes. These signals are used to generate the disturbance cancellation signals h and the ku gains and may 

be interpreted as a measure of model following error (they have the units of an acceleration). The 

signals presented are smooth, although oscillatory in the 90Kg case. This smoothness translates into ku
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gains, presented in figs.5.7 and 5.12, that are free of discontinuities (unless n* is crossing zero). 

Consequently the generated control action signals up (figs.6.8 and 6.13) are both smooth and free of 

high frequency components that could induce a chattering behaviour.

As the gain adaptation laws are memory-less, the input gains k„ only change during transients. 

This behaviour is in agreement with the plant gain behaviour. One of the strongest factors influencing 

axis gain is the servo-valve flow gain. When axis acceleration increases the same must happen to axis 

pressure drop (assuming an actuator torque increment). Given that total pressure drop is always equalA*-

to the supply pressure, the servo-valve pressure drop must become smaller. This implies a decrease of 

servo-valve flow gain because servo-valve flow gain is proportional to the square root of its pressure 

drop (Appendix A). When the axis comes to rest, servo-valve flow gain raises again, returning to its 

initial value. The results presented in figs.5.7 and 5.12 show that the behaviour of the ku gains are in 

agreement with the servo-valve flow gain behaviour, as the adaptive controller tries to maintain their 

product constant, during the transients, so that the gain of the plant-plus-controller system is kept equal 

to bm.

With a null payload the controller finds the initial ka gains too high and accordingly decreases 

their values very rapidly. On the other hand, with a payload of 90Kg the initial ku gains are considered 

too low. As the axes accelerate and decelerate the values of the k„ gains must be increased and then 

decreased. When the axes come to rest, the kH gains return to their initial average values.

The oscillatory behaviour observed in the v, signals when the payload is made equal to 90Kg 

is due to the fact that the axes are being forced to behave as systems with natural frequencies and 

damping ratios higher than their own. This can only be achieved by driving the plant with hard control 

actions (actually, saturation occurs for a short time). As the dominant plant poles are only very lightly 

damped, an oscillatory control action results when the model behaviour is being superimposed to the 

natural plant behaviour.
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A second subset of simulations was made with a payload of 60Kg and different input time 

reference functions like sine waves, triangular waves and square waves in quadrature:

- The position and velocity results obtained with sine (figs.5.14 and 5.15) and triangular waves 

(fig.5.17 and 5.18) show how accurately the manipulator axes are capable of following their reference 

models with these classes of input signals. The typical behaviour of a type one system is obtained. It 

should be noticed that a sine function is a difficult signal for an adaptive controller to follow, given the 

poorness of its spectrum (just (me line), that causes in many cases identifiability problems (drift of 

adaptive gains) as discussed in Chapter 3. The behaviour of the adaptive gains A, is presented in 

figs.5.16 and 5.19. In these cases, as the demanded axes movements are smooth the obtained results 

show that the input gains nearly stabilise around certain values. The small observed changes are broadly 

coherent with the axes accelerations and hence with servo-valve flow gain variations as discussed in 

the first subset of simulation results.

- Two other simulation studies were performed using square waves in quadrature as input 

references with the same ±0.2 rad amplitude but around two different manipulator positions: the first 

one is similar to the other tests presented up to now, but the second one was performed with link 1 

moving around vertical (0! = Ji/2rad) and link 2 moving around horizontal (02 = -rc/2rad). These 

simulations enable an evaluation of the disturbance rejection and decoupling capabilities achieved by 

the proposed adaptive control algorithm. The position and velocity results obtained are presented in figs. 

5.20 and 5.21 for the first case and 5.22 and 5.23 for the second case. The simulation results presented 

lead to the conclusion that the proposed adaptive controller achieves a high degree of disturbance 

rejection (and, consequently, of decoupling) and that model following properties are virtually 

independent of manipulator working position.
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A third subset of simulation studies was performed in order to evaluate the behaviour of the 

adaptive controller under plant overload and saturation, in the first case, and additive noise in the 

position, velocity and acceleration feedback signals, in the second case:

- In the first case the manipulator was made to move from an initial position given by 0!=7c/6 

rad and Oj = -2n/3 rad to a final position where 0! = n/2 rad and 02 = 0 rad (inverted pendulum) with 

a payload of 120Kg as quickly as possible (step input). The obtained position results (fig.5.24) show 

that although the system is under severe perturbation it behaves correctly, given the physical limits 

imposed by the plant. This can be better appreciated in the velocity behaviour presented in fig.5.25 

where some strong coupling effects are readily observed. Here it may be clearly seen that the adaptive 

velocity loops try to follow their reference models (equ.5.2) as best as possible, under the saturation 

constraints, resulting in an end of trajectory (when the system comes out of saturation) similar to the 

one desired (equ.5.5) although delayed in time. The effectiveness of the antiwindup loops can be 

appreciated in fig.5.26 where the servo-valves input signals are presented. The control actions are kept 

just above the saturation level, in order to provide the right initial condition to v, when the plant 

desaturates. This test shows that the proposed adaptive controller works well, subjected to the physical 

constraints of the plant, even under severe manipulator overloading and actuator saturation.

- In the second case the reference signals were square waves with an amplitude of ±0.2 rad. 

Axis 1 was moved around n/2 rad (vertical) and axis 2 around 0 rad (inverted pendulum). The 

manipulator had a payload of 60Kg and noise was added to the feedback signals. The criteria used to 

chose the RMS value of the noise amplitude (that is, the standard deviation of the noise signal) was:

position signals - RMS noise amplitude of 1 /  212 of the full range (enabling quantization by 

an A/D converter with 10 ± 1LSB stable bits, assuming a Gaussian distribution and using the 3a 

criteria). Given a transducer range of ±tc rad a RMS value of 1.53x1 O'3 rad results.
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velocity signals - RMS noise amplitude of 1 / 28 of the full range (enabling a 6 ± 1LSB stable 

bits quantization). Given transducer ranges of ±3 rad/s in axis 1 and ±6 rad/s in axis 2, RMS noise 

amplitudes of 23.44xl0'3 rad/s and 46.88xl0'3 rad/s result for axes 1 and 2 respectively.

acceleration signals - using the same criteria of the velocity signals and supposing transducers 

with a range of ±50 rad/s2 results in a RMS noise amplitude of 390.6xl0"3 rad/s2.

The bandwidth of the noise sources was limited to 1kHz. This bandwidth was thought to be 

sufficiently broad and representative of the actual conditions. Nevertheless, as the plant is not expected 

to provide significant information above this frequency, filters can always be used to limit the noise 

bandwidth to this value without incurring information losses or large phase lags.

The obtained position and velocity results are presented in figs.5.27 and 5.28. In these figures 

the actual (noiseless) positions and velocities are compared with the desired ones. The feedback signals 

actually used in the simulation are presented in figs.5.29 (axes positions), 5.30 (velocities) and 5.31 

(accelerations). The servo-valves input signals are shown in fig.5.32. The obtained results lead to the 

conclusion that the adaptive controller is not significantly perturbed by feedback noise, that is, its model 

following capabilities are maintained even under severe noise conditions.

The set of simulation results obtained lead to the conclusion that the proposed adaptive control 

algorithm when used in the manipulator control case results into controllers that are able to maintain 

the desired performance, expressed in the reference model, independent of manipulator working 

position, trajectory and payload. Its disturbance rejection capabilities, that result from the synthesis of 

a dedicated disturbance rejection signal (h), are very good and enable the use of decentralized 

controllers. In this way, the computing task grows only linearly with the number of manipulator axes. 

Only very small model following errors result, and a good manipulator performance is achieved.
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At the end of Chapter 1 the possibility of using filters acting on the axes reference signals in 

order to improve the manipulator tracking performance was briefly mentioned. These filters must use 

some sort of reference time extrapolation in order to avoid differentiation of the reference signals. This 

may be achieved by the use of either reference preview or reference derivatives provided by the tactical 

controller. Examples of feedforward discrete time filters using reference preview are presented by 

Tomizuka [48] and Haack and Tomizuka [49]. The use of reference derivatives in order to improve the 

tracking performance of a manipulator may be seen in Seraji [7]. In order to be trackable, the axis 

reference signal must be continuous up to the plant order and saturation cannot occur. Several solutions 

of this tactical level control problem can be found in the literature, like the ones proposed by 

Coiffet [SO], Fu et al. [1], Vukobratovic et al. [5] and Butler et al. [51]. As a profound assessment of 

the problems associated with the tactical control level of robot control is out of the scope of this work, 

a simple but effective solution was used for demonstration purposes. The desired position trajectory of 

each axis was computed using a fifth order spline. This choice enables the specification of initial and 

final axis position, velocity and acceleration and ensures the necessary trajectory continuity. This fifth 

order interpolator polynomial can be easily differentiated algebraically twice in order to provide the 

expressions needed to compute the reference velocity and acceleration signals. These velocity and 

acceleration reference signals were fedforward through proportional gains directly to the input of the 

adaptive velocity loop as presented in the block diagram of fig.5.33. Gains of 1 and 0.06 were used in 

both axes as respectively velocity and acceleration feedforward gains. A simulation test was made, using 

a payload of 60Kg, with a  movement amplitude of 1 rad for axis 1 and 2 rad for axis 2. The end 

position was the vertical for both axes (inverted pendulum) and the initial positions were (n/2 - l)rad 

for axis 1 and -2 rad for axis 2. Initial and final velocities and accelerations were zero. The obtained 

position and velocity simulation results are presented in figs.5.34 and 5.35. These results show that a 

very good tracking performance is achievable with the use of a feedforward filter even in the absence 

of complete plant transfer function cancellation (in the present case that would involve the feedforward 

of acceleration derivatives).
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This simulation experiment shows how a model reference adaptive controller with good model 

following performance, by offering a predictable manipulator dynamic behaviour, may be associated 

with a reference signal feedforward filter, using reference time extrapolation, in order to achieve a high 

degree of tracking performance. Naturally the reference signal must be followable by the plant; that is: 

it must be continuous up to the order of the plant, its frequency content must be inside plant bandwidth 

and plant saturation must not occur.

In order to provide a controller performance reference, a  last subset of simulation experiments 

was made. In these simulations the adaptive controller was substituted by a state feedback controller. 

As the state feedback controller is a well known type of fixed gain controller, the obtained results allow 

for an easy and direct evaluation of the improvements that can be achieved when the proposed adaptive 

controller is used. The gains of the state feedback controllers were chosen in a way that stability is 

ensured ova* all the manipulator working space and payload range. They were also tuned in order to 

achieve a single axis dynamic behaviour (when the axes are moving one at a time) equal to the axes 

reference model (equ.5.5), around the nominal test positions and with a null payload. The position 

results obtained, with test conditions equal to the ones of the first simulations subset, are presented in 

figs.5.36 (null payload) and 5.38 (90Kg). These results show how the obtained performance varies and 

becomes unacceptable when the payload is increased. The velocity results presented in figs.5.37 (null 

payload) and 5.39 (90Kg) just confirm how the state feedback controller is unable to compensate the 

highly oscillatory behaviour that emerges as an outcome of the higher payload. Strong coupling effects 

are also present, mainly in axis 2 that always starts moving in the wrong direction (hie to the reaction 

torques that result from the simultaneous movement of axis 1.

The poor decoupling properties of the state feedback controller are easily revealed by the 

simulation results presented in figs.5.40 (position) and 5.41 (velocity). This simulation test was 

performed with the same test conditions used in the second simulations subset, that is, with square
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waves in quadrature and a 60Kg payload. These simulation results show that the state feedback 

controller fails to provide an acceptable performance in the presence of external disturbances, coupling 

effects being a particular but important case.

When these results, using the fixed gain state feedback controller, are compared with the ones 

that were obtained with the adaptive controller, it can only be concluded that the proposed adaptive 

controller offers a much improved performance, achieving a dynamic behaviour (model following) that 

is nearly independent of the manipulator payload and a high insensitivity to external disturbances, and 

so, a high degree of axes decoupling.
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Figure 5.24 - Axes 1 and 2 position results (large step, 120Kg payload)
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Figure 5.26 - Axes 1 and 2 control actions, up (large step, 120Kg payload)
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Figure 5.27 - Axes 1 and 2 position results (sq. wave, 60Kg, feedback noise)
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Figure 5.28 - Axes 1 and 2 velocity results (sq. wave, 60Kg, feedback noise)
— model  axis
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Figure 5.29 - Axes 1 and 2 position feedback signals (sq. wave, 60Kg, feedback noise)
—  reference — model  axis feedback
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Figure 5.30 - Axes 1 and 2 velocity feedback signals (sq. wave, 60Kg, feedback noise)
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Figure 5.31 - Axes 1 and 2 accel. feedback signals (sq. wave, 60Kg, feedback noise)
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Figure 5.32 - Axes 1 and 2 control actions, up (sq. wave, 60Kg, feedback noise)
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Figure 5.34 - Axes 1 and 2 position results (5th order polynomial reference, 60Kg)
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Figure 5.35 - Axes 1 and 2 velocity results (5th order polynomial reference, 60Kg)
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Figure 5.36 - Axes 1 and 2 position results using a state feedback cont. (sq. wave, OKg)
—  reference •— model  axis
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Figure 5.37 - Axes 1 and 2 velocity results using a state feedback conL (sq. wave, OKg)
—• model  axis
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Figure 5.38 - Axes 1 and 2 position results using a state feedback conL (sq. wave, 90Kg)
—  reference model ------ axis
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Figure 5.39 - Axes 1 and 2 velocity results using a state feedback conL (sq. wave, 90Kg)
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Figure 5.40 - Axes 1 and 2 pos. res. using a state feedb. conL (sq. waves in quad., 60Kg)
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Chapter g Adaptive Controller Implementation and 
Experimental Results

The new adaptive control algorithm was implemented as a discrete time digital controller of 

a two axes hydraulic manipulator. This purpose built manipulator is intended to be used as a test 

apparatus for robot control algorithms. A photograph of the manipulator is presented in fig.6.1. The 

mechanical properties of this manipulator, as well as the hydraulic actuators used, are equal to the ones 

presented in the previous chapter. The scrvo-valves, however, are different. Due to ease of availability 

it was decided to use servo-valves that already existed in the Fluid Power Laboratory at Bath. These 

valves are industrial grade Dowty servo-valves model 4683 with a rated flow of 38 1/min at 70 bar. In 

these servo-valves bandwidth is somewhat traded off by contamination tolerance, a very important 

characteristic in the industrial environments hydraulic robots are typically used. A second order plus 

delay transfer function was fitted to the servo-valve frequency response data made available by the 

manufacturer with the following results: natural frequency, 50Hz; damping ratio, 2; delay, 0.2ms. As 

in the previous chapter, payload was allowed to vary between 0 and 90Kg. With these servo-valves, as 

they have a higher rated flow, the velocity loop input gain bp is, in both axes, greater than presented 

in the last chapter. The actual values are: between 117.5x106 and 3.2xl06 rad3/ms3 in axis 1 and 

between 116.9X106 and 5.9x10* rad3/ms3 in axis 2.
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6.1 Controller Design

All the steps and considerations presented in Chapter S were followed in the same manner. The 

differences between the controller used in the last chapter simulation studies and the one used in the 

experimental manipulator relate to the differences between servo-valves and the existence o f feedback 

transducer dynamics. These differences lead to the use of other reference models, kh gains and v, 

compensators. A simulation program of the actual manipulator was used as an assisting tool in this 

controller design stage.

The use of slower servo-valves led to' the use of velocity reference models with a smaller 

natural frequency. As the slowest servo-valve pole is located at 13Hz the reference models of the 

velocity loop adaptive controllers cannot be expected to have natural frequencies much higher than 

1.3Hz, in order to ensure that the parasitic dynamics induced by the servo-valves remains small. As the 

axes present higher hydraulic natural frequencies, the dynamic properties of the manipulator will be 

restricted by servo-valves bandwidth. After some preliminary simulation tests a second order model with 

a natural frequency of 2Hz and a damping ratio of 1 was chosen for both axes. A unitary DC gain was 

used so that the output of the position outer loop controller is a reference of desired axis velocity. The 

continuous-time state space representation of the reference model is represented by the following 

equation:

8 r n
m

0 1 6 . 0
S • +

-157.9 -25.13_ 6 .. 157.9_

The value of kh as well as the compensators acting on v, must now be chosen. The simulated 

case presented in the last chapter only had servo-valve-induced unmodelled dynamics. In the present 

case unmodelled dynamics are also introduced by the feedback transducers used. Ideally, measurements

\



127

of position, velocity and acceleration should be available for control purposes. However, as relative axis 

acceleration is a difficult quantity to measure, the feedback acceleration signal was obtained by 

numerical differentiation of the velocity signal using backwards differencing.

Position and velocity signals were obtained using resolvers as feedback transducers. The signal 

conditioning of the resolvers was made using resolver-to-digital converters from Analog Devices 

(AD2S80A). These converters have two outputs: a digital position output and an analog velocity output 

as shown in the functional block diagram of fig.6.2. This diagram shows how the position and velocity 

signals are obtained: the converter uses a type-two tracking loop that enables zero position output error 

with constant acceleration inputs. With general inputs, the converter position output is a filtered version 

of its input. The velocity signal is obtained from the input of the VCO (Voltage Controlled Oscillator), 

that is, the input of the second integrator in the tracking loop (the up/down counter). This signal is a 

filtered version of the resolver velocity and, being obtained by what is essentially an analog 

differentiation of the position input, it is prone to have a high noise content. A block diagram of the 

tracking loop is presented in fig.6.3. The noise is mainly due to the 10kHz carrier frequency used in 

the resolvers and several other minor sources of input signal noise. The tracking loop transfer function 

may be adjusted by the choice of some external passive components that determine the km gain 

(converter acceleration constant) and the time-constants xz and xp of the lead compensator. With this 

freedom, the designer has the opportunity to chose a compromise between bandwidth and signal-to-noise 

ratio.

In order to achieve a high adaptation bandwidth, the phase lag introduced by the 

resolver-to-digital converter must be kept small at frequencies bellow 100Hz. This constraint lead to 

the choice of a 400Hz converter bandwidth. With the help of an Analog Devices software tool, the 

passive converter components were chosen in a way to achieve that bandwidth. The following values 

of k„ xt and xp resulted: £fl=1.329x10V, xr=1.50xl0'3s, and xp=270.5xl0 6s. A Bode plot of the obtained 

closed loop transfer function of the resolver-to-digital converter is presented in fig.6.4.



During the calibration tests of the resolvers and resolver-to-digital converters, it was found that 

the velocity signals had a significant content o f 10kHz carrier noise. In order to decrease the magnitude 

of this noise signal, a low-pass third order Butterworth filter, with a break frequency of 1kHz, was used.

After some preliminary simulations it was decided to use two compensators: the first one 

included only in the v, loop, similar to the compensator derived in the last chapter, and a second one, 

a servo-valve pre-compensator, acting on the servo-valve input signal. A block diagram of the adaptive 

velocity controller including these two compensators is presented in fig.6.5. The servo-valve pre- 

compensator was used as a way to virtually increase its bandwidth. The transfer function of this 

pre-compensator was chosen as:

G (s)  = 1 £ — L +J \  (6.2)
( 0 .8 x 10"3j  + 1 )

As axis l and axis 2 have very similar maximum velocity loop input gains (b j ,  the 

compensators used on the v, signals as well as the kk gains were chosen equal in both axes. Using 

classical control techniques, with the help of Matlab, the value of kh and a lag-lead compensator were 

chosen as:

t  <T. . J + > X V  + 1) _ 7ftv in^  (50.0x1 O'5i  + 1)( 2.0x10° j  ♦ 1) (6^
* ( t„ *  ♦ l)(T ,2i  ♦ 1) (200.0x10°s + 1)(0.4x10°i  + 1)

At the same time, and because the controller was to be implemented digitally, the value of the 

sampling time period had to be chosen. The choice of the £* gains is related to the value of the 

sampling period, because the discretization of the control algorithm introduces some time delays, as 

computing delays and D/A zero-order-hold delays. These delays have the effect of decreasing gain 

margin and phase margin. Taking into account the achievable v, loop bandwidth, the frequency 

characteristics of the compensators and the need for a fast reaction time to external disturbances, after
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some simulation studies a sampling period of 1ms was found to be adequate. This choice of sampling 

period is fast enough for all of the controller needs, and easily achieved with current micro-processor 

technology.

A Bode diagram of the open-loop frequency response of the v, loop, supposing 

bp = 118X106 radVms3, is presented in fig.6.6. In the phase plot of this Bode diagram several extra 

delays, apart from the servo-valve delay, are included. The first one, of 0.1ms, was used as an estimate 

of the control algorithm computing time delay (10% of a 1ms sampling period). A second one, of 

0.5ms, is due to the half sample time delay introduced by the backwards difference algorithm used to 

compute axis acceleration. A third one is due to the half sample time delay introduced by the D/A 

converter zero-order-hold. From this Bode diagram it can be concluded that, with the choices made, the 

v, loop has a minimum phase margin of 46°, a minimum gain margin of 4.5 and a maximum bandwidth 

of approximately 22Hz. This bandwidth cannot be further extended, the main reason being the servo- 

valve would not respond to higher frequencies.

The preliminary simulation work carried out in the controller design stage lead to the same 

conclusions presented in the previous chapter about the choices of ku and kx gains, that is:

- h is the dominant feedback signal. It was found, as in the previous chapter, that adaptation 

time behaviour (the time behaviour of v j  did not change when the kx gains are omitted. So, these 

feedback gains were not implemented, in order to decrease the controller computing time.

- The kH gain is fundamental for a good model following performance. Model following 

performance becomes very sluggish if this gain is omiued. As in the previous chapter simulations, 

making smaller than its maximum value ( min(bm /  bp) ) or ku greater than its minimum value 

( max(bm /  bp) ) does not improve model following performance.
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- The simulations revealed a value of |i  equal to 30 rad/s2 to be a good compromise between 

fast adaptation with small model following errors and smooth control signals.

- The antiwindup loop proportional gain was found by trial and error (its value must be of 

the same order of bp). A value of 70X106 rad/m.s3 was chosen for both axes controllers.

At this point the inner loop adaptive velocity controller is completely defined. The next design 

step is the choice of a outer loop position controller. A proportional controller was selected for this 

purpose. As inner loop velocity models are equal in the two manipulator axes, the position controllers 

proportional gains were also chosen equal in order to obtain the same transfer function for both axes 

dynamic behaviour.

Following the same design criteria used in the previous chapter, it was decided to use a 

proportional gain which is as high as possible, subject to the restriction of maintaining all closed loop 

poles of the axes transfer functions real. Using this choice undesirable overshoots of the end effector 

position trajectory are avoided. The value of this proportional gain, was chosen as 1.5 rad.s'Vrad. 

The obtained closed loop axis transfer function is given by:

= ___________ E Z ___________  (6.4)
St(e„) (S + 16.4)(s2 ♦ 8.8j  + 14.5)

where the second order term has a natural frequency of 0.6Hz and a damping ratio of 1.2.
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6.2 Controller Implementation .

The controller design proceeded entirely in the continuous time domain. Nevertheless, to 

implement the proposed controller using a digital processor, this one must be discretized. The 

discretization process involves two different but closely related problems: time discretization, that is, 

to find discrete time controller functions that are functionally equivalent to the continuous time ones; 

and the discretization of the controller coefficients and variables, that is, the problems associated with 

the use of finite (limited) precision arithmetic and input/output in the digital computer.

Two methods were used for controller time discretization:

- The state space velocity reference model, as well as the series-parallel model of the state error 

behaviour, were discretized using the zero-order-hold equivalence method. As the plant is driven by the 

outputs of D/A converters with a zero-order-hold, this discretization method enables the discrete models 

to provide state and state error reference values that have the same time behaviour (at the sampling 

instants) as the sampled continuous time models.

- The compensators were discretized using the Tustin approximation rule. With this method 

the frequency response of the discretized filters is preserved, especially the phase characteristics. 

Frequency prewarping was not used because as the crossover frequency is more than one decade below 

Nyquist frequency any benefits would be marginal.
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In order to avoid the problems associated with the use of finite precision controller coefficients 

and arithmetic, the discrete time controllers were implemented using the delta operator (5) instead of 

the more usual forward shift operator (q). The relationship between 5 and q is a simple linear function,

8 1 q ~ 1 (6.5)
T

and thus 5 offers the same flexibility in the representation of discrete time systems as does q [52]. The 

use of q generally leads to simpler expressions that highlight the sequential nature of the sampled 

signals. On the other hand, 5 can be seen as an approximation to dldt:

Thus it leads to models that are more like continuous time models, enabling continuous time insights 

to be used in discrete time design. Delta transforms (the transform associated with the delta operator) 

have an interesting property that results from this approximation to a time derivative: the Laplace 

transform can be obtained from the delta transform as the limit when T —> 0. This enables the use of 

a unified transform theory, covering both discrete and continuous cases at the same time [52].

Nevertheless the main reason that lead to the use of the 5 operator in this work was its superior 

numerical properties. Usually the sampling frequency used in the implementation of digital controllers 

is significantly in excess of the dominant frequencies of its filters. Other considerations as Cast 

disturbance rejection and the influence of sampling period on phase margin frequently dictate the use 

of fast sampling frequencies. In this situation the use of the z transform results in the controller poles 

being clustered around the z = 1 point in the z-plane. This leads to a high sensitivity to coefficient 

quantization and roundoff noise. Agarwal and Burrus [53] and Or land i and Martinelli [54] proposed 

filter structures using a transform of the origin of the z-plane to the point z = 1 through a linear change 

of coordinates that are less sensitive to this problem. A more formal approach is the use of the delta 

transform as proposed by Middleton and Goodwin [55]. These authors compare the control performance
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obtained with the use of 5 and q in the implementation of a given control algorithm. With 6 significant 

bits, the differences between the delta controller and one with an infinite word length are nearly 

unnoticeable. On the other hand, the performance of the shift controller is unacceptable. In a 

comparative study presented by Forsythe [56], where z direct and canonical forms are compared with 

delta form, the use of the delta operator emerges as the preferred filter structure. Goodall [57] presents 

a delta structure that enables a minimization of digital controller computation with the benefit of a 

simpler assessment of the size (word-length) of the filter internal variables (state variables) needed in 

order to ensure the proper behaviour of the filter. The same author comes to the point o f questioning 

the appropriateness of using the delay operator for recursive digital filters [58], particulary in the 

implementation of digital controllers.

The digital processor interacts with the manipulator using digital inputs, analog inputs and 

analog outputs, in order to read the axes’ positions, axes’ velocities and position references, and to 

output the control actions. The D/A converters used to output the control action have a 12 bit resolution. 

This control action voltage signal is then converted into a proportional current signal in order to drive 

the servo-valves. The digital processor must read the positions and velocities of the axes, as well as the 

axes position references. The resolver-to-digital converters output the position values in digital form, 

with a 16 bit resolution, that is directly read by the digital processor. They also output the axes' 

velocities as analog voltages. These are read by the DSP using a multiplexed 12 bit A/D converter. The 

input axes’ position references are also in analog form and are sampled using another multiplexed 12 bit 

A/D converter. Using this input arrangement, simultaneous sampling of each axis position, velocity and 

position reference is possible. Two 12 bit D/A converters were used to translate the 12 most significant 

bits of the resolver-to-digital converters digital position outputs into two position analog signals. These 

signals were used for monitoring and data acquisition purposes only.

A Digital Signal Processor (DSP) was used in the implementation of the proposed adaptive 

controller. This type of processor offers, at a reasonable cost, a high computing performance. This high
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performance is achieved through the use of a reduced instruction set architecture that is tailored for the 

software implementation of digital filters. As a digital controller is mainly composed by a set of such 

filters, this type of digital processor is also very efficient when used to implement complex digital 

control algorithms, enabling the use of fast sampling frequencies. The particular DSP used was a 

Motorola DSP56001. This is a fixed point DSP with a 24 bit word-length. It has an Harvard memory 

architecture with one program and two data memory spaces. This enables the completion of one 

complex instruction that loads two data values, multiplies them together (generating a 48 bit result) and 

accumulates the result in a 56 bit accumulator in just one instruction cycle (100ns in the present case). 

This sequence of events is the one needed to implement a digital filter tap, and may be seen as an 

example of the efficiency presented by a DSP in this type of task.

The two axes’ controllers were implemented in a single DSP as two completely independent 

assembly program routines. A DSP internal timer is used to generate an interrupt with a frequency of 

2kHz, and the interrupt service routine acts as a simple scheduler that alternates between the two 

independent controllers. This way each controller operates with a sampling period of one millisecond 

and has an available time of 500 microseconds. The chosen DSP engine is implemented on a PC 

expansion card (Loughborough Sound Images Ltd. DSP56001 PC Processor Board) and is able to 

communicate with the host PC bus via a dedicated I/O port. Although this facility enables a tight 

coupling between the PC and the DSP (it may be used as a signal processing coprocessor), it was only 

used in this work for development purposes. The DSP software was developed in the host PC, using 

a cross-assembler, and a small monitor program is used to download the resulting object code and start 

it running on the DSP. The DSP card also has an independent dedicated 16 bit I/O bus (DSPLink) that 

was used to connect the A/D, D/A and resolver-to-digital converters. With this architecture the host PC 

is free to run other software and preform other tasks, possibly of other control levels, as trajectory 

generation, security checks and interactions with other machines. As none of these tasks were 

implemented in this work, the PC was idle (running the monitor program) during the adaptive controller 

experiments. A general diagram of the controller hardware architecture is presented in fig.6.7.
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The computing time of each axis controller was found to be 30 microseconds. As a computing 

time of 100 microseconds was used in the v, loop shaping, the obtained phase margin is slightly bigger 

than predicted. With the use of decentralized controllers there is a linear growth of the computing time 

with the number of controlled axes. Consequently a single DSP would be more than sufficient to 

implement the controllers needed for a six axes manipulator. The unused computing time could be used 

in the computation of inverted transfer functions of the axes’ models, in order to improve reference 

signal tracking performance, as presented in the last chapter. A flowchart of the controller software is 

presented in figs.6.8 and 6.9.
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6.3 Experimental Results

Following the line of the work presented in the previous chapter, a set of experimental tests 

was made in order to evaluate the performance of the proposed controller. Most of these experiments 

involved moving axis 1 by ±0.2 rad around its middle position (nominally 1.309 rad) and axis 2 by 

± 0 2  rad around its in-line position with axis 1 (nominally 0.0 rad). These tests were done with several 

payloads (0 ,6 0 ,90Kg) and various demand signals (square waves in phase, square waves in quadrature, 

sine waves and triangular waves). In the earliest tests preformed, it was observed that excessive noise 

present on the feedback acceleration signals was degrading the controller performance in an 

unacceptable way. The cause of this could be traced to the way relative link accelerations are obtained: 

first, an analog position signal is differentiated by the resolver-to-digital converter originating an analog 

velocity signal; then, this analog velocity signal is sampled, quantized and numerically differentiated, 

using a backwards difference. This means that the acceleration signal is obtained by double 

differentiation of the position signal, and throughout the process there are several noise sources present. 

This problem was acceptably solved by clipping and strongly quantizing this signal to a low resolution. 

In this way, the signal noise was masked out by a well known and less harmful quantization noise and 

a satisfactory behaviour was obtained.

The collection of manipulator and controller data was performed by a PC based data logging 

system. This system was completely independent of the controller in terms of software and hardware. 

The recorded signals were:

axes’ positions - The outputs of the D/A converters, that convert the outputs of the 

resolver-to-digital converters into analog form, used expressly for this purpose.

axes’ velocities - Exactly the same signals as used by the axes’ controllers.

axes’ position references - Exactly the same signals as used by the axes’ controllers.
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controllers outputs - The outputs of the DSP D/A converters, prior the voltage-to-current 

conversion.

time - Data-logger internally-generated time information.

The ASCII files containing the recorded signals were afterwards imported into Matlab. Matlab 

was used to perform scaling and plotting. It was also used to generate the time functions of the desired 

behaviour of the position and velocity signals, for plotting purposes, using the model expressed by 

equ.6.4 (the same that was indirectly used by the axes’ controllers).

In a first subset of tests, the manipulator was excited using square waves in phase, and with 

different manipulator payloads. The first test was realized with null payload and in the second one 

maximum design payload (90Kg) was used. The position results obtained are presented in fig.6.10 for 

the first case and fig.6.13 for the second case. In these plots the manipulator behaviour is compared 

with the ideal behaviour that would result from perfect model following of equ.6.4. From this results 

it can be concluded that the manipulator follows the model of desired behaviour with small deviations 

and that there is only a small sensitivity to the payload value. The effects of the use of a reduced vf 

loop bandwidth, limited by the dynamic capabilities of the servo-valves utilized, may be appreciated 

in the velocity signals presented in figs.6.11 (null payload) and 6.14 (90Kg) where the actual axes 

velocities are compared to the desired ones (the velocities that would result from PMF of equ.6.4). 

These plots also show the large amount of noise present in the velocity feedback signals. The obtained 

control actions are presented in figs.6.12 (null payload) and 6.15 (90Kg). These are both smooth and 

free of high frequency components that could induce a chattering behaviour. The offsets present in the 

control action signals are due to the gravity induced torques. The servo-valves used have a 

less-than-ideal pressure gain, meaning that a finite control action is needed to compensate for the weight 

of the manipulator links. The servo-valve model used in the previous chapter simulations has a pressure 

gain that is much nearer the ideal one (infinity), although presenting a finite value. Other sources of 

offset that are surely present are servo-valve and servo-valve driver offsets.
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A second subset of tests was made with a payload of 60Kg and different input time reference 

functions such as sine waves, triangular waves and square waves in quadrature:

- The position and velocity results obtained with sine (figs.6.16 and 6.17) and triangular waves 

(fig.6.18 and 6.19) show how the manipulator axes perform when following their reference models with 

these classes of input signals, presenting the expected type-one system dynamic behaviour. The model 

following overshoots observed are due to the forced reduction on the information content of the 

acceleration signals, that contributes to the low bandwidth of the v, loop. These show up precisely when 

the acceleration information is most needed leading to the conclusion that although the control algorithm 

is performing as expected, a better way of obtaining relative acceleration information would result in 

a superior overall performance.

- Following the steps of the simulation studies presented in the last chapter, two other tests 

using square waves in quadrature as input references were performed using the same ±0.2 rad amplitude 

but around two different manipulator positions. These tests enable an evaluation of the disturbance 

rejection and decoupling capabilities achieved by the proposed adaptive control algorithm, and its 

relation with the working position. The first test is similar to the other tests presented up to now, but 

the second one was performed with link 1 moving nominally around vertical (0X = tc/2 rad) and link 2 

moving nominally around horizontal (62 = -tc/2 rad). The obtained position and velocity results are 

presented in figs. 6.20 and 6.21 for the first case and 6.22 and 6.23 for the second case. A good degree 

of disturbance rejection (and, consequently, of decoupling) is achieved by the adaptive controller and 

its model following properties were found to be insensitive to manipulator working position.
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In a third subset of experiments, two more tests were executed in order to better evaluate the 

degree of decoupling achieved by the adaptive controller. In the first of these tests, axis 1 is driven by 

a square wave, wile axis 2 is kept stationary by the controller. In the second test the situations are 

reversed. The payload used was 60Kg and the mean positions and input amplitudes are the same as 

those used for the first tests subset. The position and velocity results obtained are presented in figs. 6.24 

and 625  for the first test, and 6.26 and 6.27 for the second one. These tests show that the controller 

is capable of immobilizing one axis while the other is moving, and illustrates its ability to decouple the 

reaction forces that each axis induces on the other.

From the set of experimental results obtained it can be concluded that the proposed 

decentralized adaptive axes’ controllers are able to maintain the desired model following performance, 

with a large independence of manipulator working position, trajectory and payload. The achieved 

disturbance rejection capabilities, that result from the synthesis of a dedicated disturbance rejection 

signal (h) are very good. In this way, the use of decentralized controllers does not impair the 

manipulator performance. It has the advantage of not using any complex manipulator model, presenting 

a simpler computing task that grows only linearly with the number of manipulator axes. Only small 

model following errors result, and a good manipulator performance is achieved.
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Figure 6.1 - Picture of the two-axes hydraulic manipulator
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Figure 6.21 - Axes 1 and 2 velocity results (sq. waves in quadrature - 1“ case, 60Kg)
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Figure 6.22 - Axes 1 and 2 position results (sq. waves in quadrature - 2nd case, 60Kg)
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Figure 6.23 - Axes 1 and 2 velocity results (sq. waves in quadrature - 2nd case, 60Kg)
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Figure 6.24 - Axes 1 and 2 position results (square wave, 60Kg payload, axis 2 stopped)
—  reference model ------ axis
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Figure 6.25 - Axes 1 and 2 velocity results (square wave, 60Kg payload, axis 2 stopped)
— model  axis
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Figure 6.26 - Axes 1 and 2 position results (square wave, 60Kg payload, axis 1 stopped)
—  reference model  axis
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Figure 6.27 - Axes 1 and 2 velocity results (square wave, 60Kg payload, axis 1 stopped)
— model  axis



Chapter 7
I  Conclusions

Robots arc increasedly being used in industrial manipulation tasks. As the field of application 

of these general purpose machines broadens the need for faster action and smaller work cycle times 

increases. In order to achieve these goals the manipulator link acceleration capabilities must be 

improved. The recent trend for the utilization of direct drive actuators is a consequence. Direct drive 

actuation has the potential of offering, for the same link actuating torque, greater accelerations than 

those provided by a motor-rcduccr combination. Mechanical transmissions may disappear and, with the 

inherent simplification advantages, backlash is avoided. Nevertheless, the use of direct drive actuation 

has two important drawbacks:

- the actuator must be able to provide a high torque at low speed, which usually leads to 

heavier actuators. Hydraulic actuators are specially suited to this type of application, mainly in 

heavy-duty situations, given their high torque-to-weight ratio.

- as the reducer had the effect of decreasing the impact of the manipulator non-linear dynamics 

on the actuators, the control task for direct-drive systems is more difficult and the usual fixed gain joint 

controllers are no longer capable of offering an acceptable performance. A more complex control 

algorithm is needed. Given the highly non-linear dynamic behaviour presented by robotic manipulators, 

there is scope for the use of adaptive control.
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Precise and fast robot control requires the use of adaptive algorithms. Some results showing 

this need are presented by Stoten [6]. •

A very attractive way of implementing robot adaptive control is to decentralize the controller, 

actually using n local controllers (one per axis). The alternative approach, using one global multivariable 

controller, often leads to a high numerical burden.

Model Reference Adaptive Control (MRAC) is an appropriate control technique for the 

manipulator control task. It provides an effective way of expressing the desired axis dynamic behaviour, 

by means of a reference model, and it docs not require a manipulator model. It also has the capability 

of high speed adaptation, as its index of performance is readily available from the error between 

reference model stale and system state. Model Reference Adaptive Control can be seen as an extension 

of Linear Model Following Control (LMFC), and as such, must obey the same structural conditions, 

the Prefect Model Following (PMF) conditions. In the classic literature the PMF conditions were 

established by taking into account the structural relation between the model and plant dynamics only, 

disregarding the effects of external disturbances on the system. As in the present case external 

disturbances are as significant as dynamic mismatches, an additional condition was taken into account 

in this work, relating the way disturbances and control action act on the system (it is a load 

controllability property). This extra PMF condition (the invariance with load condition) leads to the use 

of phase variables as state variables.

Using a decentralized control approach, dynamic interactions between axes are treated as 

external disturbances. This implies that the local controllers must be able to cope effectively not only 

with the time-varying properties of the axes, but with time-varying disturbances as well. A novel 

disturbance rejection signal is introduced in this work. The use of this signal, which increases the 

external disturbance rejection capabilities of the controller, enables the utilization of a decentralized
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control architecture where each manipulator axis is independently controlled, with its own dedicated 

controller. The use of decentralized control has the advantage of providing a linear scaling between the 

computing time and the number of controlled axes.

Continuous and discrete time MRACs were developed, using Landau’s hyperstability approach, 

with the modifications that occur from the introduction of the extra PMF condition, in order to improve 

the system behaviour in the presence of external disturbances. In the discrete time case, another 

modification was made to the Landau’s method in the way the calculation delay is dealt with. Instead 

of "a priori" and "a posteriori" plant state vectors, a delay precompensation was used in the model.

Although the classical MRAC synthesis technique is based on hyperstability theory, the 

recognized robustness problems in the presence of unmodcllcd dynamics and external disturbances, 

preclude its use without modifications. Hypcrstabilily is based upon a posilivity condition. As any 

physical system has parasitic dynamics, the posilivity condition is sure to be violated above a certain 

frequency, leading to the drift of the adaptive gains and so, system instability. Because these controllers 

were developed on the basis of an unknown but linear time-invariant plant, then, instability may occur 

when the actual plant is a time-varying system.

In a first step to address these problems, a MRAC was developed, still using hyperstability 

theory, without integral adaptive gains and taking into account the time-varying nature of the plant. The 

resultant controller has a VSS structure, and as such, uses discontinuous gains as well as preknowlcdge 

of plant parameter and external disturbances bounds. The possible occurrence of chattering, due to the 

discontinuous gains, and the potential lack of stability on under or overloaded conditions, pointed the 

need of modifications to the control algorithm. The obtained controller structure also lead to the 

conclusion that the desired controller properties would be easier to achieve if VSS theory was used for 

its synthesis.
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A novel MRAC synthesis technique that avoids the aforementioned problems was developed. 

The utilization of this new technique, which is based upon Variable Structure Systems (VSS) theory, 

results in the use of memory-less adaptation gains, so they cannot drift. This enables the controller 

designer to establish a limit for the adaptation bandwidth, taking into account the presence of 

unmodelled dynamics above a certain frequency. The new design also supports the use of time-varying 

models under the restriction of fulfilment of the PMF conditions.

Usually the utilization of VSS theory results in controllers that, although very robust, have the 

inconvenience of using switching gains and so, arc very prone to induce system chatter. This problem 

is solved, in the new proposed synthesis technique, with the use of a series-parallel reference model of 

the error behaviour, restraining the system from presenting a dynamic behaviour faster than the model 

behaviour. Also, the discontinuous gains arc smoothed with a continuous interpolating function.

The new MRAC algorithm was used in the controller design of a two axis hydraulically-driven 

manipulator. Simulation and experimental results were obtained. In the simulation studies, high 

bandwidth servo-valves were used, allowing the utilization of fast reference models. As the main 

unmodelled dynamics are due to servo-valve dynamics, it was also possible to use high bandwidth 

adaptation loops, enabling fast adaptation capabilities. The simulation results obtained show that the 

controller is able to achieve very good model following independent of the payload used (0 to 90Kg) 

and manipulator working position. The control actions are always smooth and free of high frequency 

components. The simulation studies also show that the proposed adaptive controller behaves well in the 

face of feedback transducer noise and servo-valve saturation. Through the use of velocity and 

acceleration feedforward signals, as approximations to inverted reference model transfer functions input 

filters, very good input-output tracking performance was achieved. This could be achieved only because 

the adaptive controller effectively compels the manipulator axes to behave in the same manner as their 

reference models. For comparison purposes, simulations were also performed using a state feedback
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controller. As expected, the large variations observed in the manipulator behaviour, when the payload 

is changed, are totally unacceptable.

The adaptive controller was then applied to a physical system, a purposely built two axes 

manipulator, directly driven by hydraulic rotary actuators. This manipulator has similar characteristics 

to the simulated one. A single Digital Signal Processor (DSP) was used for the discrete implementation 

of the controllers for both axes. Using this type of processor, tailored for the execution of digital filters, 

small computing times are achieved. After implementation it was found that with the sampling 

frequency used (1kHz) a single DSP would be sufficient for the control of a six axis manipulator. The 

models and compensator filters used in the controllers were implemented using the 8  operator instead 

of the more usual delay operator. The 8  operator was chosen because of its superior numerical 

properties, the delta filter structure presenting smaller discretisation errors. As the servo-valves used 

actually have smaller bandwidths than the simulated ones, slower reference models and reduced 

adaptation loop bandwidths had to be used. Excessive noise present in the acceleration feedback signal, 

due to the fact that this signal was effectively obtained by a double differentiation of the position signal, 

lead to a loss of acceleration information. The experimental work revealed that there is place for further 

work in the field of acceleration measurement. A relative acceleration transducer or a lower noise 

velocity transducer would certainly have improved the manipulator performance. The experimental 

results obtained arc nevertheless a confirmation of the simulation behaviour: the new adaptive controller 

is capable of good model following performance and axis decoupling irrespectively of manipulator 

payload and working position.
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Continuous Time Models of a Servo- 
Valve Driven Hydraulic Rotary Actuator

Linear and non-lincar models of a servo-valve driven hydraulic rotary actuator are developed 

in this appendix. The models arc produced following a two-step approach: initially a non-linear model 

is developed; the non-lincar model is afterwards linearized, and linear models in staic-space and Laplace 

operator are derived.

A.1 Notation

A„ i42, A3, Aa - throat areas 

Cd - discharge coefficient 

C, - leakage coefficient 

cr - radial clearance 

Dmcl - actuator displacement 

J  - moment of inertia

- (low-pressure coefficient

- flow gain

PA, PB - pressures in sides A and B of the actuator 

Ps - supply pressure 

PT - return (tank) pressure



180

Q - flow

Qa’ Qb * flows between valve and actuator 

Ql - load flow

Q\* 6 2 * 03* Q* • flows through the valve openings 

/?,, /?2, /?3, /?4 - hydraulic resistors 

t - time 

u - undcrlap

VA, VB - fluid volumes of sides A and B of the actuator 

V, - total volume of fluid 

w - valve openings area gain 

- valve spool position 

*1* *2* *3. *4 - throat openings 

P, - effective bulk modulus of the fluid 

0 - angular position of the hydraulic rotary actuator 

p - fluid density 

x - actuator torque 

xL - disturbances (load) torque 

to. - natural frequency 

£ - damping ratio
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A.2 Non-Linear Model of a Servo-Valve Driven Hydraulic Rotary Actuator

A diagram of the servo-valve spool/slccvc arrangement is presented in fig.A.l. The flow 

through the valve is defined by the areas of the four flow passages A,, A2, A, and A4. These areas 

depend on the spool position, xv, and in a valve with rectangular or circumferential ports are 

proportional to the lengths x,, x2, x3 and x4. The four "orifices" will be supposed matched and 

symmetrical, that is:

matched
A,(Xy) = A4 (Xv) 
A2(xJ  = A3(xv)

(A.l)

symmetrical
A,(xv) = A 2( - xv) 
A4(xJ  -  A 3( - xv)

(A.2)

This means that the orifice areas may be computed as:

A = x w (A.3)

where w is the area gain of the orifice (in a scrvo-valvc with fully circumferential ports w is equal to 

the average spool and sleeve circumferences), and:

x, = x4 , x2 = x3 (A.4)

From the geometry of the valve it can be said that:
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* , 0 0  = cr
2 + ( ( u  + Xv) + | U + Xv \ ) '

+ 4
(A.5)

(A.6)

where c, is the radial clearance between the valve spool and sleeve and u is the length of the spool 

underlap.

Assuming fully turbulent flow, the flow trough an orifice, Q, may be computed as [A.1]:

Q -  A C . 2 A P (A.7)

where Cd is the discharge coefficient of the orifice (typically 0.67 for a scrvo-valvc orifice [A.2]), AP 

is the pressure differential across the orifice and p is the fluid density.

So, the four flows (?„ Q2, Q3 and QA will be given by:

Qi * X\WC4

Q2 = x2 wCd

\ p s - p a\ >1

2 | r s - r A\

(P* -  p t ) 

I ' W r l  nI

2 \ P a -  Pt\

(Ps - P b) 2 \ P S -P b \

(A.8)

(A.9)

(A. 10)

8 4  * x4w C4
( Pb ' P t) (A.11)

where Ps and PT are the supply and return pressures and PA and PB arc the ports A and B pressures.



The flows at the scrvo-valvc ports, QA and QB will be:

Qa ~ Q\ ~ Qi * Qb ~ Qa ~ Q3
(A. 12)

A diagram of a hydraulic rotary actuator is presented in fig.A.2. The actuator output torque is 

given by:

t  -  -  P . )  (A.13)

where D ^  is the rotary actuator volumetric displacement.

Pressures PA and PB may be computed from the following differential equations, where the 

presence of an internal flow leakage is taken into account:

dP.  VA dV.  , A . . .
* * — 1  = Qa -  C,(PA -  />,) (A.14)

dPa VB dVB /A . . .

The internal flow leakage between the two actuator chambers is assumed to be laminar, with a leakage 

coefficient C, ; P, is the effective bulk modulus of the fluid in the circuit and VA and VB are the total 

volumes of fluid in sides A and B of the actuator, including hose volumes, etc.

From the geometry of the actuator, it can be said that:
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If the actuator is moving an essentially inertial load, its output torque is given by:

* = -  r *> -  ^4 - t + t -. (Al7)d t 2

where J  is the moment of inertia seen by the actuator and xL is an external torque disturbance.

Equations A.8 to A. 17 define a non-linear model of a servo-valve driven hydraulic rotary 

actuator, relating its output position, 0, with the valve spool displacement, x*. In the manipulator case, 

the manipulator dynamic model equations (equ.1.4 or 1.S) must be used in the place of equ.A.17.
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A.3 Linearized Servo-Valve Model

It is convenient to reduce the number of pressure and flow variables, in order to linearize the 

servo-valve model.

In steady state (or if VA is equal to VB) and assuming no external leakages in the actuator,

a, -  q,  -  ql (A18)

where QL is the load flow.

The pressure droop in the actuator, PL (load pressure), is given by:

PL - P A - P ,  (A.19)

The tank pressure, PT, will, without loss of generality, be made equal to zero (or PT may be considered 

as a datum for all the other pressures).

Fig.A.3 shows a bridge representation of the valve plus actuator system. The valve restrictions 

may be seen as hydraulic resistors, leading to the following identities:

A P ^ R & l

AF3= /?30 32 
A PA-R AQl

(A.20)

Ps = A/>, ♦ AP2 -  A/>, ♦ APt => R ,Q l  * R 2Q l  = R ,Q ,  * R ,Q l (A.21)
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As the valve orifices are matched,

R j — R 4 , /? j “ R 3

leading to:

K,(e,2 -  f t 1) •  R 2(G ,j -  Gz1)

From the definition of Gl.G» and (2ff> it can be said that:

f t  *  f t  = fi, => 6, -  f t  '  f t  -  f t

leading to:

f t - f t ' f t - f t

The simultaneous solution of cqu.A.23 and A.2S implies that:

Qi -  Q4 » 0-2 ~ Q3

leading to:

AP, = AP4 , AP2 = AP3 

From fig.A.3 and using cqu.A.27, it can be said that:

p , =  a p 2 - a p 4

r s + ? ,p A = a p 2* (Ps -  AP,) =* 2 p A = p s * (A p 2 -  a p 4> =* p 4 =
2

P , = AP4 * (P, -  AP3) =* 2Pfl = P5 ♦ (AP4 -  AP2) => Pfl =

(A.22)

(A.23)

(A.24)

(A.25)

(A.26)

(A.27)

(A.28)

(A.29)

(A.30)

(A.31)
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From these equations it may be concluded that when the actuator is at rest, and with no 

external toques applied,

Ps/>L= 0 = *  Pa - P b - - £ (A.32)

Assuming that PA and PB arc always less than Ps, an equation for the load flow, Qt , may now 

be written:

Ps - P ,
- Z r r - ±

(A.33)

If -u  £ x* < u :

Ql  -  >jCr * (u ♦ Xv)2 wCd P s - P i  - / c r2 + (u - x v)2 w C ^ Ps * P l (A.34)

If x, > u :

Cl * ^c f2 + (a  + xv)2 wCj P s - P ,_l_ i - cr*c.
p  * pS h (A.35)

If X* < -u  :

« crwC4 -  -  / c r2 + (u -  xv)2 wCd
(A.36)
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The load flow, QL, may be linearized around an operating point defined by QL 

So, far small changes in x* and P,:

Ql= QiM.A)  + *Ql

dQL '
a q l

dx_ + BQl
i f :

dP,

These partial derivatives define two important servo-valvc parameters:

-  the flow gain, K = ae,

ae.
-  the flow-pressure coefficient, Kc =

leading to the linearized servo-valvc model:

= K A x v -  KcAPl

If -u < x; < u :

x  * u
* =  v *>r

( u ♦ xv) 2 N

x -  u
w C\

^ r2 + (tt - x v)> N

n T T  *  " C dJ(Ps - P L) / p  n — ( -J W C J { P S + PL) I P
Kc - l c , + ( u + x v?  .. ^  + U PS + P  —

Ql(x* . ^l).

(A.37)

(A.38)

(A.39)

(A.40)

(A.41)

(A.42)

(A.43)
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If x; > u :

x + u
wC\

( u ♦ xv) 2 s
( A M )

g .  p \ ... .  . * » c> . - W *  ,  . »c,/(f>, - ^> 'p
‘ V ’ ' 2 (P 5 + ^ )

(A.45)

If x* < -u :

w -  x.
wC,

f F ^ T T y -  >
(A.46)

. . ,  - C , ^ ,  -  r t ) / p  , , ,  _ » c j ( f i  + />t ) / P
‘ '  2(P5 - P l ) V '  J  2( PS + PL)

( A M )

The null coefficients (obtained with QL = PL = ** = 0), that result from a linearization around 

the rest condition with no external torques applied to the actuator, are:

v  _ 2 u  r  
* fo = - r = H ' C ,

, 2 A ̂cr2 ♦ u
(A.48)

 2 wCJ Ps/P
■* Vc' +M ------ ^ -----

(A.49)

and the pressure gain, 3/*  ̂/  3jc„ around null is:

a/>£

■ s r
.  - 2u

'co (c,2 + u 2)
(A.50)
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Due to the existence of undcrlap and radial clearance, the flow gain is not constant with The 

maximum deviation from linearity occurs at x* = 0. If, in order to obtain a maximum pressure gain 

[A.3], the radial clearance, cr, is made equal to the undcrlap, u:

(A.51)

and at Xy = u, K,  is minimum and equal to:

I—  a
&

(A.52)

Under the same conditions the pressure gain around null becomes:

"3T
(A.53)
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A.4 Linearized Model of a Servo-Valve Driven Hydraulic Rotary Actuator

The 1 incari/cd scrvo-valvc model (equ.A.41) will now be linked to the rotary actuator model. 

In the first place it must be noticed that:

Pa -  \  (■ps ♦ Pl ) =» d pA -  j  d p ,. (A M)

P .  = .1 ( Ps -  PL ) => dP ,  -  -i. dP, (A.55)

provided Ps is a constanL 

So:

Qa -  K, K  “ 2KcPa (A.56)

Q.  = K'X„ * 7 K P ,  (A.57)

leading to:

• wiUl f i t*  (A58)

that is, the definition of (?L is slightly changed from the input or output flow, to the average input-output 

flow.

Adding cqu.A.14 and A.15, and taking into account cqu.A.16, A.54 and A.55, results into:

Qi = £>*,—  + + c ipt (A*59)"  dt dt 1 L

where V , - V A + VB (total volume).
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If Ql is substituted by the linearized servo-valve model, the following equation results:

K x = £> —  + Z L —  * (K C.)P.  (A.60)
* v dt 4]T dt c ' L

From equ.A.17 it can be said that:

P . -  - L £ l  + J - T ,  (A.61)
D d t 2 D Lact  M * i r t

Substituting equ.A.61 into cqu.A.60 results in the following differential equation:

K x - D  XL) * - J L . U —  * (A-62)
di D~r dt* *>' d ,

This differential equation leads to a third order transfer function in the Laplace operator from 

the servo-valve spool position and the torque disturbance to the output rotary actuator angular position:

2 (6 ) =
K ID ,q 1 art

s( 1 ♦ ( Kc + C , ) J  V'J
2 ( x )

s +
D: D L  4 P e

s 2)

(A.63)

(1

.v(l ♦

4 V A K c +C, )

( * c + C , ) J ^  ~

D L  * D i 4 p .

•0

*2)

2 ( tl )
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From this transfer function, the natural frequency, (D„, and the damping ratio, £, of the system 

may be computed as:

Cl) - D lA  p.
V. J

(A.64)

JA
V.

(A.65)

A block diagram of this linearized model is presented in fig.A.4. From this diagram state space 

models may be easily extracted.

If x = ( 9 , 0 , / > , . ) :

0 1

1o

D V
0 0 act

~ T 0
D 4 B _ 4 P ,(A ? L _

V'

0 ' 0
0 _ 1

V P .
*v * 7

0

(A.66)

I f x « = ( 6 , 0 , 0 ) :

i

0

‘e
0

V J

0

1

( K c + C , ) 4 b

0

0

K D 4Ba a d  r  t

V.J

0 0

0 0

( K c + C, ) 4 0.
V.J J

(A.67)
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Due to the linearization process, the to, equation (equ.A.64) is valid only when the actuator is 

in its middle position. A better expression for the computation of the natural frequency of the actuator 

will now be presented.

If the actuator supply lines arc supposed to be blocked, and an external torque is applied:

* D ( P a -  P . )  =* - d l  = D  ( dP.  -  d P B) (A.68)

Taking into account that:

d P  = -B D —  , dP„ = B D —A r #  act * B • e act • ,»
V A B

leads to:

(A.69)

dx  = P D l  (_ L  ♦ J _ )  dd (A.70)

The natural frequency of the actuator will now be:

(0 .  =
d x / d Q P A a d  / 1

J vT v B

(A.71)

Using this expression, the damping ratio becomes:

r ,  ( K ' + C , )
2D ,

7 B  ( J _  + _ L )
'  VA VB

(A.72)
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These results may be used lo improve the system model:

6 0 1
0 0

6 s

0 fcAi 1
6 j yA

-H l J I  ( _ L  + _ L )  - ( K  ♦ C , ) P #( J _  ♦ J _ )  
J  V, V.  c ' v M v m

0

0

* D .P 1 1f mc>  ̂ 1 + 1 ^

(A.73)

( * , ♦  C ,)B  1 * 1 x 1  
./ V.  I'  J t ,

with V, = Va(Q) , VB = Vb(Q) , K„ = K,(xv , # 7 ), k c = , />,).
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Figure A.l - Diagram of the servo-valvc spool/sleeve arrangement
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Figure A.2 - Diagram of the
hydraulic actuator

A ctuator

Figure A.3 - Bridge representation of the linearized model of 
the system
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Figure A.4 - Block diagram of the linearized model of the system
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Appendix D Continuous Time Solution of the 
Popov Inequality

As shown in Chapter 4, the Popov integral inequality (equ.3.7) may be broken down into three 

integral inequalities which arc repeated here for convenience:

^ ( 0 .1 ,)  * f p r(Kg - B ' , { A m- A p))X'di  > -y?

Tl2(0 ,f j) ft f * T( Km -  B*pB m) u mdt > -y*

ti3(0 ,/,) ft jfvr (<p ♦ h ) d t >  -y j

(3.8)

(3.9)

(3.10)

In the first inequality (equ.3.8), using integral plus proportional gain adaptation, the following 

identity can be made:

I
*.<») J<J>„(v,I,T)<iT ♦ 4>,,<i\l) <B ,>

0

obtaining

». i
-  J V (  J<t>„(i-,/,T)dt * 0 1,( r ,» )  + -  B \ ( A m -  A p) ) xpdl  > -Y? (B 2)



2 0 0

This inequality may be decomposed into:

T1„(0./,) = + K M -  B'r( A m -  A p) ) xpdt  a  -y,1, <B 3>
0 c

and

= J v T̂ ( v , t ) x pdt  > -y?#. (B,4)
0

The proportional adaptation term results into:

I,

’l , ,(<>.',) * E E  a  -7 ,v  (B 5)
i -1  ; - l  ^

This inequality holds if each of the i, j  inequalities hold. So,

l(
T li^ O U ,)  -  j v . x pj^ ]Pij( v , t ) d l  > -Y]fii (B,6)

0

that holds if:

W - ' >  -  t t . f . /O v  J ,, , a . , , / 0  > o , V( > 0 (B.7)

The integral adaptation term (cqu.B.3) results into:

n,/0-'.) * EE + ‘ a;)dl * ''t<1 <B'8)
- i  >-1 o o

with b ;  (A.  - A J  = |a j  and AT* = IP J .
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This inequality holds if each of the i, j  inequalities hold. So,

». i

W ° ’'i> = j v > , + P.,,' a. ) dl -  -ym 
0 0

Using a known expression from calculus:

f h O a ^ M d i  -  , ) - /> (0 ) )  & a „ / 2(0) , a , „  > 0
0 Z Z

it can be said that:

I
/ ( ' )  = • “ ,„ / ( ( )  = f o wi(v.t,T)dx * P,„ -

0

* <*„,/,** . > 0

The second integral inequality (cqu.3.9), and also using an integral plus 

adaptation law:

t

* ( 0  = * „ o + + <t>2P( v j )
0

results into:

I,

0

and

W ° ' ' i >  ’  / W ’- ' lT>dT * ? « / - * ( / ) *  S 
0 0

with Um = [bi}] and K *  = fP^].

(B.9)

(B.10)

(B.l 1)

(B.12)

proportional gain

(B.l 3)

(B.14)

(B.l 5)
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These inequalities are true if:

W * ’. ' . T) * > °  (B-16)

v. K.y . a . , , / / )  > 0 , Vi > 0 (B-17)

Using a similar approach the following results arc obtained from the third integral 

inequality (equ.3.10):

i
h U) * h0 + (B.l 8)

a - f l ,  (B19)
0

= o tPl(O v  , > 0 , V/ > 0 (B-2°)

* J v .(  j 0 3/i(v ,/ ,T )d i + p4i. ♦ q>.)d/ > - y32„ (B-21)
O 0

4>3/i( v. / ,x) = a A/l v, , a*,,. > 0 (B-22>

with A0 = (P J.
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Appendix Q Discrete Time Solution of the 
Popov Inequality

The discrete time Popov summation (cqu.4.20) may be decomposed into three inequalities that 

are analogous to equations 3.8, 3.9 and 3.10:

*,

11,(0,*,) 4 £  v(*)r<*,(*) A ))x (k) > -yf <C1)
kmO

k,

11, ( 0,* ,)  4 £  r(* )r (# .(* )  -  * ; * . ) « . ( * )  > - y |  (C2)
*-0

k,

^ ( 0 , * , )  A J }  r (* )r(q> + A (* ))  > - y j  (C 3 )

If the calculation delays arc sufficiently small to be discarded or an equal delay is added to the 

model, the model and plant states are synchronized. This enables the computation of the Popov 

summations up to the present sampling interval, as in the ideal case of zero computing time.

In the first inequality (cqu.C.l), using integral plus proportional gain adaptation, the following 

identity can be made:

*.<*> *„(> •.* ./) + * „ ( » ,* )  <C 4 >
/« o

obtaining
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*. *

11,(0,*,) -  £  r(* )T(£ < l> „ (v ,* ,/)  ♦ <t>„,(v,*> + K " -  A p) ) X ' ( k )  2  -
*•0  /-o

This inequality may be decomposed into:

4. *

11,,(0.*,) = £  v(*)r< £  4>„(r,*,/) + -  4 , ) ) x , ( * )  2 -yf,
* •0  1-0

and

*,
V < °-* i>  *  E  v(*)r «I>„(i',*)x,(*) 2 -Y?,

*■ 0

The proportional adaptation term results into:

^ , ,(0 ,* ,)  = £ £ £  v,■(*)*„(*) 4 W r ’*> *  "YiV
i-l ;-l *-0

This inequality holds if each of the i. j inequalities hold. So,

* -  0

that holds if:

0 , -  a„ ,(,<*)v,(* ) * ,/* )  , ct,,..(*) 2 0 , V* 2  0

The integral adaptation term (cqu.C.6) results into:

11,(0.*,) = E E E v,(i K ; W ( E M ,’^ ' /) + P«>"1-1 jm1 *-0 1-0

with JJ / (A* - A ^ = [a,,] and K* = ip^J,

 ̂ (C.5)

(C.6)

(C.7)

(C.8)

(C.9)

(C.10)

(C.11)
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This inequality holds if each of the i, j  inequalities hold. So,

VwjWA) * E v.(*)*„(*)(E W r-*’z>+ - "y>2/*v (C12)

Using the mathematical results presented in the end of this appendix, the inequality can be 

made true by making:

* a zli]Vi(k ) xpj(k)  , a di] > 0 (C.13)

The second integral inequality (cqu.C.2), and also using an integral plus proportional gain 

adaptation law:

* . ( * )  -  * . o  ♦  E  4 > 2, < * \ * , 0  ♦  * „ ( » . * )  <C  I4)
/>0

results into:

*.
= E  V,( * K > ( * )  W * . * )  ^ "” Y z P i i  ^  ^

and

W O , * , )  '  E  > '.(*>% <*><E  4>a,„( *■.*•'> + P.,, -  V  a  -Ya,, (C-,6 )
*«o /.n

with b ;  Bm = [*J and

These inequalities arc true if:

<t,a/.,(>’-* .0  * “ ,./ ,(* > “_ /* )  . a .„y > 0 (C.I7)

-  a . „ / * ) v , (* ) « . /* )  , a . , .  (*) > 0 , V* > 0 (C.18)
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Using a similar approach the following results arc obtained from the third integral

inequality (equ.C.3):

h(k )  * h0 ♦ £  <J>3/(v ,* ,/)  + (C.19)
/• 0

W 0 ^ )  * E  * -Ysp, (C20)
*«0

1>,„(».*) » o,,.-(*) »,■(*). <W*) a o , v* a o <CW

rl!/,(0 .i1) -  £  v . ( * ) ( £ + p .. + cp,> > (C"22)
*•0 /-0

= a Miv,.(*) , a hli > 0 (C.23)

with h0 = (P J .
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C.1 Discrete Time Solution of the Integral Adaptation Term

In order to establish the final proof, the following preliminary result must be developed:

E t/w<*E/(0) = £((E /(*»! ♦ E /2w> (C24)
4*0 /*o 2 *»o *»o

The first member of this identity may be developed as:

*, *E (/(*)<*E/<0) = a ( / ( 0 ) / ( 0 )  + /O X A 0 )  ♦ / ( ! ) )  * (025)

f ( 2 ) ( f ( 0 )  * f ( \ )  2 »  ♦ ... ♦ / ( * 1) tf (0 )  ♦ / ( ! ) ♦ . . .  ♦ / ( * !» ) ■

a(/(0 )/(0 ) * /(0 )/(l) V(0)/(2) + ... +/(0)/(*,) ♦
/ ( D / d )  ♦ / ( l ) / (2 )+ .. .  ♦/( 1 >/(*,) +

/ ( 2 ) / ( 2 )  ♦... +f (2) f ( kx)

/U ,  ) / (* ,) )  =

(a /2)( (/(0)/(0) + /(0 )/(l) ♦/(0)/(2) + ... ♦/«>)/(*,) +
/(1  ) /(0 )  ♦/< 1 )/(1 ) ♦ / (  1 ) /(2 )  ♦... ♦ /(  1 )/(* ,) ♦
/(2 ) /(0 )  ♦ /(2 ) /(D  +/(2 ) /(2 )  +... +/(2)/(A1) ♦

/(* ,)/« > ) ♦ / a , ) / ( l )  *f (k , ) f (2)  ♦ ... ♦ /(* ,) /< * .»  + (c -27)

(/(0)/(0) ♦
/ ( D / d )  ♦

/ ( 2 ) / ( 2 )  ♦
... ♦ / ( * , ) / ( * , ) )  ) =

4(<E/(*»2tE /2<*>> (C28)2 *»0 4*0

The obtained result shows the truthfulness of the identity C.24.
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Now, it is possible to use this result in order to prove that:

E / ( * ) a ( £ / < 0  * C ) > - ° C 2 , < x > 0  
*•0 <-0 2

The first member of this identity may be developed as:

*i * *, * *•
£ / ( * ) < » ( £ / ( 0  ♦ C ) = £ ( / « a £ / ( 0 )  ♦ E / ( i ) a C
*■0 /-0 *«0 /wO t-0

Using the previously developed result (cqu.C.24), it can be said this is equal to:

■ £ (£ /< * ))*  * - £ E / 2U> * « C £ / ( i )  -
2 kmo 2  *«n *-o

-£< E /(*) ♦ C )2 -  - £ c 2 ♦ 4 £ / 2U) > - “ c 2 . a  > 0
2 t-o 2 2 *«n 2

This result may now be used to solve inequalities of the following type:

*. *

* - 0  / - 0

It may be said that:

E  ♦«(».*./)- E  a ^ o .
/«o /*o

B . -  a .. = C-.oi..,
‘j  >) ' j  ’

leading to the following result:

(C.29)

(C.30)

(C.31)

(C.32)

(C.33)

0 1;( M , / )  = a  vf(/:)*(*) , ai; > 0 (C.34)


