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Sum mary

This thesis is concerned with the numerical solution by fixed time-stepping methods of 

finite dimensional dynamical systems over arbitrarily long time intervals. We treat the 

step-size h as a continuation parameter and study what happens as h is refined. There 

are two introductory chapters. In Chapter 2 dynamical systems theory is reviewed 

and classes of dissipative and gradient systems are introduced. In Chapter 3 Runge- 

Kutta and linear multistep methods are defined and many preliminary results are 

proved; including solubility results for implicit methods under the structural conditions 

that we consider. Chapter 4 contains a study of spurious solutions. The existence 

and boundedness of spurious fixed points and two-cycles for Runge-Kutta and linear 

multistep methods is studied in the limit as h —► 0. Amongst other results it is shown 

that if f  is Lipschitz then spurious solutions become unbounded as h —> 0 (if they exist 

for h arbitrarily small). In Chapter 5 the numerical solution of gradient systems by 

Runge-Kutta methods is studied. We consider under what conditions the numerical 

solution defines a discrete gradient system. In Chapter 6 the numerical solution of 

two classes of dissipative system is considered. Conditions are derived under which the 

numerical solution preserves the dissipativity of the underlying system; algebraically 

stable methods in particular are seen to perform well. In the final chapter the set 

convergence of numerical approximations, using Runge-Kutta methods, to attractors 

and invariant sets of dynamical systems as h —> 0 is considered. A new method of 

proof of lower semicontinuity is introduced which enables Hausdorff convergence to be 

proved for some non-gradient systems.
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Chapter 1

Introduction

1.1 Dynam ical System s

Many interesting problems from such diverse fields as physics, engineering, biology 

and economics are modelled by initial value problems which give rise to systems of 

ordinary differential equations or dynamical systems. A complete theory exists for 

the solution of linear ordinary differential equations, but many realistic models are 

nonlinear. These nonlinear systems are, in general, nonintegrable; that is there are no 

analytical closed form solutions. Perturbation and averaging techniques were developed 

to treat weakly nonlinear problems, and Poincare developed tools for the qualitative 

solution of strongly nonlinear systems, but with notable exceptions the quantitative 

solution of strongly nonlinear systems had to await the advent of the computer age.

In a computer simulation a numerical method is used to discretize the differential 

equation, replacing it with a finite dimensional map, and this map is then iterated on 

the computer. The essential question to consider then is

What is the relationship between the flow generated by the underlying differ

ential equation and the flow generated by the map used to model the system 

numerically ?

Classical convergence results for numerical methods provide the answer to this 

question over finite time intervals. These results give error bounds of the form

ecThp

for individual trajectories, where h is the step-size and p ^  1 is the order of the method,

7



Chapter 1. Introduction 8

c is a (typically positive) constant and T  is the length of the time interval over which 

the integration occurs. Such estimates can be used to show that, on a compact time 

interval, the trajectory generated by the map converges to the corresponding trajectory 

of the underlying system as h —► 0.

Although transient behaviour can be important, in dynamical systems theory it is 

often the long term or asymptotic behaviour of the system that is of most interest. For 

example, a biologist may not be very interested in minor fluctuations in the elephant 

population, but would be very interested to know that the population will explode or 

that the elephant will become extinct. Similarly, mathematicians and physicists have 

long pondered the stability of the solar system; “can the earth crash into the sun ?” is 

not as silly a question as it might at first sound.

As T —̂ oo classical error estimates become unbounded (except in rare cases where 

c < 0; for example when the solution converges to a hyperbolic equilibria, in which case 

uniform in time error estimates can be derived; see Stetter [50] and Sanz-Serna and 

Stuart [49]) and methods for initial value problems which are convergent in finite time 

do not necessarily yield the same asymptotic behaviour as the underlying differential 

equation for small fixed step-size.

The asymptotic behaviour of many systems is confined to a bounded set. Such 

systems are, in dynamical systems parlance, said to be dissipative, and the compact set 

which contains all the asymptotic behaviour of the system is called the global attractor. 

The most interesting attractors are the so-called strange or chaotic attractors. On such 

an attractor trajectories typically diverge exponentially in time, and if a trajectory on 

a strange attractor is approximated numerically then small numerical errors will be 

amplified at each step. Under such conditions the error itself, not just the error bound, 

will become large.

An approximation to the attractor is often obtained by integrating the system nu

merically over a very long time interval and plotting the resulting trajectory, after 

discarding the initial transient phase. Since the error bound for the numerical solution 

becomes unbounded as T  —»■ oo there is no reason to suppose that this procedure pro

duces a good approximation to the attractor. However in practice different numerical 

methods with different step-sizes, provided a sufficiently small step-size is chosen, seem 

to result in remarkably similar “pictures” of the attractor. This seems to suggest that 

the numerical solutions are indeed providing good approximations to the attractors of
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the underlying systems. However theory has lagged behind simulation, and until re

cently there has been little rigorous theory to show that these numerical solutions are 

good approximations to the nonlinear system which they are supposed to model. Dy- 

namicists, to their credit, usually note this problem, and even have a heuristic argument 

to show why the approximation should be good. Ian Stewart [51] gives the following 

argument for numerical solution of the Lorenz equations, but it applies equally well to 

other systems:

I f  you think you ’re solving the initial value problem for the Lorenz equations, 

with the exact numerical conditions that you fed into the computer, then 

you’re fooling yourself. But if you think you’re plotting out the shape of the 

attractor rather than a trajectory on it, you’re in good shape. Tiny errors 

that move your point away from the attractor rapidly die out - that’s what 

attractor means. I t ’s only errors that stay on the attractor that blow up. 

that’s the argument; it seems to work. But i t’s by no means watertight.

Perhaps not; but it can be made rigorous. In Theorem 7.2.2 we will show that a 

numerical approximation to a dynamical system with an attractor A, itself possesses 

a (numerical) attractor A h, if the step-size h of the method is sufficiently small, and 

moreover that Ah converges to A  in a set-theoretic sense as h —> 0. The proof of this 

result follows the method of Hale, Lin and Raugel [29] who proved a similar result for 

perturbations of infinite dimensional systems. It is interesting to note that the formal 

proof is very close in spirit to the heuristic argument.

We will not solve any new dynamical systems in this work. Seemingly uncountable 

numerical simulations of nonlinear dynamical systems have already been conducted. 

Rather than perform more such simulations, it is our aim to develop a framework and 

rigorous theory which can be used to compare the dynamics of numerical approxima

tions with the dynamics of the underlying system over arbitrarily long time intervals. 

Hence we hope to alleviate the need for heuristic arguments, such as the one stated 

above, wherever possible, and at least to some extent, to justify the validity of these 

numerical simulations.

Due to the exponential divergence of trajectories on a chaotic attractor we cannot 

expect the numerical solution to track a trajectory of the underlying system over an 

infinite time interval and we need not only to develop new techniques to compare 

the discrete and underlying systems, but we need also to find a new way of thinking
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about the problem. Under suitable conditions the numerical solution defines a discrete 

dynamical system in its own right and this will be the key to our approach. Instead 

of comparing individual trajectories, we will compare and contrast the features of the 

underlying dynamical system with those of the discrete dynamical system defined by 

its numerical approximation. This will enable us to compare the asymptotic behaviour 

of the two systems.

1.2 The Problem

We consider the numerical approximation, over arbitrarily long time intervals, of au

tonomous first order dynamical systems defined by

§  = /(* ) (1-2.1)

for t £ [0, oo), / : R m —► R m, y(t) £ R m and an arbitrary initial condition j/(0) =  y 0. 

We will also sometimes consider the backwards in time solution, in which case t will 

be negative.

Equation (1.2.1) may arise in many ways, but we will usually think of (1.2.1) as a 

spatial semi-discretization of a partial differential equation, in which case m  may be 

large. We will not consider partial differential equations directly in this thesis, but will 

assume that under suitable discretization (1.2.1) inherits certain structure from the 

partial differential equation, and we will then seek a numerical solution to (1.2.1) that 

preserves this structure. We will consider several different structural assumptions on 

f  in this thesis.

We will consider fixed time-stepping numerical methods throughout, and will con

centrate on Runge-Kutta methods. Linear Multistep methods will also be considered in 

Chapter 4. Many of the ideas, and some of the results, presented here can be extended 

to variable time-stepping Runge-Kutta methods; see Stuart and Humphries [55].

In (1.2.1) we have limited attention to first order systems. This is not a restriction, 

since by introducing additional variables higher order systems can be converted to first 

order systems. Indeed conversion to a first order system is often the first stage in the 

analysis of a nonlinear system for dynamicists and numerical analysts alike.

We will often require a norm || • || on R m, and sometimes also an inner product 

( • ,• ) . Unless otherwise stated the inner product on R m is arbitrary. Where we also
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use an inner product the norm used is the one defined by the inner product, but if an 

inner product is not required then the norm is arbitrary unless otherwise stated.

We will state continuity and differentiability conditions for f  as they are required. 

It will often be assumed that f  is merely locally Lipschitz; and weaker continuity 

conditions are also considered.

There are two complimentary approaches for studying the asymptotic behaviour of

(1.2.1); following Beyn [5], these are often referred to as indirect and direct methods.

In the indirect method a numerical integration routine is used to solve (1.2.1). If 

(numerical) solution trajectories are plotted for several initial conditions then a good 

picture of the dynamics can be built up.

In the direct method approach instead of solving for individual trajectories of (1.2.1), 

defining equations are set up and solved to identify sets which are invariant under the 

evolution of (1.2.1).

Together these two approaches can give a detailed picture of the dynamics of (1.2.1), 

but there are serious problems with each approach.

The indirect method is very easy to perform, but as already noted, classical error 

bounds typically become unbounded as t —»■ oo, and so there is no a priori reason why 

the numerical trajectories should approximate trajectories of the underlying system. 

The picture of the dynamics that the indirect method gives is for the discrete dynamical 

system defined by applying the numerical method to the underlying dynamical system, 

not for the underlying dynamical system itself. To justify results obtained by the 

indirect method we need to examine the relationship between the underlying dynamical 

system and the discrete dynamical system defined by its numerical approximation.

Direct methods can directly identify the invariant sets of (1.2.1), and, in general, 

bounds can be derived for the distance between the set identified by the numerical 

solution of the defining equation and the set defined by its exact solution. Neverthe

less there is a fundamental problem with this approach; only invariant sets for which 

defining equations can be written down can be identified. Whilst f ( x )  =  0 is the defin

ing equation for the fixed points of (1.2.1), and defining equations can also be written 

down for periodic orbits, homoclinic orbits and tori, it seems inconceivable that defin

ing equations can be written down for more complicated invariant sets such as strange 

attractors.

Thus the problem with the direct approach is that complicated invariant sets, and
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chaotic dynamics might go unobserved. There is a danger of using the defining equa

tions at hand and then only seeing what is looked for, and overlooking invariant sets for 

which there are no (known) defining equations. For this reason we prefer the indirect 

approach which can be used to give a global picture of the dynamics, and will consider 

this approach throughout.

Under fairly general conditions, which we will set out later, the numerical approxi

mation using a fixed time-stepping method defines a discrete dynamical system. Indeed 

the discretization defines a whole family of discrete dynamical systems, parameterized 

by the step-size h used for the numerical solution. As already noted, to justify the 

validity of results obtained using the indirect method we must compare the dynamics 

of the underlying system with the dynamics of these discrete dynamical system, and 

this is the task that we set out to undertake.

1.3 Outline and Main R esults

The main results of this thesis are contained in the last four chapters. In Chapter 4 

we study spurious solutions of numerical methods for (1.2.1). In Chapters 5 and 6 we 

compare the dynamics of numerical solutions with the dynamics of (1.2.1) for two classes 

of dynamical system; namely gradient and dissipative systems. Finally in Chapter 7 

we consider the set convergence of numerical attractors to attractors of (1.2.1).

Before we can set out our main results we need two preliminary chapters on dy

namical systems and numerical methods in which we introduce concepts from these 

two fields and prove many preliminary results, which are essential for the proofs of our 

main results in later chapters. Known results from the literature, which are required in 

the exposition, will be labelled “Result” to distinguish them from the original results 

herein which are variously labelled as lemmas, propositions, theorems and corollaries. 

Proofs will be given for some “Result”s, where these are not readily available in the 

literature. We will mention relevant articles in this section, however each chapter con

tains its own introduction and more citations and/or more detail on the citations below 

can be found in those introductions.

In Chapter 2 we introduce the basic concepts such as the evolution operator, which 

we require from dynamical systems theory. There are many good books on this sub

ject, including those of Hirsch and Smale [34], Guckenheimer and Holmes [24] and 

Wiggins [59] on finite dimensional systems and the books of Hale [28] and Temam [58]
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on infinite dimensional systems. We also define the two classes of dynamical system 

which we consider in Chapters 4 and 5; gradient systems have the property that all 

trajectories of the system are asymptotic to fixed points, whilst for dissipative systems 

the asymptotic behaviour is confined to a bounded set, but no restriction is placed on 

the dynamics within this bounded set. We will also introduce structural assumptions 

on /  which imply dissipativity and gradient structure.

In Chapter 3 we introduce and study the numerical methods which will be used 

for the numerical solution of (1.2.1); namely fixed time-stepping Runge-Kutta, one-leg 

and linear multistep methods. Detailed accounts of these methods, with emphasis on 

their behaviour over finite time intervals, can be found in the books of Butcher [9], 

Dekker and Verwer [13], Hairer, Norsett and Wanner [26] and Hairer and Wanner [27]. 

To compare the discrete dynamical system defined by the numerical approximation 

with the underlying system we will often take a geometric approach, and will find 

that inequalities and identities satisfied by the numerical solution will often be more 

important than classical error bounds. In Section 3.2.2 we establish some inequalities 

and identities for Runge-Kutta methods, which do not in themselves appear startling, 

but which nevertheless represent the vital first step in the proofs of many of the results 

in Chapters 4, 5 and 6.

In Section 3.4 we briefly review the classical stability theories of A-stability, in

troduced by Dahlquist [10], for linear problems, and G-, B- and algebraic-stability for 

nonlinear systems.

The test problem which defines A-stability is linear, and hence its dynamics are 

essentially trivial and it is not very interesting from a purely dynamical systems context. 

The contractivity condition which is used in the G- and B-stability theories is studied 

in Section 2.1. There it is shown that the fixed points of such a system define a convex 

set. However, generically fixed points of dynamical systems are isolated, so from a 

dynamical systems viewpoint this is also an unnatural class of systems to consider.

Although the systems used in the definitions of the classical nonlinear stability 

concepts have essentially trivial dynamics, it must be emphasised that the stability 

concepts themselves are far from trivial. Not only do these nonlinear stability the

ories represent the first systematic study of numerical solutions over arbitrary long 

time intervals, they have been seen to have implications for the numerical solution of 

dynamical systems for which the dynamics are far from trivial. Our study of the dy
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namics of the numerical solutions to dissipative and gradient systems could be thought 

of as extending these classical nonlinear stability concepts to systems with non-trivial 

dynamics and a wider range of applications; this is the approach taken in Stuart and 

Humphries [56] where the relationship between the classical stability theories and sta

bility theories for dynamical systems with more complicated dynamics is explored.

In Section 3.6 we consider the solubility of the equations which define the Runge- 

K utta method at each step. This is necessary for implicit methods, since if there is not a 

unique solution of the Runge-Kutta defining equations at each step then the numerical 

method does not define a discrete dynamical system when applied to (1.2.1); and it then 

becomes meaningless to talk about comparing the discrete dynamical system defined 

by the numerical solution with the underlying system.

In Section 3.6.1 we consider the solubility of the Runge-Kutta defining equations 

under continuity conditions. This problem was first considered by Butcher [7], under 

the assumption that /  is globally Lipschitz. We give simple extensions of Butcher’s 

result to weaker continuity conditions and in Theorem 3.6.4 also show that if there 

is an a priori bound on the numerical solution which implies that some bounded set 

is forward invariant under the evolution of the numerical approximation, then the 

numerical solution defines a discrete dynamical system on this set for h sufficiently 

small. The structural assumptions which we impose on f  sometimes imply such a 

bound.

In Section 3.6.3 we consider the solubility of the Runge-Kutta defining equations 

under the various structural assumptions that we consider. This problem has been 

studied extensively in the stiff numerical analysis literature under the assumption that 

f  satisfies a one-sided Lipschitz condition, see [13, 27]. We will use the notation and 

ideas from this theory to study the existence of solutions to the Runge-Kutta defining 

equations under the dissipativity inducing structural assumptions that we consider. 

We prove existence of solutions to the Runge-Kutta defining equations for any step- 

size h > 0,

• for a large class of Runge-Kutta methods, including many algebraically stable 

methods, when f  satisfies (2.2.1) (see Theorem 3.6.18),

• and for a smaller class of Runge-Kutta methods when /  satisfies (2.2.9) (see 

Theorem 3.6.20).

However, when /  does not satisfy a one-sided Lipschitz condition, the solution of the
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Runge-Kutta defining equations will not in general be unique; in Example 3.6.19 we 

show how to construct multiple solutions for the backward Euler method, when f  

satisfies either of the structural conditions considered.

Whilst the nonlinear stability theories mentioned above, could be considered to be 

the first systematic study of the numerical analysis of (a class of) nonlinear dynamical 

systems, this area has been attracting increasing attention since the mid 1980’s and 

is now a very busy field of research. The review articles of Beyn [5], Sanz-Serna [48] 

and Stuart [54] give a good indication of most of the directions being pursued. We will 

highlight some of these below.

In Chapter 4 we begin our study of the dynamics of numerical solutions to (1.2.1) 

in earnest by studying the existence and behaviour of spurious solutions. Iserles [38] 

showed that Runge-Kutta and linear multistep methods retain all the fixed points of

(1.2.1), however some Runge-Kutta methods (but not linear multistep methods) may 

generate additional fixed points which do not correspond to fixed points of (1.2.1). 

These additional steady solutions introduced by the discretization are referred to as 

spurious fixed points. Some Runge-Kutta and linear multistep methods also admit 

solutions of the form y 2n =  tt, V2n+i =  t> Vn ^  0, where t?; known as a period two 

solutions, such periodic motion on the grid scale must also be spurious. If the numerical 

approximation admits spurious fixed points or period two solutions then the asymptotic 

behaviour of the numerical solution will differ from the asymptotic behaviour of (1.2.1) 

for at least some initial conditions. If the spurious solutions are stable then they may 

attract a large set of initial conditions, and in such a case the numerical approximation 

ceases to be an “approximation” to the underlying system over long time intervals. 

Although unstable spurious solutions will not attract a large set of initial data, it has 

been observed [17, 53] that the unstable manifold of the spurious solution is often 

connected to infinity, and thus the existence of an unstable spurious solution will cause 

the numerical solution to blow up for some initial conditions, and will thus destroy the 

structure of the underlying system. Examples of spurious fixed point and period two 

solutions, and their effect on the dynamics of the numerics can be found in [23, 38, 39, 

46, 53, 57].

In [25, 38, 39, 40, 57] a thorough study of Runge-Kutta and linear multistep methods 

is conducted, in order to classify the methods which do/do not admit spurious fixed 

points and period two solutions. However, although many popular numerical methods



Chapter 1. Introduction 16

are seen to admit spurious solutions in theory, in practice these methods often perform 

well, and it is thus important to study the spurious solutions of these methods, rather 

than to simply classify the methods which do not admit spurious solutions. For this 

reason we study the spurious solutions of Runge-Kutta and linear multistep methods 

(rather than the methods themselves), and using the step-size h as a bifurcation, or 

continuation, parameter we study the behaviour of the spurious solutions in the limit 

as h —+ 0 when simple continuity conditions are applied to f .  A first result along 

these lines is contained in Stuart and Peplow [57] who show that if /  G C1(lRm,lRm) 

then period two solutions of the two-stage theta method (3.5.2) become unbounded 

as h —> 0. This result is the inspiration of the work in Chapter 4. In summary, our 

main results are that for Runge-Kutta methods and a large class of linear multistep 

methods, spurious fixed points and period two solutions

• do not exist for h G (0, h0) for some h0 > 0 if /  is globally Lipschitz,

• become unbounded as h —> 0, if they exist for h arbitrarily small, if f  is locally 

Lipschitz,

• either become unbounded or converge to a true fixed point of (1.2.1) as h —► 0 if 

/  is continuous, but not Lipschitz continuous.

These results suggest that spurious solutions will not degrade the numerical solution 

on a bounded set when /  is Lipschitz and the step-size is sufficiently small, but that 

the discrete system defined by the numerical approximation on the whole of lRm can 

possess spurious fixed points and period two solutions for h arbitrarily small. Thus 

we can derive good local numerical approximations to (1.2.1), but not a good global 

approximation to the dynamics of (1.2.1). However, in Chapter 4, we only apply 

continuity conditions to / ,  and do not impose any structure on (1.2.1). We will see 

later that we can obtain a good global approximation to the dynamics of (1.2.1) when 

structure is imposed on the system.

In addition to the main results, we give sufficient step-size bounds to prevent spu

rious solutions when f  is globally Lipschitz, and to exclude spurious solutions from a 

bounded set when f  is locally Lipschitz, and also give a necessary condition for spu

rious solutions to bifurcate from a fixed point of (1.2.1) at h =  0. In Example 4.3.5 a 

continuous initial value problem that generates bounded spurious solutions for h arbi

trarily small is presented, showing that the last of our main results is relevant, and in
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Example 4.4.2 it is shown that spurious solutions which are independent of the step-size 

can be constructed for linear multistep methods not in the class covered by our results; 

so that these results cannot be extended to all linear multistep methods.

In Section 4.5 we will consider spurious solutions of nonautonomous systems. We 

will show that methods which do not admit spurious solutions for autonomous sys

tems can admit spurious solutions when applied to nonautonomous problems, and we 

illustrate the issues involved in extending our results to this case.

Having compared the fixed points of numerical approximations with those of the 

underlying system (1.2.1) in Chapter 4, a natural next step is to compare the dynamics 

of numerical approximations with the dynamics of (1.2.1), for systems whose trajec

tories are all asymptotic to fixed points. Gradient systems have this property, and 

in Chapter 5 we consider the numerical solution of a general class of gradient systems 

when f  is either locally or globally Lipschitz or satisfies a one-sided Lipschitz condition.

The dynamics of gradient systems are studied in [28, 34]. These systems are inter

esting for several reasons. Firstly the Cahn-Hilliard equation [16], which models the 

process of coarsening in solid phase separation, and scalar reaction-diffusion equations 

[17] give well-studied examples of partial differential equations which are in gradient 

form. Under suitable spatial discretization these systems generate gradient systems 

of a similar form to those studied here [16, 17]. A second more philosophical reason 

for studying the dynamics of numerical solutions of gradient systems is because these 

systems do not display chaos. If the numerical solution of a dynamical system (1.2.1) 

displays chaotic dynamics then it is obviously important to know whether this is a 

feature of the underlying system or whether the chaos is numerically generated. If nu

merical solutions of gradient systems displayed chaotic dynamics then this would cast 

severe doubt on the validity of any numerically observed chaotic dynamics.

The main results in Chapter 5 for the numerical solution of a general class of 

gradient systems by Runge-Kutta methods are that

• if /  is globally Lipschitz then there exists h0 > 0 such that if h 6 (0, ho) then 

the numerical solution defines a discrete gradient system on R m with the same 

Lyapunov functional and fixed points as the underlying system.

• if /  is locally Lipschitz then given any bounded set B  there exists h0 > 0 such 

that if h £ (0, hQ) then the numerical solution defines a discrete gradient system 

on a set containing B  with the same Lyapunov functional and fixed points as the
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• if /  satisfies a one-sided Lipschitz condition (2.1.6) then for h £ (0 ,1/c) and 8 £ 

[1/2,1] the one- and two-stage theta methods (3.5.1) and (3.5.2) define discrete 

gradient systems on R m which possess the same fixed points as the underlying 

system and have Lyapunov functionals Fh which are an 0(h) perturbation of F.

These results show that when a gradient system is modelled numerically by a Runge- 

Kutta method, the numerical solution itself defines a discrete gradient system, under 

fairly general conditions. Thus under these conditions all trajectories of the numerical 

solution are asymptotic to fixed points of the underlying system; and there is certainly 

no numerically generated chaos.

The third result is related to work of Elliott and Stuart [17]. There it is shown that 

solution of a class of gradient systems which satisfy a one-sided Lipschitz condition by 

any of the first three backward differentiation formulae defines a continuous discrete 

gradient system with the same fixed points as the underlying system and with a Lya

punov functional which is a perturbation of the Lyapunov functional of the underlying 

system.

In Chapter 6 we generalize our theory by considering dynamical systems for which 

trajectories need not be asymptotic to fixed points, but which possess a bounded ab

sorbing set which all trajectories enter in a finite time and thereafter remain inside. 

Recall that such systems are said to be dissipative. We consider the numerical solution 

of two classes of dissipative system defined by (2.2.1) and (2.2.9).

Many well known systems, such as the Lorenz equations are dissipative. Perhaps 

more importantly, dissipative systems also arise through the spatial discretization of 

some partial differential equations; the Cahn-Hilliard equation, the Navier-Stokes equa

tions in two dimensions, the complex Ginzburg-Landau equation, and the Kuramoto- 

Sivashinsky equation all satisfy an infinite dimensional analogue of (2.2.1) [58]. Under 

suitable spatial discretization they generate systems of the form (1.2.1,2.2.1).

Although the asymptotic behaviour of a dissipative system must be confined to 

a bounded absorbing set, we emphasise that these systems can display a variety of 

interesting dynamical features ranging from multiple competing equilibria (the Cahn- 

Hilliard equation; a gradient system) through periodic and quasi-periodic behaviour 

(the complex Ginzburg-Landau equation) to chaos (the Kuramoto-Sivashinsky and 

Lorenz equations).
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We will seek to establish conditions under which the numerical solution using a 

Runge-Kutta method preserves the dissipativity of the underlying system, since if the 

absorbing set is destroyed by the discretization then incorrect asymptotic behaviour 

will be observed for at least some initial conditions.

The solution of “stiff’ initial value problems has been widely studied in the nu

merical analysis literature under the assumption that /  satisfies a one-sided Lipschitz 

condition. If we could consider dissipative systems under this assumption, then we 

could make use of the “stiff” theory to simplify our analysis. However we present sev

eral examples in Section 2.2.2 which show that dissipative systems in general, and the 

Lorenz equations in particular, do not satisfy one-sided Lipschitz conditions, and for 

this reason, we will not assume a one-sided Lipschitz condition when studying dissi

pative dynamical systems. However the lack of a one-sided Lipschitz condition means 

that solutions to the Runge-Kutta defining equations are not in general unique, and 

hence that the numerical solution does not define a discrete dynamical system. This 

forces us to generalize the concept of dissipativity to cover multi-valued maps.

To prove the existence of an absorbing set often requires a step-size bound which 

is dependent on the initial data; however absorbing sets with step-size bounds inde

pendent of the initial data have been constructed in [17, 18, 19, 43] for spatial semi

discretizations of partial differential equations satisfying infinite dimensional analogues 

of (2.2.1) and for temporal discretization of the resulting ordinary differential equations 

(which are of the form (1.2.1,2.2.1)). The full discretizations considered in these papers 

are all of first or second order in time and often correspond to applying the backward 

Euler method to the appropriate semi-discretized system. The main result in Chapter 6 

is Theorem 6.2.2 which states that

• the numerical approximation to (1.2.1,2.2.1) defined by any algebraically stable 

Runge-Kutta method is dissipative (in the generalized sense of multi-valued maps) 

for any fixed step-size h > 0.

Since there exist algebraically stable Runge-Kutta methods of arbitrarily high order, 

this result shows that we can approximate (1.2.1,2.2.1) using methods of arbitrarily 

high order, whilst still retaining the dissipativity of the underlying system. This shows 

that not only the backward Euler method, but any algebraically stable Runge-Kutta 

method can be used to solve the spatially semi-discretized systems mentioned above, 

and the dissipativity of the system will be retained.
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We also present an example which shows that when (1.2.1,2.2.1) is approximated 

by a non A-stable method then a step-size bound dependent on initial data will be 

required. This shows that algebraic stability is a necessary condition and A-stability 

is a sufficient condition for a Runge-Kutta method to preserve the dissipativity of

(1.2 .1,2 .2 .1).

Although the numerical solution does not define a discrete dynamical system on 

]Rm, Theorem 6.2.3 shows tha t if the step-size is sufficiently small then it does define a 

continuous discrete dynamical system in a natural way on its absorbing set, and that 

the numerical solution has the same fixed points as the underlying system (1.2.1,2.2.1).

In Section 6.3 we consider (1.2.1,2.2.1) under the additional assumption that f  is 

globally Lipschitz. Theorem 6.3.1 shows that for these systems the numerical solution 

by any Runge-Kutta method with positive weights defines a continuous dissipative 

discrete dynamical system if h is sufficiently small. We also present an example of a 

globally Lipschitz dissipative system not of the form (1.2.1,2.2.1) for which the numeri

cal solution by the forward Euler method is not dissipative for any h > 0. This implies 

that Theorem 6.3.1 cannot be extended to arbitrary globally Lipschitz dissipative sys

tems.

In Section 6.4 we consider the numerical approximation of dissipative systems of the 

form (1.2.1,2.2.9) using Runge-Kutta methods. Although the results in Section 3.6.3 

imply that the Runge-Kutta defining equations are soluble for the methods that we 

consider in this section, Example 3.6.19 again implies that this solution need not be 

unique, and so we must use the generalized concept of dissipativity for multi-valued 

maps. We show that

• the numerical solution of (1.2.1,2.2.9) defined by either the one- or two-stage 

theta method (3.5.1) or (3.5.2) with 9 £ [1/2,1] is dissipative in this generalized 

sense for any step-size h > 0.

Since the two-stage theta method (3.5.2) is A-stable but not algebraically stable for 

9 £ [1/2,1) this shows that algebraic stability is not a necessary condition for the 

numerical solution to retain the dissipativity of the underlying system. However, we 

have not been able to show that A-stable is sufficient to preserve the dissipativity of

(1.2.1,2.2.1) or (1.2.1,2.2.9), and neither do we establish that more general methods 

than the theta methods preserve the dissipativity of (1.2.1,2.2.9).

In Chapter 7 we will consider the numerical approximation of attractors and in-
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variant sets of dynamical systems by Runge-Kutta methods. We again consider (1.2.1) 

and assume that f  is at least locally Lipschitz throughout the chapter.

In Section 7.2 we show that if the underlying system has an attractor A  then the 

numerical solution defined by any Runge-Kutta method

• defines a discrete dynamical system on a neighbourhood of A , with its own local 

attractor A h , for h sufficiently small,

• and moreover that dist (^4*, -A) —► 0 as h —► 0.

Here dist(*,#) is the semi-distance defined in Definition 2.3.5, and dist(*4^,.4) —► 0 as 

h —► 0 implies that given any neighbourhood of .A, Ah is contained in that neighbour

hood for all sufficiently small h > 0. When this holds the the numerical approximation 

is said to be upper semicontinuous at h =  0. Note that, in general Ah will only be a lo

cal attractor, even when the attractor A  that it is approximating is globally attracting. 

However, if we impose additional conditions, such as requiring that the dynamical sys

tem is of the form (1.2.1,2.2.1) and that the Runge-Kutta method used is algebraically 

stable, then we can ensure that the numerical attractor Ah is globally attracting.

Our proof of upper semicontinuity follows the method of Hale, Lin & Raugel [29] and 

Temam [58]. In both of those works upper semicontinuity was proved for certain per

turbations S\(t)  of an infinite dimensional evolution operator S \0(t). In [36] we proved 

upper semicontinuity for the numerical approximation by any Runge-Kutta method of 

the global attractor of a dissipative dynamical system of the form (1.2.1,2.2.1). The 

result given above extends this to any attractor of any dynamical system (1.2.1) (for 

which f  is locally Lipschitz).

A related result can be found in Kloeden and Lorenz [42]. Although they phrase 

their result in terms of uniformly asymptotically stable sets it can be used to show upper 

semicontinuity at h =  0 for the numerical approximation to the global attractor A of a 

dissipative system (1.2.1). The main difference between our result and the result of [42] 

is that Kloeden and Lorenz make quite strong continuity and differentiability conditions 

on the system to ensure that the numerical solution defines a discrete dynamical system 

on ]Rm and satisfies a suitable uniform local error bound; whereas we actually prove 

that the numerical solution defines a discrete dynamical system on a neighbourhood 

of A  and derive a global error bound under the very weak condition that /  is locally 

Lipschitz.



Chapter 1. Introduction 22

Upper semicontinuity ensures that every point on the numerical attractor Ah is 

close to a point of A  for h, sufficiently small; but not the converse -  there may be points 

of A  not approximated by the numerical attractor. To prove that Ah converges to A  

in the HausdorfF set metric as h —> 0 we also need to establish lower semicontinuity at 

h =  0, that is,

• dist(>t, ̂ 4*) —*• 0 as h —► 0.

This is much harder to prove than upper semicontinuity.

Hale and Raugel [30] have established lower semicontinuity results for certain per

turbations of gradient systems on a Banach spaces with hyperbolic equilibria. In [36] 

we use the method of proof of Hale and Raugel to show lower semicontinuity at h =  0 

of the numerical approximation, by a Runge-Kutta method, to the global attractor of 

a gradient system with hyperbolic equilibria and which is dissipative in the sense of

(2.2.1).

In Section 7.3 we present a new proof of lower semicontinuity. Unlike the method of 

proof of Hale and Raugel which uses the Morse decomposition of the global attractor 

of a gradient system, our new approach does not require that the underlying system is 

in gradient form, and uses a compactness argument instead of relying on the existence 

of a Morse decomposition. This allows to to prove that

• if the attractor of the underlying system, .4, is equal to the closure of the union of 

the unstable manifolds of its hyperbolic fixed points, then the numerical attractor 

Ah defined by a Runge-Kutta method, as above, satisfies dist(.4,.4ft) —► 0 as 

h-> 0 .

Since we have already proved that dist(.4ft,.4) —> 0 this establishes that Ah converges 

to A  in the HausdorfF metric as h —► 0. Note that an attractor of a gradient system 

has the form required for our result to apply; but that we show in Example 2.3.9 that 

attractors of non-gradient systems can also have this form. To our knowledge, this is 

the first proof of lower semicontinuity for non-gradient systems.

In Section 7.4 we consider the behaviour of general numerical invariant sets and 

attractors Ah in the limit as h —> 0. We introduce the concepts of liminfft_*0.4*, and 

lim su p ^ o  .4* from set-valued analysis so that we can analyse situations where Ah does 

not necessarily converge (to some set) in the HausdorfF metric as h —► 0. The lim inf 

and lim sup define sets which in some sense represent the smallest and largest sets of
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numerically observable invariant dynamics in the limit as h —> 0, and Ah converges in 

the Hausdorff metric as h —► 0 if and only if the lim inf and lim sup are equal; and in 

which case it converges to the set that they define.

For general invariant sets (not necessarily attractors) we show that

• if Ah is invariant under evolution of the numerical approximation for all h € (0, h0) 

and Ah converges in Hausdorff metric to a compact set Ao as h —i► 0 then A q is 

invariant under evolution of the underlying system (1.2.1),

and that if Ah does not converge in the Hausdorff metric then the lim inf and lim sup 

are both invariant under the evolution of (1.2.1). This result is unlike the other results 

in this chapter in that we have not made any assumptions on the dynamics of the 

underlying system, and have used the existence of numerically invariant sets to deduce 

the existence of an invariant set for the underlying system. In Chapter 4, we showed 

that a continuous branch of fixed points either becomes unbounded or converges to 

a fixed point of the underlying system as h —*■ 0; we have now extended this result 

to apply to the convergence of arbitrary invariant sets whether they be fixed points, 

periodic orbits, tori, or strange attractors.

Finally we consider the numerical approximation attractors A  once more, but now 

for general attractors which need not have the form assumed earlier. In this case we 

prove that

• if Ah converges in Hausdorff metric as h —► 0 then it converges to a subset of A  

which is invariant under (1.2.1) and which contains the closure of the union of 

the unstable manifolds of the hyperbolic fixed points of A,

whilst if Ah does not converge in the Hausdorff metric then the lim inf and lim sup 

are both invariant subsets of A  which contain the closure of the union of the unstable 

manifolds of the hyperbolic fixed points of A.

1.4 Future Research and Other Related Work

In Chapter 7 we have only considered the set convergence of attractors. This leaves 

two obvious avenues for future research. Firstly to establish Hausdorff convergence 

of invariant sets under more and more general conditions, and secondly to compare 

the dynamics on the numerical invariant set with the dynamics on the corresponding
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invariant set of the underlying system. Also, how are the ergodic properties of the two 

systems related ?

It would also be desirable to extend the results in Chapters 5 and 6 to prove that 

the structure of the underlying system is preserved either for more methods and/or for 

more general systems.

In Chapters 5, 6 and 7 we have restricted attention to Runge-Kutta methods. To 

what extent can these results be extended to linear multistep methods ? Some results 

in these directions can be found in Kirchgraber [41], Eirola and Nevanlinna [15] and 

Hill and Suli [33].

We have considered fixed time-stepping methods throughout. Since practical codes 

use variable time-stepping strategies, it is essential that the dynamics of variable time- 

stepping methods should be analysed from a dynamical systems viewpoint. The papers 

of Griffiths [22], Stoffer and Nipp [52] and Stuart and Humphries [55] give some results 

for variable time-stepping strategies.

We have considered two classes of dynamical systems; gradient and dissipative 

systems. Another important class of dynamical systems which we have disregarded 

completely are Hamiltonian systems. The discovery of numerical methods which pre

serve the symplectic structure of the underlying Hamiltonian system was an important 

breakthrough in the numerical analysis of nonlinear systems. References to the numer

ical solution of Hamiltonian systems are too numerous to list here.

We have directly compared the the discrete dynamical system defined by the numer

ical solution with the underlying dynamical system throughout. Another interesting 

approach that we have not pursued is that of backward error analysis. Do the discrete 

gradient and dissipative systems in Chapters 5 and 6 correspond to an exact solution 

of a perturbation of the underlying system ?

Another technique from dynamical systems theory that we have not used is that of 

shadowing. This is because we have only considered the set convergence of attractors; 

if the dynamics on a chaotic attractor and its numerical approximation are compared 

then shadowing type results are the best that we can hope to prove.

Finally we have considered the indirect method approach throughout. A review of 

some of the results from the direct method approach can be found in Beyn [5].
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D ynam ical System s

The purpose of this chapter is twofold. Firstly we will review the concepts, definitions 

and notation relating to dynamical systems which will be used throughout this the

sis. Secondly we will introduce structural assumptions which will be imposed on the 

dynamical systems that we consider in later chapters, and will show what restrictions 

these structural assumptions impose on the possible dynamics of the system.

2.1 Introduction and Lipschitz Continuity

We begin by defining what we mean by a dynamical system on a set U C R m and its

evolution operator. Consider the autonomous initial value problem: find y  =  y(t) <E

U C R m satisfying

^ r  =  /(3/)> and 2/(0) =  y 0 (2.1.1)

for t ^  0 where f :U  —*■ R m.

D efinition 2.1.1 The equation (2.1.1) is said to define a dynamical system on a set 

U C R m if for any y 0 £ U there exists a unique solution of (2.1.1) with y(t) G U for 

all t ^  0. We define the evolution operator S(t): U —► U for the dynamical system to 

be the operator such that y(t) = S (t)y 0. This operator has the properties that

(i) S(t)S(t') = S (f)S ( t)  = S (t + t') for all > 0,

(ii) S  (0) =  / ,  the identity operator.

R em ark  In the literature these systems are often referred to as continuous dynamical 

systems as opposed to discrete dynamical systems (which will define in Section 2.5).

25
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However the term ‘continuous dynamical system’ is also often used to indicate a dy

namical system which is continuous with respect to initial data (see Definition 2.1.2 

below). To avoid confusion we only use the term ‘continuous’ to refer to a system which 

is continuous with respect to initial data and will simply refer to systems which satisfy 

Definition 2.1.1 as ‘dynamical systems’.

The evolution operator S (t) is merely a convenient notation for advancing the solu

tion through time t. We will often be interested in the evolution of groups of trajecto

ries, and for any set E  C U the action of the evolution semi-group S  (t) on 2? is defined

by

S (t)E =  ( J  S{t)y0. 
v0£E

We will usually be considering dynamical systems which are continuous with respect 

to initial data, and we now define this concept.

Definition 2.1.2 A dynamical system is said to be continuous with respect to initial 

data (or simply referred to as a continuous dynamical system) if given any y 0 & U , any 

t ^ 0 and any e > 0 there exists 6 =  S(y0,t,e )  > 0 such that HS'Wj/o — -S'MlHI < 6 f°r 

all y  € U such that ||y -  y 0|| < 6.

The concept of Lipschitz continuity was important in the development of existence 

and uniqueness theory for solutions to (2.1.1). It will no less vital in our development 

of theory for the numerical solution of (2.1.1); we will often assume that /  satisfies a 

Lipschitz continuity condition.

Definition 2.1.3 Given U C R m, f:U -+  R m is said to be Lipschitz on B  C U with 

Lipschitz constant if L if

l l / ( * )  -  f ( y ) I I  <  ^ 1 1 *  -  v l l  V x , y e B

for some norm ||.|| on R m. If /  is Lipschitz on U then /  is said to be globally Lipschitz. 

If f  is Lipschitz on every bounded subset of U then f  is said to be locally Lipschitz.

Classical ordinary differential equations theory (see for example Hartman [31]) 

shows that if f  is globally Lipschitz then for any initial condition y 0 the solution 

y(t) of (2.1.1) exists and is unique for all t £ [0,t*(y0))> where either t*(y0) =  oo 

or y(t) leaves U at t =  <*(y0)* Hence if no trajectories leave U (and in particular if
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U =  R m) this is a sufficient condition to ensure that (2.1.1) defines a dynamical system 

on U.

More generally if f  is locally Lipschitz then for any bounded set B  C U there exists 

a unique solution to (2.1.1) for 0 ^  t < t*(B) and any y 0 £ B. The solution can only 

cease to exist if either it leaves U or it blows up, that is if |js/(*)|j —► oo as t -+ t*(B). 

If we have an a priori bound which shows that

lim sup Ill/MII < c(y0)
t —* oo

where c(y0) £ R , for all y 0 £ U and if no trajectories leave U (in particular if U = R m) 

then a unique solution is guaranteed to exist for all t ^  0 and hence (2.1.1) defines a 

dynamical system. We will consider several classes of problems of the form (2.1.1) 

where we make different structural assumptions on / .  These structural assumptions 

often imply an a priori bound on ||j/n|| of the type sought, and hence it will follow that 

these problems do define dynamical systems.

Note that the assumption that /  is locally Lipschitz is sufficient to ensure that if

(2.1.1) defines a dynamical system then it is continuous with respect to initial data. It 

should also be noted that if /  £ C1(I7, R m) then f  is locally Lipschitz on U. Hence

any results that we prove for f  locally Lipschitz apply to all problems where f  is C1.

If f  satisfies a Lipschitz condition then, as the next result shows, the rate at which 

trajectories of the system may converge or diverge is bounded.

Result 2.1.4 Suppose that (2.1.1) defines a dynamical system on JRm, f  is Lipschitz 

with Lipschitz constant L on a set B  C ]Rm, and that S (t)x 0, S (t)y0 £ B for t £ [0, tf\} 

then

||5(*)®0 -  £ (t)y0|| < cL‘ll*o ~ 2/oll (2.1.2)

fo r t  £ [0,to]- I f  S (—t)x  o and S (—t)y 0 are well defined for —t £ [-^o»0] and S ( - t ) x 0, 

S ( - t ) y 0 £ B for - t  £ [-^o?0] then

IlSf-tJaJo -  SX-OifoH < eLt||»0 -  J/oll (2.1.3)

for - t  £ [ - t 0,0].

Proof. First we derive (2.1.2). Using the Cauchy-Schwarz inequality and Lipschitz
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continuity implies
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fa\\x W -  y ( t ) I I 2  =  2 ( * W  -  -  f{y{t )))

<  2 | | * w - y [ ; ; ; ; ; / > ( * ) ) - / ( » W ) l l  

^  2L\\x(t) -  y(t)\\2.

for t G [0, to]. Thus for 0 ^  5 ^  t ^  t0

da Le -“ *||»W -  »(<}

e~2L,\\x (a) -  »M
t

*=0

and taking square roots and rearranging implies (2.1.2). To prove (2.1.3) note that 

| | | x(t)  -  y(t)\\* > - 2 | |x(t)  -  y (t)|| ||/(« M ) -  /(»(<))II

and proceed as in proof of (2.1.2). ■

The following lemma will be used in Chapter 3 to derive error bounds for the 

numerical solution of (2.1.1) by Runge-Kutta methods when f  is Lipschitz continuous, 

but not necessarily differentiable.

Lemma 2.1.5 Suppose that (2.1.1) defines a dynamical system on IBF, f  is Lipschitz 

with Lipschitz constant L on a set B  C 2Rm, and that S (t)y0 G B fo r t  G [0,fo]> then

eL t- l (2.1.4)

for t G [0,t0].

Proof. Let aj(s) =  y(s) — y 0, where y(s) =  S(s)yQ. First we show that

(2.1.5)

Since ^  =  ^  =  f (y(s ) )  we see that

2 M < ) ||^ | |. ( < ) || =  ^ | |* ( s ) | |2 =  2(«(*)./(»(*))> < 2 |H « ) ||| |/ (V(«))||

33
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and (2.1.5) follows for * (5) ^  0. Now, by continuity of / ,  (2.1.5) must also hold for 

x(s)  =  0. Now for 0 ^  s ^  t ^  t0

^ l l * H I I  <  l l / ( » W ) - / ( » o )  +  / ( » o ) l l

<  l l / ( w W )  -  / ( ® o ) l l  +  | | / ( V o ) l l

< £||®(«) -  J/oll + ll/(»o)ll

=  J ||» w il  +  ll/(*.)ll

and hence

ds e -£'| |x ( S)|| < e_ i*ll/(®o)ll

l*W „ < ll / (» o ) l l / '=0 Jo

« - " l l « M I I  <  y l l / ( l f . ) l l [ - e

e~Ltds

1 = 0

as required. ■

Instead of assuming Lipschitz continuity we will sometimes consider (2.1.1) under 

the assumption that f  satisfies a one-sided Lipschitz condition.

D efinition 2.1.6 The function f : U  —*■ R m is said to satisfy a one-sided Lipschitz 

condition on U if

( f (u)  -  f ( v ) , u  -  v)  ^  c\\u -  v ||2 V u , v e U (2.1.6)

for some c E R .

Using the Cauchy-Schwarz inequality it is easy to show that if f  is Lipschitz on 

U then it satisfies a one-sided Lipschitz condition on 17, and hence every globally 

Lipschitz function satisfies a one-sided Lipschitz condition. Moreover, the one-sided 

Lipschitz constant c is less than or equal to the global Lipschitz constant L.

The problem (2.1.1,2.1.6) has been studied extensively in the “stiff” numerical 

analysis literature, and this work is reviewed in Dekker and Verwer [13] and Hairer and
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Wanner [27]. The theory in [13, 27] is for nonautonomous systems which satisfy

(f ( t , u ) -  f ( t , v ) , u -  t?) ^  c\\u -  v ||2 R m

but we will restrict our attention to autonomous systems. The following result shows 

that the one-sided Lipschitz condition imposes a bound on the rate at which trajectories 

of the system may diverge.

R esu lt 2.1.7 I fu( t ) ,  v(t) are two solutions of (2.1.1,2.1.6) with initial conditions u Q 

and v Q respectively then

||ti(/) -  v(*)|| ^  ect||u0 -  «o||. (2.1.7)

Proof. Consider

j t \\u ~ v \\2 =  2(f (u)  -  f ( v ) , u - v )

< 2c\\u —t>||2,

hence

e2ct^ \ \ u - v \ \ 2 + 2ce2ct\\u - v \ \ 2 ^  0

d \e™\\u( t ) -v{t )  ̂dt

and integrating implies that

e2ct\\u(t) -  u (0 l|2 -  ||t*o ~ «o||2 < 0. 

Rearranging and taking square roots gives (2.1.7). ■

R em ark  Unlike Lipschitz continuity the one-sided Lipschitz condition does not impose 

any bound on the rate at which trajectories may converge.

If c < 0 then the system (2.1.1,2.1.6) is said to be exponentially contractive, because

(2.1.7) then implies exponential convergence of trajectories.

If c =  0 then

( / ( « ) <  0 (2.1.8)
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for all u ,  v  E  R m and for all t ^  0. Equation (2.1.7) then implies that ||u(t) —  v(t) || is 

nonincreasing in t. For this reason such systems are often referred to as contractive in 

the numerical analysis literature, where they have been used extensively in nonlinear 

stability definitions for numerical methods. However, as Theorem 2.1.8 shows, from a 

dynamical systems perspective, the contractive problems (2.1.1,2.1.8) are a somewhat 

unnatural class of systems to consider. Generically fixed points of dynamical systems 

are hyperbolic and isolated, but the following theorem shows that this is not the case 

for (2.1.1,2.1.8).

Theorem 2.1.8 Suppose that (2.1.1,2.1.8) defines a continuous dynamical system on 

ST1 and let E =  { x : f ( x )  =  0}, the set of fixed points of (2.1.1,2.1.8). Then E is a 

closed convex set.

Proof. Since f  is continuous E must be closed. To prove that E is convex it is sufficient 

to show that any convex combination of two zeros of /  is also a zero of f .  So suppose 

f ( x )  = 0, f { y )  =  0, ic /  y and A € (0,1). Let z  = Xx +  (1 — A)y  and suppose also 

that f ( z ) ^  0. Let w  = z  + 8 f ( z )  then

(/(™ ) -  /(* ),™  -  ^  0

implies

( f ( w ) , 6 f ( z )  +  z  -  x)  ^  0

( f ( w ) , 6 f ( z ) - \ - { X - l ) ( x - y ) )  < 0

{ f ( w) , 6 f ( z ) )  < ( 1 -  X ) ( f ( w ) , x - y ) .  (2.1.9)

Also

( / ( « ) -  f ( y ) j v - y )  <o-

implies

(f(v>),6f(z)  + z - y )  ^  0

( f ( w ) , 8 f ( z )  + \ ( x - y ) )  ^  0

( f { w) , 6 f ( z ) )  < -A  ( f { w ) , x - y ) .  (2.1.10)
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Notice that (1 — A) and —A have opposite signs, hence (2.1.9) and (2.1.10) imply that

( f ( w) , 6 f ( z ) )  < 0, 

and since the sign of 8 is arbitrary it follows that

( / ( *  +  « /(* ))> /(* )) =  o,

and allowing 6 —*■ 0 we obtain | |/ (* ) ||2 =  an<̂  convexity of S follows. B

We would like to also show that dist(j/(i), £T) =  in f*^  ||2/(tf) — «|| —> 0 as t -*• oo 

for any y 0. In Result 3.1 of [56] we show this in the case where inequality is strict in

(2.1.8) for each u  £ S and each v  G S. The following example shows that this result 

fails without this extra condition.

E xam ple 2.1.9 For m  ^  2 we can construct an example of a system (2.1.1,2.1.8) 

where all trajectories rotate about S and thus dist(j/(f),£) is fixed. Let be the i-th 

coordinate of y . Then consider

V i =  ~Vi

fa  =  2 / i

y{ =  0 for i =  3 , . . . ,  m.

Then £ =  {y: yx = y2 = 0} and ||it(i) — v(*)ll constant, where u(t) and v(t) are two 

solutions of this system with different initial conditions. □

Stuart (private communication) has shown that the if c < 0 then (2.1.1,2.1.6) must

have a unique globally attracting fixed point. Because of the essentially trivial nature

of the dynamics of these problems, we will not consider their numerical solution here, 

but this and related problems are considered in [35]. It should be noted that although 

systems of the form (2.1.1,2.1.8) do not have interesting dynamics, these systems have 

received a great deal of attention in the numerical analysis literature, and the results 

concerning them and their numerical solutions together with the mathematics used to 

prove these results has been very important in the development of numerical analysis 

for nonlinear ordinary differential equations.
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2.2 D issipative Dynam ical System s
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Instead of considering systems for which all trajectories are asymptotic to a unique 

fixed point, a natural generalization is to consider systems for which the asymptotic 

behaviour is confined to some bounded set, but where no restrictions are imposed on 

the possible dynamics within this set. Such systems are said to be dissipative, and we 

will consider their numerical solution in Chapter 6.

D efinition  2.2.1 If (2.1.1) defines a dynamical system on U C R m then this system 

is said to be dissipative if there is a bounded set B  with the property that, for any 

bounded set E C U , there exists t* =  t*(E) ^  0 such that S(t )E  C B  for all t > t*. 

The set B  is called an absorbing set.

Rem ark Hale [28] notes that for a continuous dynamical system on a locally compact 

space (such as IR,m) to show dissipativity it is sufficient to show that for any initial 

condition y Q £ U there exists t*(y0) ^  0 such that S( t )yQ £ B  for t > t*. This will 

simplify proofs of dissipativity.

Note that absorbing sets are not unique, since if B  is an absorbing set then any 

bounded set B'  such that B  C B f will also be an absorbing set.

Rem ark Sometimes a system is said to be dissipative if the divergence of the flow 

is negative, but this is not equivalent to the definition given above, and when we 

refer to a system as being dissipative we will always mean dissipative in the sense of 

Definition 2.2.1.

2.2.1 Structural A ssum ptions Inducing D issipativity

Often dissipativity is a direct consequence of a structural condition which /  satisfies. 

In this section we will consider two such structural assumptions.

First consider (2.1.1) under the assumptions that /  is locally Lipschitz and that 

there exist constants a  ^  0 and (3 > 0 such that

{f (y) iV)  < a ~ P\\y\\2 for all u £ ]R m (2.2.1)

where the norm in (2.2.1) is the norm induced by the inner product. Under these 

assumptions (2.1.1) defines a dissipative dynamical system, as we will now show.
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T h eo rem  2.2.2 I f  f :  HU71 —> Mm is locally Lipschitz then (2.1.1,2.2.1) defines a dy

namical system on Mm and for any e > 0 there exists t* = t*(yQie) such that for all 

t > t *

l l » W I I * < J  +  « -  ( 2- 2. 2)

Hence the dynamical system is dissipative, and the open hall B  =  R(0, y/a /fi + e) is an 

absorbing set for any e > 0.

Proof. First we establish an a priori bound on the solution y(t).  Note that

^ b t t l l 2 =  </(»(<)),»«>

< a — /?||y(<)||2. (2.2.3)

Hence

e2'S‘^lll»W I|2 +  2 ^ , ||y(<)||2 < 2aeV>'

d_
dt e^'llsW II2] < 2ae^*

Thus it follows that

e ^ ' l l w W I I 2 -  l | y 0||2 <  J [ ^ '  - 1 

I I k W I I 2 <  ^  +  e ~ m

| | y ( t ) | |  = ?  m a x  ( l I V o l l . ^ )

b o l l 2 -  J j (2.2.4)

for t ^  0. Hence the solution of (2.1.1) cannot blow up and since /  is locally Lipschitz 

it follows from the remarks on page 27 that (2.1.1,2.2.1) defines a dynamical system on 

R m.

The bound (2.2.2) follows from (2.2.4) and this implies that (2.1.1,2.2.1) is dissipa

tive, with B  an absorbing set. ■

R em ark  Equation (2.2.3) implies that

limsup m TT ^  llvll-°o Hull

so that the decay from ‘infinity’ is at least linear for systems of the form (2.1.1,2.2.1). 

Although the asymptotic behaviour of a dissipative system is confined to a bounded
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set, we emphasise the fact that the dynamics within this set may be extremely com

plicated. To stress this we present an example which shows that the Lorenz equations 

define a dissipative dynamical system which satisfies (2.2.1) after translation of the 

coordinate system.

E xam ple 2.2.3 Consider the Lorenz system of ordinary differential equations in 1R3 

defined by
x =  a (y — x) 

y = rx — y — xz  

z = xy — bz

where x(t), y(t) and z(t) are to be found for t ^  0 and <7, r and b are positive parame

ters. This system was first introduced by Lorenz [44] and arises as a finite dimensional

spectral truncation of equations governing Rayleigh-Benard convection. The parame

ters are often taken to be a =  10, r = 25 and b =  8/3. For these values the system 

appears to display chaotic dynamics and to possess a strange attractor, and as an early 

example of such a system has been important in the development of chaos theory.

If we write y  = (x ,y , z)T and f ( y )  =  (a(y — x) , rx  — y — xz , xy  — bz)T then we 

see that this system is of the form (2.1.1) with /  € C°°(1R3,R 3) and hence locally 

Lipschitz. To show that the Lorenz equations define a dissipative system we translate 

the coordinate system by z ^  z — r — a, obtaining

x = a ( y -  x) 

y = —ax — y — xz  

z =  xy — bz — b(r +  a).

(2.2.6)

Now defining y  as above and f  by f ( y )  =  (a(y — x), —ax — y — xz , xy  — bz — b(r + a))T 

and using the Euclidean inner product we obtain

(f ( y ) , y ) = -  y2 -  bz2 -  6z(r +  cr). (2.2.7)

Temam [58] shows that if b > 1 then (2.2.7) implies that

< /(» ) ,y) < - * * 2 - y 2 - z 2 + (2.2 .8)
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and hence (2.2.1) is satisfied with
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b2(r +  a)2 
“  =  4 (6 -1 )
(3 = min(l,<7).

Hence the translated Lorenz equations (2.2.6) are dissipative, and reversing the trans

lation it follows that the Lorenz equations (2.2.5) are themselves dissipative. □

We now consider a generalization of the condition (2.2.1). Notice that if f  satisfies

(2.2.1) then

< /(» ),3 /)< 0  for ||y|| > R  (2.2.9)

for any R  ^  y/a/(3. The theorem below shows that if f  satisfies (2.2.9) then (2.1.1) 

defines a dissipative dynamical system and hence that (2.2.9) defines a generalization 

of the class of dissipative problems defined by (2.2.1).

T heo rem  2.2.4 I f  f'.JRT1 —► Mm is locally Lipschitz then (2.1.1,2.2.9) defines a dis

sipative dynamical system, and the open ball B(0, R  + s) is an absorbing set for any 

£ >  0 .

Proof. Given e > 0 let B  denote the open ball B(0,R + e). Now for y  E R m\ 5

< 0,

hence given any y 0 it follows that ||y(2)|| < ||3/0|| for all t > 0 and solutions cannot 

blow up. Therefore f  locally Lipschitz is sufficient to ensure that (2.1.1,2.2.9) defines 

a dynamical system. Now given any bounded set E , let r =  supyeB ||t/|| and E* = 

{y* ||3/|| ^  r }* Now note that for y  E E * \B

f t \ \ y f < o .

Hence E * and B  are forward invariant, that is S(t)E* C E* and S(t)B C B  for all 

t ^  0. Note also that E * \B  is a compact set and { f ( y ) , y )  < 0 on E * \B  hence by 

continuity of / ,  there exists 6 > 0 such that

^ | | j , | |2 s: - S  on E '\B .  (2.2.10)
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Thus for any y 0 G E , it follows that 3/(t) G B  for t > [r2 — (R + e)2]/8 and hence this 

system is dissipative. B

2.2.2 A bsence o f O ne-sided Lipschitz Condition

Since all the trajectories of a dissipative system enter a bounded absorbing set it would 

seem natural that the rate of divergence of trajectories would be bounded, and that dis

sipative systems would satisfy one-sided Lipschitz conditions. However in this section 

we will present examples which show that this is false. Dissipative systems in general 

and the Lorenz equations in particular do not satisfy a one-sided Lipschitz condition 

on Mm, and so we will not assume that such a condition when we consider the numer

ical solution of these systems in Chapter 6. We begin with a simple two-dimensional 

example.

E xam ple 2.2.5 Consider the following two-dimensional problem in polar coordinates

r = —r 

9 = —rcosO.

Converting to Cartesian coordinates gives

x =  —x + xy  

y = —y — x2.

We will show that this system satisfies (2.2.1) and hence is dissipative, but that for the 

Euclidean inner product the system does not satisfy a one-sided Lipschitz condition. 

To show dissipativity let u  =  (x,y)T and f ( u )  =  (—x +  xy , — y — x 2)T then we may 

rewrite the system as it =  f ( u )  where, using the Euclidean inner product,

( f ( u ) , u )  = —x2{l — y) — y(y +  x2)

Thus (2.2.1) is satisfied with a = 0 and /? =  1, and hence the system is dissipative. 

Indeed, since a = 0, Theorem 2.2.2 implies that ||it(t)|| —► 0 as t —> oo for any initial
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condition u 0. However the system does not satisfy a one-sided Lipschitz condition, as 

we will now show. Let v =  (x ' , y ') then

( /(« )  -  f ( v ) , u - v )  =  - ( x  -  x ')2 + (x -  x')(xy -  x'y') -  (y -  y’)2 +  (y -  y;)(x/2 -  x2)

Now suppose that a one-sided Lipschitz condition (2.1.6) holds and let

u  =  [ c 2 , c 1]t  v  =  [ c u c 2]t

where we will specify the constants Ci and c2 below in order to obtain a contradiction. 

Notice that ||u  —t?||2 =  2(c2 — ex)2 and observe that

( / ( “ ) - / ( » ) , « - « )  = - 2  (c2- c l)2 +  (c2 - c , ) ( c | - c 5 )

=  J ( « l+ « 2 )  -  l ] | | « - t l | | 2.

Now choosing c1 c2 > 2(c.+ l)  contradicts (2.1.6). Thus this system does not satisfy 

a one-sided Lipschitz condition for the Euclidean inner product for any c > 0, even 

though this system is dissipative, satisfies (2.2.1), and the origin is globally attracting. 

□

The above example is not an isolated case. In [36] it is shown that the Lorenz 

equations (2.2.5) do not satisfy a one-sided Lipschitz condition under the Euclidean 

inner product. Here we will extend this result to general inner products. A general 

inner product on R m is defined by

( u , v ) A  =  ( u , A v ) e

where A is a positive definite symmetric matrix and (•,•)£; represents the Euclidean 

inner product. We now prove tha t the Lorenz equations do not satisfy a one-sided 

Lipschitz condition for any inner product.

T heo rem  2.2.6 The Lorenz equations (2.2.5) do not satisfy a one-sided Lipschitz con

dition (2.1.6) for any c > 0 for any inner product on 1R3.
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Proof. Consider a general symmetric positive definite 3 x 3  matrix A.
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A =

(  n n n \an  <*i2 ai3

CL\2 <*22 <*23

ai3 a23 <*33 J

Now suppose that a one-sided Lipschitz condition

( /(« )  -  f ( v ) , u -  v ) A ^  c\\u -  v \\2a 

holds for some c > 0, and derive a contradiction. Let

(2 .2.11)

u  =  [c2,C i,c2]J V =  [ci,c2, c j

where we will specify the constants Ci and c2 below, in order to obtain a contradiction. 

Notice that

||u  — v \\\ =  (an-J-a22-f- 033 — 2ai2 +  2ai3 — 2a23)(c2 ^  C1)2 

=  kQ(c2 -  C1)2

and observe that

2<t(ci -  c2)
T

<*11 <*12 <*13 c2 ~  Ci

( / H  -  f ( v ) , u - v ) A = (l  +  r ) (c2 - c i ) - ( c 2 - c 2) <*12 <*22 <*23 Cl -  c2

6(ci -  c2) <*13 <*23 <*33 c2 -  Ci

—2(7 0

(c2- C i )2[1,-1,1]A 1+  r -  (c2— Ci)2[l,—1 ,1]A C2 +Ci

-b 0

— fci(c2 — C1)2 +  (a22 — a i2 — a23)(c2 +  ci)(c2 — Ci)‘
1
ko ki +  (<*22 -  <*12 -  <*23) (c2 +  ci)] ||u  -  v \\2a 

Now if a22 — a i2 -  a23 /  0 then choosing Ci +  c2 > aa'*l~*fa23 contradicts (2.2.11), hence

<*22 — <*12 — <*23 — 0* (2.2 .12)
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Now let

u  =  [c2,0 ,c2]J v  =  [c i,0 ,c j5

and noting that

\u  ~ v \\a = (an  +  2fli3 -  2a33)(c2 -  ci)2 

=  k2{c2 -  ci)2
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it follows that

( / M  -  f ( v ) , u -  v )A =

<t(ci -  c2) 

r(c2 -  ci) -  (c\ -  cl) 

6(ci -  c2)

On di2 di3

di2 d22 d23

a 13 a 23 a 33

c2 -  Ci 

0

c2 -  Ci

—a 0

(c2 -  ci)2[ l ,0 ,1] A r -  (c2 -  Ci)2[ l ,0 ,1] A C2 +  Ci

- b 0

=  A;3(c2 -  Ci)2 -  (d12 +  d23)(c2 +  ci)(c2 -  ci)2 

1 -  (ai2 +  a23)(c2 +  ci)l ||u  -  v\\\

Now if a i2 +  a23 ^  0 then choosing Ci +  c2 > — contradicts (2.2.11), hence

d\2 +  a23 — 0 (2.2.13)

but (2.2.12) and (2.2.13) imply that a22 =  0 and this contradicts the positive definite

ness of A, hence the one-sided Lipschitz condition (2.2.11) does not hold for any c > 0, 

as required. ■

In Example 2.2.3 we considered a translation of the Lorenz equations in order to 

show that they defined a dissipative dynamical system of the form (2.1.1,2.2.1). We 

show here that if f  does not satisfy a one-sided Lipschitz condition then no translation 

of the system will satisfy a one-sided Lipschitz condition. To see this note that if f  

satisfies (2.1.6) and

g(y) = f ( y  -  » )
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for an arbitrary translation a , then
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{g(u) -  g ( v ) , u  - v )  =  ( f { u  -  a )  -  g(v  -  a ) ,  (u -  a )  -  (v -  a ))

< c||(u —a )  —( v - a ) | | 2

c it — r

Hence f  satisfies a one-sided Lipschitz condition if and only if every translation of f  

satisfies a one-sided Lipschitz condition.

Although dissipative systems of the form (2.1.1,2.2.1) do not in general satisfy a 

one-sided Lipschitz condition, some systems of this form do satisfy such a condition. 

For the final example in this section we exhibit a system of the form (2.1.1,2.2.1) where 

f  satisfies a one-sided Lipschitz condition (but is not globally Lipschitz).

E xam ple  2.2.7 Consider the two-dimensional problem, in polar coordinates

r =  r( 1 — r 2) 

0 =  1.

Converting to Cartesian coordinates we obtain

x = x — y — x(x2 +  y2) 

y =  x +  y -  y(x2 +  y2)

(2.2.14)

(2.2.15)

Let u  =  (x,y)T and f {u )  =  (x — y — x(x2 +  j/2),x  +  y — y(x2 +  y2)) then for the 

Euclidean inner product ||tt|| =  r and it follows that

( f ( u ) , u )  = \ j t \M 2

—  ̂ ^ ( r 2\
~  2~dt
_  j.j.

= r2(l — r2)

=  W 2- W 4

^  1 - l lu l

Thus (2.2.1) is satisfied with a =  (3 =  1 and this is a dissipative system. We will now 

show that this system satisfies a one-sided Lipschitz condition (2.1.6). Let v  =  (x;, y')T
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then
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( f ( u ) - f ( v ) , u - v )  =  ( * - * ') 2 +  ( » - y ') 2 - ( * 2 +  S2)2 - ( * '2 +  !/'2)2

+ ( x x '  +  yy') [(z2 +  y2) +  (x 12 + j/'2)] .

Note that

XX1 =  ± ( x 2 +  x '2) - ± ( x - x ' ) 2.

Hence

x x '  +  yy’ =  i ( x 2 +  y2 +  x '2 +  y'2) -  ± ( x  -  x ' ) 2 -  \ ( y  -  y ' f

= | [ lM I3 + IMI2- l i» - ® l l2

and it follows that

(f ( u ) - f ( v ) , u - v ) =  | | u - u | | 2 -  ||« ||4 -  ||v|
1 

+  2 k ll2 +  Ikll2 -  Ik  - 1?||2 "II2 + H I .2

=  I k  — v | | 2 i  -  | ( I M I 2 + l l « l t 2 ) ]  + | j M I 2 + I M I 2' - I M M M I 4

CN1II

i - J ( N I 2 + I M I 2) ] - J H I 2 - H I 2

2

< Ik  — v\

Thus /  satisfies the one-sided Lipschitz condition (2.1.6) with c — 1. □

2.3 Invariant Sets and Attractors

A dissipative dynamical system always has a global attractor. To enable us to study 

attractors we must first make some definitions.

D efinition 2.3.1 For the dynamical system (2.1.1) the positive orbit through x  is 

defined by

r + (x) =  U  s( t )x .
t>0

A negative orbit through r - (®), if it exists is a set {®(t):t ^  0} such that

(i) S ( —t)x(t)  =  x Q for all t ^  0, and,
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(ii) S( t2 — =  *(<2) for all ti < t2 < 0.

We call T(x), where

r(x) = r+ (x ) |J r- (* )

a complete orbit through x.

Note that a negative orbit need not exist, since solutions may blow up in finite 

negative time. However if f  is locally Lipschitz then the negative orbit T-  (aj) is unique, 

if it exists.

D efinition 2.3.2 A set E  C U is forward invariant under the evolution operator S  if 

r+(as) C E  for all *  in E. E  C U is said to be backward invariant under S  if for each 

x  £ E  there exists a negative orbit r - (aj) such that r - (aj) C E. E  is invariant under 

S  if E  is both forward and backward invariant under S.

So E  is forward (resp. backward) invariant under S ii S{t)x £ E  for all x  £ E  

and all t ^  0 (resp. t ^  0). Note that if E  is invariant then there exists a complete 

orbit through each point of E.  Where it is clear which evolution operator is under 

consideration we will sometimes refer to a set as being invariant, without explicitly 

identifying the operator under which the set is invariant.

R em ark  An absorbing set B  as defined in Definition 2.2.1 need not be forward invariant 

in the sense of Definition 2.3.2. However since B  is an absorbing set there exists t* ^  0 

such that S(t )B  C B  for all t ^  t*. Then

B " =  U  S(0, t)B
*€[ o.f]

will define a forward invariant absorbing set, and so in what follows we may assume 

without loss of generality that absorbing sets are forward invariant.

We now define the o;-limit set of a point and a set.

D efinition 2.3.3 For any y 0 € U the u-limit set of y 0 is defined by

u (Vo) =  D  U  SWVo-
T̂ O t^T
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For a bounded set E  C U we define the uMimit set of E  by
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uiE) = n  u  s^ e-
r̂ O t^r

The u>-limit set u ( y 0) defines the asymptotic behaviour of the trajectory with initial 

condition y 0. For autonomous systems u;(y0) is typically a fixed point, periodic orbit, 

torus, quasi-periodic orbit or strange-attractor. See [24] for a description of these 

objects.

Similarly u>(E) defines the asymptotic behaviour for the evolution of the set E  under 

S. Note that

| J  u ( x )  C u ( E ) ,
m €E

but that in general this inclusion is sharp. This is because u{E)  contains heteroclinic 

and homoclinic connections between the limit sets of individual trajectories originating 

in E.

Since we are interested in the asymptotic behaviour of dynamical systems, and this 

is described by the o;-limit sets, these objects will be of vital interest throughout this 

thesis. In the following result we state well known properties of w-limit sets which we 

will need (see [28, 58, 59] for proof).

R esu lt 2.3.4 Suppose that (2.1.1) defines a dynamical system on U C Mm and that 

f  is locally Lipschitz. I f  the forward orbit of y 0, T+(y0), is bounded then u>(yQ) is 

nonempty, compact, connected and invariant under S.

I f  for a bounded set E C U

U

is bounded then u(E)  is nonempty, compact and invariant under S. I f  E  is connected, 

then w(E) is also connected. ■

In Chapter 7 we will measure the distance between corresponding invariant sets of 

the underlying dynamical system and the discrete system generated by the discretiza

tion. The concepts of distance between sets that we will use are defined below.
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dist (A, B) =  0 

dist(5,A) = “large”
A

Figure 2.1: The semi-distance dist(*,*).

Definition 2.3.5 Given a set B C R m and a point x  E R m we define

dist(«, B) = inf \\x -  y||.

For two sets A, B  C R m we define the semi-distance of A from dist(A, B) by

dist(A, B ) =  supdist(aj, B),
* 6  A

and the Hausdorff distance between A and dist#(A, # ), by

dist h (A,B)  =  max(dist(A, i?),dist(i?, A)).

Given a set A we also define the ^-neighbourhood of A by

Af(A,e) =  {®:dist(aj, A) < e}.

Note that in general dist(A,J9) ^  dist(2?,A), so dist(*,#) as defined in Defini

tion 2.3.5 is indeed only a semi-distance. If dist(A,l?) < e then A C N(A,e)  and if

dist(A,B)  = 0 then A C B. Thus if distH(A,B)  =  0, then A = B.  It follows easily

that the Hausdorff distance defines a metric on the set of nonempty compact subsets
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/ii
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Figure 2.2: A dissipative system possesses an absorbing set B and a global attractor

A.

of R m. We now define local and global attractors for a continuous dynamical system.

D efinition 2.3.6 For a continuous dynamical system a set A is said to attract a set 

B  under S(t) if for any £ > 0 there exists t* = t*(e,A,B) such that

S ( t ) B C N ( A , e )  Vt > t \

A  is said to be a local attractor if it is a compact invariant set that attracts an open 

neighbourhood of itself. A  is said to be a global attractor if it is a compact invariant 

set that attracts all bounded subsets of U.

We now consider the form of the global attractor A of a dissipative dynamical 

system. First note that since A  is invariant under the flow it follows that 4  C 5 , 

where B is any absorbing set for the dynamical system. Indeed A  is given by

A  = u(B)

and hence, by Result 2.3.4, A  is connected (as well as being compact and invariant). 

Also note that since A  attracts all bounded subsets of lRm it follows that if 1  is
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a bounded invariant set then I  C A, and thus the global attractor A  is the maximal 

bounded invariant set.

Although the definitions of local and global attractors are relatively straightforward, 

except in simple cases these objects are often hard to pin down. One approach is to 

recognise that the attractor is a union of invariant sets and then to identify invariant 

sets of the system. The simplest invariant sets of any system are its fixed points. Let 

E be the set of equilibria of (2.1.1),

E = { x : f ( x )  = 0}, (2.3.1)

and E* the set of hyperbolic equilibria,

E* =  {as E E: x  is hyperbolic}. (2.3.2)

D efinition 2.3.7 If x * is a hyperbolic fixed point of (2.1.1) then the unstable manifold 

of x * is defined by

W(x*) — {y : S( t )y  exists Vt ^  0 and S(t)y —► x* as t —> —oo}.

For some 6 > 0 we define the local unstable manifold of x* by

W 6(x*) = { y e  W(x ' ) :  S( t )y  <E B(x*,6) Vt < 0}.

Note that for a dissipative system W(x*)  is necessarily bounded and it follows that 

W(x*)  is invariant and hence that W(x*)  C A.  Indeed let

W(E*) = | J  W(x*)  (2.3.3)
«*€£*

then the following theorem shows that W(E*) is invariant and hence that W(E*) C A.

T heorem  2.3.8 Let W{E*) be defined by (2.3.3) then i fW(E*) is bounded (and in 

particular, if  the system is dissipative) then W(E*) is compact and invariant under

S (•)■
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Proof: Let B = W {£*). Then
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w(B) =  n  U  S{t)B
T̂ O

=  B

since B  is invariant under 5(*). Now the result follows from Result 2.3.4. ■

In Section 2.4 we will consider gradient dynamical systems. For a dissipative gradi

ent system with hyperbolic fixed points the global attractor is known (see Hale [28]) to 

be of the form A = W(£*).  In Example 2.3.9 below the global attractor also has this 

form, although the system is not in gradient form. However, in general, for nongradi

ent systems W(£*) C A  with the inclusion being strict. In the case where W{£*) C A  

with strict inclusion we could continue to build up the attractor by considering more 

complicated invariant sets such as periodic orbits and tori together with their invariant 

manifolds, but we will not pursue this, due to lack of space and time.

Finally in this section we present an illustrative example.

E xam ple 2.3.9 Recall from Example 2.2.7 that (2.2.14) defines a dissipative system. 

This system has the exact solution

6(t) — 4~t

for initial condition (r0, 0o) if r 0 ^  0 and r(t) =  0 if r0 =  0. Note that if r0 =  1 then 

r(tf) =  1 W G 1R and the unit circle is an invariant set. Indeed if r 0 ^  0 then r(/) —*■ 1 

as t —> oo, and it follows that the unit circle attracts all open closed bounded sets that 

do not contain the origin, and hence is a local attractor. Since the unit circle does not 

attract any set that contains the origin, it is not the global attractor of this system. It 

is easy to show that the closed unit disc is invariant under the evolution of (2.2.14) and 

attracts all bounded subsets of lRm, and hence is the global attractor of this system.

The system has one hyperbolic fixed point at the origin. The open unit disc is the 

unstable manifold of this fixed point, and hence A  =  W(£*),  that is the global attractor 

of the system is equal to the closure of the unstable manifold of the hyperbolic fixed 

point. See Figure 2.3. □



Chapter 2. Dynamical Systems 49

Figure 2.3: The dynamics of (2.2.14). The unit circle is a local attractor and the closed 

unit disc is the global attractor.

2.4  G radient D ynam ical S ystem s

In Section 2.1 we noted that if /  satisfies a one-sided Lipschitz condition with c < 0

then all trajectories of the system are asymptotic to a unique fixed point as t —*■ oo. A

natural generalization of these problems is to consider systems which possess multiple 

fixed points, and for which every trajectory is asymptotic to some fixed point. Gradient 

systems, as defined below, are dynamical systems which have this property, and we will 

consider their numerical approximation in Chapter 5.

Definition 2.4.1 If (2.1.1) defines a dynamical system on U C R m then (2.1.1) is 

said to define a gradient system on U if 3F: U —*■ R  satisfying

(i) i r (*) is bounded below on U,

(ii) F(y)  ^  oo as ||x/|| -► oo,

(iii) F(S( t )y0) is non-increasing in t for a solution of (2.1.1), and,

(iv) if F(S( t )y0) = F(y0) for t > 0 then y(0) is an equilibrium point.

F  is called a Lyapunov functional.
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Note that if U =  R m, /  is locally Lipschitz, and (ii) and (iii) hold then all tra

jectories are bounded and it follows from the remarks in Section 2.1 that (2.1.1) does

define a dynamical system, hence if (i) and (iv) also hold then (2.1.1) defines a gradient 

system.

Let S be the set of equilibria of (2.1.1), as defined in (2.3.1). The following result 

shows that every trajectory must converge to a fixed point of the system. Hirsch and 

Smale [34] prove a similar result, but under the slightly stronger assumption that f  is 

C1. The proof is very similar to but simpler than that of Theorem 2.5.4 below, and is 

thus omitted.

Result 2.4.2 I f  (2.1.1) defines a gradient system and f  is locally Lipschitz then 

u{ y0) C S. If, furthermore, the zeros of f  are isolated then v ( y 0) =  x  for some x  6 S. 

■

Note that if /  satisfies

f ( y )  = -V F ( y) (2.4.1)

for some F: U —► R  then

j / ( y m  = ( f (y) , vF(y( t ) ) )

=  H l / M f

and thus (iii) and (iv) of Definition 2.4.1 follow automatically. Hence if F  satisfies (i) 

and (ii) then (2.1.1,2.4.1) defines a gradient system.

Definition 2.4.1 (iii) and (iv) imply that any solution trajectory of a gradient system 

must travel down hill on a contour map of F. The additional condition (2.4.1) implies 

that trajectories not only travel down hill, but must also follow the path of steepest 

descent. Condition (2.4.1) is therefore a natural one for gradient systems to satisfy, 

and systems which arise in applications almost always satisfy this or a closely related 

condition; indeed some authors even include (2.4.1) as part of their definition of a 

gradient system (see [34] for example). Thus when we come to consider the numerical 

approximation of gradient dynamical systems there will be little loss in generality in 

assuming that f  satisfies (2.4.1) and so we will make this assumption.

We now prove two lemmas which will be useful when we consider the numerical 

solution of (2.1.1,2.4.1) in Chapter 5. We begin by deriving an upper bound for F(u)  — 

F(v)  when f  satisfies a one-sided or global Lipschitz condition.
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Lem m a 2.4.3 I f  f  satisfies a one-sided Lipschitz condition (2.1.6) on a convex set 

B  C U then the gradient system (2.1.1,2.4-1) satisfies

F(u)  — F(v)  ^  (f ( u ) , v  — u)  +  c||v — u\[2 (2.4.2)

for all u ,v  E B.

Proof. Let G{x): [0,1] —► R  be defined by

G(x) =  F(v  +  x[u — r]).

Then we have

G'(x) =  {VF(v  +  x[u — — v)

=  { f ( v  + x [ u - v ] ) , v - u ) .

Now by the mean value theorem <2(1) — <2(0) =  G'(x) for some x G (0,1). Hence 

writing £ =  v  +  x[u — u] implies that

F(u) -  F(v)  =  ( / ( ( ) ,  v -  u) (2.4.3)

I I ® - « l l  l l € - “
it follows that

F(u) -  F(v)  =  j j j L J j j l  < / ( * ) ,  €  _  u )

Now substituting £ for v  in (2.1.6) implies that

( / ( 0 » £ - “ ) ^  ( /(« )» £ - “ ) +  cWu - Z \ \ 2

and hence

f (u ) - f (v ) < u ) + ciK - “ ii-ii®- u ii

llv — u \ \ , J. \ I. 
| | € - “ || +  _ u

2

( f ( u ) , v  -  u) + c\\v -  u\\2
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as required. ■

52

Note that we cannot obtain greater generality by considering gradient systems under 

the assumption that (2.4.2) holds, instead of assuming a one-sided Lipschitz condition, 

because (2.4.2) is essentially equivalent to the one-sided Lipschitz condition (2.1.6). To 

see this notice that exchanging u  and v  in (2.4.2) implies that

F(v) -  F{u)  < ( f ( v ) , u  -  v) +  c\\v -  u\\2

and adding this with (2.4.2) we obtain

0 ^  (f ( u ) -  f ( v ) , v  -  u)  +  2c||u -  t>||2,

or on rearranging

( f (u)  -  f ( v ) , u -  v)  < 2 c \\u -v \\2.

Thus f  satisfies (2.4.2) if and only if f  satisfies a one-sided Lipschitz condition.

If f  is globally Lipschitz then in addition to (2.4.2) we also obtain inequality (2.4.4) 

below.

Lemma 2.4.4 I f  f  is Lipschitz with Lipschitz constant L on a convex set B  C U then 

the gradient system (2.1.1,2.4-1) satisfies

F(u) — F(v)  < ( f ( v ) , v  — u)  +  L\\v — u\\2 (2.4.4)

for all u ,v  (E B.

Proof. Derive (2.4.3) as in the proof of Lemma 2.4.3. Then since

v — u  _  v — £
| | » - u | |  “  | |» - { | |

it follows that

=  (2.4.5)

Now since f  is globally Lipschitz and £ E B  by convexity, use of the Cauchy-Schwarz 

inequality gives

( / ( « - / ( » ) , » - « )  <  1 1 / ( 0 - / M I N I * - € 1 1
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< £ |K - » I I 2
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and hence

( / ( f t i « - f t  < { f ( v ) , v - £ )  + L\\v - f t | 2.

Now applying this to (2.4.5) implies

F(u) -  F(v)  < f t  +  L\\v -  ft|.||t> -  u\\

=  ( / ( » ) ,« -  u) +  Z||t> -  ti||2

as required. ■

2.5 D iscrete Dynam ical System s

Next we define a dynamical systems for mappings. We will consider a family of maps, 

parameterized by h. When we consider the numerical approximation of (2.1.1) by 

a Runge-Kutta method (3.2.1-2) the parameter h will be the step-size of the method.

D efinition 2.5.1 Suppose &h'U  —► U where U C ]Rm then for any y Q (E U the 

sequence {Vn}n=0 is uniquely defined in U by

»n+i =  ^ ( » n ) i  (2-5.i)

and &h is said to define a discrete dynamical system on U. The evolution operator 

Shm. U —► U is defined to be the operator such that j/„+1 =  ShVn, and hence Sh = &h- 

We denote the ra-fold composition of Sh by so that y n =  and n plays the

role of a discrete time variable.

We can define continuity, dissipativity, orbits, invariance, u;-limit sets, unstable 

manifolds and attractors for discrete dynamical systems in the natural way by replac

ing S'(tf) with S% in the relevant definitions with n playing the role of t for integer n. 

Since the definitions for discrete dynamical systems are completely analogous to those 

for dynamical systems we will not restate them. To avoid confusion between w-limit 

sets, attractors, and other invariant sets for discrete dynamical systems with the corre
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sponding sets for dynamical systems we will always denote the objects associated with 

the discrete dynamical system with a subscript h. Hence Uh{yo) denotes the o;-limit 

set of y 0 under the evolution of (2.5.1) and Ah denotes an attractor of (2.5.1).

The following result is analogous to Result 2.3.4 and will be needed in the next 

section. See [28], for example, for proof.

Theorem  2.5.2 Suppose that (2.5.1) defines a discrete dynamical system on U C ]Rm 

and that is locally Lipschitz. I f  the forward orbit o f y 0, Un^o ^hVo 25 bounded then 

( l / o )  is nonempty, compact and invariant under Sh> m

2.5.1 D iscrete Gradient System s

The definition of a discrete dynamical system is analogous to Definition 2.4.1.

Definition 2.5.3 If (2.5.1) defines a discrete dynamical system on U C R m then

(2.5.1) is said to define a discrete gradient system if 3Fh'. U —> 1R satisfying

(i) Fh(•) is bounded below on U,

(ii) Fh(y) 0 0  as ||y|| -+ 0 0 ,

(iii) ^ ( 5 ^2/0) is nonincreasing in n for a solution of (2.1.1), and,

(iv) if Fh(Shy) = Fh(y) then y  is an equilibrium point of (2.5.1).

Fh is called a Lyapunov functional.

The discrete gradient systems that we will consider arise as numerical approxima

tions to gradient systems for which /  is locally Lipschitz and this will imply that 

is locally Lipschitz. For such systems we can prove an analogous result to Result 2.4.2 

as follows; see [16] and [20] for related results. Let Eh =  {y-&h(y)  =  3/}? the set of 

equilibria of (2.5.1).

Theorem  2.5.4 I f  (2.5.1) defines a discrete gradient system with locally Lipschitz 

on U, then Uh{yo) Q£h- Iff furthermore, the fixed points of $h ore isolated then 

Uh(y0) =  ® for some x  E Eh.

Proof. Since, by property (iii), Fh(S%y0) ^  Fh(y0) and property (ii) holds, it follows 

that Un^o $hy0 compact, and hence since &h is locally Lipschitz Theorem 2.5.2 

implies that w/,(l/0) is non-empty, compact and invariant.

If X i , x 2 € (*>(3/0) then it is clear that ^ ( jc i)  =  Fh(x2) for otherwise we obtain 

a contradiction to property (iii). Since u;A(y0) is invariant it follows that Fh(S^x)  =  

Fh{x) for any x  € v h(yQ)- Thus x  e Eh by property (iv).
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Now assume that the fixed points of $/, are isolated. Since *s compact it

follows that (jJh(yo) contains a finite number of equilibria, say Xj , j  =  1 , . . . ,  JV. Define

A =  mjndist(aj,-,a?j),

and let Z ^  1 be the Lipschitz constant for &h on B ( x 1,A) .  Now let S == A/2Z and 

assume for the purposes of contradiction that N  ^  2. Since £ u;h{y0) there exist 

infinitely many n such that Sjfy0 £ B ( x l t S). But since Xi is not the unique point 

of v h(y0) there exist infinitely many n such that S%y0 ^  B(xi ,S) .  Hence we may 

construct an infinite sequence of integers n,- —► oo such that S ^yo  £ B(xi ,S)  and 

$hi+1y o ^  Notice that

l l » » i + i - * i | |  =  - * a ( * i ) I I

^  L\\yni~ x i\\

< L6 

=  A /2.

Hence y ni+i B(xj ,  A/2)  for any i or j .  But {3/ni+i}^:o bounded, and hence must 

have a limit point; but by construction such a limit point cannot be contained in Eh 

and hence we have obtained a contradiction. This completes the proof. ■

2.5.2 Im plicit M aps

Suppose that j/n+1 is not given by an explicit mapping of the form (2.5.1), but instead 

y n+1 is obtained from y n via an implicit mapping of the form

T»(y„,y„+1) =  0. (2.5.2)

Implicit numerical methods applied to (2.1.1) define such mappings. For a given y n 

there may be none, one or many solutions to (2.5.2), and hence in general these maps 

do not define dynamical systems, and will not have well defined evolution operators 

Sh- However we can define a generalized evolution operator for (2.5.2) as follows.
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D efinition 2.5.5 We define the generalized evolution operator Gh for (2.5.2) by

Gk(u) = =  0},

Gk(E) =  U
u£E

and the n-fold composition of Gh, denoted by is given by

GS(t.) =  Gk( G r ' ( u ) ) ,  

G"h(E) =  U  Gl(u) .
ueE

The generalized evolution operator Gh is the natural extension of the evolution 

operator Sh to multi-valued maps. If (2.5.2) is uniquely soluble for all y  G R m then 

(2.5.2) defines a dynamical system on R m and Sh and Gh agree. In general however, 

the evolution operator Gh(yn) returns all the possible values of y n+i for the implicit 

map, and should be thought of as a set-valued function on subsets of R m rather than 

a map from R m to itself. Note that if (2.5.2) is insoluble for some initial condition y n

then Gh(yn) =  0, and we also define Ghifb) =  0.

It should be noted that our definition of the generalized evolution operator is anal

ogous to the usual definition of negative orbits for discrete dynamical systems: since 

the map defining a discrete dynamical system need not be one-to-one, negative orbits 

need not be unique, and it is usual, see for example Hale [28], to define the negative

orbit of a point to be the union of all possible such orbits.

The generalized evolution map allows us to extend the concept of dissipativity to 

cover multi-valued maps, in a natural way, by replacing by G" in the definition of 

dissipativity. We will use this generalized concept of dissipativity in Chapter 6.

2.6 Fixed Point Theorem s

We will later require Brouwer’s Fixed Point Theorem and state it here without proof.

R esu lt 2.6.1 (B rouw er’s F ixed  P o in t T heorem ) I f  f : B  —* Mm is continuous, B  

is a nonempty compact convex subset of ]Rm and f ( B )  C B then there exists x  € B  

such that f { x )  = x.  ■
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It follows trivially from Brouwer’s Fixed Point Theorem that if &h is continuous 

then any set which is compact, convex and forward invariant under the evolution of 

the discrete dynamical system (2.5.1) contains a fixed point. We can also derive the 

same result for (2.1.1) from Brouwer’s Fixed Point Theorem.

R esu lt 2.6.2 I f  f  is Lipschitz on B and B  is a compact convex forward invariant set 

under the evolution of the dynamical system (2.1.1) then B  contains a fixed point.

Proof. For h > 0 let Sh =  then it follows from the Lipschitz continuity of f

that Sh is the evolution operator of a continuous discrete dynamical system, and B  is 

forward invariant under the evolution of this system. Therefore by Result 2.6.1 there 

exists x(h)  £ B  such that Shx(h) = x(h).  This is true for all h > 0 and hence we can 

choose a sequence {^n}^Lo hn —* 0 as n —> oo such that there exists a sequence 

{ajn}£°_0 with Shnx n =  x n and x n —► x* as n —► oo for some x* £ B. We claim that 

x * is a fixed point of (2.1.1). Suppose not, then there exists t* > 0 and y  £ B  such 

that S(t*)x* =  y  with ||a;* — y\\ ^  e for some e > 0. Now by continuity with respect to 

initial data there exists ti < t* < t2 and a neighbourhood N  of x* such that if as £ iV 

and t £ ( t i , t2) then ||£(t)® — j/|| ^  e/2. But this implies that if x  £ N  is on a periodic 

orbit of (2.1.1) then the period is greater than t2 — ti, which provides the required 

contradiction, since {®n}£°=0 is a sequence of periodic points of (2.1.1) converging to 

x *  with period tending to zero as n —► oo. ■
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Num erical M ethods

3.1 Introduction

In this chapter we will define the numerical methods that we shall use. The simplest 

numerical method for the solution of (2.1.1) is the forward Euler method, defined by

Vn+i = y n + h f { y n), (3.i.i)

where h is the (constant) step-size, tn = nh and y n is an approximation to y( tn).

There are two natural ways to generalize the forward Euler method to obtain more 

sophisticated methods. One approach is to store and use the values of y n and f ( y n) 

from previous steps. This results in the so-called multistep methods described in Sec

tion 3.3 below. Another approach is not to use previous values, but to evaluate f  at 

intermediate stages between y n and y n+1, resulting in one-step multistage methods. 

The one-step methods that we will consider throughout are the Runge-Kutta methods.

Recently there has been some interest in the literature in multistage multistep 

methods; see, for example, Butcher [9] where such methods are referred to as gen

eral linear methods. If derivatives of f  are also used then we obtain multi-derivative 

multistage multistep methods. However methods which use derivatives of f  are not 

popular because of the cost of differentiation, although with the increasing proliferation 

of symbolic mathematics packages this could change.

Although we will not consider variable time-stepping strategies, it should be noted 

that a serious disadvantage of multistep and multistage multistep methods is that in 

variable time-stepping implementations when the step-size is changed previous values

58
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of y n and f  will not be directly available and, in general, will have to be approxi

mated using an interpolation routine; thus increasing both the error and the cost of 

the method.

We will mainly concentrate on the case where (2.1.1) is solved numerically by Runge- 

Kutta methods, but we will also consider the solution of (2.1.1) by linear multistep 

methods. Multistage multistep methods have yet to be included in popular integration 

packages, and we will not consider them further.

3.2 R unge-K utta M ethods

A general s-stage fixed time-stepping Runge-Kutta method for the solution of (2.1.1) 

may be written as:

j =i

y n+i =  yn +  h j 2 b i f ( Y i ) .

(3.2.1)

(3.2.2)
:=i

Here y n approximates the exact solution y( tn) at tn =  nh , where h > 0 is the fixed 

step-size. Runge-Kutta methods are often represented using the Butcher tableau

Cl Oil fl12 • . dU

C2 ®21 o22 • . 0,2,

C, o»i 0*2 • dgs

*1 &2 .. b,

(3.2.3)

where
3

*  =  ! >  
i -1

We will always assume that the method is consistent, which implies that

X >  =  i.
*=i

We will also use the notation

(3.2.4)

(3.2.5)
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8
A =  max^Z la*il =  M U ,

j =i

and

b  =  E I 6< I> 1-
*=1

Notice that

A ^  a ^  2A

which implies that

I  >   __
a ^  A(1 4- B) ’

The method (3.2.1-2) is said to be explicit if

Oij =  0 VI ^  ^  j  < s

and implicit otherwise. For an implicit method we will always assume that the defining 

equations (3.2.1) are solved exactly.

We will require two s x s matrices B  and M  associated with the Runge-Kutta 

method (3.2.1-2), and given by

B  =  diag(&i,&2,...,& ,), (3.2.11)

M  = B A  +  At B  — bbT . (3.2.12)

We will denote the ij-th  entry of M  by my. Hence

my =  biOij +  bjdji — bibj. (3.2.13)

Using these matrices, and following Burrage and Butcher [6], we make the following 

definition.

D efinition 3.2.1 A Runge-Kutta method is said to be algebraically stable if the two 

matrices B  and M  defined by (3.2.11-12) are both positive semi-definite.

This concept will play an important role in this thesis, as will become apparent.

In Chapter 6 and in Proposition 3.2.5 we will also require the s x s matrix E
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(3.2.7)

(3.2.8)

(3.2.9) 

(3.2.10)
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associated with (3.2.1-2) and defined by E  = {ei7} where
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eij =  — dij. (3.2.14)

3.2.1 R educibility

It is possible for a Runge-Kutta method to have redundant stages which do not af

fect the solution, and such methods are said to be reducible. There are two different 

concepts of reducibility for Runge-Kutta methods. We will only use the concept of 

DJ-reducibility, first defined by Dahlquist and Jeltsch, (see [13] or [27]).

D efinition 3.2.2 A Runge-Kutta method is said to be DJ-reducible, if for some non

empty index set T  C { 1 , . . . , s},

bj =  0 for j  € T  and =  0 for i $ T , j  € T,

and is said to be DJ-irreducible otherwise.

For a DJ-reducible method, the stages for which j  € T  do not affect the solution, 

and so we can define an essentially equivalent DJ-irreducible method with fewer stages 

by deleting the redundant stages of the DJ-reducible method. For this reason DJ- 

reducible methods are not used in practice, and there is no loss of generality in only 

considering DJ-irreducible methods.

It is well known that for a DJ-irreducible algebraically stable Runge-Kutta method 

bi > 0 for all i =  1 , . . . , s .  Hence an algebraically stable Runge-Kutta method with 

bi =  0 for some i must be DJ-reducible.

We also note here that an s-stage DJ-irreducible method formed by deleting the 

redundant stages of an s-stage DJ-reducible algebraically stable method will also be 

algebraically stable. To see this note that

x t M  x  = x T M x

where M  is the M-matrix (3.3.1) of the reduced method, M  is the M-matrix of the 

original method, x  is an arbitrary vector of dimension s and x  is a vector of dimension 

s formed by inserting s — s zeros into x  in positions corresponding to the redundant 

stages of the original method. Since the original method is algebraically stable, it now
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follows that x TM x  ^  0 for all x  G R ',  and the reduced method is also algebraically 

stable.

The other concept of reducibility for Runge-Kutta methods is S-reducibility. We 

will mention S-reducibility briefly in Section 3.4, but since we will not actually use 

this concept, we will not define it explicitly. See [13] or [27] for a formal definition of 

S-reducibility. We note here that all non-confluent (c,- /  Cj for i ^  j )  methods are 

S-irreducible (see [13]), and that this includes all the commonly used methods.

3.2.2 Properties of R unge-K utta Solutions

In this section we will present results which specify properties of solutions to the Runge- 

K utta defining equations (3.2.1-2), which will be useful in this and subsequent chapters. 

Notice that if A =  0 then (3.2.7) implies that =  0 Vi',y and hence f { Y i )  =  f ( y n) 

for all i and

l l / ( w „ ) - i > / ( y '*)ll = 0. (3.2.15)
» = 1

Thus the solution sequence of the method is equivalent to that of the forward Euler 

method. The following lemma establishes a bound on \ \ f (yn) — /(^*)ll when A ^  0.

Lem m a 3.2.3 I f  f  is Lipschitz on B  C JPP1 with Lipschitz constant L, y n G B, A > 0 

and h < 1/XA then any solution of the Runge-Kutta defining equations (3.2.1-2) which 

satisfies Y i  € B for all i also satisfies

l l / ( » . ) - / ( V i ) l l < j - r ^ l l / ( » . ) l l  Vt =  (3.2.16)

where A and B are defined by (3.2.7) and (3.2.8).

Proof. Consider the equations (3.2.1-2). Let

M  =  m a x ||/(y j;
3

then

II f ( V n ) -  f ( Y i ) \ \  =  l l / ( 3 / n ) - / ( j / n + ^ Z ) a *‘. i ^ ( Y i ) ) l l
3 =1

3 = 1

< LhAM  (3.2.17)
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Hence

U / ^ l l  < L h kM  +  ||/(j,„) ||

and in particular

M  < LhAM  + ||/(y „ ) || 

(:l - L A h ) M  < ||/(j,„ ) ||

and the result follows from (3.2.17). ■

We now derive a bound on ||/(j/„ ) — £2*=i 6 , / ( l r,)|| when A ^  0.

Lemma 3.2.4 I f  f  is Lipschitz on B  C ]Rm with Lipschitz constant L, y n £ B and

h < l A t r + W ’ (3-2-18)

where A > 0, then any solution of the Runge-Kutta defining equations (3.2.1-2) which 

satisfies Y t- £ B  for all i also satisfies

8 T ATJS
ll/dr.) -  X > /( V .) | |  < I - l m T ^\\yn+1 -  „ J  (3.2.19)

where A and B are defined by (3.2.7) and (3.2.8).

Proof. Recalling (3.2.5) and applying Lemma 3.2.3 we obtain

i i / f a . ) n  =  ii i > ( / ( » . ) - / ( v i ) ) n
»=i *=i

^  B m a x ||/ (y J  - / ( Y t)||

< (3-2'20)
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and hence by (3.2.20)

|ll2>n+i ~ » J  > 1 H/(V»)II- (3-2.21)

Now the result follows on combining (3.2.20) and (3.2.21). ■

Finally in this section we establish two identities that any solution of the Runge- 

K utta defining equations (3.2.1-2) must satisfy.

P ro p o sitio n  3.2.5 Any solution of the Runge-Kutta defining equations applied to

(2.1.1) satisfies

=  llvJI3 +  2 h '£ b i(Y i, f ( Y i)) - h ’ Y ,  " H ^ /W ) . /(*})> (3-2.22)
1 = 1 *,j = l

and

l l » „ + i l | 2  =  E 6 i l l Y i l l 2  +  2ft E  +  (3.2.23)
*=1 t,j=1 *=1 J =1

where eij =  bj — and mij is defined by (3.2.13).

Proof. To establish (3.2.22) note that by (3.2.2)

ll3/„+1ir =  ll3»J|2 +  2 A E M s » „ , W ) >  +  f t 2  E  f> iW < X i),f(Y i)). (3.2.24)
»=1 i,j=l

Now (3.2.1) implies

Hence

h  = Y t - h ' £ u f { Y i )
3 =  1

(3 /„ ,/(^ )>  =  ( ^ . / ( V i ) )  -  * X > J < / ( y * ) . / ( y *)>.
i =i

and substituting for (yni f ( Y i ) }  in (3.2.24) implies (3.2.22). To establish (3.2.23) 

subtract (3.2.1) from (3.2.2) which yields

v„+i =  r<  +  f c X > i / 0 ' i ) .
j=1
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and taking norms of both sides gives

ll»„+1||2 = ll̂ ll2 + 2AEe(,.<yi,/(ri)> + fe2||X;e,.j/(yJ)||2.
j=l j =1

Recalling that 5,- =  1, multiply both sides by 6, and sum over i to obtain the 

result. ■

3.3 Linear M ultistep and One-Leg M ethods

A general fc-step linear multistep method for approximating the solution of (2.1.1) may 

be written as
k k

£";»»+>• =  h 'th fa f (»»+;)■ (3.3. i)
j =0 j =0

Here y n+j  approximates the exact solution y{tn+j) at tn+j =  (n + j)h,  where h > 0 is 

the fixed step-size. The parameters a,- and /?,• define the particular method.

Define the polynomials p(z), o(z) by

Jfc k
p(z) = ^2<*jz i i ° ( z ) = '%2Pjzi (3-3-2)

j=0 j =0

and letting E  be the translation operator E y n =  yn+1 then (3.3.1) can be rewritten in 

more compact notation as

p(E)yn =  h<r(E)f(yn). (3.3.3)

We assume throughout that the method (3.3.3) is consistent and zero-stable. This 

implies that

p(l) =  0, and <t(1) =  p'( 1) ^  0, 

and without loss of generality we can further assume that

<7(1) =  1.

If =  0 then the method is explicit, and it is implicit otherwise. If p and a have 

no common factors then the method is said to be irreducible, and otherwise it is said 

to be reducible. Suppose (3.3.3) is reducible and d is a common factor of p and <r, then
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let

(3.3.4)

Now consider the reduced method

(3.3.5)

Multiplication by d(E)  shows that any solution of the simpler method (3.3.5) is also 

a solution of (3.3.3), therefore it is usual to restrict attention to irreducible methods.

(Note however that (3.3.3) and (3.3.5) are not equivalent as (3.3.3) may admit solutions 

that do not satisfy (3.3.5)).

Note that, one disadvantage of both linear multistep and one-leg methods is that 

starting values y 0l. . . , y *_! are needed to begin the iteration. We will assume that 

starting values are given; these could be obtained from y 0 using a Runge-Kutta method, 

for example.

Note that the linear multistep method (3.3.3) and the one-leg method (3.3.7) are 

equivalent for linear problems. The following result of Dahlquist [11], shows that this 

equivalence runs deeper.

R esu lt 3.3.1 Given an irreducible linear multistep method (3.3.3) and associated one- 

leg method (3.3.7) there exist two polynomials P, Q of degree not exceeding k — 1 such

To every method of the form (3.3.1) there is an associated one-leg method

(3.3.6)

which may be written in compact notation as

p(E)x„ = h f ( a ( E ) x n). (3.3.7)

that

p « M 0 - q ( 0 p ( 0  = e (3.3.8)

Now suppose {2/n}£°=0 satisfies the linear multistep method (3.3.3) and let

X n = P(E)y„ -  hQ(E)f (y„) (3.3.9)
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then y n = o{E)xn and {®n}̂ °=o satisfies the one-leg method (3.3.7).

Conversely, suppose {®n}£Lo satisfies the one-leg method (3.3.7), and let 

y n = (j(E)xn, then {yn}£°=0 satisfies the linear multistep method (3.3.3) and x n satis

fies (3.3.9). ■

The above results show that linear multistep and one-leg methods are closely re

lated. Although they are rarely used in practice, the behaviour of one-leg methods 

has been studied in detail. This is because they are often easier to analyse than linear 

multistep methods and results are easier to formulate in the one-leg setting. Of course, 

using the equivalence above, it is possible translate any result for one-leg methods into 

a related linear multistep method result.

3.4 Num erical Stability Theories

In this section we give a very brief review of numerical stability theories. A complete 

account can be found in [26] and [27], amongst other places.

Dahlquist [10] introduced the now classic complex linear problem test problem, find 

y E C such that

=  Ay for t ^  0 and y(0) =  y0 (3.4.1)
at

where A E <D, and introduced the concept of A-stability.

D efinition 3.4.1 A numerical method is A-stable if for any y0 E <D, any fixed step-size 

h, and any A such that Re(X) < 0 it follows that the numerical solution of (3.4.1) 

satisfies |y„| —► 0 as n —*■ oo.

R em ark  A-stability is more usually defined by requiring that \yn\ remains bounded 

for any A such that Re(A) ^  0, however using the Maximum Modulus principle it can

be shown that the definition given above is equivalent to the more usual defintion.

For a Runge-Kutta method it can be shown (see [13, 27]) that the numerical solution 

of (3.4.1) is given by

y n+1 =  R(h*)yn (3-4*2)

and hence

v„ = R ( h \ r y 0 (3.4.3)
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where the stability function R(z)  is defined by
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R(z) = \  + zbT{I -  zA)~l l  (3.4.4)

and 1 =  (1 ,1 ,.. . ,1 )T € R m. Thus a Runge-Kutta method is A-stable if |R(z)| ^  1 

for all z  such that Re(z) ^  0, and to determine whether a Runge-Kutta method is 

A-stable we need only calculate its stability function.

Dahlquist [11], was also the first to derive a general nonlinear stability theory of 

ordinary differential equations. He considered the numerical solution of the nonau- 

tonomous equivalent to (2.1.1,2.1.8) using irreducible one-leg methods and introduced 

the concept of G-stability for these methods. The definition of G-stability is somewhat 

involved, and since we will not refer to it again we do not reproduce it here. Roughly 

speaking G-stability implies that a weighted norm over k steps of the difference of two 

numerical solution sequences is nonincreasing for any system of the form (2.1.1,2.1.8).

Dahlquist [12] was able to classify the G-stable irreducible one-leg methods and 

proved the remarkable result that G-stability is equivalent to A-stability.

G-stability theory is specific to irreducible one-leg methods. Butcher [8] considered 

the solution of (2.1.1,2.1.8) by Runge-Kutta methods and introduced the concept of 

B-stability.

D efinition  3.4.2 The Runge-Kutta method (3.2.1-2) is said to be B-stable if any two 

solution sequences {t/n}£L0 and °f method applied to (2.1.1,2.1.8) satisfy

l | y » + i  -  y » + i l l  <  l l » « -  w i l l f o r  aJ1 n > 1-

In order to classify the B-stable Runge-Kutta methods Burrage and Butcher [6] 

later introduced the concept of algebraic stability (recall Definition 3.2.1).

Much effort has been applied to comparing the stability definitions for Runge-Kutta 

methods, and to classifying the methods which are stable in each sense. This work is 

well presented in Dekker & Verwer [13] and Hairer & Wanner [27]. Recalling the 

concept of S-irreducibility from Section 3.2.1 we present without proof:

R esu lt 3.4.3 For S-irreducible Runge-Kutta methods

algebraic stability B-stability => A-stability.

The implications to the right hold for all Runge-Kutta methods, a
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Note that the two-stage theta method (3.5.2), defined below, is A-stable for 0 € 

[1/2,1] but is only algebraically stable for 0 = 1 .  Hence, unlike the situation with one- 

leg methods, B-stability and A-stability are not equivalent for Runge-Kutta methods, 

even if we restrict attention to S-irreducible methods.

Although it is just an algebraic condition on the parameters of the method, algebraic 

stability, and in particular the M  matrix, plays an important role in determining the 

dynamics of the numerical solution. Methods which are algebraically stable or satisfy 

M  = 0 have been seen to preserve qualitative features of the underlying flow for a 

variety of classes of system. In Chapter 6 we will show that if a dissipative system 

of the form (2.1.1,2.2.1) solved numerically using an algebraically stable Runge-Kutta 

method then the numerical approximation preserves the dissipativity of the underlying 

system. In contrast for Hamiltonian systems, which have no dissipation, Sanz-Serna [47] 

has proved that Runge-Kutta methods which satisfy M  = 0 preserve the symplectic 

structure of the flow.

Although many positive results can be proved for algebraically stable methods, it 

should be noted that all such methods are implicit, which is a major drawback in 

their implementation. However we have recently extended the concept of algebraic 

stability to variable time-stepping methods where explicit methods can be “essentially 

algebraically stable” and preserve such features as the dissipativity of the underlying 

flow [55].

3.5 Examples

We now give examples of Runge-Kutta, linear multistep and one-leg methods. The 

simplest Runge-Kutta methods are the one-stage theta methods, which using Butcher 

tableau notation may be written as

(3.5.1)
0 0

1

where 0 € [0,1]. This method may also be written as

V n + 1 =  V n  +  h f { (  1 -  0)yn +  0yn+1) ,
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and in this form we see that the one-stage theta method is also the general consistent 

one-step one-leg method.

Another simple class of Runge-Kutta methods are the two-stage theta methods

0 0 0

1 1 - 9 9

1 - 9 9

where 9 £ [0,1]. This method may also be written as

®n+i =  x n +  h [(1 -  9) f { x n) -F 9 f ( x n+1)] .

and in this form we see that this method is also the general consistent one-step linear 

multistep method.

E xam ple 3.5.1 Note that by Result 3.3.1 the solution sequences of the one- and 

two-stage theta methods are related. For both methods

p(z) = z — 1, <t ( z )  =  (1 — 9) +  9z, (3.5.3)

and (3.3.8) is satisfied with P  =  1 and Q = 9. Thus if we fix 9 6 [0,1], suppose that 

{Vn}n=0 satisfies the two-stage theta method (3.5.2), and let x n = y n — h 9 f ( y n), then 

y n = (1 — 9)xn +  9xn+1 and {®n}̂ °=o satisfies the one-stage theta method (3.5.1) for 

n > 0.

Conversely suppose that {*n}“=o satisfies the one-stage theta method (3.5.1), and 

let y n =  (1 — 9)xn +  9xn+i, then {3/n}£°=0 satisfies the two-stage theta method (3.5.2) 

and x n = y n -  h 9 f ( y n). □

Note that both the one- and two-stage theta methods reduce to the forward Euler 

method (3.1.1) when 9 = 0. The backward Euler method

Vn+1 = Vn + h f ( y n+1), (3.5.4)

corresponds to taking 9 = 1 in either (3.5.1) or (3.5.2).

Although the solutions of (3.5.1) and (3.5.2) are closely related it should be noted 

that whilst both methods are A-stable for 9 € [1/2,1] and the one-stage theta method



Chapter 3. Numerical Methods 71

(3.5.1) is also algebraically stable for 9 € [1/2,1], the two-stage theta method (3.5.2) is 

only algebraically stable if 9 =  1.

Setting 9 =  1/2 in (3.5.1) gives the implicit midpoint rule. This is the unique 

second order one-stage method. This method belongs to a class of methods called the 

Butcher IA methods, which are based on Gauss-Legendre quadrature. They were first 

tabulated by Butcher [7] in 1964. The two-stage method in this class is

i - i v s
5 +  j \ /3

i  i - i v s
1 +  iV S i  (3.5.5)

1 1 
2 2

Methods can be derived in this class with arbitrarily many stages, with an s stage 

method having order 2s. The methods in this class all have M  =  0 (where M  is 

defined by (3.2.12)) and B  positive definite, and hence are algebraically stable. Thus 

there exist algebraically stable Runge-Kutta methods of arbitrarily high order.

Setting 9 — 1/2 in (3.5.2) yields the trapezoidal rule. This method can be obtained 

by Lobatto quadrature, and belongs to the Lobatto IIIA class of methods. The three 

stage method in this class is

0 0 0 0

1/2 5/24 1/3 -1 /2 4

1 1/6 2/3 1/6

1 1/6 2/3 1/6

(3.5.6)

Lobatto IIIA methods can be derived with arbitrary many stages, with an s-stage 

method having order 2s — 2. Unlike the Butcher IA methods, M  is not positive definite 

for the Lobatto IIIA methods and hence they are not algebraically stable, although 

they are A-stable.

Other classes of Runge-Kutta methods based on quadrature formulae are the Radau 

IA, Radau IIA, Lobatto IIIB and Lobatto IIIC methods. All of these classes of methods 

are algebraically stable except for the Lobatto IIIB methods. The low order methods 

in these classes can be found tabulated in [13] or [27].

Although the one- and two-stage theta methods are very simple numerical methods 

we will pay considerable attention to these methods throughout the thesis. When

(2.1.1) is derived from a spatial discretization of a partial differential equation, m  will
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in general be very large. In such a case, due to limitations in storage and/or computing 

power, it is often necessary to solve (2.1.1) using simple methods, and the two-stage 

theta method in particular is widely used in practice for this reason. Thus since these 

methods are popular it is important to study their dynamics, and we will do this.

3.6 R unge-K utta M ethods as Dynam ical System s

A Runge-Kutta method, applied to (2.1.1), not only defines an approximation to the 

solution of (2.1.1), but can also define a discrete dynamical system in a natural way. In 

the following chapters we will compare the dynamics of the underlying dynamical sys

tem with the dynamics of the discrete dynamical system defined by the discretization. 

This will allow us to compare and contrast the asymptotic behaviour of the underlying 

dynamical system with the asymptotic behaviour of its numerical discretization.

The numerical approximation to a given dynamical system of the form (2.1.1) gen

erated by the forward Euler method (3.1.1) defines a discrete dynamical system (of the 

form (2.5.1)) on R m with &h(y) =  V +  h f (y ) .

Similarly the numerical solution generated by any explicit Runge-Kutta method 

defines a discrete dynamical system with

* h( yn) = y n + h'52bif ( Y i),
i=l

on noting that the stage values Y, are uniquely determined at each step for an explicit 

method. However for an implicit method the Runge-Kutta defining equations (3.2.1) 

need not be uniquely soluble, and hence an implicit Runge-Kutta method need not de

fine a discrete dynamical system. Thus before we can compare the discrete dynamical 

system defined by the numerical approximation to (2.1.1) with the underlying dynami

cal system itself we need to determine under what conditions the Runge-Kutta defining 

equations (2.1.1) are uniquely soluble. In the following subsections we will consider this 

problem under continuity and structural assumptions on f .

3 .6 .1  S o lu b ility  o f  Im p lic it R u n g e-K u tta  E quations under C ontinuity  

C on d ition s

If we are to implement implicit Runge-Kutta methods then we need to consider whether

(3.2.1) is soluble and if so whether the solution is unique, and how we can compute
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the solution. In this section we will consider the solution of (3.2.1) under continuity 

conditions on / .  This problem was first addressed by Butcher who proved the following 

result for the case where /  is globally Lipschitz. It implies that the numerical approx

imation to (2.1.1) by an implicit Runge-Kutta method defines a discrete dynamical 

system when f  is globally Lipschitz if h is sufficiently small.

Result 3.6.1 (Butcher [7]) I f  f  is globally Lipschitz with Lipschitz constant L and

h < T i '  (3-6-1>

where a is defined by (3.2.6), then the equations (3.2.1-2) are uniquely soluble. Fur

thermore this solution can be found by iteration; set Y °  =  y n Vi =  l , . . . , s  then

iterate

Y ”+1 =  y n + h ' ' £ a ijf ( Y f +1) + h ± a i j f ( Y»)  (3.6.2)
j = 1 j=i

and let Y, =  lim/v—oo Y ? . This limit exists and defines the solution of (3.2.1). ■

The existence of a (not necessarily unique) solution of the defining equations can 

be proved under the much weaker assumption that /  is continuous.

Proposition 3.6.2 Suppose f  is continuous on Af(B,e)  and that M  <  oo where B  is 

some subset of Mm, £ > 0 and

Then if

M  =  sup ||/(y ) ||.  (3.6.3)
yeAT(B,c)

h < i u  (3-6-4>

(where a is defined be (3.2.6)) and y n £ B  there exists a solution of the equations 

(3.2.1-2) such that

\\Y, - » J < £  Vi (3.6.5)

and hence Y i  £ B ( y n,e) C Af(B,e)  Vi. Furthermore, if the iteration (3.6.2) converges, 

then it converges to such a solution.



Chapter 3. Numerical Methods 74

Now consider the iteration (3.6.2) and denote the Cartesian product of s closed balls 

B ( y n,£*), b y B ( y n,£*)a. Suppose

then (3.6.2) and (3.6.6) imply that

Furthermore, since f  is continuous on fif(B, e) the iteration (3.6.2) defines a continuous 

map from the convex compact set B ( y n,e*)a into itself. Thus by Result 2.6.1 there 

exists a fixed point of the iteration (3.6.2) within B ( y n,e*)a. This defines the required

solution of (3.2.1-2), and clearly if the iteration (3.6.2) converges then it must converge 

to such a solution. ■

R em ark  We have not proved any of the following:

(i) that there is a unique solution of (3.2.1-2) satisfying the properties given in Propo

sition 3.6.2,

(ii) that there is not a solution of (3.2.1-2) such that ||Y\- — j/n|| > e for some (or all) i,

(iii) that the iteration (3.6.2) converges.

If we assume that /  is Lipschitz on Af(B,e)  then we can prove that (i) and (iii) hold.

P ro p o sitio n  3.6.3 Suppose f  is Lipschitz on Af(B,£) and that M  < oo where B  is 

some subset of Mm, £ > 0 and M  is defined by (3.6.3). I f

where a is defined be (3.2.6), then for any y n £ B  there exists a unique solution of the 

equations (3.2.1-2), such that

h < min (3.6.7)

I IV i-W .IK e  Vi

and hence Y , € B ( y n,£) C Af(B,£)  Vi, and the iteration (3.6.2) converges to this 

solution.
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Proof. By the proof of Proposition 3.6.2
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P f - s d K e *  Vi, N .

So Y ?  € U V/, N . Now f  is Lipschitz on Af(B,e)  and although Result 3.6.1 does not 

apply in this case, Butcher’s proof [7] holds, to give the required result. ■

We will often consider the numerical approximation of (2.1.1) where /  satisfies some 

structural assumption. Sometimes the structure imposed on f  will imply an a priori 

bound on the numerical solution, and in this case the following theorem shows that any 

implicit Runge-Kutta method will define a discrete dynamical system if the step-size 

is sufficiently small.

T heo rem  3.6.4 The numerical solution generated by the Runge-Kutta method (3.2.1- 

2) defines a continuous discrete dynamical system on a set B  C IK71 if

(i) f  is Lipschitz on N{B,e )  with Lipschitz constant L for some e > 0,

(ii) h satisfies (3.6.7),

(iii) for an implicit method the solution of (3.2.1-2) is defined by Proposition 3.6.3, 

and,

(iv) there is an a priori bound which implies that i f y n 6 B then the solution of (3.2.1-2) 

satisfies y n+i E B.

Proof. Given y n £ B , Proposition 3.6.3 defines a unique solution of the Runge-Kutta 

defining equations (3.2.1-2) with Y* £ f f {B , e )  for all i, and then the a priori bound 

on the solution implies that y n+1 £ B , and hence that the numerical solution defines a 

discrete dynamical system on B. It only remains to show that this system is continuous 

with respect to initial data. To establish this let

»

Zi — z n -J- h ^  ^djj f  (Z j ), t =  l , . . . , s  
i=i

and
»

zn+i = z n + h bif(Zi) .
*=1

Then

Y i -Z >  = (yn -  z n) +  h ^ i A f i Y j )  -  f (Z j ) ]
3 =  1
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and letting

M  =  max \\Y< — ZA\

we obtain

< \\yn -  z n\\ +  LkhM . (3.6.8)

But (3.6.8) holds for all i and hence noting that (3.6.7) implies that h < 1/LA  it follows 

that

M  < ||y n -  z n|| +  LAhM

*  T ^ Z m 1 |y" ‘

Furthermore,

l|y»+i “  *»+i|| < l|y« ~ z n\\ +  ~ f (Zi )
j =i

< llv. -  * .|| +  hBLM  
1 -|- Lh (B — A)

1 -  LAh

which proves continuity with respect to initial data.

3.6.2 Local and Global Error Bounds

In this section we will derive error bounds for the numerical solution when /  is Lipschitz 

but not necessarily differentiable. We will use these bounds in Chapter 7 to prove 

tha t the numerical solution possesses an attractor close to the global attractor of the 

underlying dissipative system that we are approximating numerically.

Local and global error bounds for Runge-Kutta methods can be found in most good 

numerical analysis books including Hairer, Nprsett and Wanner [26] and Butcher [9], 

however the approach usually adopted is to assume that f  is p times differentiable and 

then to show that a method of order p has local truncation error of order p +  1 and 

global truncation error of order p. To make our results applicable to as wide a class of 

problems as possible we will assume the weakest differentiability conditions that allow 

us to prove our results; usually this will mean that f  is locally Lipschitz, and so we
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derive error bounds under this assumption. By treating all Runge-Kutta methods as 

perturbations of the forward Euler method we show that they all have local truncation 

error 0 (h 2) and global truncation error 0(h).

D efinition 3.6.5 The local truncation error l(h ,y) of the Runge-Kutta method (3.2.1- 

2) is defined to be the norm of the error in the numerical solution over one step of size 

h with initial condition y , so

i( f t ,» J  =  l |5 ( f t)y „ -y n+ill- (3.6.9)

Note that for an implicit method this will not be well defined, unless the defining 

equations (3.2.1-2) are uniquely soluble. However, in Proposition 3.6.3 we showed the 

existence of a locally unique solution of the defining equations (3.2.1-2), and assuming 

that the numerical solution is defined by this solution of (3.2.1-2) the local truncation 

error is well defined for implicit methods.

We first derive a bound on the local truncation error of the forward Euler method

(3.1.1).

Lem m a 3.6.6 Suppose that (2.1.1) defines a dynamical system on JFT, f  is Lipschitz

with Lipschitz constant L on a set B  C JRm, and that S (t)yQ 6  B for t € [0, h], then

the local truncation error of the forward Euler method satisfies

K^Vo)  ^ \ h2LeLh\\f(yQ)\\. (3.6.10)

Proof. For t € [0, h]

2l(t ,y0) ^ l(t ,y0) = f t l( t ,y0)2 = 2(S(t)y0 - y „ -  t f { y 0), f (y(t ))  -  f ( y 0)}

< 2Z(i,3,0) | |/ ( 2 ,( i ) ) - / ( 3 /0)||

and hence

^ / ( < , y 0 )  <  l l / ( » W )  -  / ( » o ) l l  

if l ( t ,y0) ^  0. Thus by Lipschitz continuity and Lemma 2.1.5

^ /(* ,2/0) ^ L \ \ y ( t ) - y 0\\
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<  l l / ( » . ) l l f e " - l '

I(h,y0) < | | / ( 2/o ) l l /  [eL t- l ] d t  
Jo

=  7ll/(2/o)ll [eL t- L t \L  L t=0

= 1 11/ ( 3/0)11 eLk -  1 -  Lh

Now the result follows on noting that

eLh — l  — Lh  =
k = 2

( h L )  

k\

Jfc-2

h2L 2 ..hL

So we have shown that the local truncation error (3.6.10) of the forward Euler 

method is still 0 (h 2) when f  is Lipschitz continuous but not necessarily differentiable. 

By treating all other Runge-Kutta methods as perturbations of the forward Euler 

method we now use Lemma 3.6.6 to show that the local truncation error of any Runge- 

K utta method is at worst 0 (h 2) when /  is Lipschitz continuous.

P ro p o sitio n  3.6.7 Suppose (2.1.1) defines a dynamical system on ]Rm, and that 

^W2/o € B Vt G [0,h] for some subset B  C JRm. I f  for some e > 0, f  is Lipschitz 

on A f(B , e) with Lipschitz constant L, M  defined by

M =  sup ||/(y ) || (3.6.11)

is finite and (3.6.7) is satisfied then the local truncation error of the Runge-Kutta 

method (3.2.1-2) (where for an implicit method the solution is defined by Proposi

tion 3.6.3) satisfies

1 Lh A ®- e  +
2 1 -  LAh

(3.6.12)
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and hence given any C > \  +  AB there exists h(C) > 0 such that for h € (0, h(C))

l (h,y0) < Ch2LM . (3.6.13)

Proof. By Proposition 3.6.3 the Runge-Kutta defining equations (3.2.1) are soluble. 

Now consider

l(h ,y a) =  ||5(ft)y0 -  j/jll 

=  l|SW yo-(i»o +  f c i > / ( v i))||
1 =  1

=  I l S W l f o  -  (yo +  h f ( y 0)) -  hJ2b i ( f ( Y i )  -  / ( l / o ) ) | |
*=1

<  I I ^ W i / o  -  ( 2/0  +  hf(yo))\\ +  h'52\bi\ I K / O ' . - )  -  f ( y 0))\\
i=1

and hence, denoting the local truncation error of the forward Euler method by L (h ,y0) 

we have that

l(h ,y 0) = L (h ,y 0) + h '£ \ b i \ ||( /(V ,)  -  / ( » 0))ll-
* =  1

Note that a ^  A and hence (3.6.7) implies that h < 1/ZA. Now applying Lem

mas 3.6.6 and 3.2.3 gives (3.6.12).

Finally, to derive (3.6.13), let

* ~Lh/ f , 1 Lh AB
9{h)=r  +ttlLAh

Note that <y(0) =  5 +  AB, g(h) is a strictly increasing function of h for h < 1/LA  

and that g(h) —»■ 00 as h —► 1/ZA. Thus there exists a unique h(C) > 0 such that 

g(h(C)) =  C, and then g{h) ^  C for h £ (0,h(C )). Now reducing h(C) if necessary so 

that (3.6.7) holds for h € (0 , h(C)) the result follows from (3.6.12). ■

R em ark  We have shown that the local truncation error of all Runge-Kutta methods 

is at worst 0 (h 2) when /  is Lipschitz continuous. For methods which are higher than 

first order we would usually expect the local truncation error to be 0 (h 3) or higher, but 

to derive such bounds we must impose differentiability conditions on / .  However we do 

not assume that f  is differentiable, since we want our results to apply to as wide a class 

of dynamical systems as possible, and thus the error bound given in Proposition 3.6.7 

will not be optimal if f  is differentiable and a second or higher order method is used.
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Moreover our proof of the convergence of the numerical attractor to the attractor of the 

underlying system in Chapter 7, for which the results of this section are needed, does 

not give a rate of convergence and so the nonoptimality of the bounds in this section 

when f  is differentiable does not degrade our later results.

Proposition 3.6.7 allows us to derive a bound on the global error of the numerical 

solution.

Proposition 3.6.8 Suppose (2.1.1) defines a dynamical system on JRm, and that 

S (t)y0 G iV Vt G [(Mo] for some subset N  C JRT. I f  for some e > 0, f  is Lips

chitz on A f(N ,e) with Lipschitz constant L, and M  defined by (3.6.11) is finite then 

given any C > \  +  AB there exists h(C) > 0 such that for h € (0,/&(C))

(i) Proposition 3.6.3 implies the existence of a unique sequence {j/n}Jjl0 and associated 

stage values which satisfy the Runge-Kutta defining equations (3.2.1-2), where n* is 

the largest integer such that n*h ^  to,

(ii) y n G A f(N ,e/2)  Vn G {0,1 , .. .,ra*},

(iii) the global error

en(h) := ||S(nA)y0 - 5 E y 0|| (3.6.14)

satisfies

for n ^  n* — 1, and hence, 

(iv) for nh G [0, tQ]

Proof. Notice that if 

then

en+i(h) < eLhen(h) + l(h ,y n)

en(h) ^  CM h(e 0 -  1).

en(h) ^  Ch2LM
eLnh -  1
eLh — 1

(3.6.15)

(3.6.16)

(3.6.17)

en(h) < Ch2LM eLnh -  1 
Lh

< C hM  (eLnh -  1)

and (3.6.16) follows for nh G [(Mo]-

We will prove the result by induction. Suppose that y m G A f(N ,e /2), (3.6.15) holds
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for n ^  m — 1 and (3.6.17) holds for n ^  m. Let

81

k o  =  m i n ( ^ M ' h )

If h < h0 then Proposition 3.6.3 defines a unique solution of (3.2.1), which satisfies 

Y i  £ A f(N ,e) i i .  Thus the global error at time t =  ( m  +  1 )h satisfies

e m + i ( A )  =  | | 5 ( ( m +  l )h)y0 -  S ” + 1 k 0 | |

<  | | 5 ( ( t n +  1 ) A ) » „  -  S (h )S ? y 0 | |  +  | | S , ( A ) S T » o  -  ‘ ? r + 1 ! » o l l

=  | | 5 ( A ) [ 5 ( m A ) » 0  -  S ? y 0]\\ +  | | ( 5 ( A )  -  S 4 ) y  J |

=  | | 5 ( A ) [ S ( m A ) y 0  -  5 T j / „ ] | |  +  l (h ,ym)

Let

Since y m £ A f ( N , e / 2) if h < hi then by Lemma 2.1.5 S (t)ym £ Af(N,e)  'it £ [0,/i],

hence we can apply Result 2.1.4 to derive that

em+i(h) ^  eLh\\S(mh)y0 -  5^3/0|| +  l(h ,y m)

=  eLhem (h) +  / (fiy y m)

and hence (3.6.15) holds for n ^  m. Now by Proposition 3.6.7 there exists h2{C) > 0

such that for h < h2(C)

l(h ,y m) ^  Ch2LM  

and hence using (3.6.17) with n = m

em+i(h) ^  eLkCh2LM  

= Ch2LM

eLmh -  1
eLh — 1

e L (m + l)h  _  ^

+  Ch2LM

eLh — 1

which completes the inductive step for (3.6.17). Finally if h < h3 where

2CM (eLt° -  1)

then em+i(h) ^  e/2 and hence since ^ ( r o l  l)^)^o € N  if follows that y m+i €
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J \f(N ,e /2). This completes the inductive step, and the result follows on setting 

h(C) =  mm(h0,h i ,h 2 (C ),h3) and noting that (3.6.15) holds for n =  0 and (3.6.17) 

holds for n =  1. ■

3 .6 .3  S o lu b ility  o f Im p lic it R u n g e-K u tta  E quations under Structural 

A ssu m p tion s

The structural assumptions which we impose on /  in later chapters will not only have 

implications for the dynamics of the system, but also effect the solubility of the Runge- 

K utta defining equations (3.2.1-2). In this section we consider the solubility of the 

defining equations under the various structural conditions that we will assume.

O ne-sided Lipschitz C ondition

We begin by considering the solution of (3.2.1-2) when f  satisfies a one-sided Lipschitz 

condition (2.1.6). This problem has already been studied extensively in the literature 

for the numerical solution of stiff systems. We will summarise the existing theory 

here, see [13] or [27] for a more complete account. We will require some preliminary 

results before we can establish the existence of solutions to (3.2.1-2) under a one-sided 

Lipschitz condition. The following definition is reproduced from [13].

D efinition 3.6.9 Let D be a positive diagonal s x s matrix, so dn > 0 for all i, and 

A  an arbitrary s x s matrix. Then the function ^d(A ) is defined by

®d (A) = (3.6.1)

Now let V  be the set of positive diagonal s x s matrices and define \Po(-A) by

*o(A) =  sup \Pi>(j4). (3.6.2)
Dev

We will often be interested in the \p£>(A *) when A  is invertible. The following 

result, which appears as Corollary 5.1.4 in [13], relates ^ ( A )  to \p£>(A-1).

R esu lt 3.6.10 (D ekker and  V erw er [13]) The following equivalences hold,

(i) ^fD(A) > 0 { A invertible and \p£>(A_1) > 0 }
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(ii) \Po(A) > 0 -£=>• { A invertible and ^ ( A -1) > 0 }

(iii) I f  A is invertible then VP^A) =  0 <=$> ^ ( A -1) =  0. ■

Recall from Section 3.2.1 that for a DJ-irreducible algebraically stable Runge-Kutta 

method 6t- > 0 for all i, so that B  is positive definite and b(A) is well defined. We 

will require the following lemma.

R esu lt 3.6.11 For a DJ-irreducible algebraically stable Runge-Kutta method

(i) if A is singular then ^b(A ) =  ^o(A) =  0, whilst

(ii) if A  is invertible then ^b(A ) ^  0, ^ ( A -1) ^  0 and ^ 0(A-1) ^  0.

Proof. Observe that

{.B A ( ,(}  = ? B A (

= U T (BA + At B  -  bbT) t  + U TbbTt

= \ e M i + \ ( b Ti f  

> 0,

since M  is positive semi-definite. Now since (B£, £) =  5Z*=1 6 ^ t2 > 0 for £ ^  0 it follows 

that ^b(A ) ^  0.

Now if A singular on choosing £ in the null space of A it follows from (3.6.1) that 

^d(A ) ^  0 for any positive diagonal matrix D. Hence \Pb(A) =  ^ ( A )  =  0 as required. 

If A is invertible then the result follows from Result 3.6.10. ■

The following theorem is the main result on the existence and uniqueness of the 

solutions to the Runge-Kutta defining equations (3.2.1-2) when /  satisfies a one-sided 

Lipschitz condition (2.1.6), and is obtained by combining Theorems 5.3.9 and 5.3.12 of 

Dekker and Verwer [13].

R esu lt 3.6.12 (D ekker and  V erw er [13]) I f  f  satisfies a one-sided Lipschitz con

dition (2.1.6) and the Runge-Kutta matrix A is invertible with

he < (A"1) (3.6.3)

then the Runge-Kutta defining equations (3.2.1-2) have a unique solution. Moreover if 

A is singular and there exists a positive diagonal matrix D such that & (A) =  0 then 

the system has exactly one solution when c < 0 for any step-size h > 0. ■
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In the case where c < 0 we have an immediate corollary for algebraically stable methods.

Result 3.6.13 I f  f  satisfies a one-sided Lipschitz condition (2.1.6) with c < 0, and 

the Runge-Kutta method (3.2.1-2) is algebraically stable and DJ-irreducible then there 

exists a unique solution of the Runge-Kutta defining equations (3.2.1-2) for any step- 

size h > 0.

Proof. If A  is invertible then by Result 3.6.11 (ii) \P0(A_1) ^  0, and since he < 0, (3.6.3) 

holds and the result follows from Result 3.6.12. If A  is singular then Result 3.6.11 (i) 

implies that ^ ( A )  =  0 and once again we can apply Result 3.6.12. ■

The case where f  satisfies a one-sided Lipschitz condition with c < 0 is not really 

very interesting because, as was noted in Chapter 2, this implies that all the trajectories 

of (2.1.1) are asymptotic to a unique fixed point.

The more interesting case is where c > 0 and some expansion of the trajectories 

is allowed. Result 3.6.12 then tells us that there is a unique solution to the Runge- 

Kutta defining equations (3.2.1-2) provided that A  is invertible, ^ (-A -1) > 0 and h < 

^ o ( A _1). The following values for ^ ( A -1) for well known algebraically stable Runge- 

Kutta methods are reproduced from [27], and give an indication of when Result 3.6.12 

can be applied.

Result 3.6.14 For the Butcher IA methods

^o(A-1) =  ,m int 2c.(i1- c.)~ (3.6.4)

For the Radau IA methods

1 if s = 1

2(1—ca) ' /  S > 1
(3.6.5)

For the Radau IIA methods

if s = 1 

2.717 V 3 > 1
(3.6.6)

For the Lobatto IIIC  methods

V o iA -1) =
1 if  s =  2

0 i f  s  > 2
(3.6.7)
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Note from (3.6.7) that algebraic stability is not sufficient to ensure that \Po(A_1) > 

0. So far for the Lobatto IIIC method we only have existence and uniqueness, from 

Result 3.6.13, for c < 0. This has been extended to the case c =  0 by Hundsdorfer 

and Spijker [37] for the three stage method, and by Lui and Kraaijevanger [45] for the 

general method. However existence and uniqueness has not been shown for c > 0.

Finally in this section we consider the solubility of the one and two stage theta 

methods.

Result 3.6.15 I f f  satisfies a one-sided Lipschitz condition (2.1.6) then the equations 

defining the one-stage theta method (3.5.1) are uniquely soluble

(i) for any step-size h > 0 if  c ^  0 or 6 =  0, and,

(ii) for h < 1/cO if c > 0 and 6 £ (0,1].

Proof. If 6 =  0 the method is explicit and the result is trivial. If 0 > 0 then A-1 =  1 /0, 

and it follows easily that \P0(A-1) =  1/9 and hence the result follows from Result 3.6.12. 

■

Result 3.6.16 I f  f  satisfies a one-sided Lipschitz condition (2.1.6) then the equations 

defining the two-stage theta method (3.5.2) are uniquely soluble

(i) for any step-size h > 0 if  c ^  0 or 6 =  0, and,

(ii) for h < 1/cO if c > 0 and 6 £ (0,1],

Proof. Note from (3.5.2) that Yi is determined explicitly and indeed Yx =  y n; hence 

we need only consider the solubility of the equation defining Y 2. But on writing y n =  

y n +  h{l — 6 ) f( y n) this equation becomes

Y 2 = y n + h 0 f(Y 2)

which is the same as the equation defining Y i for the one-stage theta method and so 

the result follows from Result 3.6.15. ■

D issipative Structure

Now we consider solving the Runge-Kutta defining equations (3.2.1-2) when the un

derlying system is dissipative with /  satisfying (2.2.1). The following proposition will
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allow us to establish the existence of solutions to (3.2.1-2) for algebraically stable DJ- 

irreducible methods. The proof uses ideas from the existence and uniqueness theory 

when f  satisfies a one-sided Lipschitz condition, and from Foias et al [18] who use a 

result similar to Result 2.6.2, in a similar way to which we do below, whilst proving 

the existence of solutions to a discretization of the Kuramoto-Sivashinsky equations.

We require some notation in the proof of Proposition 3.6.17 which will be used in 

the rest of this section. Let 1®r£>(*) be defined by Definition 3.6.9 as in the previous 

section. Define Y  € R m'  by

Y  = [YT1, Y l , . . . , Y T,] T (3.6.8)

and F: R m* R m* by

F(Y)  =  lf(.Yl)T, f { Y 1)T, . . . , f ( Y . ) T]T- (3-6.9)

If D is an s x s positive semi-definite diagonal matrix define a semi-inner product on 

R ma by

(X , Y ) d =  X t (D ® Im) Y  (3.6.10)

and the corresponding semi-norm on R m* by

m il*  =  (Y , Y )o  = Y t (D ® Im) Y  =  £ d , | |y j | |2 (3.6.11)
1 = 1

where (D 0  I m) denotes the tensor product of D and 7m, the m-dimensional vector of 

l ’s, and || • || denotes a norm on IRm. Note that if D is positive definite then {•,*}d 

defines an inner product on R ma and || • ||£> defines a norm on R m*.

We will be particularly interested in the semi-inner product and semi-norm on R m* 

induced by the matrix B, defined in (3.2.11), associated with the Runge-Kutta method

(3.2.1-2). Note that B  is positive definite for a DJ-irreducible algebraically stable

Runge-Kutta method, and so in this case || • ||5 defines a norm on R m*.

Proposition 3.6.17 I f  the Runge-Kutta method (3.2.1-2) is DJ-irreducible, A is in

vertible, f  satisfies (2.2.1) and

^ o(A -1) +  h/?>0 (3.6.12)
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where ^ ( A )  w defined by (3.6.2) then the Runge-Kutta defining equations (3.2.1-2) 

are soluble.

Proof. Define y  6 by

y  =  [ y l , v l , - , y Z T

and as in [13] let

* (Y ) =  (A"1 <g> Im)(Y  -  y  -  h(A  ® Im)F (Y ))  (3.6.13)

Equation (3.6.12) implies that there exists e > 0 such that

^o(A *) +  hfi ^  e

and the definition of \Po(^-1) then implies the existence of a positive definite diagonal 

matrix D such that

■9D(A - l ) + hp > 0,

and by scaling we can choose D such that d,- =  1. Using this D we have that

( y ,# ( y ) ) D =  Y T(DA~1® Im) Y  -  Y t (DA~1® Im)y -  KYT(D ® Im)F (Y )  (3.6.14)

Consider the terms on the right-hand side of (3.6.14) individually. For the first term it 

is known that

Y t (D A -1 ® Im) Y  > ^ ( A - 'J I ly l l l , ;  (3.6.15)

see for example Dekker and Verwer [13] or Hairer and Wanner [27]. To bound the 

second term consider

Y T (D A -1® Jm)y  = (Y ,{A ~ 1®I™)y)D

< liyilclK A -1® / * , ) ^ .  (3.6.16)

Finally we bound the last term by using the dissipativity of the system. Recall that 

S = i  di =  1. Then using (2.2.1) we have

Y T (D ® Im)F (Y )  =  ( Y ,F ( Y ) ) D

=  £  < * (* ,/(* )>
* =  1
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j=l »=i
=  « - 0 P l ! >

Substituting all these inequalities into (3.6.14) implies that

( y , * ( y ) ) D > (« 'D (4 -1) + /? f t ) | |v | l l> - | |r | | i 3 ||(A -1® /m)i/||c - a f t .  (3 .6 .17)

Now note that by assumption the coefficient of ||y||f> is positive so that for R > x* 

where x* is the unique positive zero of the quadratic

q(x) =  ( ^ ( A -1) +  fih )x2 -  (||(A-1 <g> I m) y \ \ D ) x  -  ah

it follows that

(y ,# (y ) ) j>  > 0 (3.6.18)

for all Y  G dB  where B  is the ball of radius R  in (R m*, ||.||£>), centred at the origin. 

Thus this ball is forward invariant for the dynamical system defined by

I T  = - * < ! ')

and it follows from Result 2.6.2 that there exists Y  G B  such that 4>(y) =  0. Thus 

for this value of Y

Y  -  y  -  h(A  ® I m) F ( Y )  =  0

which is equivalent to

Y i - V n - h ^ a i j f { Y j )  =  0 
i =1

for all * =  1 , . . . ,  s and hence a solution of (3.2.1). m

R em ark  Notice that (3.6.18) holds for ||V||z> ^  R • Hence 3>(y) ^  0 for ||y ||i) ^  R  

and any solution of (3.2.1) must satisfy ||y||r> < R . But this is true for any R  > x* 

and hence ||y||r> ^  x *.

Recall that by Result 3.6.11 a DJ-irreducible algebraically stable Runge-Kutta 

method with invertible A satisfies ^ ( A -1) ^  0. Hence the following theorem fol

lows trivially from Proposition 3.6.17.
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T heorem  3.6.18 I f  the Runge-Kutta method (3.2.1-2) is DJ-irreducible and alge

braically stable with A invertible and f  satisfies (2.2.1) with (3 > 0 then the defining 

equations (3.2.1) are soluble for any step-size h > 0 and any y n £ ]Rm. ■

R em ark  For a general Runge-Kutta method suppose that A  is invertible but that 

*o(A -1) < 0. In this case Proposition 3.6.17 implies that if

h >

then there exists a solution of the Runge-Kutta equations (3.2.1). The existence of 

solutions for h sufficiently large is a rather curious result, contrary to intuition. It 

may be true that under the assumption (2.2.1) the Runge-Kutta equations (3.2.1) are 

soluble for any method with A  invertible and any step-size h > 0, but our theory is not 

sufficient to show this.

It should be noted that there exist Runge-Kutta methods of arbitrary high order 

that satisfy the conditions of Theorem 3.6.18. In particular the Butcher IA, Radau IA, 

Radau IIA and Lobatto IIIC classes of quadrature methods are all DJ-irreducible and 

algebraically stable with A  invertible, as is the backward Euler method.

Having shown the existence of solutions to the Runge-Kutta defining equations

(3.2.1) for dissipative systems defined by (2.1.1,2.2.1) we would also like to derive 

a global uniqueness result. This however is not possible; in general the solution of

(3.2.1) when /  satisfies (2.2.1) need not be unique. To show this, we will consider the 

backward Euler method in one-dimension and will exhibit an /  which satisfies (2.2.1) 

but for which the backward Euler method can have multiple solutions for h arbitrarily 

small.

In one dimension the backward Euler method is defined by

yn+1 =  yn +  h f(y n+1). (3.6.19)

For a given yn if h =  0 then it is trivial that (3.6.19) is uniquely soluble with yn+i =  yn. 

We can use the implicit function theorem to continue this solution for h > 0. Define

G(y,h) = y -  hf (y)  -  y„ (3.6.20)
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then yn+i = y is a solution of (3.6.19) if and only if G(y , h) =  0. We know G(yn, 0) =  0 

and by the implicit function theorem we can continue this solution in h provided ^  0. 

Now since

dy dy

we can extend the solution branch provided hjfc ^  1. If we were to suppose a global 

bound on say

j | ( » )  < c (3.6.21)

for all y € R  then the implicit function theorem gives the existence of a locally unique 

solution for h < 1/c. In fact the solution branch thus defined must be globally unique 

since two such branches would have to coincide at h =  0 contradicting the local unique

ness.

For differentiable functions on R  the one-sided Lipschitz condition (2.1.6) is equiv

alent to (3.6.21) and so existence and uniqueness of solutions for the backward Euler 

method follows in this case.

Equation (2.2.1) however, does not imply an upper bound on jL and this allows us

to construct an example of a system of the form (2.1.1,2.2.1) for which the backward

Euler method admits multiple solutions for any h > 0.

Exam ple 3.6.19 Consider the system

!= '<*>

on R  where

f (y)  =  - 2  y +  2 sin(j/2) (3.6.22)

then

(■v J ( y )) =  —2j/2 +  2ysm (y2)

< —2y2 +  y2 +  [sin(y2)]2

^ l  - y 2

so /  defined by (3.6.22) satisfies (2.2.1). We will show the existence of multiple solutions
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V n + l Vn+1 V n + 1

f ( y )

-10

2.5 3 3.5 4 4.5 5

Figure 3.1: Graph of f (y)  and g(y) against y with multiple solutions indicated.

of the backward Euler method for arbitrarily small h for this / .  Note that

^  (y) = Ay cos(y2) -  2. (3.6.23)

Let y = yj2kir for k = 1 ,2 ,3 ,... then

(y/Zkir) =  A\Z2kTr — 2
dy

and since A\/2k'K — 2 - ^ o o a s f c —»oo there is no upper bound on ^ . We construct 

multiple solutions graphically. Define g{y) by

9( y )  =  f (y/2kv)  +  m(y -  V2kir) (3.6.24)

for m > 0 and some positive integer k. Plot f(y)  and g{y) against y. In the Figure 3.6.19

this is done for k =  2. By construction the two lines intersect at (y/2kir, f(yS2kir)). If

we also assume that

m < ^(%/2&7t) dy K
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then the two lines must also intersect at two other points. Now define yn to be the 

unique zero of g and let h =  1/m  then (3.6.24) can be rewritten as

g(y) = j^{y -  yn)

or

y =  yn +  hg{y)

hence the three intersections of this line with the graph of f (y)  define three solutions 

of the backward Euler method for this h and this yn. Since h =  1/m we can do this for

2kir) > 1
dy

which implies
1h > — = = ----- .

4y/2kTC — 2

Since fc is an arbitrary positive integer, given any h > 0 we can construct multiple 

solutions for this step-size by choosing k sufficiently large; however, note that the yn 

resulting in multiple solutions satisfy \yn\ —* <x> as h —► 0. □

G eneralized D issipative S tru c tu re

We now consider the solution of the Runge-Kutta defining equations (3.2.1-2) when /  

satisfies the generalized dissipativity condition (2.2.9) and prove that if ^ ( A )  > 0 then 

there exists a solution sequence {3/n}£L0 f°r anY initial condition y 0 and any step-size 

h >  0.

T heo rem  3.6.20 I f  the Runge-Kutta method (3.2.1-2) is DJ-irreducible and satisfies

¥ 0(A) > 0, (3.6.25)

where \&o(A) is defined by (3.6.2), and f  satisfies (2.2.9) then the Runge-Kutta defining 

equations (3.2.1-2) are soluble for any y n G 2Rm and any h > 0.

Proof. By Result 3.6.10 (ii) A is invertible and \Po(j4-1) > 0. Now by the definition of 

\P0(>1-1) there exists a positive definite diagonal matrix D such that

^ ( A " 1) > 0



Chapter 3. Numerical Methods 93

and by scaling we can choose D such that Yli=i h  =  1. Let &{Y)  be defined by (3.6.13) 

and consider (3.6.14) once again. Bounds on the first two terms of the right-hand side 

of (3.6.14) are given by (3.6.15) and (3.6.16). For the third term note that

Y T ( D ® I m) F ( Y)  = ( Y , F ( Y ) ) d

= ]t . M Y o M ))
1 =  1

and hence by (2.2.9)

where

Y t (D ® Im) F ( Y)  < w (3.6.26)

w = sup (®, f ( x ) )

which is finite since f  is continuous and the supremum is taken over a compact set. 

Hence we have that

<y, * (y ) )D > ’M A - 1)||y ||l> -11*11* I M '1 ® W all * -  ®

and thus (y ,$ (y ))£>  > 0 for ||y||r> sufficiently large, and in particular (y ,$ (y ))r>  > 

0 for all y  £ dB  where B  is the ball of radius r, for r sufficiently large, in (Rm5, ||.||£>) 

centred at the origin. Thus this ball is forward invariant for the dynamical system 

defined by

%  =

and it follows from Result 2.6.2 that there exists Y  € B  such that # ( y )  =  0 which 

defines the required solution of (3.2.1). B

R em ark  (i) Note that (3.6.25) implies that A is invertible.

(ii) Since (2.2.9) is a generalization of (2.2.1), Example 3.6.19 implies that the solution 

of the Runge-Kutta defining equations (3.2.1-2) is not in general unique.

(iii) There exist methods of arbitrarily high order that satisfy (3.6.25), including in par

ticular the Butcher IA, Radau IA and Radau IIA classes of quadrature based methods.

We now show that there always exists a solution sequence {3/n}£L0 when (2.1.1,2.2.9) 

is approximated numerically using either the one or two stage theta method.
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C orollary  3.6.21 I f  f  satisfies (2.2.9) then the equations defining the one-stage theta 

method (3.5.1) and the two-stage theta method (3.5.2) are soluble for any y n £ 2Rm, 

any h > 0 and any 6 € [0,1].

Proof. First consider the one-stage theta method. The result is trivial if 6 =  0 since 

the method is then explicit. For 9 £ (0,1] A  =  9 and it follows easily from (3.6.1-2) 

that =  0, and hence by Proposition 3.6.20 the defining equations are soluble.

The result now also follows for the two-stage theta method from the equivalence of 

solution sequences to these two methods given in Example 3.6.6 or by noting, as in the 

proof of Corollary 3.6.3 that the solution of the defining equations for the two-stage 

theta method is equivalent to solving the defining equation for the one-stage theta 

method with a perturbed y n. ■

3.7 Linear M ultistep M ethods as Dynam ical System s

Linear multistep methods do not naturally define discrete dynamical systems on R m 

in the same way as Runge-Kutta methods. This is because these methods use previous 

values of y n. If (3.3.1) is uniquely soluble then the linear multistep method does define 

a discrete dynamical system on lRm*, where (3.3.1) defines a map form lRm* to lRmfc

by

\yni 3/n+l? * ' • 5 3/n+Jfc —l] ^  [l/n+H 3/n+2J • • ■ >2/n+i] *

To compare the dynamics of the numerical solution with that of the underlying problem, 

following this approach it is necessary to compare a dynamical system on lRm with a 

discrete dynamical system on R m*. This adds an extra complication to the case for 

Runge-Kutta methods where the two dynamical systems were defined on the same 

space, and we will not adopt this approach for linear multistep methods.

Suprisingly Kirchgraber [41] showed that every strongly stable linear multistep 

method is equivalent, in some sense, to some one-step method, and so these meth

ods can after all define dynamical systems on JRm. However Kirchgraber’s proof is 

implicit and so it is hard to make use of this result.

More recently Eirola and Nevanlinna [15] considered linear multistep methods di

rectly as mappings from lRm* to lRm and showed that as such they are closely related 

to a map which is expressible directly in terms of the underlying flow.
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3 .7 .1  S o lu b ility  o f  L inear M u ltistep  D efin in g  E quations

If (3k ^  0 then the linear multistep method (3.3.1) is implicit, and we need to determine 

whether and under what conditions the implicit equations defining the method are 

soluble. Such results though, follow directly from the existence and uniqueness results 

for Runge-Kutta methods, as we now show. Consider (3.3.1) and let

*—i jfc—i

Vn+t-l = h J2Pj f (yn+j)  ~  53«iVn+,
j =0 j =0

represent the known values in (3.3.1) and define h = h/3k. Then (3.3.1) can be rewritten 

as

Vn+k = Vn+k-1 +  h f ( y n+k). (3.7.27)

But (3.3.1) is simply the backward Euler method, and hence solubility theory for im

plicit linear multistep methods follows directly from the theory that we have already 

derived for implicit Runge-Kutta methods.



C hapter 4

Spurious Limit Sets

4.1 Introduction

In this chapter we consider the existence and effect of so-called spurious limit sets. The 

asymptotic behaviour of a dynamical system is given by its u>-limit sets. If the limit sets 

of the underlying system and its numerical approximation are different, then clearly so 

will be the dynamics of the two systems, and thus for a numerical method to reproduce 

the correct asymptotic behaviour it is essential that the u;-limit sets of the numerical 

approximation are “close” to the corresponding o?-limit sets of the underlying system.

In this chapter we consider the solution of the autonomous initial value problem: 

find y  £ !Rm satisfying

^  =  f ( y )  for t ^  0 and y(0) =  y 0 (4.1.1)

where f:  R m —> R m, although we also consider nonautonomous problems in Section 4.5. 

Continuity conditions on f  will be stated where required.

The simplest u>-limit sets of (4.1.1) are fixed points (also called steady solutions). 

Iserles [38] showed that Runge-Kutta and linear multistep methods retain all the fixed 

points of (4.1.1), however some Runge-Kutta methods (but not linear multistep meth

ods) may generate additional fixed points which do not correspond to fixed points of

(4.1.1). These additional steady solutions introduced by the discretization are referred 

to as spurious fixed points.

Some Runge-Kutta and linear multistep methods also admit solutions of the form 

y 2n =  u , 3/2n+1 =  v Vn ^  0, where u  ^  v. This is known as a period two solution

96
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(or two-cycle or sawtooth solution). Such periodic motion on the grid scale must be 

spurious.

If numerical discretization admits spurious fixed points or two-cycles then the u>- 

limit sets of the underlying system and the numerical approximation will not correspond 

and, at least for certain initial conditions, the numerical solution will display incorrect 

asymptotic behaviour. If the spurious solutions are stable then they may attract a 

large set of initial conditions, and in such a case the numerical approximation ceases 

to be an “approximation” to the underlying system over long time intervals.

Whilst two-cycles are easy to recognise as spurious, it should noted that solutions 

converging to spurious fixed points are often smooth, and may not at first sight ap

pear spurious. The unwary may mistake such solutions for genuine solutions of the 

underlying system.

Although an unstable spurious solution will not attract a large set of initial data, 

such solutions are also undesirable. This is because, as has been noted in Stuart [53], 

the unstable manifold of the spurious solution is often connected to infinity, and thus 

the existence of an unstable spurious fixed point or two-cycle may cause the numerical 

solution to blow up; see also Elliott and Stuart [17]. If this happens then the structure 

of the underlying system will be lost. For example the discrete system defined by 

the numerical approximation of a dissipative system will not be dissipative and will 

not possess a global attractor if it has a spurious solution whose unstable manifold is 

connected to infinity.

The observations above led to an attempt to classify the methods which do not 

admit spurious fixed points and/or two-cycles. The following definitions are reproduced 

from [39].

D efinition 4.1.1 A numerical method for (4.1.1) which does not admit spurious fixed 

points is said to be regular of degree 1, denoted jRM. A method which is not .ftM is said 

to be irregular of degree i, denoted I R ^ .

D efinition 4.1.2 A numerical method for (4.1.1) which does not admit period two 

solutions is said to be regular of degree 2, denoted R ^ .  A method which is not Rf21 is 

said to be irregular of degree 2, denoted IRPh

We will also use the notation Rl1,2] to denote a method which is Rl11 and R[2\  

etc. Examples of spurious fixed point and period two solutions, and their effect on the
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dynamics of the numerical map can be found in [23, 38, 39, 46, 53, 57]. These spurious 

solutions often bifurcate from the linear stability limit, but it should be noted that they 

can persist for arbitrarily small values of the step-size ft, and thus incorrect asymptotic 

behaviour can be observed at step-sizes used in practical implementations.

A thorough study of regular Runge-Kutta and linear multistep methods has been 

conducted in [25, 38, 39, 40, 57]. Iserles [38] presents examples of spurious steady 

solutions of Runge-Kutta, linear multistep and predictor-corrector methods arising 

from Riccati equations, and also shows that all linear multistep methods are RP\ 

Stuart and Peplow [57] classify the R I1*2! two-stage theta methods (3.5.2), and study 

the period two solutions of I R ^  methods. That paper was also the first to consider the 

existence of spurious solutions of irregular methods in the limit as ft —»• 0. It was shown 

that ii f  £ C1(R m, lRm),then period two solutions of I R two-stage theta methods 

become unbounded as ft —*■ 0, if they exist for ft arbitrarily small. This result, which is 

a special case of Theorem B( ) below, inspires the approach of this chapter. Hairer, 

Iserles and Sanz-Serna [25] conduct a systematic study of the spurious equilibria of 

Runge-Kutta methods, and in particular classify all the Runge-Kutta methods 

by means of a recursive test. Iserles, Peplow and Stuart [39] present a unified theory 

of spurious solutions based on local bifurcation theory, using the step-size ft as the 

bifurcation parameter. Amongst many other results they show that the maximum 

order of a RP'2̂ Runge-Kutta method is 2, and that the recursive test of [25] can be 

used to classify these methods. Also in that paper all the R ^  linear multistep methods 

are identified and the regularity properties of a class of predictor-corrector methods are 

studied. In [40] Iserles and Stuart consider R^1,2̂ linear multistep methods further, and 

a modification of the backward differentiation formulae which generates such methods 

is proposed.

Other considerations mean that (4.1.1) is often numerically integrated using a 

method which is not RP,2\  For example the highest possible order of a R t1,2̂ Runge- 

Kutta method is 2, and Hairer et al [25] proved that the forward Euler method is the 

only R ^  explicit Runge-Kutta method. If a method which is not R M  is used, then 

spurious solutions may exist, and to ensure good numerical reproduction of the dy

namics of (4.1.1) it is necessary to study the existence of spurious solutions in irregular 

methods. It is this approach, complimentary to the study of regular methods per se, 

which we will follow in this chapter.

15
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Although we only consider fixed time-stepping methods, we will treat the step-size h 

as a bifurcation or continuation parameter and consider the existence of spurious fixed 

point and period two solutions in the limit as h —*■ 0. Simple continuity conditions will 

be applied to f  in (4.1.1), which will allow us to derive results on the possible existence 

and boundedness of spurious solutions in the limit as h —> 0. The main results are 

stated below.

T heorem  A I f  (4-L I )  is approximated numerically using a Runge-Kutta method, 

where for an implicit method the solution of (3.2.1) constructed in Proposition 3.6.3 is 

used, then

(i) if f  is globally Lipschitz there exists hc > 0 such that i f  h G (0, hc) the numerical 

solution does not admit any spurious fixed points,

(ii) if f  is locally Lipschitz, and spurious fixed points exist for h arbitrarily small, then 

these spurious fixed points tend to infinity, in norm, as k  —* 0,

(Hi) if f  G C{H£n, EF1) and a continuous branch y(h) o f fixed point solutions of the 

numerical method exists for h sufficiently small, then as h —>■ 0, either ||jf(/&)|| —► oo or 

||/© (h )) || —► 0. I f  furthermore the zeros of f  are isolated then ||/(3/(^))|| —► 0 implies 

y{h) ~^y>a fixed point of (4 .1 .1),

(iv) if a spurious fixed point solution bifurcates from y  at h — 0 then either 

f  is not continuous at y, or, 

f ( y )  =  0 and f  is not Lipschitz at y .

T heorem  B I f  (4 .1.1) is approximated numerically using a Runge-Kutta method, where 

for an implicit method the solution of (3.2.1) constructed in Proposition 3.6.3 is used, 

or a zero-stable linear multistep method of the form (4 .1 .1), with p(—1) ^  0, then

(i) if f  is globally Lipschitz there exists hc > 0 such that if h G (0, hc) the numerical 

solution does not admit any period two solutions,

(ii) if  f  is locally Lipschitz and a period two solution (u(h),v(h)) exists for h arbitrarily 

small, then u(h) ,v(h)  both tend to infinity, in norm, as h -+ 0,

(Hi) if f  G C(lR!n , IR!71) and a continuous branch (u(h), v(h)) of period two solutions 

of the numerical method exists for h arbitrarily small, then as h —> 0, ||it(h)||, ||v(h)|| 

both tend to infinity, or | |/ (u ( / i ) ) | | ,  | | / (u ( / i ) ) | |  and ||u(h) — v (A) || —► 0, I f  furthermore 

the zeros of f  are isolated then ||/(u (h )) || —► 0 implies u(h),v(h) tend to y , a fixed 

point of (4.1.1),
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(iv) if  a period two solution bifurcates from y  at h =  0 then either 

f  is not continuous at y , or, 

f(y) = o and f  is not Lipschitz at y.

The proofs of the above results can be found in the following sections, where suf

ficient bounds on the step-size h to prevent spurious solutions in the case where f  is 

globally Lipschitz are also given, and many other results can also be found.

In Section 4.2 we develop the theory for spurious fixed point solutions of Runge- 

Kutta methods. In addition to the results above, several corollaries are also given. 

Example 4.2.4 shows that Theorems A and B do not apply to arbitrary solutions of 

implicit Runge-Kutta methods. This implies that some assumption on the solution of 

the Runge-Kutta defining equations, such as is made above, is necessary for implicit 

Runge-Kutta methods.

The theory is extended to cover period two solutions of Runge-Kutta and linear 

multistep methods in Sections 4.3 and 4.4. The Runge-Kutta results follow easily from 

those in Section 4.2, whilst the linear multistep results follow from Lemma 4.4.3 which 

shows that for fixed step-size there is at most one two-cycle of any linear multistep 

method passing through any point of ]Rm. In Example 4.3.5 a continuous initial value 

problem that generates bounded spurious solutions for h arbitrarily small is presented, 

showing tha t Theorems A(iii) and B(iii) are relevant.

In Section 4.5 we will consider spurious solutions of nonautonomous systems. We 

will show that methods which are regular for autonomous systems can admit spurious 

solutions when applied to nonautonomous problems. Specifically we will present an 

example where the trapezoidal method, which is admits a spurious fixed point,

and another where it admits a two-cycle. We will also extend Theorem A (i) and

(ii) to cover spurious fixed points of Runge-Kutta methods applied to a certain class of 

nonautonomous problems, and in so doing will illustrate the issues involved in extending 

our results to nonautonomous systems.

Theorems A and B suggest that when /  satisfies a Lipschitz condition on a bounded 

set B , spurious solutions will not degrade the numerical solution on B  for h sufficiently 

small (depending on B ) . However this will not be true on the whole of R m since, as 

noted above, an unstable spurious solution can destroy a global attractor, and even 

though the spurious solution becomes unbounded as h —> 0 the dynamics of the contin

uous and numerical systems will differ significantly for some initial conditions however
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small the step-size is.

By Theorem A(iv) and B(iv) even for arbitrarily small step-sizes we cannot be sure 

that a numerical method will produce the correct behaviour in a neighbourhood of a 

fixed point where f  is not Lipschitz. However it should be noted that the solution of

(4.1.1) itself is not unique in a neighbourhood of such a point.

In seeking to prove general results, no assumption has been made at any stage on 

the global structure of the nonlinear function / ,  and hence our results apply to all 

problems of the form (4.1.1). It should be noted then, that in some cases and for some 

methods it can be shown that spurious solutions cannot exist for h arbitrarily small, 

although f  is not globally Lipschitz, but where some other structure is imposed on 

the nonlinear term. For example, we will see in Chapter 6 that when a dissipative 

problem of the form (6.1.1-2) is solved numerically using a Runge-Kutta method then 

it is sufficient for /  to be locally Lipschitz to imply that that spurious fixed points 

cannot exist for h arbitrarily small.

In Chapter 7 we will extend Theorems A(iii) and B(iii) to cover arbitrary invariant 

sets, not just fixed points and two-cycles. Theorem 7.4.7 shows that if numerically 

invariant sets converge to a compact set as h —► 0 then this set is invariant under the 

evolution of (4.1.1), and thus numerical invariant sets either converge to an invariant 

set of the underlying system or become unbounded as h —► 0.

4.2 Spurious Fixed Points o f R unge-K utta M ethods

In this section the spurious fixed point solutions of explicit and implicit Runge-Kutta 

methods are considered. We will often assume a Lipschitz continuity condition on 

/ ,  but a series of £, ̂ -arguments will enable us to prove some results when Lipschitz 

conditions do not apply. The methods were classified in [25] by a recursive test. A 

simple classification for explicit methods was found:

R esu lt 4.2.1 (H a ire r, Iserles &: Sanz-Serna [25]) A consistent explicit Runge- 

Kutta method of the form (3.2.1-2) is if and only if it produces the same solution 

sequence as the forward Euler method (3.1.1). m

The solution to (4.1.1) is often approximated using a high order explicit Runge- 

K utta method. By Theorem 4.2.1, such a method is necessarily I R ^ \  and we may 

expect spurious steady solutions, and hence incorrect dynamics. This motivates our
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approach of considering the spurious solutions of irregular methods, rather than simply 

classifying the regular methods. Note that if A =  0 (where A is defined by (3.2.7)) 

then a,j =  0 for all z, j  and the method produces the same solution sequence as the 

forward Euler method, and hence is R ^ , and admits no spurious fixed points. We now 

prove that if A ^  0 then spurious fixed points cannot exist for h arbitrarily small if f  

is globally Lipschitz.

T heorem  4.2.2 I f  f  is globally Lipschitz, with Lipschitz constant L, and

h < XA(1 +  B) ’ (4'2-1)

where A and B are defined by (3.2.7) and (3.2.8) and A > 0, then the Runge-Kutta 

method (3.2.1-2) admits no spurious fixed points when applied to (4-1.1).

Proof. Suppose there exists a solution of (3.2.1-2) such that y n = y n+1 with f { y n) ^  0. 

Since f  is globally Lipschitz, Lemma 3.2.3 applies and (3.2.16) holds. Now (3.2.2) 

implies

X > / ( V ; )  =  0 (4.2.2)
t = l

and by consistency

il/(»„)ll =  l iS > / ( y „ ) i i
*=1

=  ii ! > ( / ( » „ ) - / W ) ) i i
»=i

< B m a x | | / (y „ ) - / (Y i) | |

* î nSs11̂ 11 by (3-2-16) (4-2-3)
and since (4.2.1) holds, (4.2.3) implies ||/(3/„)|| < ||/(3/n)ll> clearly a contradiction. B

There are very few interesting problems of the form (4.1.1) for which f  is globally 

Lipschitz, but /  is often locally Lipschitz, and we would like to generalise Theorem 4.2.2 

to this case. The following example modified from an example in [53] shows that this 

cannot be done.

Exam ple 4.2.3 Consider the initial value problem

^  =  - y3, where y(0) € R . (4.2.4)
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The origin is the only fixed point of (4.2.4). Now suppose a numerical approximation 

is obtained using the forward Euler method (3.1.1). This implies that

yn+i = yn - h y J. (4.2.5)

It is simple to check that yn =  (—l )ny/2/h  defines a period two solution of (4.2.5). 

Now suppose that the numerical solution is obtained using the method (4.2.6)

0 0 0

1/2 1/2 0

1/2 1/2

One step of this method with step-size h corresponds to two steps of the forward Euler 

method with step-size h /2. Thus for any h > 0 yn =  y/4/h  and yn — —y/4/h  are both 

spurious fixed points of the method (4.2.6) for the problem (4.2.4). □

Notice that the spurious solutions in the example exist for all h, but tend to infinity 

as h —> 0. We will later prove that if f  is locally Lipschitz then two-cycles of linear 

multistep methods which exist for arbitrarily small h tend to infinity as h —► 0. The 

spurious fixed points in the example correspond to period two solutions of the forward 

Euler method, and hence must tend to infinity as h —► 0. We would also like to prove 

this result for general spurious fixed points of Runge-Kutta methods, but the example 

below shows that it does not hold without further assumptions.

Exam ple 4.2.4 Consider the initial value problem

^  = fi(y ) = yS, where y(0) G 1R. (4.2.7)

The origin is the only fixed point of (4.2.7). Now suppose a numerical approximation 

is obtained using the Runge-Kutta method (4.2.8).

1 0.75 0.25 

1 0.25 0.75 

0.5 0.5

(4.2.8)
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Let yn =  0, then it is simple to check that (4.2.9) solves the equations (3.2.1-2) for the 

method (4.2.8) and any h > 0 where /  is given by f lm

yn =  Vn+i  =  0 

Y l =  y/2jh  

Y2 =  - s/2 fh

(4.2.9)

Now consider the modified problem

dy
^  =  h ( v )  =  { v+p( v ) Y- , where y(0) € 1R (4.2.10)

and p is the test function

p{y)  =  <
0

exp y’- l

if |y| > i

if |y| < 1.

Observe that (0) =  e-3  ^  0, thus the origin is not a fixed point of (4.2.10), also 

since p is a test function, (see [21]), / 2 € C°°(1R,, R ). Now consider the numerical 

solution using the Runge-Kutta method (4.2.8). For \y\ ^  1, /i(y) =  ^(y)? therefore 

if h ^  2 and yn =  0 then (4.2.9) also solves the equations (3.2.1-2) for the modified 

problem (4.2.10). Thus we have a problem of the form (4.1.1), where /  is smooth, 

and a Runge-Kutta method which generates a spurious fixed point which exists for h 

arbitrarily small and is itself fixed as h —► 0 . □

All hope is not lost however. It should be noted that in both the problems consid

ered in Example 4.2.4 the equations (3.2.1) admit more than one solution. In Propo

sition 3.6.3 we proved that if f  is locally Lipschitz then there is a locally unique 

solution of (3.2.1) in a neighbourhood of y n. For f i  this locally unique solution is 

yn =  yn+1 =  Yi =  Y2 =  0 which is far more ‘natural’ than the solution given in 

the example. We also proved in Proposition 3.6.3 that the iteration scheme (3.6.2) 

converges to the natural solution of (3.2.1), and hence if (3.6.2) is used to solve the 

Runge-Kutta defining equations (3.2.1) then the spurious fixed point seen in Exam

ple 4.2.4 will not arise. Where the implicit equations are not uniquely soluble, we will 

need to assume that the solution of (3.2.1) defined by Proposition 3.6.3 is used when /  

is locally Lipschitz, and a solution of (3.2.1) defined by Proposition 3.6.2 is used when 

f  is continuous, to enable us to prove results about the existence of spurious solutions
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in these cases. This assumption will be explicitly stated where it is made. In addition 

to the iteration scheme (3.6.2) we claim that any ‘sensible’ iteration scheme used in 

practical implementations will converge to the ‘natural’ solution of the equations, and 

hence that our results will apply.

In this chapter we will not make any structural assumptions on / .  Under certain 

structural assumptions on f  it is possible to prove that the Runge-Kutta defining 

equations are uniquely soluble and hence that the assumptions mentioned above are 

not always necessary. Of course, for an explicit method (3.2.1) is trivially uniquely 

soluble, and none of these assumptions are needed for explicit methods.

It should be noted that Propositions 3.6.2 and 3.6.3 ensure the existence of a so

lution of (3.2.1) for one step if h is sufficiently small, but do not guarantee that a 

solution sequence {2/n}£L0 can be generated with fixed step-size. But, since our aim 

in this chapter is to study the existence of spurious solutions, we will assume that a 

solution sequence exists, with the equations (3.2.1-2) being solved exactly, then Propo

sition 3.6.2 and Proposition 3.6.3 will enable us to derive results on the nature of the 

spurious solutions.

All the remaining results in this section will follow from the two lemmas below.

L em m a 4.2.5 I f  B  C Mm is bounded and f  is Lipschitz on Af(B, 6) with Lipschitz 

constant L for some 6 > 0, A > 0 and

h < min f —rr, r . (4.2.11) \a M  ’ ZA(1 +  B )/ v '

where

M =  sup ||/(y ) || (4.2.12)

then for y n € B the solution of the Runge-Kutta method (3.2.1-2) satisfies y n =  y n+1 

if and only if  f ( y n) = 0 , where for an implicit method we assume that the solution of

(3.2.1) defined by Proposition 3.6.3 is used.

Proof. Proposition 3.6.3 implies that the conditions for Lemma 3.2.3 hold and hence 

(3.2.16) holds. Now suppose that there exists a solution of (3.2.1-2) such that y n 6  B , 

y n = y n+1 and f ( y n) ^  0 then follow the proof of Theorem 4.2.2 from (4.2.2) to obtain 

the result. ■
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Lemma 4.2.6 I f  B  C JRm is bounded, f  is continuous onAf(B,6) for some 6 > 0 and 

if  A > 0 then given any e > 0 there exists H{e) > 0 such that for h < H{e) any fixed 

point solution y  of (3.2.1-2) with y  G B satisfies ||/(j/) || < e, where for an implicit 

method we assume that the solution of (3.2.1) defined by Proposition 3.6.3 is used.

Proof. Since ~M(B, 6) is compact, /  is uniformly continuous on B , £), so given £ > 0 

3 ?  > 0 such that any x , y  € AT(B,6) with ||sc — 2/|| < 6 satisfy ||/(jb) -  / ( 2/)|| < £• Let 

e =  e/B> and 6 =  min(tf,£). By Proposition 3.6.2 if h < 6/aM  where M  is defined by 

(4.2.12) then for any y n € B  it follows that ||Yi — y n|| < 6. Hence if y n € B  is a fixed 

point solution of (3.2.1-2) it follows that;

ll/(».)ll = HE *»/(».) II
1 = 1

= n E  *»(/(*.)-/(*«)) n
»=i

<  B £

=  £

as required. ■

Example 4.2.3 showed that it is possible for spurious solutions to exist for h ar

bitrarily small when /  is locally Lipschitz, and we can now prove that such spurious 

solutions tend to infinity as h —► 0 .

Theorem 4.2.7 I f  f  is locally Lipschitz and spurious fixed point solutions of (3.2.1-2) 

exist for h arbitrarily small then these tend to infinity in norm as h —► 0 , where for an 

implicit method we use the solution of (3.2.1) defined by Proposition 3.6.3. By this we 

mean that if there exists a sequence (u p, hp) such that hp > 0 Vp, hp —► 0 as p —► oo and 

u p is a spurious fixed point of the method with step-size hp then ||up|| —*■ oo as p —*■ oo.

Proof. It is sufficient to prove that for any bounded set B , for h sufficiently small no 

point of B  is a spurious fixed point, but this follows trivially from Lemma 4.2.5. ■

An alternative statement of Theorem 4.2.7 is to say that if bounded sequence or 

continuous branch of fixed point solutions exists as h —► 0 then 3H  > 0 such that 

for h < H  the corresponding fixed point solution of (3.2.1-2), u , satisfies f ( u )  =  0, 

that is u  is a fixed point solution of (4.1.1). If we relax the condition that that /  is
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Lipschitz continuous and assume merely that /  is continuous on lRm then the following 

theorem shows that continuous branches of spurious fixed point solutions which exist 

for h arbitrarily small, either tend to steady solutions of the underlying differential 

equation, or diverge to infinity as h —> 0 .

T heorem  4.2.8 Suppose f  G C(H?n, JRT1) and there exists a continuous branch of fixed 

points u(h) of (3.2.1-2) for h € (0, H], where for an implicit method the solution of

(3.2.1) is defined by Proposition 3.6.2, then as h 0 either

(i) ||u(/i)|| -+ oo, or,

(ii) ||/(*(A ))|| -  0 .

I f  furthermore the zeros of f  are isolated then as h —> 0 either (i) occurs or u(h) —► y  

as h —► 0 , where y  is a fixed point of (4 .1 .1).

Proof. To show that either (i) or (ii) occurs it is sufficient to show that as h —► 0, for 

any bounded set B , ||/(w (h))|| —► 0 or for all sufficiently small h , u(h) is not in B , but 

this follows trivially from Lemma 4.2.6. If the zeros of /  are isolated and u{h) remains 

bounded as h —» 0 then the last part follows by the continuity of f .  ■

R em ark  Example 4.3.5 shows that if /  is continuous on R m it is possible for a Runge- 

K utta method to generate a spurious fixed point solution which remains bounded and 

which converges to a steady solution of (4.1.1) as h —► 0.

The following theorem gives a necessary condition for the bifurcation of spurious 

fixed point solutions from y  at h = 0 , namely either

(a) f  is not continuous at y,  or,

(b) f ( y )  =  0 and f  is not Lipschitz at y.

T heorem  4.2.9 Suppose there exists a sequence (u p,hp) such that hp > 0 Vp, hp —► 0, 

and u p y  as p 0 0  where, for each p, u p is a spurious fixed point solution of 

(3.2.1-2) with step-size hp, and if the method is implicit then the solution of (3.2.1) is 

defined by Proposition 3.6.2 then i f  f  is continuous on a neighbourhood o fy  it follows 

that

(i) f ( y )  =  0 , that is y  is a steady solution of (4 .1 .1), and,

(ii) f  is not Lipschitz at y.
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Proof, (i) By Lemma 4.2.6 ||/ ( t tP)|| —► 0 as p —► oo, and result follows by continuity of 

/•
(ii) Follows trivially from Lemma 4.2.5. ■

R em ark  The above theorem also shows that if the numerical solution is asymptotic to 

y  for arbitrarily small h then y  is a genuine asymptotic fixed point of (4.1.1), (although 

it does not necessarily follow that the solution of the continuous problem is asymptotic 

to y  if the same initial value is used as for the numerical method).

Now consider general /  but suppose f  is Lipschitz on U C R m. For given 6 > 0 

define B  C U by

B  =  { x  € U: dist(ar, Uc) ^  £} (4.2.13)

where Uc is the complement of U in R m. This implies that Af(B,6)  C U. By 

Lemma 4.2.5 if y  € U is a spurious fixed point solution of (3.2.1-2) and h < H(6) 

then y & B  and hence dist(y, Uc) < 6, so that is y  is within distance 6 of the boundary 

U. We can force spurious fixed points to the boundary of U by taking 6 as small as we 

like. By (3.6.4) as 6 —► 0, H{6) —► 0. In this way we prove that as h —► 0 spurious fixed 

points either ‘converge’ to the set on which f  is not Lipschitz or ‘diverge’ to infinity.

C orollary  4.2.10 Suppose f  is Lipschitz on every bounded subset of some set D, and 

that for an implicit method the solution of (3.2.1) defined by Proposition 3.6.3 is used, 

then given any positive 6, /3 there exists H(6, /3) > 0 such that every spurious fixed point 

y  of (3.2.1-2) with h < H(6, fi), satisfies either

i) d is t(j/,i)c) < 6, or,

ii) 112/11 > /*•

Proof. Apply Lemma 4.2.5 with U =  B(Q,/3 +  S) fl D and B  defined by (4.2.13). ■

If the Lipschitz continuity condition is dropped the following result holds.

C orollary  4.2.11 Suppose f  is continuous on every bounded subset of some set D, 

and that for an implicit method a solution of (3.2.1) defined by Proposition 3.6.2 is 

used, then given any positive e, (3, 6 there exists H(e,(3,6) > 0 such that every spurious 

fixed point y  of (3.2.1-2) with h < H{e,(3,6), satisfies either

i) dist(y ,D c) < 6, or,
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H) \\v\\ > or>

m) \ \ f (y) \ \<£,

Proof. Apply Lemma 4.2.6 with U and B  defined as in the proof of Corollary 4.2.10. ■

4.3 Spurious Two-Cycles o f R unge-K utta m ethods

In this section we will derive results for (spurious) two-cycles of Runge-Kutta methods 

analogous to those proved in the last section for spurious fixed points of these methods. 

Recall that a two-cycle of (3.2.1-2) is a solution sequence of the form y 2n = u, y 2n+i =  v  

Vra ^  0, where t t / » .

Following Iserles et al [39] define the inflated method corresponding to the Runge- 

Kutta method (3.2.1-2) by

(4.3.1)
5C 1A 0

21 2C

& &

where A, bT and c are defined by (3.2.3)

D = and

Note that two steps of the original method with step-size h corresponds to one step 

of the inflated method with step-size 2h, and this equivalence between the solution 

sequences of the two methods will allow us to easily extend the results of the previous 

section to two-cycles of Runge-Kutta methods. We begin by showing that two-cycles 

cannot exist for h arbitrarily small if f  is globally Lipschitz.

T heorem  4.3.1 I f  f  is globally Lipschitz, with Lipschitz constant L, and

1
h < L(1 +  A)(l 4 -

(4.3.2)

then the Runge-Kutta method (3.2.1-2) admits no period two solutions when applied to 

(4 .1.1).
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Proof. Suppose (tt ,r)  is a two-cycle of the Runge-Kutta method (3.2.1-2) with step- 

size h, then it, v  are both fixed points of the inflated method (4.3.1) with step-size 2h. 

Note that (4.3.2) implies that

2k < £(1 /2  +  A/2) (1 +  B )' 4̂'3’3*

By Theorem 4.2.2 the inflated method does not admit any spurious fixed points if 

(4.3.3) holds, and hence it and v  are both fixed points of (4.1.1). Now setting y n = u  

the existence of the two-cycle implies that there exists a solution of (3.2.1-2) such 

that y n+1 =  r ,  and since /( i t)  =  0 there exists another solution of (3.2.1-2) with 

y n+i =  Yi = u  for all i, but this supplies a contradiction, since by Result 3.6.1 the 

solution of (4.1.1-2) is unique. ■

Note that if (it, v) is a two-cycle for the explicit Runge-Kutta method (3.2.1-2) 

with step-size h then it and v  are both spurious fixed points of the inflated method 

4.3.1 with step-size 2h. It is clear that it and v  are both fixed points of the inflated 

method. To see that they are spurious fixed points, suppose that they are not. So

suppose /( i t )  =  0 , now if y n =  it it follows that v  =  y n+1 =  it, which is a fixed point,

not a two-cycle. The results of the previous section can now be easily extended to 

two-cycles of explicit Runge-Kutta methods.

For an implicit Runge-Kutta method (3.2.1) may have more than one solution, and 

in this case it is not clear that it and v  need to be spurious fixed points of the inflated 

method, and the results of the previous section are not so easily extended to two- 

cycles of implicit methods. However, it is possible to use the equivalence between the 

solution sequences of the Runge-Kutta method (3.2.1-2) and the corresponding inflated 

method (4.3.1), to extend the results of the last section. We do this by deriving results 

equivalent to Lemmas 4.2.5 and 4.2.6, and from which all the remaining results in this 

section will follow.

Lem m a 4.3.2 I f  B  C Stm is bounded and f  is Lipschitz on Af (B , S) with Lipschitz 

constant L for some 6 > 0, and
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where

M  = sup | | / ( 3/) || (4.3.4)
y£Af(B,6)

then no point of B  is contained in a two-cycle of (3.2.1-2), where for an implicit method 

we assume that the solution of (3.2.1) defined by Proposition 3.6.3 is used.

Proof. Suppose (ifc,w) is a two-cycle of the Runge-Kutta method (3.2.1-2) with step- 

size h and u £ B, then u  is a fixed point of the inflated method (4.3.1) with step-size 

2h. By Lemma 4.2.5 f (u )  =  0. Now setting y n =  u  we see that y n+1 =  Yi =  u  for 

all i solves the Runge-Kutta defining equations (3.2.1-2). By Proposition 3.6.3 this 

solution is unique, which contradicts the existence of a two-cycle. ■

L em m a 4.3.3 I f  B  C 2Rm is bounded and f  is continuous o n ^ ( B , 6 )  for some 6 > 0 

then given £, /3 > 0 there exists H(e,l3) > 0 such that i f u ( z B  and (u,t?) is a two-cycle 

of (3.2.1-2) with h < H{e,(3) then

(i) m a x ( ||/( t t) ||, | |/(» ) ||)  <£, and,

(ii) \\u -  r | |  < /?.

Proof. Suppose (tA,r) is a two-cycle of the Runge-Kutta method (3.2.1-2) with step- 

size h and u  € B, then it is a fixed point of the inflated method (4.3.1) with step-size

2 h.

By Lemma 4.2.6 there exists H(£) > 0 such that if h € (0, H (e)) then ||/(u ) || ^  s/2.  

Let y n =  u. By Proposition 3.6.2 if h € (0, 6/aM)  where M  =  s,upy£^ B ^  | | / ( 3/)|| then 

the Runge-Kutta defining equations (3.2.1-2) are soluble with Yi € Af(B,6)  for all i. 

Since ^ ( B , 6 )  is compact, /  is uniformly continuous on A((B,6),  so given £ > 0

3 6 > 0 such that any x , y  £ AT(B, 6) with ||x — 3/|| < 6 satisfy ||/(x )  — / ( 3/)|| < £. 

Let £ =  e/2 and 6 = min(6 , 6,0).  Now if h £ (0,6/BAf) then ||3/n+1 — 3/n|| < 6 , 

since 6 < (3 (ii) holds, and since 6 ^  6 it follows from the uniform continuity of f  

that ||i/n+1 — 3/n || ^  £/2, and hence since ||/ ( i /n)|| < e/2 that | | / ( 3/n+i)|| < £, which 

completes the proof. ■

The results below all follow from the Lemmas 4.3.2 and 4.3.3, in a similar way 

to which the equivalent results were derived from Lemmas 4.2.5 and 4.2.6 in the last 

Section. The proofs are omitted.
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T heorem  4.3.4 I f f  is locally Lipschitz and period two solutions of (3.2.1-2) exist for 

h arbitrarily small then these tend to infinity in norm as h —► 0 , where for an implicit 

method we use the solution of (3.2.1) defined by Proposition 3.2.6. By this we mean 

that if there exists a sequence (u p , v p , hp) such that hp > 0 Vp, hp —> 0 as p —► oo and 

( u p , v p ) is a period two solution of the method with step-size hp then ||ttp||, ||vp|| —> o o  

as p —*■ o o .  ■

If we relax the condition that /  is locally Lipschitz continuous and assume merely 

that f  is continuous on R m then the following example shows that bounded spurious 

solutions can exist for h arbitrarily small.

Exam ple 4.3.5 Consider the initial value problem

-j: =  /(y)> where y(0) G R  (4.3.5)at

where /  G C(Rm,R m) is defined by

f ( y )  =  <

The origin is the only fixed point of (4.3.5). Now suppose a numerical approximation

is obtained using the forward Euler method (3.1.1). This yields

yn+i = yn + h f (yn) (4.3.6)

It is simple to check that yn =  (—l ) nh2/4  defines a period two solution of (4.3.6) for

any h > 0. Now suppose that the numerical solution is obtained using the inflated 

method (4.2.6). One step of this method with step-size h corresponds to two steps 

of the forward Euler method with step-size h/2.  Thus for any h > 0 yn =  h2/ 16 

and yn =  —h2/16 are both spurious fixed points of the method (4.2.6) for the problem 

(4.3.5). Notice that all the spurious solutions in this example remain bounded as h —> 0, 

and furthermore they converge to steady solutions of (4.3.5). □

The following theorem shows that if /  is continuous on R m, then continuous 

branches of spurious period two solutions which exist for h arbitrarily small, either 

tend to steady solutions of the underlying differential equation, or diverge to infinity 

as h —► 0 .

-V*  if y > 0

(-y )a  if y < 0 .
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T heorem  4.3.6 Suppose f  £ C(iRm,lRm) and there exists a continuous branch of 

period two solutions (u(h), v(h)) of (3.2.1-2) for h £ (0, H], where for an implicit 

method the solution of (3.2.1) is defined by Proposition 3.6.2, then as h —► 0 either

(i) ||tt(/i)|| and ||v(^)|| —► oo, or,

(ii) ||/(*(A ))||, ll/M * )) II and IHfc) -  „(ft)ll -  0 .

I f  furthermore the zeros of f  are isolated then ash  0 either (i) occurs or u(h),  v(h) —► 

y  as h —*■ 0 , where y  is a fixed point of (4.1.1). ■

The following theorem gives the same necessary condition for the bifurcation of 

period two solutions from y  at h =  0 , as was found for spurious fixed points, namely 

either

(a) f  is not continuous at y , or,

(b) f ( y )  =  0 and f  is not Lipschitz at y.

T heorem  4.3.7 Suppose there exists a sequence (up,vp,hp) such that hp > 0 Vp, 

hp —> 0, up —► y  as p —> oo and (up, vp) is a period two solution of (3.2.1-2) with step-

size hp for all p, and if the method is implicit then the solution of (3.2.1) is defined by

Proposition 3.6.2 then if f  is continuous on a neighbourhood o fy  it follows that

(i) vp —> y  as p oo,

(ii) f ( y )  =  0 , that is y  is a fixed point of (4 .1 .1), and,

(Hi) f  is not Lipschitz at y . ■

C orollary  4.3.8 Suppose f  is Lipschitz on every bounded subset of some set D, and 

that for an implicit method the solution of (3.2.1) defined by Proposition 3.6.3 is used, 

then given any positive 6, (3 there exists H(6,/3) > 0 such that every point u  contained 

in a two-cycle of (3.2.1-2) with h < H(6,/3), satisfies either

i) inf llu — xll < 6, or,'  11 11
ii) ||u|| > p. m

C orollary  4.3.9 Suppose f  is continuous on every bounded subset of some set D, and 

that for an implicit method a solution of (3.2.1) defined by Proposition 3.6.2 is used, 

then given any positive e, p, 6 there exists H(e,p,6)  > 0 such that every point u  

contained in a 2-cycle of (3.2.1-2) with h < H(e,P,6) satisfies either

i) inf Hit — xll < 6, or,'  11 11
ii) ||u|| > P, or,

m JII/W II.II/M II < e, and ||it — v|| < 6, where v  is the other point of the 2-cycle. ■
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4.4 Spurious Two-Cycles o f Linear M ultistep M ethods

The dynamics of these methods has been studied extensively. In particular:

R esu lt 4.4.1 (Iserles [38]) Fora zero-stable linear multistep method (3.3.1), Y  is a 

fixed point if and only if f ( Y )  =  0. ■

Thus the method is R^l and hence preserves all fixed asymptotic points of (4.1.1), 

and furthermore introduces no spurious steady solutions. However as with all previous 

methods which are it does not necessarily follow that the solution of the underlying 

system is asymptotic to the same point as the numerical solution even when the same 

initial value is used. No Runge-Kutta methods are known with order > 4 whereas 

we can obtain linear multistep methods of arbitrarily high order, hence these methods 

would seem to be very good for the long term simulation of systems (4.1.1) which are 

convergent to steady solutions as T  —► oo. The linear multistep methods which do not 

admit period two solutions have been studied in [39, 40, 57]. The following example 

shows that period two solutions can be constructed trivially if p(—1) =  0 .

Exam ple 4.4.2 (Iserles, Peplow and Stuart[39])

If p(—1) =  0 then take any f  which has at least two fixed points. If f ( y )  =  f {y )  =  0 

with y  ^  y  then it is easy to check that

n  -  ( * ± * ) + ( t * )  (-.»•

is a period two solution which satisfies (3.3.1), for any h > 0. □

The above example prevents us from extending the results of the previous section 

to cover all zero-stable linear multistep methods, since the two-cycles of Example 4.4.2 

exist independently of the step-size h. However if we exclude the case p{—1) =  0 

we may proceed to prove similar results for period two solutions of linear multistep 

methods as we proved for Runge-Kutta methods. The following lemma, which shows 

that if the step-size is fixed then there is at most one two-cycle passing through any 

point of the space, provides the key to this approach.

Lem m a 4.4.3 Suppose the linear multistep method (3.3.1) is zero-stable with p(—1) ^  

0 , then a two-cycle (u , v) of the method with step-size h satisfies f ( u )  ^  0 , f ( v )  ^  0 ,

/ ( u ) + / ( « )  =  ° (4.4.1)
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and
2ho(—l ) f ( v )  m c\\u  = v  , '  (4.4.2)

p ( - i )

Proof. In Section 2 of [40] it is shown that a 2-cycle of a linear multistep method 

satisfies

M 1) [f (u ) +  f ( v )\ =  0 (4.4.3)

and

h o { - 1) [/(i>) -  /  (u)] =  p( - l ) [v  -  u]. (4.4.4)

Since the method is zero-stable (4.4.1) follows from (4.4.3). Hence (4.4.4) simplifies to

p(-l)[t> -  u] =  2/h t ( - 1) /(v ) ,

and rearranging gives (4.4.2). Finally if f ( u )  =  0 or f ( v )  =  0 then (4.4.1-2) imply 

that u  = v,  a contradiction since (tt, t>) form a two-cycle. ■

Lemma 4.4.3 allows us to explicitly classify the linear multistep methods which do 

not admit period two solutions.

T heorem  4.4.4

(i) The linear multistep method (3.3.1) is not Rf21 if  p(—1) =  0.

(ii) I f  p(—1) 7̂  0 and the method (3.3.1) is zero-stable then it is R ^  if and only if 

<r(-l) =  0 .

R em ark  Theorem 4.4.4 is a slight generalization of a result of Iserles et al [39], who 

proved the classification in (ii) for irreducible methods. The result of Iserles et al was 

itself a generalization of an earlier result of Stuart and Peplow [57].

Proof, (i) See Example 4.4.2.

(ii) The ‘if’ part follows from (4.4.2), since if <r(—1) =  0 then u  =  v  which contradicts 

that («,t?) form a 2-cycle. To prove the ‘only if’ part, take any /  £ C(R, 1R) such that 

/(0 ) =  — 1 and /  ( 2p(jrp ) — 1- Let v  =  0 and u  =  , then it is simple to check

that (u, v) form a two-cycle. ■

Thus the class of zero-stable linear multistep methods which satisfy p(—1) ^  0 and 

<j(—1) =  0 are Rl1,2\  and by considering this class of methods we can generate methods 

of arbitrarily high order which are
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Lemma 4.4.3 also allows us to prove the following two lemmas for linear multistep 

methods equivalent to Lemmas 4.3.2 and 4.3.3 for Runge-Kutta methods. Note that 

whilst the Runge-Kutta results only hold if we use the solution of (3.2.1-2) defined by 

Proposition 3.6.2 or 3.6.3, the following results hold for any solution of (3.3.1). Thus 

in this section we do not need to make any assumptions on the solution of (3.3.1) for 

implicit methods.

Lem m a 4.4.5 I f  B  C JRm is bounded and f  is Lipschitz on M (B , 6) with Lipschitz 

constant L for some 6 > 0, then there exists H(6) > 0 such that if h < H(S) and 

p(—1) ^  0 then no point of B  is contained in a 2-cycle of the zero-stable method

(3.3.1).

Proof. Let

M =  sup | | / ( 0 )||
y € B

(4.4.5)

Suppose v  € B  is contained in a two-cycle, then by Theorem 4.4.4 <r(—1) ^  0. Hence 

if
/>(-!)h <

2 M

then (4.4.2) implies u  E Af(B,6).  The parallelogram law states that

||f ( v )  -  f ( u ) | |2 +  ||/(t>) +  f ( u ) ||2 =  2 ( | | / ( v ) | |2 +  H / M H 2 ) .  (4.4.6)

Lipschitz continuity and (4.4.2) implies that

o - ( - l )

/>(-!) II/WII-

This together with (4.4.1) implies that (4.4.6) becomes

ll/WII2 + ll/WII2 C 2 ( f t i f t l l ) 2 ||/(„)|p.

Reversing the roles of u  and v  above, we can similarly derive that

l l / W I I 2 +  l l / W I I 2 <  2 I I / W I I 2 -
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Now by Lemma 4.4.3 f ( u )  and / ( v) are not both zero, so adding leads to a contradic

tion when
/>(-!)h<i » ( - i )

Lem m a 4.4.6 I f  B  C Mm is bounded and f  is continuous on~M{B,S) for some 6 > 0, 

then given e, (3 > 0 there exists H(e,f3) > 0 such that if  u  £ B, h < H(e,(3) and u  is 

contained in a two-cycle of the zero-stable method (3.3.1) with p(—1) ^  0 then

( i ) \ \ f ( u ) U f ( v ) \ \ < e

(ii) | | u - r | |  < (3

where v  is the other point of the two-cycle.

Proof. Since ~N(B,S) is compact /  is uniformly continuous on f f (B,6) .  Thus given 

e > 0 there exists Si > 0 such that V®, y  G AT(B, 6 ) with ||® -  j/|| < it follows that 

||/(® ) ~ f { y )II < £• Let 62 =  min(6,6UP).

Suppose that u  £ B  is contained in a two-cycle, then by Theorem 4.4.4 <r(—1) ^  0. 

Now with M  defined by (4.4.5) suppose

h <
2 6 2

M
/>(-!)
o( - l )

then (4.4.2) implies ||u  — v|| < Si and hence ||/(w ) — /(t?)|| < e. The result now follows 

from (4.4.1) and the triangle inequality. B

The following result follows easily from Lemma 4.4.5.

T heorem  4.4.7 I f  f  is globally Lipschitz with Lipschitz constant L, the method (3.3.1) 

is zero-stable with p(—1) /  0 and

h < j a ( - l )

then the method admits no period two solutions.

R em ark  This result ties in well with the existing theory, since if p(—1) =  0 by Ex

ample 4.4.2 trivial bounded spurious solutions exist for all h and the allowed step-size
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in Theorem 4.4.7 tends to zero as p(—1) —► 0, on the other hand, if <r(—1) =  0 spu

rious solutions cannot exist and as <r(—1) —► 0 the allowed step-size in Theorem 4.4.7 

becomes unbounded.

Now Theorems 4.3.4, 4.3.6, 4.3.7 and Corollarys 4.3.8 and 4.3.9 all hold for linear 

multistep methods (3.3.1) which are zero-stable with /o(—1) ^  0. The proofs follow 

from Lemmas 4.4.5 and 4.4.6 in the same way as the Runge-Kutta results followed 

from Lemmas 4.3.2 and 4.3.3. Example 4.3.5 is also relevant, and shows that bounded 

period two solutions can exist for h arbitrarily small when /  is continuous on R m.

Note that for implicit methods we have made no assumption on the scheme used to 

solve (3.3.1). This points out a fundamental difference between implicit linear multistep 

methods, for which the above results are a consequence of the method (3.3.1), and 

implicit Runge-Kutta methods, for which the equivalent results are a consequence of 

the iteration scheme used to implement the method, and which by Example 4.2.4 are 

not true for arbitrary solutions of the Runge-Kutta equations (3.2.1-2).

4.5 Spurious Solutions o f N onautonom ous System s

In this section we will briefly consider the solution of the nonautonomous initial value 

problem: find y  6  !Rm satisfying

^  =  /(*>») for 0 and y(0) =  y 0 (4.5.1)

where / :  R + X R m — R m.

If f ( t , y )  =  0 for all t ^  0 then y  is a fixed point of (4.5.1) and other fixed points of 

the numerical solution are spurious. As with autonomous systems two-cycles represent 

motion on the grid scale, and so must be spurious.

We begin by showing that methods which are regular for autonomous problems may 

admit spurious solutions for nonautonomous problems. The trapezoidal rule is 

but the following example shows that this method does admit spurious fixed points 

when applied to nonautonomous problems.

E xam ple 4.5.1 Consider the initial value problem

^  =  f ( t , y )  =  ycos(7rt) where y(Q) = y0 € R . (4.5.2)
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This has exact solution

y(t) =  yoe*“ n(” >.

Now solve numerically using the trapezoidal rule. Note that f ( t ,  y) =  — f ( t  + 1 , y), and 

hence if ft =  1 then yn =  y0 for all n ^  0 solves the trapezoidal rule for any initial 

condition y0. □

Note that although y0 is a spurious fixed point of the numerical solution, the exact 

solution of (4.5.2) is a periodic orbit which passes through y0, and so we could regard 

the numerical solution as not being spurious, but merely as a poor approximation 

of the periodic orbit of the underlying system. We do not observe this behaviour 

for autonomous systems; in that case spurious solutions typically mark the boundary 

between the regions of initial conditions for which the numerical solution converges or 

blows up, and for autonomous systems we do not observe spurious fixed points which 

actually lie on periodic orbits of the underlying system.

It is clear that the spurious solution in Example 4.5.1 arises because of the oscillatory 

nature of /  together with the special choice of ft equal to half the wavelength of / ,  and 

indeed we can prove the following positive result.

P ro position  4.5.2 Given a problem of the form (4>5.1) let

Pi{x) =  inf{|s - t \ : s ^  <,/,(s,®) =  f i{t ,x)  =  0}, 

where is the ith component of f  and let

p(x) =  max pi(x).

Now i f 0 < h <  p(x) then x  is not a fixed point o f the trapezoidal rule for this problem.

Proof. Suppose ft < p(x)  then ft < Pi(x) for some *. Now for a fixed point of the 

trapezoidal rule f ( t , x )  =  - / ( t+ f t ,  x).  Hence f i ( t , x )  =  — /,(t+ ft, x)  and f i ( t+nh,x )  =  

(—l)n/i(t, x) which provides a contradiction for some n since ft < Pi ( x ) .  ■

The following example shows that the trapezoidal rule also admits two-cycles when 

applied to (4.5.1). Although the solution is obviously spurious, it is more worrying 

than the spurious fixed point in Example 4.5.1 because in the example below /  is not 

oscillatory, and by scaling /  we can obtain an example of a two-cycle for ft arbitrarily
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small. Unlike in Example 4.5.2, there is no easily apparent natural lower bound on h 

below which two-cycles cannot occur.

E xam ple 4.5.3 Consider the initial value problem

^  =  f ( t , y) =  y(t -  1) where y(0) =  y0 e R . (4.5.3)

This has exact solution

y ( t )  =

Thus the origin is the only fixed point. Now solve numerically using the trapezoidal 

rule. Let h = 2 then the solution of the trapezoidal rule satisfies

y n+i =  yn +  /(2n,y„) + /(2 (n  + l),yn+i)

2/n+i =  yn +  (2 n -  1 )yn +  (2 n +  l ) y n+ i

2 nyn+1 =  -2ny„

2/n+l =  - y n

and hence yn =  (—l) n2/o for any initial condition y 0. □

It might appear at first sight that the results of the previous sections can be trivially 

extended to nonautonomous systems, but this is not so. Nevertheless results similar to

those in the previous sections can be derived for certain nonautonomous systems. To

illustrate the issues involved we will prove a result similar to Theorem 4.2.2, but for 

nonautonomous systems.

First note that the proof of Theorem 4.2.2 relies on Lemma 3.2.3, and this is the 

difficulty in extending the result to nonautonomous systems. In Lemma 3.2.3 we bound 

\ \ f (yn) — /(V i) ||, but it is not so easy to bound ||/(fn>2/n) —/(fn+c,-^, Yi)|| because the 

function evaluations are at different times, and we will require an additional assumption 

on / .  It would be natural to assume that f  is Lipschitz in time so that

||/(* 1»*) -  /(* 2,®)|| ^  ^21

for some K  > 0, but this is not sufficient to prove a satisfactory result, and we will 

make a stronger assumption in the lemma below.
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Lem m a 4.5.4 I f  f  is Lipschitz on B  C ]Rm with Lipschitz constant L , y n G B, Y* € B  

for all i, h < 1/XA and

||/(* i,* ) -  f ( h , x ) || < K\U  -  f2|.inf ||/( f ,* ) || (4.5.4)

for some K  > 0, for all x  6  B  and all ti, t^ > 0 then the solution of the Runge-Kutta 

defining equations (3.2.1-2) satisfies

l l / f a ,y n) - / f a  +  cAYi)ll < V i = l , . . . , s  (4.5.5)

where A and B are defined by (3.2.7) and (3.2.8).

Proof. Consider the solution of (3.2.1-2). Let

M  =  max\ \ f ( tn + Cjh,Yj)\\
j

then

ll/(*n,y„)-/(*n+C ih,V ;)|| < \ \ f ( tn ,Vn)- f ( tn  + Cihty n)\\

+  11 + Cih, y n) -  f ( t n+c,A, Yi) 11

< Kh\ci\. inf || f ( t , yB)|| +  Lh\\ ] £ a ti/(* n +  c,h, Yj)\\
'  i =i

< KhA\ \ f ( t„ , yn)\\ + LhXM.  (4.5.6)

Hence

||/( t„  +  eik,Y<)|| < ( l  + K h A )\\f(V„)\\ + LhAM  

for all i which implies that

M  s; (1 +  JfftA )||/(y„)|| + LhAM  

(1 — L kh)M  ^  (l + KhA) \ \ f ( yn)\\

and the result follows from (4.5.6). ■

Note that if f ( t , x)  =  0 for some t ^  0 then (4.5.4) implies that /(*, x) =  0 for all

t ^  0, so that under condition (4.5.4) the fixed points of the nonautonomous system

(4.5.1) are themselves fixed. Now a similar proof to that of Theorem 4.2.2 implies that
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T heorem  4.5.5 I f f  is globally Lipschitz, with Lipschitz constant L , (4-5-4) is satisfied 

for all x  £ Mm and for all ti, t2 ^  0 , and

< L  A(1 +  B) +  KAB  ’
(4.5.7)

where A and B are defined by (3.2.7) and (3.2.8), then the Runge-Kutta method (3.2.1-

2) admits no spurious fixed points when applied to (4.5.1). ■

We can now go on to derive a result equivalent to Lemma 4.2.5 from which a 

nonautonomous version of Theorem 4.2.7 will follow, where for both results we assume 

that (4.5.4) holds locally; so that we allow K  to depend on the set B  in Lemma 4.2.5.

Finally in this chapter we note tha t similar results can be derived for two-cycles 

of Runge-Kutta and linear multistep methods. However it is not clear that nonau

tonomous problems which satisfy (4.5.4) are of interest, and it is not particularly in

structive to state these results, and so we will not do so.



Chapter 5

Gradient System s

5.1 Introduction

In Chapter 4 we compared and contrasted the fixed points of numerical approximations 

with those of the underlying system. A natural next step is to compare the dynamics 

of numerical approximations with the dynamics of the underlying system, for systems 

whose trajectories are all asymptotic to fixed points. Gradient systems have this prop

erty, and we will consider the numerical solution of these systems throughout this 

chapter.

Specifically we consider the numerical approximation of gradient dynamical systems 

defined on U C R m by

~jr =  f ( y )  for * > 0 and j/(0) = y 0 e U  (5.1.1)at

where y{t) £ lRm and f : U —> R m is locally Lipschitz and satisfies

f ( y )  = - V F (  y)  (5 .1.2)

where F  £ CX(U, R) is bounded below and satisfies

F(y)  —»■ oo as ||2/|| -»• oo. (5.1.3)

Recall from Section 2.4 that such a system is a gradient system and that (assuming

the fixed points of /  are isolated) this implies that the solution y(t) of (5.1.1-2) is

asymptotic to a fixed point of the system for any initial condition y 0 .

123
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It might at first seem that gradient systems should be of little interest since the 

possible dynamics of these systems is so simple, but this is not so for a variety of 

reasons.

Scalar reaction-diffusion equations are partial differential equations which are in 

gradient form [17]. The Cahn-Hilliard equation, which models the process of coarsening 

in solid phase separation, is also an important example of a partial differential equation 

which is in gradient form [16]. Under suitable spatial discretization these systems 

generate gradient systems of a similar form to (5.1.1-2) [16, 17], and the study of 

these systems is worthwhile for this reason alone. Furthermore gradient systems have 

also been fundamental in the development of many concepts in the theory of ordinary 

differential equations, and are also important for this reason.

Finally from a numerical analysis of dynamical systems viewpoint gradient systems 

are of interest because they are not chaotic. Our ultimate objective is a theory for the 

numerical solution of chaotic systems, however when numerical solutions display chaotic 

behaviour it is important to determine if the underlying system is chaotic , or whether 

the chaos is numerically generated. Since we know that every trajectory of (5.1.1- 2) is 

asymptotic to a fixed point, if a numerical approximation of such a system displayed 

apparently chaotic behaviour or some other complex dynamical feature then this would 

cast grave doubt on any chaotic computations produced using that particular method.

In Section 5.2 we consider (5.1.1-2) under the assumption that /  is either locally 

or globally Lipschitz. In the case where /  is globally Lipschitz, in Theorem 5.2.3, we 

will show that the numerical solution generated by any Runge-Kutta method defines a 

continuous discrete gradient system with the same fixed points and Lyapunov functional 

as (5.1.1-2) if the step-size h is sufficiently small, and we derive a sufficient bound on 

the step-size. The key to proving this result is Proposition 5.2.2 in which we show 

that when /  is Lipschitz the numerical solution of (5.1.1-2) by a Runge-Kutta method 

satisfies an inequality of the form

F (yn+1) -  F ( V n )  < l(h)\\yn+i -  3/nll2

where 7 (#) is independent of n, and is negative for h sufficiently small.

When /  is locally Lipschitz we cannot preserve the gradient structure globally for 

arbitrary Runge-Kutta methods. However, we note that the set B  = {x: F(x)  ^  it;} is 

forward invariant under the evolution of (5.1.1-2) for any w, and then, using Proposi
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tion 5.2.2 again, prove that B  is also forward invariant for the numerical approximation 

if h is sufficiently small. Indeed, in Theorem 5.2.5, we show that for h sufficiently small 

the numerical solution defines a continuous discrete gradient system on B  with the 

same fixed points and Lyapunov functional as (5.1.1-2) on B.

In Section 5.3 we consider (5.1.1-2) under the assumption that f  satisfies a one

sided Lipschitz condition on R m

( f ( u)  — f ( v ) , u  — v) ^  c\\u — r ||2 Vu,t? £ R m, (5.1.4)

with c > 0 , and prove that for h < 1/c  and 0 £ [1/ 2 , 1] both the one and two-stage 

theta methods define continuous discrete gradient systems on R m with the same fixed 

points as (5.1.1- 2). However, unlike in Section 5.2, when /  merely satisfies a one

sided Lipschitz condition the Lyapunov functional is not the same as that of (5.1.1-2) 

but is a perturbation of it. Related results can be found in Elliott and Stuart [17] 

where it is shown that solution of a class of gradient systems which satisfy a one-sided 

Lipschitz condition by any of the first three backward differentiation formulae defines a 

continuous discrete gradient system with the same fixed points as the underlying system 

and with a Lyapunov functional which is a perturbation of the Lyapunov functional of 

the underlying system.

5.2 Approxim ation o f Lipschitz Gradient System s

In this section we consider the numerical solution of the gradient system (5.1.1-2) under 

the assumption that /  is globally or locally Lipschitz. We will show that every Runge- 

Kutta method preserves the underlying gradient structure on lRm for h sufficiently small 

if /  is globally Lipschitz, whilst if f  is locally Lipschitz then the gradient structure is 

preserved on any bounded set for h sufficiently small.

First we consider the solution of (5.1.1-2) by the forward Euler method when /  is 

globally Lipschitz.

T heorem  5.2.1 I f  f  is globally Lipschitz on HZ71 with Lipschitz constant L and the 

gradient system (5.1.1-2) is approximated numerically by the forward Euler method

(3.1.1) with h < 1/L then the numerical solution defines a continuous discrete gradient 

system on 3Rm which has the same fixed points and the same Lyapunov functional as 

(5.1.1-2).
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Proof. Since the method is explicit the numerical solution trivially defines a discrete 

dynamical system and continuity with respect to initial data follows as in the proof of 

Theorem 3.6.4. Now Theorem 4.2.1 implies that (5.1.1-2) and the discrete dynamical 

system defined by its numerical approximation have the same fixed points.

To establish that this system is in gradient form let Fh(y )  =  F ( y )  and note that 

(i) and (ii) of Definition 2.5.3 thus hold automatically. Now (2.4.4) implies that

F h ( y n+1) -  Fh{ y n) < ( f ( y n) , y n -  y n+l) +  L \ \ y n+1 -  y nII2

= (£ “ jj) H*»+i “ ^H2

since f ( y n ) =  £ ( s / n + i  ”  Vn)- T h u s  f o r  h  <  l ! L  e i t h e r  * U s / « + i )  <  F h ( y n ) or y B+1 =  y n , 
and (iii) and (iv) of Definition 2.5.3 follow. Thus the discrete system is in gradient form 

and has the same Lyapunov functional as (5.1.1-2). ■

Recall that if A =  0 then (3.2.15) holds and the Runge-Kutta method gives a 

solution sequence equivalent to that of the forward Euler method, and hence by The

orem 5 .2.1 defines a continuous discrete gradient system with the same fixed points 

and Lyapunov functional as (5.1.1-2) if f  is globally Lipschitz. We can prove a similar 

result for other Runge-Kutta methods, but first we need a preparatory proposition.

P ro p o sitio n  5.2.2 I f  f  is defined by (5 .1 .2)  is Lipschitz on a convex set B  C 2Rm 

with Lipschitz constant L, y n G B  and either A =  0 or

h < £A(1 + B ) ’ (5‘2-1)

then any solution of the Runge-Kutta defining equations (3 .2 .1 - 2 )  which satisfies Y i  6 

B  for all i and j/n+1 G B  also satisfies

F ( y » + l )  ~  F ( V n )  <
1 XAB

L - T +ft 1 -  £AA(1 +  B).

where A and B are defined by (3.2.7) and (3.2.8).

Proof. Equation (2.4.4) implies that

Il3/n+l -3/nll2 (5.2.2)

F(yn+i) -  F(vn) < (f{yn),yn -  yn+i) + L\\yn+i - y n\\2 
= (l -  i )  ||yB+i -  yn\\2 + {f{yn) + \ (yn-  yn+\),yn-  yn+x)>
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Notice that
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t ( V „ + 1 ~  Vn) ~  / ( » » )  =  - / f a n )
n i= 1

=  ! > ( / ( * ) - / ( » „ ) )

and hence

F (Vn+ 1 )  -  ^ ( » n )  <  “  ^ ) l l » n + l  “  V n f  +  l ^ n + l  ~  V n l M I / f e n )  “  £  W ( * i ) l l

and the result follows trivially from (3.2.15) if A =  0, and from (3.2.19) if A ^  0. ■ 

Define 7 : (0 , n (I+ i) ) -* R  by

(5-2-3)

Note that 7  (h) is continuous and strictly increasing for h G (0 , 2TA(iTaj) ’ 7(^0 ~* —00 

as h —*■ 0 and 7 (h) —► + 0 0  as h —► Hence 7  has a unique zero h0 G (o,

and 7 (/i) < 0 for h G (0,h0). Now it follows from (5.2.2) that if h G (0, h0) and the 

conditions of Proposition 5.2.2 are satisfied then either F(yn+1) < F ( yn) or y n+1 =  y n. 

This is the basis of the proof of the following theorem.

T heorem  5.2.3 I f  f  is globally Lipschitz on Mm with Lipschitz constant L and the gra

dient system (5.1.1-2) is approximated numerically by a Runge-Kutta method (3.2.1-2) 

with A > 0 and

h<ho< z a ( i  +  b) (5’2’4)

where h0 is the zero of 7  described above then the numerical solution defines a con

tinuous discrete gradient system on Stm which has the same fixed points and the same 

Lyapunov functional as (5.1.1-2).

Proof. Note that (5.2.4) and (3.2.10) imply that h < \ / La  and hence Result 3.6.1 

implies that the numerical solution defines a discrete dynamical system on ]Rm. Con

tinuity with respect to initial data follows as in the proof of Theorem 3.6.4. Now 

Theorem 4.2.2 implies tha t (5.1.1-2) and the discrete dynamical system defined by its 

numerical approximation have the same fixed points.
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To establish that this system is in gradient form let Fh (y )  =  F ( y )  and note that 

(i) and (ii) of Definition 2.5.3 hold automatically. Since h < hQ we can apply Proposi

tion 5.2.2 and (5.2.2) implies that either ^ (j/n + i) < -^(3/n) or 3/n+i =  Vn an<̂  an<̂  

(iv) of Definition 2.5.3 also follow. Thus the discrete system is in gradient form and 

has the same Lyapunov functional as (5.1.1-2). ■

The proof of Theorem 5.2.3 uses Proposition 5.2.2 which is in turn proved using 

inequality (3.2.19). Since (3.2.15) holds for the forward Euler method we are effectively 

treating all other Runge-Kutta methods as perturbations of the forward Euler method 

in the proof of Theorem 5.2.3, and hence the step-size bound given by this theorem 

may not be optimal for other methods. Indeed we shall now demonstrate this for the 

two-stage theta method (3.5.2). Note that A =  B =  1 for this method and this implies 

that h0 =  j  ^1 — in (5.2.4). The following result improves this step-size bound to 

ho — 1/L.

P ro p o sitio n  5.2.4 I f f  is globally Lipschitz with Lipschitz constant L and the gradient 

system (5.1.1-2) is approximated numerically using the two-stage theta method (3.5.2) 

with h < 1/L  then the numerical solution defines a continuous discrete gradient system 

which has the same Lyapunov functional and the same fixed points as (5.1.1-2).

Proof. By Result 3.6.1 the numerical solution defines a discrete dynamical system 

for h < 1/L,  and continuity with respect to initial data follows as in the proof of 

Theorem 3.6.4. Theorem 4.4.1 implies that (5.1.1-2) and the discrete system defined 

by the numerical approximation have the same fixed points.

It remains to show that the gradient structure is preserved. Let Fh(y) = F{y),  

then (i) and (ii) of Definition 2.5.3 hold automatically. By (2.4.2)

•FUVn+l) -  Fh(yn) < (/(»»+ l).y» -  3/n+l) +  £||V„+1 -  i d l 2 (5.2.5)

and by (2.4.4)

F h ( y n+1) -  Fh(yn) < ( f ( y n) , y n -  y n+1) +  L\\yn+1 -  y n ||2. (5.2.6)

Now adding (1 — 0)(5.2.5)-M?(5.2.6) implies

F h ( y „ + l ) -  Fh ( y n) < (#/(»„) + (l-»)/(»„+i).»„-»„+i> + i||»„+i-y„ir
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=  p » » + l  -  V u , V n  ~  V n+ 1 > +  H \ V n + l  ~  » o l P  

=  ( £ - ^ ) l |y n + l - 2 / n l |2-

Thus for h < 1 /L  we have Fh(yn+1) < Fh(yn) and Fh(yn+1) =  Fh(yn) if and only if 

y n+1 =  y n. Hence (iii) and (iv) of Definition 2.5.3 also hold, and the discrete dynam

ical system is in gradient form, with the same Lyapunov functional as the underlying 

system. ■

We now relax the condition that /  is globally Lipschitz and consider (5.1.1-2) under 

the assumption that /  is locally Lipschitz. Let

B  =  {x : F (x) ^  w} (5.2.7)

for some w > infant™ F (x ) . Note that B  is bounded by (5.1.3). Since F(y(t)) is 

non-increasing for any solution trajectory y(t) of (5.1.1-2) it follows that B  is forward 

invariant under the evolution of (5.1.1-2), and hence that the restriction of (5.1.1-2) 

to B  defines a gradient system on B. The final theorem in this section shows that the 

numerical solution also preserves the gradient structure and defines a discrete gradient 

system on B  for h sufficiently small.

Theorem  5.2.5 Suppose that f  is locally Lipschitz and (5.1.1-2) is approximated nu

merically by a Runge-Kutta method, where for an implicit method the solution of (3.2.1-

2) is defined by Proposition 3.6.3. Let

B  — {x : F(x) ^  t t r }

for any w > infa,enim ^(aj) then there exists hw > 0 such that if  h € (0 ,/^ ) then the 

numerical solution defines a continuous discrete dynamical system on B  which has the 

same Lyapunov functional and fixed points as the restriction of the gradient system 

(5.1.1-2) to B.

Proof. Pick arbitrary e > 0 and suppose that h satisfies (3.6.7) then for y n € B  

Proposition 3.6.3 defines a unique solution of (3.2.1-2) which satisfies Y* £ B (y n,e) 

for all i. If in addition we assume that h < e/BM  where M  is defined by (3.6.3) then
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^ hUM  

<  £.
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Hence y n+1 € B (y n,e) and Yj £ B (y n,e) for all i and so Proposition 5.2.2 applies and

(5.2.2) holds. Now assuming h < h0 where h0 £ (o>;n(i+»)) ls the zero of 7(*), as 

defined by (5.2.3), then (5.2.2) implies that either F (y n+1) < F (yn) or y n+1 =  y n, and 

in either case F (y n+1) ^  F (3/n) and so y n+1 £ B. Now Theorem 3.6.4 implies that 

the numerical solution defines a continuous discrete dynamical system on B. Since 

either F (y n+1) < F (yn) or y n+i =  y n it follows that the system is in gradient form 

with Lyapunov functional F^ = F\b • Finally Lemma 4.2.5 implies that this discrete 

gradient system has the same fixed points as the restriction of the gradient system 

(5.1.1-2) to B. m

Remark It is important to note that the numerical solution not only preserves the 

Lyapunov functional and the fixed points of the underlying system on 5 , but that B  

is forward invariant for the numerical solution, so that the gradient structure of the 

numerical solution on B  cannot be destroyed by having trajectories which escape from 

B.

5.3 One-sided Lipschitz Gradient System s

In this section we consider the numerical solution of (5.1.1-2) under the assumption 

that /  satisfies a one-sided Lipschitz condition (5.1.4). We would like to preserve 

the gradient structure globally on R m without having to assume that /  is globally 

Lipschitz as we did in Theorem 5.2.3. We can do this for both the one- and two-stage 

theta methods if 0 £ [1/2,1] and /  satisfies a one-sided Lipschitz condition (5.1.4). We 

prove the result first for the two-stage theta method.

Theorem 5.3.1 I f  f  a one-sided Lipschitz condition (5.1.4) and the gradient system 

(5.1.1-2) is approximated numerically using the two-stage theta method (3.5.2) with 

0 £ [1/2,1] and h £ (0,1 /c) then the numerical solution defines a continuous discrete 

gradient system on 2Rm with Lyapunov functional F^ (•) given by

Fh(y) = F(v) + | ( i  -  0)ll/(y)llJ (5.3.1)
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and the same fixed points as (5.1.1-2).
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Proof. Result 3.6.16 implies that the equations defining the two-stage theta method

(3.5.2) are uniquely soluble for h £ (0 ,1/c) and hence that the numerical solution 

defines a discrete dynamical system. Continuity with respect to initial data follows 

from Theorem 14.3 of [27].

Theorem 4.4.1 implies that the fixed points of this discrete dynamical system are

the same as those of (5.1.1-2). To show that the discrete system is in gradient form

consider (5.3.1). Note that Fh(y) ^  F(y) and so (i) and (ii) of Definition 2.5.3 hold 

automatically. Now (2.4.2) implies that

F (Vn+1) -  F (yn) < (f(V„+l),Vn -  Vn+l) +  4 V n+l ~  3 /J 2

=  { \[ y n + i-y n -H 1- &) f ( y n) -h O f(y n+1)] + f( y n+1) ,y n- y n+i)

+  c \\yn+i -  y n \\2

=  ( C -  \\yn+l -  3 / J 2 +  (1 -  0 ) ( / ( 3 / n )  -  / ( V n + l ) »  V n + l  “  3 / „ )

=  ( C _ ^ )  ll2 /n + l-3 /J2

+  M l ~  0 ) ( / ( 3 /J  -  / (3/„+i), (1 -  # ) f ( y n) +  W 3/„+l)>

=  ( « - 1 )  l l v . + i -  » J *  + 1 ( 1  -  0) [ l l / ( y „ ) i r  -  IIf ix .

- £ ( l - 0 ) ( 2 0 - l ) | | / ( y J - / ( j , n+1) f .

Thus

Fh{y n+l) -  Fh(yn) < (c  -  i )  ||3/„+l -  3 /J 2 -  ^(1 -  0) (20 -  l ) | | / ( 3 / n )  ~ f(Vn

and so for 0 £ [1/2,1]

■fk(y„+i) -  r h(yn) < (c - 1 )  ||»n+1 -  j»„||2.

Thus Fh(yn+1) < Fh(yn) unless y n is a fixed point of the discrete dynamical system 

and so (iii) and (iv) of Definition 2.5.3 hold, and the system is in gradient form. B

+ ijir

R em ark  Unlike the results in the previous section the Lyapunov functional Fh (5.3.1) 

of the discrete gradient system defined by the two-stage theta method is not the same as 

the Lyapunov functional F  of the underlying system (5.1.1-2), but is a perturbation of



Chapter 5. Gradient Systems 132

it. Note that not only are the fixed points of (5.1.1-2) and its discrete counterpart the 

same, but that F  and Fh agree at these points. Similar results are obtained in Elliott 

and Stuart [17] for the first three backward differentiation formulae; these methods are 

shown to preserve the gradient structure globally under a perturbation of the Lyapunov 

functional when f  satisfies a one-sided Lipschitz condition.

We can prove a similar result for the one-stage theta method (3.5.1) using the 

relationship between this method and the two-stage theta method. We write (3.5.1) as

r  =  y n + h 9 f{ Y n) (5.3.2)

»n+l =  Vn + h f ( Y n) (5.3.3)

to show the dependence of the stage value Y  on n. With this notation we present the 

final result of this chapter.

C orollary  5.3.2 I f  f  satisfies a one-sided Lipschitz condition (5.1.4) and the gradient 

system (5.1.1-2) is approximated numerically using the one-stage theta method (5.3.2-

3) with 8 E [1/2,1] and h E (0,1/c) then the numerical solution defines a continuous

discrete gradient system on JRm with Lyapunov functional i r/,(*) given by

Fh(yn) = F (Y*)  +  | ( 1  -  *)||/(V)||* (5.3.4)

and the same fixed points as (5.1.1-2).

Proof. Result 3.6.15 implies that the equations defining the one-stage theta method are 

uniquely soluble for h E (0,1 /c) and hence that the numerical solution defines a discrete 

dynamical system. Continuity with respect to initial data follows from Theorem 14.3 

of [27].

Lemma 2 of Hairer et al [25] implies that the one-stage theta method is , and 

hence that the fixed points of the discrete dynamical system defined by the numerical 

approximation are the same as those of (5.1.1-2).

Note that since (5.3.3) is uniquely soluble for any y n E R m and any h E (0,1/c),

Fh(y) is well defined by (5.3.4). Fh clearly satisfies (i) of Definition 2.5.3.
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To show that Fh satisfies (ii) of Definition 2.5.3 from (5.3.4) it is sufficient to show 

that ||Y || —>• oo as ||j/|| —> oo where

Y  = y  +  h B f{Y ). (5.3.5)

But (5.3.5) implies that

I|V -  y f  = M ||/(v)ll*. (5-3.6)

Now suppose that ||2/|| —* oo but that ||Y"|| remains bounded. Then the left-hand 

side of (5.3.6) becomes unbounded, but by continuity of f  the right-hand side remains 

bounded, which supplies the required contradiction. Hence Fh satisfies (ii) of Defini

tion 2.5.3.

To show that Fh satisfies (iii) and (iv) of Definition 2.5.3 we will exploit the close 

relationship between the one- and two-stage theta methods which was established in 

Example 3.5.1. Note that

*r"+1 = y n+1 + h 6 f (Y n+1)

and hence

Y » + l _ y n  =  y n + 1 - 3 / n + M [ / ( y ’>+1) - / ( y " ) ]

= f c ( i - » ) / ( y ° )  +  / i0 / (y n+1). (5.3.7)

Thus the stage values of the one-stage theta method at successive steps satisfy the 

two-stage theta method, and Theorem 5.3.1 implies that Fh( y n+1) ^  Fh( y n), and 

F*(yB+1) =  Fh( y n) if and only if Y n+1 = Y n. Now if Y n+1 = Y n then by (5.3.7) 

f ( Y n) =  0 and (5.3.3) implies that y n+1 =  y n. Thus Fh(yn+1) < Fh( y n) unless 

y n+1 = y n and (iii) and (iv) of Definition 2.5.3 follow and the discrete system is in 

gradient form. B

R em ark  In both Theorem 5.3.1 and Corollary 5.3.2 to preserve the gradient structure 

we require h < 1/c where c is the one-sided Lipschitz constant. In Theorem 2.4.4 in the 

previous section we required h < h0 to preserve the gradient structure and it follows 

from (5.2.3) that h0 ^  1/L. Thus we require h < 1/c or h < 1/L  for the relevant 

Lipschitz constant in every result in this chapter, and this seems to be a necessary
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bound on the step-size in order to preserve the gradient structure of the underlying 

system.



Chapter 6

D issipative System s

6.1 Introduction

In the last chapter we considered dynamical systems for which all trajectories are 

asymptotic to fixed points, and compared the dynamics of the numerical approximation 

with the dynamics of the underlying system. In this chapter we will generalize our 

theory by considering dynamical systems for which trajectories need not be asymptotic 

to fixed points, but which possess a bounded absorbing set which all trajectories enter 

in a finite time and thereafter remain inside. Recall from Definition 2.2.1 that such 

systems are said to be dissipative. Clearly the asymptotic behaviour of the system 

must be confined to the absorbing set, but it is worth emphasising that the dynamics 

within this set may be very complicated, and indeed many chaotic nonlinear systems are 

dissipative. We will seek to establish conditions under which the numerical solution 

is also dissipative, since if the absorbing set is destroyed by the discretization then 

incorrect asymptotic behaviour will be observed for at least some initial conditions.

We consider the numerical approximation of dynamical systems defined by

df = /(y )  (6-L1)

for t £ [0,oo), y(t) £ K m and arbitrary initial condition j/(0) =  y Q. We will asume

that f :  lRm —► ]Rm is locally Lipschitz, and for most of this chapter we will make the

additional structural assumption on /  that

{ f ( y ) >y )  ^  «  - P \ \ y \ \ 2 (6.1.2)

135
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for some a  ^  0 and j3 > 0. Recall from Section 2.2.1 that (6.1.1-2) does define a 

dissipative dynamical system and that the ball £(0 , R) is an absorbing set for any 

radius R  > \/a/(3.

Systems of the form (6.1.1-2) arise in many applications, but often through spatial 

discretization of partial differential equations. The Cahn-Hilliard equation, the Navier- 

Stokes equations in two dimensions, the complex Ginzburg-Landau equation, and the 

Kuramoto-Sivashinsky equation all satisfy an infinite dimensional analogue of (6.1.2) 

[58]. Under suitable spatial discretization they generate systems of the form (6.1.1- 

2). For example Foias and Titi [19] derive a finite difference approximation to the 

Kuramoto-Sivashinsky equation, Elliott and Stuart [17] derive finite difference and 

finite element approximations to a class of semi-linear reaction-diffusion equations, 

and Lord [43] discretizes the complex Ginzburg-Landau equation; all of these spatial 

discretizations define dissipative dynamical systems of the form (6.1.1-2).

Although systems of this form are all dissipative and their asymptotic behaviour is 

confined to a bounded absorbing set, we emphasise that these systems can display a va

riety of interesting dynamical features ranging from multiple competing equilibria (the 

Cahn-Hilliard equation) through periodic and quasi-periodic behaviour (the complex 

Ginzburg-Landau equation) to chaos (the Kuramoto-Sivashinsky equation).

The Lorenz equations (2.2.5) represent another important example of a dissipative 

dynamical system which displays apparently chaotic dynamics. Recall from Exam

ple 2.2.3 that this system is of the form (6.1.1-2) after translation of the coordinate 

system.

In Section 6.2 we consider the dynamics of numerical solutions to (6.1.1-2) gener

ated by algebraically stable Runge-Kutta methods, and would like to show that the 

numerical solution defines a dissipative discrete dynamical system. Theorem 3.6.18 

shows that for a DJ-irreducible algebraically stable method with invertible A  applied 

to (6.1.1-2) the Runge-Kutta defining equations (3.2.1-2) are always soluble and hence 

that there exists a solution sequence {j/n}^L0 f°r any initial condition y 0 and any step- 

size h > 0. However, recall from Example 3.6.19 that (3.2.1-2) may admit multiple 

solutions and hence that the solution sequence {yn}£L0 nee^ no  ̂ be uni<lue* This im

plies that in general the numerical solution does not even define a discrete dynamical 

system, and so we cannot consider whether it is dissipative or not. This leads us to 

consider the dissipativity of the numerical solution in terms of the generalized concept
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of dissipativity for multi-valued maps from Section 2.5.2.

To prove the existence of an absorbing set often requires a step-size bound which 

is dependent on the initial data; however absorbing sets with step-size bounds inde

pendent of the initial data have been constructed in [17, 18, 19, 43] for spatial semi

discretizations of partial differential equations satisfying infinite dimensional analogues 

of (6.1.2) and for temporal discretization of the resulting ordinary differential equa

tions (which are of the form (6.1.1-2). We present an example which shows that when 

(6.1.1-2) is approximated by a non A-stable method then a step-size bound dependent 

on initial data will be required. This leads us to consider the numerical solution of 

(6.1.1-2) by algebraically stable Runge-Kutta methods, and the major result in this 

chapter is Theorem 6.2.2 in which we show that the numerical approximation defined 

by any algebraically stable Runge-Kutta method is dissipative for any fixed step-size 

h > 0. Recall that there exist algebraically stable Runge-Kutta methods of arbitrarily 

high order, and hence that we can approximate (6.1.1-2) using methods of arbitrarily 

high order, whilst still retaining the dissipativity of the underlying system. The full 

discretizations of the Kuramoto-Sivashinsky equation and reaction diffusion equations 

considered in [18] and [17] respectively are all of first or second order in time and often 

correspond to applying the backward Euler method to the appropriate semi-discretized 

system, although explicit and mixed explicit/implicit treatment of the nonlinear part 

of f  is also considered in both papers. Theorem 6.2.2 shows that not only the back

ward Euler method but any algebraically stable Runge-Kutta method can be used to 

solve these semi-discretized systems whilst retaining the dissipativity of the underlying 

system and that special treatment of the nonlinear part of f  is not necessary (although 

it may still be desirable for computational efficiency). Thus in most cases this theorem 

alleviates the need to prove that full discretizations of partial differential equations that 

satisfy infinite dimensional analogues of (6.1.2) retain the dissipativity of the under

lying system; if the full discretization corresponds to applying an algebraically stable 

Runge-Kutta method to a semi-discretized system which retains the dissipativity of the 

underlying partial differential equation then the full discretization must also preserve 

the dissipativity of the underlying system. The task of discretizing dissipative partial 

differential equations in space so as to produce dissipative semi-discrete systems is far 

from trivial however, and is beyond the scope of this project.

Finally in Section 6.2 although the numerical solution does not define a discrete



Chapter 6. Dissipative Systems 138

dynamical system on IRm, Theorem 6.2.3 shows that if the step-size is sufficiently small 

then it does define a continuous discrete dynamical system in a natural way on its 

absorbing set which contains the global attractor Ah of the numerical solution, and 

that the numerical solution has the same fixed points as the underlying system (6.1.1- 

2).

In Section 6.3 we consider (6.1.1-2) under the additional assumption that /  is 

globally Lipschitz. Theorem 6.3.1 shows that for these systems the numerical solution 

by any Runge-Kutta method with positive weights defines a continuous dissipative 

discrete dynamical system with a global attractor Ah if h is sufficiently small. We also 

present an example of a globally Lipschitz dissipative system not of the form (6.1.1-2) 

for which the numerical solution by the forward Euler method is not dissipative for 

any h > 0. This implies that Theorem 6.3.1 cannot be extended to arbitrary globally 

Lipschitz dissipative systems.

In Section 6.4 we consider the numerical approximation of (6.1.1) under the as

sumptions that / :  JRm —► R m is locally Lipschitz and

( f ( y ) , y ) < 0  for \ \ y \ \> R  (6.1.3)

for some R  ^  0. Recall from Section 2.2.1 that (6.1.1,6.1.3) does define a dissipative 

system and that (6.1.3) is a generalization of (6.1.2). Although Theorem 3.6.20 implies 

that the Runge-Kutta defining equations (3.2.1-2) are always soluble for a certain class 

of Runge-Kutta methods when /  satisfies (6.1.3), since (6.1.3) is a generalization of

(6.1.2) this solution will not, in general be unique, and once again we must consider the 

dissipativity of the numerical solution in terms of the generalized concept of dissipativ

ity for multi-valued maps from Section 2.5.2. We show that the numerical solution of 

(6.1.1,6.1.3) defined by either the one- or two-stage theta method with 9 € [1/2,1] is 

dissipative in this generalized sense for any step-size h > 0. Since the two-stage theta 

method (3.5.2) is A-stable but not algebraically stable for 6 £ [1/2,1) this shows that 

algebraic stability is not a necessary condition for the numerical solution to retain the 

dissipativity of the underlying system.
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6.2 D issipativity o f Algebraically Stable M ethods

We now consider whether the numerical solution defined by a Runge-Kutta method is 

dissipative. We begin with an example which shows that a numerical discretization of 

(6.1.1-2) need not in general inherit the dissipativity of that system.

Exam ple 6.2.1 Consider the class of linear scalar systems (3.4.1) with A real and 

negative. Note that this system is dissipative and satisfies (6.1.2) with cx =  0,/3 =  —A. 

Solving numerically with the forward Euler method we obtain the numerical solution

yn =  (1 +  hX)ny0

which is dissipative for h < 2 /(—A). If h > 2 /(—A) the numerical solution will become 

unbounded. Thus to ensure numerical dissipativity for linear problems we must impose 

an upper bound on the step-size when using the forward Euler method.

It is easy to show that every complex contractive problem of the form (3.4.1) can be 

written as a real linear dissipative system in 1R2 and it follows from this that an upper 

bound must be placed on the step-size to maintain dissipativity when a non A-stable 

method is used to solve a linear dissipative system. If a linear dissipative system is 

approximated numerically using an A-stable Runge-Kutta method then the numerical 

solution will be dissipative for all h > 0.

For nonlinear problems the situation is worse; consider the numerical solution of

=  - V3> 2/(0) =  2/o (6.2.1)

using the forward Euler method. Note that (/(y ),y ) ^  1 — y2 so that (6.2.1) defines a 

dissipative system of the form (6.1.1-2). The numerical solution has the property that 

if |y0| < y/2/h  then |yn| —► 0 as n -+ oo, whilst if |y0| > y/^ /h  then |2/n+i| > |2/n| and 

\yn\ —> oo. Hence the numerical solution defined by the forward Euler method is not 

dissipative for any h > 0. □

Thus whenever a non A-stable method is used to solve (6.1.1-2), a restriction must 

be imposed on the step-size used to ensure dissipativity for linear problems. For non

linear problems there is no obvious analogue of A, and it is then necessary to impose 

bounds on h which are initial data dependent. For general nonlinear systems and gen

eral non A-stable methods even these initial data dependent bounds can be hard to
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derive explicitly, and we will not seek such bounds. Instead, and in order to obtain 

robust numerical schemes, we will seek methods which generate dissipative numerical 

solutions for any fixed step-size h > 0. Example 6.2.1 then implies that such a method 

must be A-stable. Initially however we will further restrict our attention and consider 

the numerical approximation of (6.1.1-2) by algebraically stable Runge-Kutta methods.

We wish to show that the map defined by the numerical solution is dissipative, 

but as we showed in Example 3.6.19 the Runge-Kutta defining equations (3.2.1-2) 

may have multiple solutions when applied to (6.1.1-2) and so the numerical solution 

does not in general define a discrete dynamical system. We could impose additional 

structure on the problem, such as a one-sided Lipschitz condition, that would ensure 

the existence of a unique numerical solution, but as we noted in Section 2.2.2 this would 

exclude many of the problems in which we are interested, and so we do not do this. 

The approach we will follow is to accept that (3.2.1-2) may have multiple solutions, 

and hence that the numerical solution defines a multi-valued map. We will now show 

that, when an algebraically stable Runge-Kutta method is applied to (6.1.1-2), this 

multi-valued map is dissipative in the generalized sense of Section 2.5.2. The proof of 

this theorem requires Proposition 3.2.5 and the notation established on page 86.

T heo rem  6.2.2 Suppose (6.1.1-2) is approximated numerically using an algebraically 

stable Runge-Kutta method. Then for any fixed step-size h > 0 the multi-valued map 

generated by the numerical method is dissipative in the generalized sense of Section 2.5.2

and the open ball B (0, R) is an absorbing set for any R  > y/ot/(3 +  hC(0,h) where C

is defined in (6.2.7).

Proof. First suppose that the method is DJ-irreducible, then algebraic stability and 

(3.2.22) implies

ll3/„+il|2 I l i d r  +  2A£(> ,■ < * ,/(* )> . (6.2.2)
t = l

Now since (6.1.2) holds it follows that

l l v „ + i l f  <  IIW„ll2 +  2 f t E 6 i [ a - / J | | Y i | | 2]
1 =  1

=  | |» J |,  +  2 f t [ « - /9 | |y | |i ] .  (6.2.3)
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Hence given any e > 0 it follows that either
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ll3/„+ill2  ̂ \\yn\\2 ~ 2hP£ (6.2.4)

or

| | V | | | < |  +  e (6.2.5)

where || • ||B is defined by (3.6.11). But if (6.2.5) holds then (3.2.23) implies that

l|y»+il|2 < ^  +  2 h Y T(B E  ® I m)F (Y ) + h>\\(E 0  Im)F (Y ) \\l  (6.2.6)

where we have used the notation defined on page 86. Now let

C (e ,h )=  sup 2 X t (B E  0  Im)F (X )  + h\\(E 0  Im) F ( X ) | | |  . (6.2.7)
||X||> <a//J+e

Note that B  is positive definite so that || • ||b defines a norm and hence the supremum is 

taken over a compact set. Lipschitz continuity of F  follows from Lipschitz continuity of 

f  and hence it follows that ||.F|| is uniformly bounded on the set {X: ||X ||^  < ot/(3+e}. 

It now follows that C(e,h) is nonnegative and finite for any nonnegative e , h. C is 

clearly continuous and increasing in h , and it follows from the continuity of F  that C 

is also continuous and increasing in e. Now (6.2.6) implies that

I l 3 / n + i l | 2 ^  +  £  +  hC(e^h). ( 6 . 2 . 8 )

Hence either (6.2.4) or (6.2.8) holds at each step and it follows trivially that the multi

valued map generated by the numerical method is dissipative in the generalized sense 

of Section 2.5.2 and that B (0, y/ct/fl +  £ +  hC{e, h)) is an absorbing set. Since e is 

arbitrary the result follows for DJ-irreducible methods.

Any solution sequence {yn}£L0 of a DJ-reducible algebraically stable method also 

defines a solution sequence of the equivalent DJ-irreducible algebraically stable method 

and hence must enter the ball 2?(0, y / a / (3 +  e +  hC(e, h)) (where C is defined in terms 

of the reduced method). If the Runge-Kutta defining equations (3.2.1-2) are not soluble 

for some y n then {**($*„) =  0 where Gh(•) is the generalized evolution map and since 

the empty set is contained in any set, it follows that the multi-valued map defined by 

a DJ-reducible method is dissipative in the generalized sense of Section 3.6, regardless
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of whether the defining equations are soluble. B
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R em arks (i) Theorem 3.6.18 ensures that there exists a (not necessarily unique) solu

tion sequence {2/„}£°=0 for any DJ-irreducible algebraically stable Runge-Kutta method 

(3.2.1-2), with invertible A, applied to (6.1.1-2). Then Theorem 6.2.2 implies that any 

such solution sequence must enter and then remain inside the absorbing set for n suf

ficiently large.

(ii) For a DJ-reducible method there need not exist a solution sequence, but if there 

does then it must also enter the absorbing set. Hence a numerical simulation may fail, 

or it may enter the absorbing set, but it cannot blow up. Moreover Theorem 3.6.4 can 

used to imply that for any initial condition y 0 there exists h(yQ) > 0 such that for 

h E (0,h(yo)) there does exist a solution sequence {2/n}~=0 for the method.

(iii) Proposition 3.6.17 together with Theorem 3.6.18 imply the existence of an upper 

bound on ||y | |^  for the solution of (3.2.1) at each step if the method is DJ-irreducible. 

From the proof of Theorem 6.2.2 we can write down such a bound explicitly. Since 

Il3/n+il|2 ^  ft follows from (6.2.3) that any solution of (3.2.1) satisfies

+  (6.2.9)

Note that this bound also holds for the non-redundant stages of a DJ-reducible methods, 

where in that case the norm || • ||b in (6.2.9) is the norm induced by the equivalent 

DJ-irreducible method.

(iv) From the proof of Theorem 6.2.2 by setting e =  0 we deduce that for any h > 0 

the ball

B(0,\Ja//3  + hC(0, A)), (6.2.10)

where C is defined by (6.2.7), is forward invariant for the numerical method. By this we 

mean that if y n E B (0, \J a f(!) +  hC (0, fi)) then y n+1 E B (0, \A*//? +  hC(0, h)). Note 

however that the corresponding stage values Yi need not be contained in the forward 

invariant set.

(v) Notice that hC(0, h) -*• 0 as h -* 0 hence given any e > 0 there exists H(e) > 0 

such that for h < H(e) the ball J5(0, y/ct/P +  e) is an absorbing set.

We would like to combine the local uniqueness result Proposition 3.6.3 with the a 

priori bound (6.1.2) on the solution of (3.2.1) to prove global uniqueness of the solution
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of (3.2.1-2) when y n £ B  where B  is some bounded neighbourhood of the absorbing 

set. However the nature of the bound given by (6.2.9) does not allow us to do this. For 

if we fix h > 0 then (6.2.9) defines a set in which all solutions of (3.2.1) must lie. To 

ensure that there is a unique such solution we must also ensure that (3.6.7) is satisfied, 

but in general we cannot do this, since reducing h to satisfy (3.6.7) will enlarge the set 

defined by (6.2.9), which will in turn require a smaller h to satisfy (3.6.7) and so on.

Although we cannot derive a global uniqueness result, the local existence and 

uniqueness result Proposition 3.6.3 enables us, via Theorem 3.6.4, to prove that the 

numerical method defines a continuous discrete dynamical system on the absorbing set 

for h sufficiently small. Using the results of Chapter 4 we also show that the numerical 

solution admits no spurious fixed points for h sufficiently small, even though f  is not 

necessarily globally Lipschitz.

T h eo rem  6.2.3 I f  (6.1.1-2) is approximated numerically using an algebraically stable 

Runge-Kutta method then for any B  =  .0(0, R), where R  > y /a /fi, and any neighbour

hood N  =  Af(B ,e) of B  there exists H  =  H (B ,N )  > 0 such that for h G (0 ,# ) , 0  is 

an absorbing set for the numerical solution. Moreover if  for y n € 0  the locally unique 

solution of (3.2.1) defined by Proposition 3.6.3 is used then the numerical solution de

fines a continuous discrete dynamical system on B so that if  y 0 £ B then y n £ 0  for 

all n ^  0, and, furthermore, the stage values Yj £ N  at each step. This implies that 

the numerical solution admits no spurious fixed points, and possesses a global attractor 

A h C B.

Proof. Given a set B  as above then by Theorem 6.2.2 B  is absorbing for h < H\(R) 

for some H\(R) > 0. Now note that by Theorem 6.2.2, Remark (iii), if y n £ B  then 

y n+1 £ B  and it follows from Theorem 3.6.4 that for h < H2(B ,N ) where H2(B ,N ) is 

defined by (3.6.7) the numerical solution defines a continuous discrete dynamical system 

on B  as required. The dissipativity of the numerical solution implies the existence of 

a global attractor contained in the absorbing set B , and also that all the fixed points 

of the numerical solution are contained in B. Now if h < H3(B ,N )  where H3(B ,N )  

is defined by (4.2.11) then Lemma 4.2.5 implies that the numerical solution admits no 

spurious fixed points within 0 , and hence the theorem holds with H  =  min(2Ti, H2, H3).

In [36] the convergence of the numerical attractor A h to the global attractor A  of
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the underlying system (6.1.1-2) is considered and it is shown that dist(*4/,,./4) —»■ 0 

as h —► 0 where dist(*,*) is as defined in Definition 2.3.5. We do not reproduce that 

result here, since it is a special case of Theorem 7.2.2; and we will study the behaviour 

of dist(*4h,.4) as h —► 0 in Section 7.2.

6.3 D issipativity Under Global Lipschitz Condition

In this section we will consider the numerical approximation of (6.1.1-2) under the 

additional assumption that /  is globally Lipschitz. Recall (from the remark after 

Theorem 2.2.2) that under (6.1.2) the system decays at least linearly from infinity. If 

/  is globally Lipschitz then the decay from infinity must also be at most linear so that 

for 11 y  11 large

- • t | | y W I K | l l » W I K - ( / 3 - £ ) l l » W I I

(for some £ ^  0). We now show that the numerical approximation to such a system by 

a Runge-Kutta method with positive weights defines a dissipative discrete dynamical 

system on IRm.

T heorem  6.3.1 I f  f  is globally Lipschitz with Lipschitz constant L and (6.1.1-2) is 

approximated numerically by a Runge-Kutta method with 6* > 0 for all i then

(i) if

k < H l  = p2£2M 6̂'3'^

where p =  max* 1 /6* and M =  Yli,j=i lm»'jl then the numerical solution is dissipative in 

the generalized sense of Section 2.5.2;

(ii) if

h < H 2 = y -  (6.3.2)
La

then the numerical solution defines a dynamical system on Mm;

(iii) for h < min(i7i, # 2) the numerical solution defines a continuous dissipative dis

crete dynamical system on lRm and possesses a global attractor A h • Moreover given any

e > 0 there exists H  > 0 such that if h < H then Ah € B (0, y/ot/p +  £ +  HC(£, if))

where C is defined by (6.2.7).

Proof. To show dissipativity choose £ > 0 and let k =  1 +  (s/3/2<*) so that
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Recall Proposition 3.2.5 and apply (6.1.2) to obtain

\\yn+i\\2 < I I I / n i l 2  +  2h^2bi[a -  P\\Yi\\2] - h 2^2  r o i i ( / ( Y i ) »  f ( Y i))
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i=i i,j=1

< | | y j 2 +  2 f t[ a - /3 | |y | |2] +  fc2|| £ > , • , < / ( * ) , /(^ )> ll
‘ >.7=1

=  \\yJ\2 + 2 h [ a - £ \ \Y \ \ l \  -  2ft/?(l -  i ) | |y | |2

+ A2|| Em y(/(Yi),/(^))ll
*,j=l

(6.3.3)

By Result 2.6.2 the underlying system has a fixed point x* such that ||**|| ^  y / a / p .  

Thus by Lipschitz continuity ||/(0 ) || ^  L y/a /P  and hence letting c =  Ly/a /P  implies 

that

Thus

ll/M II < ill^ll + c
< pbiLWYiW + c

< pL\\Y\\B + c.

I(/M,/(M>I « ll/MIIII/MII
s:

and (6.3.3) implies that

llVn+if < \ \ y J 2+ M [ a - £ \ \Y \ \ l ]  - 2 f c /? ( l - ± ) | |y | |2 +h?M (pL\\Y\\B + c ) \  (6.3.4)

Now assuming M ^  0 (otherwise the method is irreducible and algebraically stable and 

the previous theory applies) let

H  =  min
WXW^afP+e
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and notice that the minimum is achieved with ||X ||^  =  a /fi + e and that H  is strictly 

positive. Suppose h < H  then by (6.3.4) and definition of H  either

(6.3.5)

or
a

(6.3.6)

Now (6.3.5) implies that either

(6.3.7)

or

h u b  <
a
P + £ '

Hence we have deduced that for h < H  either (6.3.6) or (6.3.7) holds at each step. 

Now follow the proof of Theorem 6.2.2 to deduce that (6.3.6) implies (6.2.8) holds and 

hence that the numerical solution is dissipative and that .0(0, y/ot/(3 +  e +  hC{e, h)) is 

an absorbing set.

Finally, notice that as ||X ||s  —► oo

2/?(l -  1)11*111, 20(1 -  1)

m ( / > £ | | X | | b  +  c) 2 p 2 £ 2 M

and as e —► oo
2/3(1 ~ i )  n

p2i m  1

hence, given any h < H i, for e sufficiently large h < 0 ,  and the numerical solution is 

dissipative.

By Result 3.6.1 if (6.3.2) holds the numerical method defines a dynamical system 

on lRm and continuity may be established as in the proof of Theorem 3.6.4. From (i) 

and (ii) for h < m in (0 i ,0 2) the numerical solution defines a dissipative dynamical 

system and possesses a global attractor Ah- Since C  is an increasing function in h it 

follows from above that 0(0 , (5 -f e +  H C (e , 0 ) )  is an absorbing set for any h < H
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and that the global attractor Ah of the numerical solution is contained in this set. ■

It may not seem surprising that an arbitrary method (with positive weights) will 

preserve the dissipativity of (6.1.1-2) when f  is globally Lipschitz. Indeed we might 

hope that the numerical solution will preserve the dissipativity of the underlying prob

lem when f  is globally Lipschitz for any dissipative dynamical system, not just those 

defined by (6.1.1-2). However the following example shows that there exist dissipa

tive systems with /  globally Lipschitz for which the numerical solution defined by the 

forward Euler method is not dissipative for any h > 0, and hence that Theorem 6.3.1 

cannot be extended to cover general dissipative systems where /  is globally Lipschitz.

E xam ple 6.3.2 Consider the two-dimensional system in polar coordinates defined by

r =  —r*"1 9 = 1 (6.3.8)

for some k £ (1,2). Converting to Cartesian coordinates let u  = (x ,y )T then, noting 

that r = ||u ||, we have that

f ( u )  = (-x ||u ||* ~ 2 -  y , -y ||u ||* -2 +  x)

and hence

{ / ( « ) , “ > =  - I M I *

=  “ - 0 I M I *

for all u  £ R m where a  =  0 and (3 = 1. Note that f  satisfies (2.2.9) with R  = 0 so 

that by Theorem 2.2.4 this is a dissipative system, and moreover since R = 0 it follows 

that ||ia(2)|| —► 0 as t —* oo for any initial condition u 0.

Now consider the numerical approximation of this system using the forward Euler 

method. Let u n = (xn,yn)T then

xn+i =  xn -  h (x n\\un\\k- 2 -  y^j 

Vn+l =  y n -  ^ ( 2 / n l l ^ n l l * " 2 -  ® n )  •

Thus

I K + i | | 2 =  I K I I 2 -  2 f c | K | | ‘  +  fc2 ( | K | | 2 +  | | « n i r ( t _ 1 ) ) -  ( 6 . 3 . 9 )
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Now note that if ||it„||2_fc ^ 2 fh  then
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feJIK H J - 2 f c |K | |* > o

and hence by (6.3.9), if ||itn||2_* ^  2/h  then

||w„+i||2 ^  ||un||2 +  /i2||un||2(fc-1).

Thus for any h > 0, choose such that ||i a o || ^  (2/h)*^* and then, by induction, 

||t£n || —* oo as n —*■ oo and hence the numerical solution cannot be dissipative for any

h > 0 .

Note that /  as defined above is Lipschitz on any open set that does not contain the 

origin, but that /  is not Lipschitz at the origin. If we modify (6.3.8) so that r — —r for 

r ^  1 then f ( u )  = (—x — y, — y +  x)T for ||u|| ^  1 and the dynamics of the numerical 

solution are not affected for | | u o | |  ^  1 and /  becomes globally Lipschitz. □

Theorem 6.3.1 showed that an arbitrary Runge-Kutta method with positive weights 

preserves the dissipativity of (6.1.1-2) if /  is globally Lipschitz. But if we relax condi

tion (6.1.2) and suppose that

( f ( u ) , u )  ^  a  -  /?||ti||*

for any k < 2 then Example 6.3.2 shows that the numerical solution need not preserve 

the dissipativity of the underlying system and hence that Theorem 6.3.1 is optimal in 

this sense.

Note from (6.3.9) that since k ^  2

| | u n + l | | 2 ^  l l ^ n l l 2 -  2h\\un\\(l -  f c | | t t „ | | ) .

Hence if ||tio|| < 1 /^ then ||ttn || —► 0 as n —*■ oo and the origin (which is the global 

attractor of the underlying system) is a local attractor for the numerical solution. In 

Chapter 7 we will show that if any dissipative dynamical system with /  locally Lipschitz 

is approximated numerically using a Runge-Kutta method then although the numerical 

solution need not be dissipative for h sufficiently small it will possess a local attractor 

Ah in a neighbourhood of the global attractor A  of the underlying system.
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6.4 D issipativity o f T heta M ethods
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In this section we will consider the dissipative system (6.1.1,6.1.3) and will show that 

the dissipativity of the system is preserved under numerical approximation by both the 

one- and two-stage theta methods with 9 € [1/2,1] and any h > 0. We first prove the 

result for the one-stage theta method (3.5.1).

T heorem  6.4.1 Suppose f :  ST1 —► lRm is locally Lipschitz and (6.1.1,6.1.3) is approx

imated numerically using the one-stage theta method (3.5.1) with 9 € [1/2,1]. Then 

for any fixed step-size h > 0 the multi-valued map generated by the numerical solution 

is dissipative in the generalized sense o f Section 2.5.2 and the closed ball

B ( 0 , R + h ( l - 9 ) M )

where

M =  sup ||/(* ) ||
* €B( 0, R)

is an absorbing set for 9 € [1/2,1), and any open set containing B(0,R)  is absorbing 

for 9 = 1.

Proof. Note that the method is algebraically stable for 9 € [1/2,1] and hence by (3.2.22)

ll»„+ill2 « l | y J J +2ft<yi,/(Y i)>  ( 6 . 4 . 1 )

and (6.1.3) implies that ||j/„+i|| < ||3/„|| unless ||Yi|| < R. But note that if ||Yi|| < R  

then

Y i = Vn + h 0 f ( Y 1),

V n + I  = y « + h f ( Y { )

hence

y„+i =  v i  +  M i - * ) / ( r i )

and

Thus if \\yQ\\ ^  R  +  ^(1 — 9)M  then | |y j |  ^  R  +  h( 1 — 9)M  for all n ^  0 and hence 

B (0, r) is a forward invariant set for the numerical solution for any r ^  R  + h(l — 9)M.
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To complete the proof we must show that for any y 0 there exists n* (y 0) such that 

for all n ^  n* y n £ 0(0,7*). Now, since 0 (0 , r) is forward invariant it is sufficient 

to show that yn £ B (0,r) for some n. We will prove this by contradiction. Let 

X  =  {x  : R  + 6 ^  ||x|| ^  Hj/oII) for some 6 € (0, ||y0|| — R).  Then X  is compact and 

since (x , f ( x )) < 0 on X  there exists e > 0 such that (x , f ( x )) ^  — e for all x  6 X .  

Now suppose ||i/„|| ^  R  +  6 for all n. Notice that

Yi = 03/n+i +  (1 -  0)yn.

Therefore ||Yi|| ^  R  + S for all n. Thus by (6.4.1)

ll»„+ll|2 <ll»nl|2 -2 ft£

and

llw j2 < lls/oir -  2nhe

which leads to a contradiction for n sufficiently large. For 0 6 [1/2,1) the result follows 

on choosing 6 £ (0, h(l  — 0)M), and given any open set U containing .0(0, R) the result 

follows for 0 = 1 by choosing 6 sufficiently small such that 0 (0 ,0  +  S) C U. ■

Example 6.2.1 showed that A-stability is a necessary condition for the numerical 

solution to preserve the dissipativity of the underlying system, and we showed in Theo

rem 6.2.2 that, at least under condition (6.1.2), algebraic stability is sufficient. For the 

final result in this chapter we will show that algebraic stability is not a necessary con

dition for the numerical solution to preserve the dissipativity of the underlying system. 

The two-stage theta method is not algebraically stable for 0 < 1, but it is A-stable for 

all 0 £ [1/2,1]. We will show that if (6.1.1,6.1.3) is approximated numerically by the 

two-stage theta method with 0 £ [1/2,1] then the dissipativity of the underlying system 

is preserved for any h > 0. The result follows as a corollary to Theorem 6.4.1 using the 

relationship between solution sequences for the one and two-stage theta methods.

C orollary  6.4.2 Suppose f :  JRT —> JRm is locally Lipschitz and (6.1.1,6.1.3) is approx

imated numerically using the two-stage theta method (3.5.2) with 0 £ [1/2,1]. Then 

for any fixed step-size h > 0 the multi-valued map generated by the numerical solution
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is dissipative in the generalized sense of Section 2.5.2 and the closed ball

B { 0 , R + h ( l - $ ) M )

where

M  =  sup ||/(* ) ||
xeB(0,R)

is an absorbing set for 0 £ [1/2,1), and any open set containing .0(0, .R) is absorbing 

for 0 = 1.

Proof. Suppose {j/n}£L0 15 a solution sequence for the two-stage theta method (3.5.2) 

with 0 £ [1/2,1]. Then from Example 3.5.1 there exists {®n}£Lo which defines a 

solution sequence for the one-stage theta method (3.5.1) and satisfies

y„ = (1 -  B)xn +  0xn+\. (6.4.2)

Now suppose that 0 £ [1/2,1) then the one-stage theta method defines a dissipative 

numerical solution to (6.1.1,6.1.3) with B(O,R + h(l  — 0)M)  as an absorbing set. Hence 

there exists n*(®o) such that x n £ .0(0, R +  h( 1 — 0)M)  for all n ^  n*(x0). Hence by

(6.4.2)

y n € B (0, R + h ( l - 6 ) M )  (6.4.3)

for all n ^  n*(xQ) + 1 , and upon noting that x Q is uniquely determined by y Q it follows 

that (6.4.3) holds for all n ^  n*(y0) where n*(y0) = n*(jc0) +  l and hence the numerical 

solution is dissipative for 0 £ [1/2,1) with the relevant absorbing set. The result follows 

in a similar manner for the case 0 = 1. m
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A ttractors and Invariant Sets

7.1 Introduction

In this chapter we will consider the numerical approximation of attractors and invariant 

sets of dynamical systems by Runge-Kutta methods. If the underlying system possesses 

a local or global attractor we show that for h sufficiently small the numerical solution 

possesses an attractor and that this attractor “converges” to the attractor of the un

derlying system as h —► 0. We will also show that if the numerical solution possesses a 

continuous (in h) branch of uniformly bounded invariant sets then these “converge” to 

an invariant set of the underlying system as h —► 0.

Specifically we consider dynamical systems generated by

£  =  / ( . )  (7.1.1)

for t £ [0,oo), / : R m —► R m, y(t) £ R m and an arbitrary initial condition y(0) =  y 0.

On an invariant set every point has negative orbit, and in that case we can consider

t £ (—00 , 00). Throughout this chapter we will assume that f  is at least locally

Lipschitz. Unlike in the previous two chapters, we will not impose any structural 

assumptions on /  in this chapter.

In Sections 7.2 and 7.3 we also assume that this dynamical system possesses a local 

or global attractor A.  Proposition 7.2.1 shows that for h sufficiently small the numerical 

solution defined by any Runge-Kutta method (3.2.1-2) defines a discrete dynamical 

system on a neighbourhood of A  and possesses a local attractor Ah contained in this 

neighbourhood. Having established this, the really interesting question is:

152
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Does Ah converge to A  as h —> 0, and if so, in what sense does this con

vergence occur ?

Since A  and Ah are both compact subsets of R m the natural concept of convergence 

to use is convergence as sets in the Hausdorff metric, as defined in Definition 2.3.5, and 

we will try to prove that

disttf („4,.4ji) —► 0 as h —*■ 0.

Since the Hausdorff distance between A  and Ah is defined to be the maximum of the 

two semi-distances between A  and Ah, to establish convergence in the Hausdorff metric 

we will need to show that both semi-distances tend to zero as h —► 0.

In Theorem 7.2.2 we show that

dist(.4h,.4) —► 0 as h —> 0. (7.1.2)

When this holds the the numerical approximation is said to be upper semicontinuous 

at h =  0. Equation (7.1.2) implies that given any e > 0 there exists h0 > 0 such that 

if h € (0,ho) then Ah Q Af{A,e), and hence, roughly speaking, for h small every point 

on the numerical attractor Ah must be close to a point of A; but not visa versa -  there 

may be points of A  not approximated by the numerical attractor.

Note that in general Ah will only be a local attractor, even when the attractor A  

that it is approximating is globally attracting. However, as we saw in Chapter 6, if 

we impose additional conditions, such as requiring that the dynamical system is of the 

form (6.1.1-2) and that the Runge-Kutta method used is algebraically stable, then we 

can ensure that the numerical attractor Ah is globally attracting.

The proof of (7.1.2) follows the method of Hale, Lin & Raugel [29] and Temam [58]. 

In both of those works upper semicontinuity was proved for certain perturbations S\(t) 

of an infinite dimensional evolution operator S \0(t). As well as straightforward pertur

bations of the infinite dimensional system the theory in [29, 58] covers the case where 

S\(t) represents certain finite dimensional spatial discretizations of both parabolic and 

hyperbolic partial differential equations. Hale, Lin & Raugel [29] also considered the 

case of one-step temporal discretizations (without spatial discretization), and this has 

since been extended to multistep methods by Hill and Siili [33].

In [36] we derived (7.1.2) in the case where A  is the global attractor of a dissipative
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dynamical system of the form (6.1.1-2), and the perturbation corresponds to temporal 

discretization with a Runge-Kutta method. Theorem 7.2.2 extends this result to any 

attractor of any dynamical system (7.1.1) (for which f  is locally Lipschitz).

A related result can be found in Kloeden and Lorenz [42]. There it is shown that if 

f  € Cx(l7, lRm) and its derivatives are uniformly bounded for a dissipative dynamical 

system, and the system is approximated numerically using a one-step method which 

satisfies a suitable uniform local error bound then for any uniformly asymptotically 

stable (u.a.s.) set A of the underlying system the numerical solution possesses a u.a.s. 

set A h for h sufficiently small which satisfies

distjy(Aft, A) —► 0 as h —► 0. (7.1.3)

Since a local or global attractor A  is u.a.s. we can apply this result with A — A.  The 

uniform asymptotic stability of A ft implies that it attracts a neighbourhood of itself, 

and hence that it contains a local attractor Ah =  ^*(Aft) C A h and then

dist(^4ft, A)  < dist(Aft,^4) =  dist(Aft, A) < distj*(Aft,A)

and upper semicontinuity follows from (7.1.3). The main difference between Theo

rem 7.2.2 and the result of [42] is that Kloeden and Lorenz make quite strong continu

ity and differentiability conditions on /  to ensure that the numerical solution defines 

a discrete dynamical system on lRm and satisfies a suitable uniform local error bound; 

whereas we only assume that /  is locally Lipschitz and actually prove that the nu

merical solution defines a discrete dynamical system on a neighbourhood of A , and we 

have already derived a uniform global error bound for when f  is locally Lipschitz in 

Proposition 3.6.8.

Recall from Section 2.3 that we defined W {£*) to be the union of the unstable 

manifolds of a set of hyperbolic fixed points. In Section 7.3 we consider the numerical 

approximation of A  under the assumption that A  =  W(£*); that is, A  is equal to the 

closure of the union of the unstable manifolds of its hyperbolic fixed points. We also 

assume that f  is C1 on a neighbourhood of £*, the set of hyperbolic fixed points of the 

attractor. In Proposition 7.3.2 we show that

dist(W(£*) ,Wh(£')) -> 0 as h -> 0. (7.1.4)
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Since Wh{£*), the closure of the union of the unstable manifolds of the hyperbolic fixed 

points for the discretized problem, is a subset of the numerical attractor A  and we are 

working under the assumption that A  =  W{£*), equation (7.1.4) implies that

dist(.A,.Afc) —► 0 as h —► 0. (7.1.5)

When this holds the numerical approximation is said to be lower semicontinuous at 

h = 0.

Theorem 7.3.3 combines (7.1.2) and (7.1.5) to show that if A = W{£*) then Ah 

converges to A  in the Hausdorff metric; or, roughly speaking, for h sufficiently small 

every point of Ah is close to a point of A, and there is a point of Ah close to every 

point of A.
Lower semicontinuity at h =  0 is much harder to establish than upper semiconti

nuity. Hale and Raugel [30] have established lower semicontinuity results for certain 

perturbations of gradient systems on a Banach spaces with hyperbolic equilibria. As 

well as the case where the perturbed evolution operator S \ (t) varies continuously from 

the evolution operator 5a0 (<) of the underlying system their results cover the case where 

S\(t) represents certain finite dimensional spatial discretizations of parabolic gradient 

partial differential equations.

In [36] we consider the numerical solution, by a Runge-Kutta method (3.2.1-2), 

of gradient systems with hyperbolic equilibria which are dissipative in the sense of

(6.1.2), and use the method of proof of Hale and Raugel to show lower semicontinuity 

a t h =  0 of the numerical approximation to the global attractor. However this result 

is not reproduced in Section 7.3; the global attractor of a gradient system with hyper

bolic equilibria has the form A  = W(£*) and so this result is just a special case of 

Theorem 7.3.3.

The method of proof of Hale and Raugel uses the Morse decomposition of an at

tractor of a gradient system. Our new approach to proving lower semicontinuity does 

not require that the underlying system is in gradient form, and uses a compactness 

argument instead of relying on a Morse decomposition. This not only leads to shorter 

and more elegant proofs but since, for example, the system in Example 2.3.9 is not 

in gradient form, but nevertheless has a global attractor which is the closure of the 

(unique) hyperbolic fixed point of the system, we have established lower semicontinu

ity for numerical approximation to attractors of some non-gradient systems. Moreover,
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little is known about the structure of strange attractors, such as the Lorenz attractor, 

and it is possible that some chaotic systems may have attractors of this form. To the 

knowledge of the author, this is the first proof of lower semicontinuity for non-gradient 

systems.

The terms upper and lower semicontinuity come from set-valued analysis. In 

Section 7.4 we introduce two further concepts from set-valued analysis, namely the 

liminf/,_o-4a and lim sup^o  Ah, which enable us to study the behaviour of general 

numerical invariant sets and attractors Ah in the limit as h —> 0. We denote the 

liminfft_o>U and lim supft_ 0 by *̂ o an<i respectively. Then A q and A q are 

by definition closed sets with Ao C A t ,  and they are, in some sense, the smallest 

and largest set of numerically observable invariant dynamics in the limit as h —* 0. 

Moreover Ah converges in Hausdorff metric to a compact set Ao as h —i► 0 if and only 

if A q = A q = A q.

We then show that if the Ah& are forward or backward invariant then both A q 

and A q are forward or backward invariant, respectively. Combining these results in 

Theorem 7.4.7 we prove that if Ah is invariant under evolution of the numerical ap

proximation for all h € (0, h0) and Ah converges in Hausdorff metric to a compact set 

Ao as h —► 0 then Ao is invariant under evolution of the underlying system (7.1.1). 

This result is more significant than it at first appears. Unlike the other results in 

this chapter in Theorem 7.4.7 we have made no assumptions on the dynamics of the 

underlying system (except that /  is locally Lipschitz), and have used the existence of 

numerically invariant sets to deduce the existence of an invariant set for the underlying 

system. In contrast many results in the literature assume that the dynamics of the 

underlying system has a certain form and then prove that this is preserved by the nu

merical approximation. For example, Beyn [3] and Eirola [14] prove that if (7.1.1) has 

a hyperbolic periodic orbit then a one-step discretization will also possess an invariant 

curve, for h sufficiently small, which converges to the periodic orbit of the underlying 

system as h —► 0. Theorem 7.4.7 can be considered as a converse to such results. The

orem 7.4.7 is also related to results in Chapter 4; it implies an absence of spuriosity 

in the limit as h —► 0. In Theorem 4.2.8 we showed that a continuous branch of fixed 

points either becomes unbounded or converges to a fixed point of the underlying system 

as h —► 0. Theorem 7.4.7 extends this result from applying only to the convergence of 

fixed points, to apply to the convergence of arbitrary invariant sets whether they be
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fixed points, periodic orbits, tori, strange attractors or whatever.

Finally we consider the numerical approximation of a local or global attractor A  

once more, but now without the assumption that A  =  W(£*), although we still assume 

that /  is C1 on a neighbourhood of the hyperbolic fixed points of the A. In this case 

W{£*) C A  with strict inclusion, and indeed if A  contains no hyperbolic fixed points 

then W{£*) will be empty. However Result 2.6.2 implies that if A  is a global attractor 

(which has a convex absorbing set) then it will contain at least one fixed point, and 

since fixed points are generically hyperbolic, W {£*) will in general be nonempty for a 

global attractor. In Theorem 7.4.8 we show that Aq and Aq are both invariant (under 

the evolution of (7.1.1)) subsets of A q with W (£m) C A q C C A  and hence if 

the numerical approximations Ah converge in Hausdorff metric to a compact set A q as 

h —► 0 then Ao is an invariant subset of A  which contains W{£*).

7.2 U pper Sem icontinuity

We begin this section by showing that for h sufficiently small the numerical approx

imation to (7.1.1) by a Runge-Kutta method (3.2.1-2) defines a discrete dynamical 

system on a neighbourhood of any attractor A  of the underlying system, and itself 

possesses a local attractor Ah in this neighbourhood. We will then go on to show that 

dist(*4ft,./4) —► 0 as h —► 0. The proof of Proposition 7.2.1 follows the method of Hale, 

Lin & Raugel [29] and Temam [58], and basically entails balancing the attraction of 

the attractor against the numerical errors.

P ro p o sitio n  7.2.1 Suppose that (7.1.1) defines a dynamical system on IRm with local 

attractor A  which attracts a bounded forward invariant neighbourhood N  of itself. I f  

this system is approximated numerically using a Runge-Kutta method (3.2.1-2), where 

for an implicit method the solution of (3.2.1-2) is as defined by Proposition 3.6.3, then 

given any e > 0 there exists h0 =  h0(e) > 0 such that for h € (0,h 0) the numerical so

lution defines a continuous discrete dynamical system on Nh where N  C Nh Q Af(N ,e) 

is defined by (7.2.2), which possesses an attractor A h C J\f(A,e) which attracts Nh.

Proof. Given e > 0 reduce e if necessary so that Af(A,2e) C N . Now since A  attracts 

N  there exists t* > 0 such that

S{t)N  C AT(A,e/2) for all t > t \ (7.2.1)
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Now applying Proposition 3.6.8 with t0 =  21* we deduce the existence of a unique 

solution sequence {3/n}”l 0 if ^ € (0»^o) f°r some h0 > 0, for any y 0 £ N  where n* is 

the largest integer such that n*h ^  2f , which satisfies y n £ A f(N ,e /2) and the global 

error bound (3.6.16). This implies that

N h = | J  S£N  (7.2.2)

is well defined, where Sh the evolution semi-group of the numerical solution is well 

defined on N h.

Reducing h0 if necessary so that

£
h° ^  2CN  (e2t** -  1)

where L  is the Lipschitz constant for /  on Af(N ,e), equation (3.6.16) implies that the 

global error satisfies en(h) ^  e/2  for n ^  n*. Since S (t)y 0 £ N  for all y 0 £ N  and all 

t 0 it follows that Nh C A f(N ,e /2) as required. Next we show that N h is forward 

invariant under Sh-

Suppose that N h is not forward invariant under Sh, then there exists x  £ ShNh 

such that x  £ N h- By (7.2.2) such an x  must satisfy x  £ Sfi'N  and hence x  =  S£*3/0 

for some y 0 £ N . Now since en(h) < e/2  for all y 0 G N  and n < n* it follows 

that ||S£*yo — S(n*h)y0\\ ^  e/2. But (7.2.1) implies that S(n*h)y0 G A f(A ,e /2) and 

hence it follows that x  = 5£*j/0 G Af(A ,e) C N  C N h, which supplies the required 

contradiction. Thus N h is forward invariant under Sh, and the numerical solution 

defines a discrete dynamical system on Nh . Continuity with respect to initial data 

follows from Theorem 3.6.4.

It remains to show that the numerical solution possesses a local attractor Ah C 

Af(A ,e) which attracts N h- Since N h is a neighbourhood of M (A ,e), to do this it is 

sufficient to show that Af(A, e) is an absorbing set for the discrete dynamical system 

on N h, which we will now do. Suppose h £ (0,h0) and integer n satisfies t0 ^  nh ^  210 

then for any y 0 £ Nh

dist(SZy0,A )  =  mf ||5 jy 0 -  *||

< ll-S'iyo -  ‘S'(»fc)yoll + igf ll«s(nfc)y0 -  *11
< Il'S'kVo -5(nh)2/0|| + <list(5(n/i)yoM)
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< £.

Thus S%Nh C Af(A ,e) for all n such that t0 ^  nh < 210. We will establish by induction 

that S%Nh C Af(A ,e) for all integer n:nh  ^  tQ. Suppose the result holds for integer 

n :t0 ^  nh ^  k t0 with k ^  2 and consider integer n such that kt0 ^  nh ^  (k +  l)f0*

Choose m such that ^  ™>h ^  kt0 and let p =  n — m. Then nh =  (m +  p)h and 

0 ^  p/i ^  Now S£Nh =  S™S%Nh and since Nh is forward invariant it follows that 

ShNh C N h and hence that ShNh Q S™Nh. Thus since t0 ^  mh ^  kt0 it follows from 

the inductive hypothesis that S^Nh C S-hNh C Af{A,e) and the induction argument is 

complete; S^Nh C Af(A ,e) for all integer n: nh ^  t0. Thus Af(A ,e) is an absorbing set 

for the discrete dynamical system defined by the numerical solution on Nh, and thus 

that this discrete dynamical system possesses a local attractor Ah with Ah C J\f(A, e) 

as required. ■

Upper semicontinuity at h =  0 for numerical approximation of both local and global 

attractors follows trivially from Proposition 7.2.1 on noting that .4* C Af(A,e) implies 

that dist(.4hy.4) ^  e.

T heorem  7.2.2 Suppose that (7.1.1) defines a dynamical system on IRm with an at

tractor A  which attracts a bounded forward invariant neighbourhood N  of itself. I f  this 

system is approximated numerically using a Runge-Kutta method (3.2.1-2), where for 

an implicit method the solution of (3.2.1-2) is as defined by Proposition 3.6.3, then 

there exists ho > 0 such that for h £ (0, h0) the numerical solution defines a continuous 

discrete dynamical system on Nh ^  N , which possesses an attractor Ah that attracts 

N h (and hence N ), and satisfies

dist(-4fc,w4) —► 0 as h -» 0. ■

R em ark  (i) A  may be a local or a global attractor. In the case of a global attractor 

it follows from Theorem 7.2.2 that N  may be arbitrarily large.

(ii) When approximating a dissipative system with a global attractor A  Theorem 7.2.2 

only ensures that the numerical approximation possesses a local attractor Ah- In gen

eral Ah will not be a global attractor, however the domain of attraction of Ah can 

be made arbitrarily large by taking h sufficiently small. Moreover, by imposing more 

structure on the problem, such as (6.1.2), and solving with an algebraically stable
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method, as in Chapter 6, we can ensure that Ah is globally attracting.

(iii) Theorem 7.2.2 implies that numerical attractors do not contain any spurious fea

tures in the limit as h —► 0, since given any e > 0 there exists hQ =  /&o(£) > 0 such that 

for h e  (0,h0) A h  C A f ( A , e ) .

(iii) However, these results do not imply that the numerical attractor Ah reproduces 

all the features of the underlying attractor A. We have not considered dist(*4,.4/i), 

and this semi-distance might be large. We will consider the behaviour of dist(«4,^4ft) 

as h —*■ 0 in the remaining sections.

7.3 Lower Sem icontinuity

Recall from Theorem 2.3.8 that for a dissipative system W{£*), the closure of the union 

of the unstable manifolds of the hyperbolic fixed points of the system, is a compact, 

invariant subset of the global attractor A. In this section we will consider both global 

and local attractors under the assumption that they have the form A  =  W(£*) and 

prove that under numerical approximation by a Runge-Kutta method the corresponding 

discrete attractor Ah (the existence of which, for h sufficiently small, was proved in the 

last section) converges to the attractor A  of the underlying system in the Hausdorff 

metric as h —► 0.

Recall from Section 2.3 that the global attractor of a dissipative gradient system 

with hyperbolic equilibria has the form A  =  W {£*), and so our result applies to all 

such systems. Note also that the global attractor of the system in Example 2.3.9 has 

the same form, although this system is not in gradient form. Our result then, applies 

to the attractors of at least some nongradient systems. The known method of proof 

of lower semicontinuity due to Hale and Raugel [30] applies only to gradient systems, 

and so the new method of proof given below, as well as being more elegant than that 

of Hale and Raugel, actually applies to a wider class of systems. We will consider the 

more general case where W{£*) C A, with strict inclusion, at the end of Section 7.4.

Since we proved that dist(.4fc,.4) —► 0 as h —► 0 in the last section, to prove 

convergence of Ah to A  in the Hausdorff metric it only remains to show that

dist(.4,«4fc) —► 0 as h —> 0.

Our approach to proving this when A  =  W{£*) is simply to show that the unstable
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manifolds of the hyperbolic fixed points of the underlying system are well approximated 

by their numerical counterparts. The proof of this relies on a result of Beyn [4], who 

proves such a result for local unstable manifolds of hyperbolic fixed points.

Beyn [4] considers the numerical approximation of dynamical systems in a neigh

bourhood of a hyperbolic fixed point by general one-step and multistep methods. He 

showed that the phase portraits of the underlying system are correctly reproduced 

by the numerical approximation, on a sufficiently small neighbourhood of a hyperbolic 

fixed point. Amongst other implications, this implies that the local stable and unstable 

manifolds of the fixed point are well approximated numerically.

The following result is a special case of Theorem 3.1 of Beyn [4]. It shows that we can 

approximate the local unstable manifold of a hyperbolic fixed to arbitrary precision (in 

the Hausdorff metric) when discretizing with a Runge-Kutta method. The result stated 

in Beyn [4] is actually far more general than stated here, but we do not require Beyn’s 

theorem in its full generality, and so only state the special case that we need. Recall 

that unstable and local unstable manifolds were formally defined in Definition 2.3.7.

Result 7.3.1 (B eyn [4]) I f  x *  £  U is a hyperbolic equilibrium of ( 7 .1.1), where f  £  

Cl (U, -ff?71) and (7.1.1) defines a dynamical system on U then for any Runge-Kutta 

method (3.2.1-2), where the solution of (3.2.1) is as defined by Proposition 3.6.3, there 

exists A > 0 such that for 0 < 6 < A and any e > 0 there exists hQ =  h0(6, s) > 0 such 

that if h £ (0, h0) then

d)stH(W ‘ (x ') ,W ‘ (* ') )< £

and in particular

< e . .  (7.3.1)

We now show that the closure of the union of the unstable manifolds of the hyper

bolic equilibria of an attractor, W{E*), is well approximated by its numerical counter

part Wh{£*). The proof of this result essentially consists of applying a compactness 

argument to Beyn’s similar result for the local unstable manifolds, although the tech

nicalities in the proof make it appear more complicated than it really is.

Proposition 7.3.2 Suppose that (7.1.1) defines a dynamical system on Mm with local 

attractor A  which attracts a bounded open forward invariant neighbourhood N  of itself. 

Let E* be the set of hyperbolic fixed points contained in the attractor and W (E*) the
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union of the unstable manifolds o f these hyperbolic fixed points. I f  f  is C1 on a neigh

bourhood of £* then the continuous discrete dynamical system on Nh defined, as in 

Proposition 7.2.1, by approximating (7.1.1) numerically using a Runge-Kutta method 

(3.2.1-2) satisfies

dist(W (£*),W h(£*)) -+0 as h -► 0 (7.3.2)

where Wh(E*) is the numerical counterpart to W{£*).

Proof. It is sufficient to show that given any e > 0 there exists h0 = h0(e) > 0 such that 

if & € (0 ,h0) then dist(W (£*),W h(£*)) ^  e. But note that if W(E*) C Af(Wh(S*),e) 

then dist(W'(£,*),iy/l(£,'‘)) ^  e , hence we merely need to show that given any e > 0 

there exists h0 =  h0(e) > 0 such that if h £ (0, h0) then W(£*) C Af(Wh(£*),e). 

Consider an open cover

{ B { x ,e /4 ) :x e W (S ') }

of W(£*). Clearly this also covers W (£m) and so since W{£*) is compact there exists 

a finite subcover

{ B ( x i ,e /A ) : i -  x, £ W (£m)}

of W{£*). Let C =  {«,•: i =  1 , . . . , n}, the set of centres of the covering balls.

Claim: There exists h0 =  /i0(^) > 0 such that if h £ (0,hQ) then for each Xi £ C 

there exists 2̂  £ Wh(£*) such that ||x,- -  y,-|| ^  | .

The result follows easily from this claim, as we now show. Suppose x  £ W(£*) then

dist(ai, W/»(£T*)) ^  dist(x,x,-) +  dist(x,-, Wfc(^*))

for any x,- £ C , by the triangle inequality. But since { B (x i,e /4): x,- £ C} covers W(£*) 

it follows that sc £ B ( x i , e / 4 )  for some i , and that d ist(x ,x ,) ^  e / 4  for this i. Now 

using the claim

dist (x,- ,W h(£*)) < dist (x,-, y ,)

Therefore dist(x, Wh(£*)) < £ and hence x £ Af(Wh(£*),s). But this is true for all 

x £ W{£*), and hence W (£*) C N(W h(£*),£) as required. This completes the proof,
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subject to the claim.

Proof of Claim: Consider £* the set of hyperbolic fixed points. Since hyperbolicity 

of a fixed point implies that it is isolated and £* is bounded it follows that £* is a finite 

set;

£* = { x ] \ j  = 1 , . . . ,  m}.

Since f  is C1 on a neighbourhood of £*, for each Xj G £* there exists Aj > 0 such that 

the conclusions of Result 7.3.1 hold on B(x*-,Aj). Let 6 =   ̂minj A;-.

Choose arbitrary ho > 0.

Since a j x G C  satisfies a?,- €  W (£ * )  there exists x* G £ *  such that a?,• G W (x*). It 

follows from the definition of local unstable manifolds that there exists *,• G W 6(x*) 

and (finite) t* ^  0 such that Xi =  S(t*)xi.

Applying Result 7.3.1 we deduce the existence of hi > 0 such that for h G (0,/t.-)

dist(W‘(x-) ,W‘(x-)) < (7.3.3)

where L is the Lipschitz constant for f  on A f(N ,e). If hQ > ht then reduce h0 by 

setting ho = hi.

Note that given any h G (0, h0) there exists of ®,- G W 6(x*) such that x ,• =  S(kh)xi 

where A; is a positive integer such that kh G +  h0].

Now by (7.3.3) there exists y t G W^(x*) such that

lfe -y .lK 4ei.(f-Wo)-

Hence by Result 2.1.4

||5(fcft)y, - * i | |  =  W Sikh)^ -  5(fcft)Si||

< (7.3.4)

Now Proposition 3.6.8 implies that there exists hi > 0 such that if h G (0, hi) then 

S ^y{ is well defined and

\\S iy i - S ( k h ) y i\ \ < ^  (7-3.5)

Again, if h0 > hi then reduce h0 by setting h0 =  hi.

Now let I/,- =  5^2/,-, and note that this implies that y t- G Wh(£*). Moreover using
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Xi

Figure 7.1: Proof of Claim.

(7.3.4) and (7.3.5) we see that

ll*< “ Vi\\ < II*. -  S ( k h )yi\\ + -  Vi

This proves the claim for one x,. Since there are only finitely many x ,’s, the claim 

follows on repeating this argument n times. This completes the proof of the claim, and 

hence the proof of the proposition. ■

We now present the main result in this section. Namely that if A  is a local or 

global attractor which has the form A  = W{E*) then its numerical approximation Ah 

converges to A  in the Hausdorff metric as h —► 0.

T heorem  7.3.3 Suppose that (7.1.1) defines a dynamical system on lRm with an at

tractor A  which attracts a bounded forward invariant neighbourhood N of itself. Let 

E* be the set of hyperbolic fixed points contained in the attractor and W(E*) the union 

of the unstable manifolds of these hyperbolic fixed points. Suppose that f  is C1 on a 

neighbourhood of E* and that the attractor has the form A  = W(£*). If this system is 

approximated numerically using a Runge-Kutta method (3.2.1-2), where for an implicit



Chapter 7. Attractors and Invariant Sets 165

method the solution of (3.2.1-2) is as defined by Proposition 3.6.3, then there exists 

h0 > 0 such that for h € (0, h0) the numerical solution defines a continuous discrete 

dynamical system on N h D N , which possesses an attractor Ah that attracts Nh (and 

hence N ), and satisfies

dist# (.4/,, .4) —► 0 as h —► 0.

Proof. Follows trivially from Theorem 7.2.2 together with Proposition 7.3.2. ■

R em arks (i) A  may be a local or a global attractor. In the case of a global attractor 

it follows from Theorem 7.2.2 that N  may be arbitrarily large.

(ii) Note that A  =  W{£*) does not imply that Ah =  W}»(£*). We have not considered 

the form of the discrete attractor Ah] it is irrelevant in our method of proof.

(iii) For the theorem to be of much practical use we need to determine when the 

attractor A  has the required form. However, for general chaotic dynamical systems 

this question is not easy to answer.

(iv) The method of proof of lower semicontinuity of Hale and Raugel only applies to 

gradient dynamical systems with hyperbolic equilibria. For such systems A  =  W {£*) 

and Theorem 7.3.3 applies. Since the attractor in Example 2.3.9 also has this form, 

although the system is not in gradient form, our new method of proof does generalize 

the class of systems to which the result applies, even if it is hard to identify which 

dynamical systems have attractors of this form.

(v) There may be chaotic attractors which are of the form A  =  W(£*). Since unstable 

periodic orbits are typically dense in a chaotic attractor and W(£*) cannot contain 

periodic orbits this may at first seem to be untrue, but Example 2.3.9 shows that 

W {£*) can contain periodic orbits.

(vi) Hyperbolic periodic orbits also persist under numerical approximation [3,14]. If we 

let V* be the set of points on the attractor that are on hyperbolic periodic orbits then 

the theorem can easily be extended to attractors that are of the form A  = W (£*)\JV*. 

If a result similar to Result 7.3.1 for the numerical approximation to the local unstable 

manifolds of hyperbolic periodic orbits then Theorem 7.3.3 could be further extended 

to cover attractors of the form A  =  W(£*)\JW{(P*).
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7.4 Invariant Sets and Attractors

166

In this section we will consider the convergence of numerical invariant sets Ah as h  —► 0.

go on to prove two main results. In Theorem 7.4.7 we show that if {Ah}he(o,h0) ls

possesses an attractor A  and its numerical approximations Ah converge in Hausdorff

contains W(£*). We also consider the cases where .4* does not converge in Hausdorff 

metric as h  —► 0 in the setting of both theorems.

Just as a sequence in R  need not converge to a limit in R  there is no reason why a 

sequence or continuum of sets {̂ 4/»}fce(o,fc0) need converge (in any set metric) as h  —► 0. 

For this reason, we need concepts of lim supA_ 0 Ah and lim infft_0 Ah with analogous 

properties to liminf’s and limsup’s of sequences in R . We make similar definitions to 

those on page 41 of [2].

D efinition 7.4.1 Given {-4ft}A6(o,h0) where each Ah C R m we define the sets A q and 

A q by

A q =  lim sup .4A.

We will begin by introducing concepts of liminf and limsup for a continuum of sets and

uniformly bounded, each Ah is invariant under evolution of the discretized system, and 

.4ft converges in Hausdorff metric to a compact set A q as h  —► 0 then A q is an invariant 

set of the underlying system. In Theorem 7.4.8 we show that if the underlying system

metric to a compact set A q as h  —► 0 then A q is an invariant subset of the A  which

|® : lim inf dist (a, ̂ 4ft) =  o | (7.4.1)

x :
Xi —> x  &; hi —► 0 (monotonically) as * —»■ oo

/

and

A n — lim inf .4ft 0 a—o

(7.4.3)

x:
satisfying ht G (0,hQ),hi —► 0 (monotonically), 

there exists such that ®,- G Ah{ & —► ®
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Clearly Ao C A t ,  and both A q and .Af are closed.

It is impossible to perform uncountably many numerical simulations to produce 

a continuum of numerical approximations {-4fc}/je(o,A0) f° an invariant set A  of some 

underlying simulation. However we can (at least visualize) taking a countable sequence 

of numerical approximations with ht —► 0 as i —> oo.

Then A t , as defined by (7.4.2), is the union over all monotonic sequences hi —► 0 

of the points which can be reached as a limit of points in Ah{ as i —► oo. As such A t  

contains all the possible ‘invariant dynamics’ which might be observed in the limit as 

hi —► 0 when {^7»}he(o,fc0) *s sampled over a sequence hi —► 0.

In contrast Ao , as defined by (7.4.4), is the intersection over all monotonic sequences 

hi —► 0 of the points which can be reached as a limit of points in Aht as i —► oo. As 

such A q contains all the ‘invariant dynamics’ which must be observed in the limit as 

hi —*■ 0 when {Ah}he(o,h0) 1S sampled over any sequence hi —*■ 0.

We still need to give more than a little justification for calling A t  and Aq a limsup 

and a liminf respectively. We will do this by showing that Ah converges to a compact 

set A  in the Hausdorff metric as h —► 0 if and only if Aq = A t  =  A .  We now state 

two propositions which will enable us to do this.

P ro p o sitio n  7.4.2 Given {-4*}/ie(o,/io) where the A h ’s are uniformly bounded in Mm 

(i.e. there exists bounded B  C 2Rm such that A h  C B for all h € (0, h0)) and A t  as 

defined in Definition 7-4-1 it follows that

d is t ( ^ y ^ o ) “ 1K 0 as h -* 0. (7.4.5)

This implies that the following statements are equivalent.

(i) d is t(^ fc,^4) —> 0 as h —> 0,

(ii) A t  C A .

Proof. To show that (7.4.5) holds it is sufficient to show that given any e > 0 there 

exists hi > 0 such that if h £ (0,/ii) then Ah Q A f{A t,£)- Suppose this fails for 

some e > 0. Then for this e we can construct sequences and such that

hi —► 0 as i —► oo and as,- € Ah{ and ^  A f(A t ,£) for all i. But since the Ahi are 

uniformly bounded we can choose a convergent subsequence of the ®,-’s. By definition 

the point to which this subsequence converges is contained in .Af, but by construction 

it is not contained in A f(A t,s )  which supplies the required contradiction, and thus
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(7.4.5) holds.

To show that (i) implies (ii). Suppose (ii) does not hold, then there exists x £ A J 

such that x  £ A . Since A  is closed, dist(x,,4) > 0. But now the existence of sequences 

{hi}i^i an<̂  {as*}< î such that x t- —► x, hi —► 0 and x,- £ Ahi for all i  contradicts (i).

To see that (ii) implies (i) simply note Aq C A  implies that

dist (.4/,, .4) =  dist(.4ft,.4) ^  dist(^4fc, )  

and hence the result follows from (7.4.5). ■

P ro p o sitio n  7.4.3 Given {Ah}he(o,h0) where the A h ’s are uniformly bounded in Mm 

(i.e. there exists bounded B  C M m such that Ah  C B  for all h £ (0,h 0)) and Ao as 

defined in Definition 7.4-1 it follows that

dist(.4o ,.4ft) —► 0 as h -*■ 0. (7.4.6)

This implies that the following statements are equivalent.

( i )  dist(.4,.4ft) —► 0 as h —► 0,

( i i )  A  C A q .

Proof. To show that (7.4.6) holds it is sufficient to show that given any e > 0 there 

exists h\ > 0 such that if h £ (0, /ii) then Aq C Af(Ah,s). Suppose this fails for 

some e > 0. Then for this e we can construct sequences { h t } ^  and such

that hi —► 0 as i —► o o  and x,- £ Aq and sc,- £ Af(Aht , £) for all i. But since the Ah> 

are uniformly bounded it follows trivially that A q is bounded and we can choose a 

convergent subsequence of the x,-’s converging to® £ Aq , say. But now x,- £ Af(Ahn s) 

for all i implies that for this sequence {^*}^! we cannot construct a sequence {y,}^i 

such that y i £ A ^  and y { —► x as * —► o o ,  which contradicts the fact that x £ A q . 

Thus (7.4.6) holds.

To show that (i) implies (ii). Note that (i) implies that dist(.4,.4ft) —► 0 as h —* 0. 

Now suppose that x £ A . Then for any e > 0 there exists hi =  hi(e) > 0 such that if 

h £ (0,/ti) then B (x ,e ){ \A h  0. Thus given any sequence such that hi —► 0

(monotonically) we can construct a sequence such that x, £ Ahi anc  ̂ *«' “ * *

as i  —► oo. Thus x £ A q and (i) implies (ii).
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To see that (ii) implies (i) simply note A  C A q implies that
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dist(.4,.4A) =  dist(.4,.4A) < dist(*40 ,*4ft) 

and hence the result follows from (7.4.6). ■

Combining Propositions 7.4.2 and 7.4.3 we obtain the following theorem.

T heorem  7.4.4 Given {^4h}Ae(o,h0) where the A h ’s are uniformly bounded in lRm, then 

with A q and A q as defined in Definition 7.4-1 the following are equivalent.

(i) dist# (.4, .4/,) —► 0 as h —> 0,

(ii) A q =  A q =  A .

Proof. To show that (i) implies (ii). Note that dist^(>4,-4*) —► 0 implies that 

d ist# (^,.4/,) —► 0. Then it follows from Propositions 7.4.2 and 7.4.3 that A  C A q C 

■4J Q *4? and (ii) follows.

To show that (ii) implies (i). Note that, from Proposition 7.4.2, A q = A  implies 

that d ist(.4*,.4) —> 0 as h —► 0, and, from Proposition 7.4.3, Ao = A  implies that 

dist(.4,.4/,) —► 0 as h —► 0. Thus (i) follows. H

R em ark  This result is essentially equivalent to Corollary 1 on page 67 of [1], although 

the context of the two results is very different.

Thus we have A q =  A q if and only if Ah converges to A q =  A q =  A q in the 

Hausdorff metric. Moreover A q C A q always holds, and if thus if the inclusion is 

strict then Ah does not converge in the Hausdorff metric as h —► 0. This justifies the 

description of Aq and Aq as a liminf and a limsup of a continuum of sets respectively; 

they behave analogously to liminf’s and limsup’s for sequences in R  (with the partial 

ordering “C” for sets replacing the ordering for R ).

In Chapters 5 and 6 and in the previous sections of this chapter we have always 

assumed that the underlying dynamical system has a certain structure, and then shown 

under what conditions the numerical solution preserved this structure. Whilst such 

results are important, they assume some knowledge of the behaviour or structure of 

the underlying system. If possible it is highly desirable to prove results where no 

assumptions are made on the dynamics or structure of the underlying system but where
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the dynamics of the discretized solutions are used to infer properties of the underlying 

system, and we will now prove some results along these lines.

So far in this section we have considered {-4/»}a€(o,/»0) t°  be an arbitrary collection 

of sets. We now suppose that .4/,’s are generated by numerical approximation to (7.1.1) 

by a Runge-Kutta method with step-size h. The following proposition shows that if 

Ah is forward invariant in the discretized system for all h G (0, h0) then A q and A q 

are both forward invariant under the evolution of the underlying system (7.1.1).

P ro p o sitio n  7.4.5 Suppose that (7.1.1) defines a dynamical system on JRm with f  

locally Lipschitz and that this system is approximated numerically using a Runge-Kutta 

method (3.2.1-2), where for an implicit method the solution of (3.2.1-2) is as defined 

by Proposition 3.6.3. Then given a continuum of sets {^A}fce(o,/io) where the A h ’s are 

uniformly bounded in lRm and each Ah is forward invariant under Sh the evolution 

operator for the discretized system, then with A q and A q as defined in Definition 7.4.1 

it follows that A q andAo are both forward invariant under S(*), the evolution operator 

for the underlying system.

Proof. First we show that Aq is forward invariant. The uniform boundedness of the 

.4j,’s implies that A q is bounded, and that we can choose 6 > 0 such that Ah C 

N (Aq  , |£ )  for all h G (0, hQ). Now since f  is locally Lipschitz, S(t)x  can only cease 

to exist if it becomes unbounded. Thus if A q is not forward invariant we can choose 

x* G A q and t* > 0 such that for all x  G Af{AQ,^S) and all t G [0,t*] 5(/)*  is well 

defined, S (t)x  G Af(Ao ,6) and S(t*)x* £ A q . With such a choice of x* and t* we will 

derive a contradiction.

Since x* G A q there exists a monotonic decreasing sequence with h,• —► 0

as i —> oo and with sc,- G A ^  and Xi -* x*. Choose to be the unique integer

such that kihi G (t* — hi,t*]. We now show that

\\S iiX i-S (t* )x* \\-+ 0  as i —► oo. (7.4.7)

Since each Aht is forward invariant S£’Xi G A ^  and then (7.4.7) implies that S(t*)x* G 

A q , the contradiction that we require.
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To show that (7.4.7) holds, note that
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115̂ ‘asj -  5(i*)x*|| < + || -  S(fc;A()a;-||

+ ||5(fcift,)x* -  5(<”)x”||.

By construction (t* — kihi) -* 0 as i —► oo and so ||5(&t-&,-)&* — £($*)** || —► 0 as i —► oo. 

Since ®,- —► ® by continuity with respect to initial data HŜ A;./̂ )®,- — 5(Arj/ii)®*|| —> 0 

as i —*■ oo. Thus to show that (7.4.7) holds it only remains to show that ||5£*®i — 

—► 0 as i —► oo, but this follows from Proposition 3.6.8. Thus A q is forward

invariant.

A similar proof shows that A q is forward invariant under 5(«). ■

We now suppose that the *4jj’s are backward invariant under the discretization for 

all h  E (0, h 0 )  and show that this implies that A q and ^4j are both backward invariant 

under the evolution of the underlying system (7.1.1). The proof of Proposition 7.4.6 

is very similar to that of Proposition 7.4.5, except for the complications introduced by 

having to consider the backwards in time evolution of errors.

P ro p o sitio n  7.4.6 Suppose that (7.1.1) defines a dynamical system on Mm with f  

locally Lipschitz and that this system is approximated numerically using a Runge-Kutta 

method (3.2.1-2), where for an implicit method the solution of (3.2.1-2) is as defined 

by Proposition 3.6.3. Then given a continuum of sets {-4a}/,€(o,/,0) where the A h ’s are 

uniformly bounded in Mm and each Ah is backward invariant under Sh the evolution op

erator for the discretized system, then with A q and A q as defined in Definition 7.4.1 it 

follows that and A q are both backward invariant under <!>(•), the evolution operator 

for the underlying system.

Proof. First we show that A q  is backward invariant. As in the proof of Proposi

tion 7.4.5, A q  is bounded and we can choose 6  >  0  such that A h  C  N ( A q , \ 6 )  for 

all h  E (0,/io)- Now since /  is locally Lipschitz, 5(f)® can only cease to exist if it 

becomes unbounded. Thus if A q  is not backward invariant we can choose x* 6 A q  

and t* > 0 such that for all ® E A f(A t , Jtf) and all —t E [—1*,0] S (—t)x  is well defined,

S (—t)x  E N ( A q , 6 )  and S (—t*)x* £ A q . With such a choice of x* and t* we will
/

derive a contradiction.

Since x *  E A q there exists a monotonic decreasing sequence { h i } ^  with h ,• -+  0 

as i —► oo and {®,}^! with ®,- E A ^  and ®f- —► ®*. Choose k, to be the unique positive
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integer such that — E +  hi). Now since Ah{ is backward invariant there

exists a negative orbit through x,, {S^ w i t h  S^tnXi € x, for all n ^  0. Note 

that this negative orbit need not be unique, but we will show below that any negative 

orbit has the properties that we require. We now show that

1167*‘a1* — S (—0**11 “ 0 as i —r oo. (7.4.8)

Since each Aht is backward invariant S ^ 'X i  E A ^  and then (7.4.8) implies that 

S (—t*)x* E A q i the contradiction that we require.

To show that (7.4.8) holds, note that

-  £(-i*)x*|| < -  S(-fc,/i,)x*||

By construction (t* — kihi) —► 0 as i —> oo and hence ||5 (—&,•&,■)*• — S(—0**11 —► 0 

as t oo. Since x< —> x  by continuity with respect to initial data ||5 (—Ar.h^x,- — 

S (—kihi)x*\\ —> 0 as i —► oo. Thus to show that (7.4.8) holds it only remains to show 

that

||S'ft.tix< — S (—kihi)xi\\ —► 0 as i —»• oo. (7.4.9)

To show this we first show that for all x E Af{Ao , \6) and for any integers n ^  0 and 

h ^  0 such that —n h €  [-<*, 0]

||S» ”x -  5(-nfc)x|| < C0h2L £  eiLh (7.4.10)
k=1

where Cq is a positive constant and L is the Lipschitz constant for f  on Af(Ao ,26). 

We establish (7.4.10) by induction. First note that

H ^ x  -  5 ( -h )x || =  ||S ( -h )[ S (h )S ^ x ] ~  S (-h )[S hS ^x]\\

< eh l\\S(h)[S^x]  -  5»[5k- l*]||

by Result 2.1.4. Hence by Proposition 3.6.7 \\S^ 1x  — S (—h)x\\ ^  ehLC0h2L (where 

C0 =  C M  in (3.6.13)) and (7.4.10) holds for n =  1. To complete the induction suppose
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(7.4.10) holds for n =  N  and then
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||5 - (Jv+i)a. _ 5,(_ (JV +  i ) /l)a.|| ^  ||S(_/!)[s(ft)Sh-<'v+1>1r] -  S ( - h ) [ S lwx]

+ ||S (-fc )[V rx] -  S (-h )[S { -N h )x ]|| 

< e“ ||5(ft)[5k- (w+1)«] -  

+  €“ ||5j"*-5(-JVA )x|| 

s: ehLC0h2 + el'LC(,h2L ]T  etLh

=  C0h2L e

jfe = l
N + 1

kLh

k=l

where we have applied Result 2.1.4 and Proposition 3.6.7 again. This completes the 

inductive step and establishes (7.4.10).

Now (7.4.10) implies that

i =1

^  CQh]L
2 eLhi (eLhihi — 1)

eLhi — 1
^  r  h2TeLI“(eLl‘h‘ -  1) 
^  0 i  Lht
< C0hieLh'(eLt' -  1)

since k{hi ^  t*, and (7.4.9) follows. This completes the proof that A t  is backward 

invariant.

A similar proof shows that A q is backward invariant under 5(*). ■

R em ark  A much neater proof of backward invariance which avoids the use of back

wards in time error estimates has recently appeared in Hill and Siili [32].

Combining Propositions 7.4.5 and 7.4.6 we can show that if Ah is invariant for each 

h and converges in the Hausdorff metric to a compact set A q then A q is an invariant 

set for the underlying system.

T heorem  7.4.7 Suppose that (7.1.1) defines a dynamical system on 2Rm and that this 

system is approximated numerically using a Runge-Kutta method (3.2.1-2), where for 

an implicit method the solution of (3.2.1-2) is as defined by Proposition 3.6.3. Then



Chapter 7. Attractors and Invariant Sets 174

« / { A  }he(o,h0) 25 °  continuum  o f  se ts  where the A h ’s  are uniform ly bounded in M m , 

each Ah is invarian t under Sh the evolution operator fo r  the discretized system  and Ah 

converges to a com pact se t A q in the H ausdorff m etric as h —> 0 then A q is invariant 

under S (* ), the evolution operator fo r  the underlying system .

Proof. By Theorem 7.4.4 Aq  =  Aq =  Aq  and the result then follows from Proposi

tions 7.4.5 and 7.4.6. ■

R em ark s  (i) This theorem is related to the results in Chapter 4. Theorem 4.2.8 shows 

that a continuous branch of fixed points either becomes unbounded or converges to a 

fixed point of the underlying system as h —*■ 0. We have now extended this result from 

fixed points to general invariant sets.

(ii) Even if Ah does not converge in the Hausdorff metric as h —► 0 then Aq and Aq 

are both invariant under S(#) and so the dynamics are still nonspurious. Note that we 

have not required that the invariant subsets of the system are isolated. For example 

if f ( y )  =  0 then any subset of R m is invariant, which is one reason why we cannot 

guarantee convergence in the Hausdorff metric.

(iii) This theorem can be considered as a converse to theorems which prove that certain 

dynamics of the underlying system are preserved by the numerical approximation. For 

exapmle, Beyn [3] and Eirola [14] prove that if (7.1.1) has a hyperbolic periodic orbit 

then a one-step discretization will also possess an invariant curve, for h sufficiently 

small, which converges to the periodic orbit of the underlying system as h —► 0. In con

trast Theorem 7.4.7 implies that if the numerical approximation possesses an invariant 

curve for all h sufficiently small which converges to a closed loop as h —*■ 0 then this is 

an invariant curve for the underlying system.

For our final result we return to the case where the underlying system (7.1.1) 

possesses an attractor, but we no longer make the assumption that this attractor has 

the form A — W (£ * ).  Nevertheless we can show that if the numerical approximations 

Ah converge in Hausdorff metric to a compact set Aq  as h ► 0 then Aq  is an invariant 

subset of A  which contains W  (£*). Whilst if the Ah do not converge in Hausdorff metric 

as h —*■ 0 then Aq  and Aq  are both invariant subsets of A  which contain W (£ * ).

T heorem  7.4.8 Suppose that (7 .1 .1 ) defines a dynam ical system  on  JRm with an a t

tractor A which a ttracts a bounded forw ard invariant neighbourhood N  o f itself. L et £*
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be the set o f hyperbolic fixed points contained in A, and W (£*) the union of the unstable 

manifolds of these hyperbolic fixed points. Suppose that f  is C1 on a neighbourhood of 

£*. I f  this system is approximated numerically using a Runge-Kutta method (3.2.1-2), 

where for an implicit method the solution of (3.2.1-2) is as defined by Proposition 3.6.3, 

then there exists h0 > 0 such that for h € (0, h0) the numerical solution defines a con

tinuous discrete dynamical system on Nh D N , which possesses an attractor Ah that 

attracts Nh (and hence N ) ,  and, with Aq and Aq as defined in Definition 7-4-1, sat

isfies

W W )  C A q C A t  C A .

Here Aq and Aq are both invariant under S (•) the evolution operator of the underlying 

system, and if {Ah}he(o,h0) converges in Hausdorff metric to a compact set A q as h -+ 0 

then Ao =  A q = A q and hence W(£*) C A q C A  and A q is also invariant under S(*).

Proof. Proposition 7.2.1 implies that the numerical solution defines a continuous dis

crete dynamical system with an attractor Ah for h € (0, h0) for some h0 > 0. Then 

Proposition 7.2.1 together with Proposition 7.4.2 imply that A t  Q A.

On noting that Wh(£*) C Ah so that dist(W(£*),-4/») < dist(W(£*), IF/, (£>)), 

Proposition 7.3.2 together with Proposition 7.4.3 implies that W{£*) C A q .

The invariance of A q and A t  under 5(#) follows from Proposition 7.4.6. Finally 

in the case where converge in Hausdorff metric to a compact set Ao the

equality of A q , A q and A t  follows from Theorem 7.4.4. ■

R em arks (i) In line with Remark(vi) after Theorem 7.3.3 we can easily extend this 

result to show that W {£*)\JV* C A q and it may be possible to further extend the 

result to show that W(£*) C A q . (ii) In the case where {-4j,}/»e(o,A0) does

not converge in Hausdorff metric as h —► 0 we have considered the properties of A q =  

lim inf/»_>() .4* and «4o =  limsup/l_ 0-4A. An alternative approach would be to consider 

convergent subsequences of .4^ . This approach is followed by Hill and Siili [32], who, 

in the context of the Hale, Lin and Raugel results, prove that every sequence {-4/»i }< î 

with hi —► 0 contains a convergent subsequence converging in Hausdorff metric to an 

invariant subset of A.

Finally note that throughout this chapter we have considered the convergence of 

numerical invariant sets to invariant sets of the underlying system. To do this we
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have simply thought of invariant sets and attractors as subsets of lRm, and have only 

considered the dynamics of the underlying system and its numerical approximations in 

order to establish properties of and relationships between these sets. We have run out of 

space and time before we have even begun to address the important task of comparing 

the dynamics of the underlying system on an invariant set with the dynamics of its 

numerical approximation on an approximating numerical invariant set.
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