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Summary

The computation of diffraction coefficients for the scattering of high-frequency 
waves by a conical obstacle can be reduced to the solution of a family of homo­
geneous boundary value problems for the Laplace-Beltrami-Helmholtz equation 
on a portion of the unit sphere bounded by a simple closed contour (in fact the 
intersection of the sphere with the conical scatterer). Distance on the contour is 
geodesic distance on the sphere. The diffraction coefficient may be determined by 
then integrating the resulting solutions with respect to the wave number (Babich 
et al, ‘On evaluation of the diffraction coefficients for arbitrary “nonsingular” 
directions of a smooth convex cone’, SIAM J. Appl. Math., 60:536-373, 2000).

In this thesis we discuss the numerical computation of the diffraction coeffi­
cients using the boundary integral method, with the classical single/double layer 
potential approach. The kernels of the spherical integral operators which arise 
from this application have a diagonal singularity of the same type as the corre­
sponding operators for the planar Helmholtz and planar Laplace equations. This 
allows us to prove stability and convergence for appropriate discrete collocation 
spaces in the case of smooth cones. Moreover, a question of key practical inter­
est in this field of diffraction theory is the computation of diffraction coefficients 
when the scatterer has edges and corners. Here we adapt well-known methods 
for handling boundary integral equations on planar corner domains (J. Elschner 
and I.G. Graham, ‘Numerical methods for integral equations of Mellin type’, 
J. Comp. Appl. Math., 125:423-437, 2000) to the current problem.
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Chapter 1 

Introduction

This thesis is concerned with the construction and detailed analysis of a numeri­
cal method to calculate conical diffraction coefficients. Diffraction coefficients are 
fundamental objects determining principal amplitudes in the asymptotic expan­
sion of high frequency acoustic, electromagnetic or other (e.g. elastic) wave fields 
exterior to a scattering obstacle and are determined from an associated canonical 
problem.

In this thesis we will only concern ourselves with the acoustic and electromag­
netic cases. In the acoustic setting we will be concerned with the solution to the 
Helmholtz equation for a scalar field U

(A +  k2)U(x) =  0 ,

in R3 exterior to some obstacle D, where A is the usual Laplace operator and 
k is the wavenumber (proportional to the frequency u).  In the electromagnetic 
setting we will be interested in solving time-harmonic Maxwell’s equations

curl E(x) =  ikH(x),  
curl H (x) =  —zA:E(x),

also exterior to some scatterer D. Here E  is the electric field and H  is related 
to the magnetic field. Appropriate “ideal” boundary conditions are prescribed 
on the surface of the scatterer, the Dirichlet or Neumann conditions for the 
Helmholtz equation and the perfectly conducting condition for Maxwell’s equa­
tions.

Applying a direct numerical method (e.g. a finite element or a boundary 
element method) to either of these problems would be computationally expensive 
since smaller elements would be required as frequencies get higher, to achieve
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Figure 1-1: The tangent cone H

accurate solutions. These numerical schemes would also require the construction 
of complicated meshes with further element refinement if singularities are present, 
e.g. due to surface irregularity of the scatterer, thus increasing the computational 
cost even further. In an effort to reduce these costs, asymptotic techniques can 
be utilised to capture the behaviour of U, E  and H  as k —> oo. The asymptotic 
theory of high-frequency scattering (the Geometric Theory of Diffraction (GTD)) 
proposes that for a fixed observation point the asymptotics of the solutions to the 
scattering problems is made up of different types of scattered wave which depend 
on the local geometry of particular parts of the obstacle. Of particular interest 
is the wave diffracted by a singular (conical) point. According to the recipes 
of GTD, the first step is to use the “principle of localisation” to identify the 
principal asymptotics of the diffracted wave for the bounded scatterer, D, with 
those of the (semi-infinite) cone S whose surface is tangent to D  at the singular 
point (see Fig. 1-1). Taking the singular point to be the origin O, a portion of 
the cone S is indicated with dotted lines in Fig 1-2. (The cone S may have a 
rather arbitrary “cross-section” which may be specified by a domain M  on S2, 
the unit sphere in R3 centred at the origin.)

It is well known from the GTD that the knowledge of diffraction coefficients 
for related canonical problems leads to the possibility of constructing the high 
frequency asymptotics in generic situations. Early investigations concerning the 
conical canonical problems considered the case when the cross-section of the
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Figure 1-2: Geometry of the cone

cone was circular. More recently solutions for other cross-sections have been 
presented. In fact for circular cones a great deal of progress has been made with 
an asymptotic treatment using methods of eigenfunction expansions based on 
separation of variables to find an exact analytic expression for the diffraction 
coefficient in both the acoustic and electromagnetic cases (see e.g. [55] [18]). 
Similar approaches have been used for diffraction by an elliptic cone (including 
the degenerate case of a plane angular sector) by using separation of variables in 
sphero-conal coordinates to obtain explicit formulae (see e.g. [62]).

However these techniques, which provide analytic formulae for special geome­
tries, do not extend to the case of diffraction by more general conical scatterers. 
The handling of arbitrary cones has been a particular challenge in diffraction 
theory for many years. In [16] the diffraction coefficients are expressed in terms 
of a solution to a boundary value problem for the Laplace operator on a part 
of the unit ball. In [23] an advanced Laplace operator calculus is developed on 
conical domains and this is used to express “singularity coefficients” near the 
“diffracted” wave front in terms of certain spectral characteristics of the Laplace- 
Beltrami operator. (The singularity coefficients are equivalent to the diffraction 
coefficients via a simple transformation.) However, neither of the approaches in 
[16], [23] provide a constructive formula which can be used.

Following ideas in [23] and using techniques based on Sommerfeld’s classical 
solution for the two-dimensional diffraction by a wedge [71] it is shown in [67],
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[68] and [69] that the diffraction coefficient can be represented in the form of a 
contour integral in the complex plane. The integrand contains a Green’s function 
for the Laplace-Beltrami operator (with a complex parameter) on a part of the 
unit sphere (centred at the vertex of the cone) exterior to the cone.

For example, consider the scalar (acoustic) case, with an incident plane wave 
on D , Uine(x) = exp(—iku>o • x), with the point w0 £ S 2 describing the direction 
of incidence. Then, seeking a time-harmonic solution, both the scattered wave 
Usc and the total wave U := U{nc +  Usc satisfy the 3D  Helmholtz equation, (A +  
k2)U =  0, in the domain of propagation, and Usc satisfies appropriate radiation 
and tip/edge conditions. The theory in [68] (see [8] and [9] also) describes the 
behaviour of the “tip-diffracted” component [/<&//(x) of Usc{x) at any point x  in 
the domain of propagation. Using spherical coordinates centred at the conical 
point: x  =  rw with tj  e  S 2 and r > 0 denoting the distance of x  from the 
conical point, it is predicted by the general recipes of the GTD that (with either 
Dirichlet or Neumann conditions imposed on the surface of the scatterer), Udiff  

has the asymptotic representation

zA/ 7*

Udiff  (x, k, wo) =  27T^r /(u>, w0) +  0((kr )~2), k -> oo. (1.0 .1)

Here the distribution /(w,u>0), which is infinitely smooth everywhere except at 
the so-called “singular directions” , is the important diffraction coefficient.

A formula for /  is given in [67], [68] and [9]. To explain how it works, let 
M  denote the portion of the unit sphere 5 2 which is exterior to S. M  is a sub­
manifold of S 2 with boundary which we denote I  (see Fig 1-2). Let A* denote 
the Laplace-Beltrami operator which is related to the 3D Laplace operator via

We introduce the function ^sc(w,w0, v) on M  (the so-called “spectral function”), 
satisfying:

(A* +  v2 — l/4 )p sc(w, w0, v ) — 0, w ,w 0 G M  and v  G C , (1.0.2)

along with zero Dirichlet or Neumann boundary condition on I  (whichever is given 
in the original scattering problem) for g =  gsc +  g0, with an explicit “incident” 
part g0. Once gsc is known, the diffraction coefficient in (1.0 .1) is then given by
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the formula:

f ( u , u o) =  lim -  [  e tI/7r eugsc(u>, u Q, v)v dv. (1.0.3)
£->o+ 7r Jlx

The integration contour 71 in (1.0.3) is an analytic curve in the complex plane 
chosen as follows. Let 17 > 0, j  =  1, 2, . . .  be such that 1/?, j  =  1, 2, . . .  are the 
eigenvalues of the problem (—A* +  1/4)3^ =  Vj$j, subject to the appropriate 
boundary conditions on I  (Dirichlet or Neumann) as given in the original problem. 
Then 71 has to be chosen so that 17 lie on its right (see Fig. 2-1). We assume 
that Re(^) —> 00 and Im(^) -* ±a  for some constant a > 0 along the contour 71. 
(It will be shown that the problem of computing the diffraction coefficients for 
the electromagnetic case also reduces to the problem of solving boundary value 
problems similar to (1.0 .2). The boundary conditions will differ slightly from 
those for the acoustic case.)

Thus the computational procedure for realising the asymptotic formula (1.0.1) 
requires: (i) the computation of the Green’s function g3C(u>, u>0, v) for all required 
incidence directions u>0 and observation directions u  G M  and (ii) the compu­
tation of the integral in (1.0.3), by quadrature (most generally, for sufficiently 
small e, when it becomes slowly convergent). Note that (ii) in turn implies that 
<7sc(u>, u>o, v) must be evaluated for sufficiently many v € 71 to ensure an accurate 
answer.

As with most linear elliptic partial differential equations with constant coeffi­
cients, the boundary value problem (1.0 .2) can be reformulated as an equivalent 
integral equation over the boundary t . This is a non-standard application of clas­
sical potential theory since the boundary value problem is defined on a manifold 
on the surface of the sphere S 2.

By seeking the solution to (1.0.2) in the form of a double layer potential (for 
Dirichlet boundary conditions) or single layer potential (for Neumann boundary 
conditions) we reformulate (1.0 .2) into an integral equation of the form,

i^(u>,z/)+  j , v ) d < j j '  =  b(cv), (1.0.4)
2 Jt

for some kernel L (u;,a/) defined on i  x I  (expressible in terms of the Legendre 
functions) and some smooth function b dependent on the boundary conditions. 
There are several numerical methods which one can use to solve equations of 
this form (see e.g. [3], [50]). We consider in this thesis the collocation method. 
Although the theory for the collocation method is incomplete (compared with
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Galerkin methods for instance) it is cheaper to implement and therefore a prac­
tically popular choice.

When the contour i  is smooth then standard stability and convergence proofs 
for the collocation method apply. In contrast to this, if the boundary t  contains 
corners (i.e. when the conical scatterer has lateral edges) the integral operator 
is no longer compact and the solution in general will not be smooth near non­
smooth points on t. Hence, difficulties arise in proving the stability result that the 
resulting linear system of equations is nonsingular. We will show that the integral 
equation (1.0.4) is related to the integral equation corresponding to Laplace’s 
equation on a domain with corners which has been studied extensively, see e.g. 
[5], [45]. It is also related to the planar Helmholtz equation, see e.g. [24], [26]. 
One major task in the implementation of the collocation method is the assembly 
of the stiffness matrix. This requires the calculation of integrals with “weakly 
singular” , “nearly singular” and “smooth” integrands. In general these integrals 
need to be computed numerically.

In [8], [9] and [12] a numerical method was implemented for the computation 
of (1.0.3) (and its electromagnetic analogue). The boundary integral method was 
used to compute gsc. This was implemented in [8], [9] and [12] for the case when 
H is a smooth cone, using “in effect” a simple low-order trapezoidal-Nystrom 
type for the boundary integral equations and the trapezoidal rule for the contour 
integration with respect to v in (1.0.3). However the papers [8], [9] and [12] 
contained no convergence analysis of the method and moreover, they dealt only 
with the case of a smooth cone H. The case of a cone with lateral edges is of 
fundamental importance in both the high-frequency theory of diffraction (where 
it is one of the unsolved canonical problems [60]) and in practice, where high 
frequency scattering by e.g. antennae or corners of buildings is a key problem in 
microwave engineering.

Although the integral equation method reduces the problem of computing 
of gsc(uj,ujo,*') to a computation on the (ID) contour t  on the surface of the 
unit sphere 5 2, this equation has to be solved many times for different values 
of v  (and also more times if different u>0 are to be considered). Moreover, as 
we shall see, the evaluation of the kernel in the integral equation arising from 
the spherical PDE (1.0 .2) is much more costly than for typical boundary integral 
equations in planar scattering theory. Thus there is strong practical demand 
for the development of an efficient algorithm, in particular one which solves the 
integral equation with the highest accuracy and the minimal number of kernel 
evaluations. Thus the aims of this thesis are:
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(i) To present a detailed review of the asymptotic techniques used to derive 
the formulae for the conical diffraction coefficients;

(ii) To propose an efficient (variable order) method for computing the conical 
diffraction coefficients which is robust even when the cone S has lateral 
edges;

(iii) To minimise the number of kernel evaluations required in the implementa­
tion;

(iv) To analyse the convergence of the method;

(v) To demonstrate its use in the computation of diffraction coefficients in sev­
eral sample cases.

This thesis is organised as follows. In Chapter 2 we give a detailed account of 
the asymptotic techniques developed by a group of authors in [67], [69], [8], [12], 
[9], [11] and [57]. We first formulate the diffraction problem and then concen­
trate on deriving the formulae for the diffraction coefficients in both the acoustic 
and electromagnetic settings. (We only give a brief discussion for the electro­
magnetic case but we present the technical details in Appendix A.) In Chapter 
3 we describe the boundary integral method for computing gsc. This leads to 
non-standard integral equations posed on the spherical contour I. We present 
a detailed analysis of the resulting integral operator and investigate the well- 
posedness of the integral equation for both the case when the contour is smooth 
and when t  contains corners. In Chapter 4 we describe a flexible numerical 
method based on collocation with piecewise polynomials. We concentrate mainly 
on the h —version of collocation but we will briefly discuss the hp-version. We 
also describe the discrete collocation method and give (general) sufficient condi­
tions to preserve stability and optimal convergence properties which are known 
when the integrals in the matrix are computed exactly. In Chapter 5 we use 
results proved in Chapter 4 to devise efficient quadrature rules to calculate the 
matrix entries in the discrete collocation method. We treat the integrals with 
weakly singular, nearly weakly singular and smooth integrands separately. Also 
we provide some computations of numerical solutions to the integral equation for 
various test cases. In Chapter 6 we address the following practical aspects of 
the method for computing diffraction coefficients: We describe the procedure for 
computing the contour integral in (1.0.3) (and for the electromagnetic analogue). 
We give a numerical algorithm for computing Legendre functions with a complex 
index (necessary for the computation of the kernel of the integral operator in

12



(1.0.4)). Finally we describe how to calculate the double/single layer potential 
once the density (u in (1.0.4)) satisfying the integral equation has been computed 
approximately. We also provide computations of diffraction coefficients for sev­
eral sample problems. Finally in Chapter 7 some conclusions and possible further 
research avenues for the future are presented.
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Chapter 2

The High-frequency Scattering  
Problem  and the Diffraction  
Coefficients

In this chapter we will describe the problem of scattering of a high-frequency 
planar incident wave by an arbitrarily shaped bounded impenetrable obstacle 
with non-smooth singular points on its surface. (Examples of singular points 
are sharp conical points or edges.) Direct numerical methods to evaluate the 
scattered wave are computationally expensive and the situation is made worse 
by the presence of the non-smooth singular points. However when the frequency 
of the incident wave is high asymptotic methods can be employed to reduce the 
computational costs. The asymptotics of the scattered wave is expected to be 
composed of a number of different “components” corresponding to different types 
of wave field. In particular we are interested in the component corresponding to 
the wave diffracted by a singular point. The main idea behind the asymptotic 
method of calculating the diffracted wave is the principle of localisation (see e.g. 
[60]). We describe briefly in §2.1 how this allows us to consider the canonical 
problem of diffraction by a semi-infinite cone. We review the derivation of the 
so called diffraction coefficients which determine the principal amplitudes in the 
asymptotic expansion of the diffracted field.

The aim of this chapter is to review the general theory developed by a group 
of authors for the procedure of finding the conical diffraction coefficients (e.g. 
[67], [69], [8], [12], [9], [11] and [57]). The chapter is written in two sections. In 
§2.1 we discuss the problem of scattering of an incident planar acoustic wave by 
an obstacle with a conical point. We formulate the acoustic scattering problem 
and give a formula for the conical diffraction coefficient in Lemma 2.15 which is
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subsequently simplified in equation (2.1.56). In §2.2 we turn our attention to the 
problem of diffraction by an electromagnetic incident wave from a conical obsta­
cle. We briefly discuss the strategy for computing the electromagnetic diffraction 
coefficients. We give formulae for the electromagnetic diffraction coefficients in 
terms of scalar potentials which are somewhat analogous to the acoustic diffrac­
tion coefficients.

2.1 The acoustic scattering problem

We are interested in finding the wave scattered by a bounded impenetrable obsta­
cle, D. A classical mathematical formulation of the associated scattering problem 
as a boundary value problem is as follows. We are concerned in general with the 
solution to the wave equation,

1 d2U
A U(x, t)  -  =  0 , x 6 f i :=  R3\D ,  (2.1.1)

exterior to the obstacle D  wTith Dirichlet or Neumann boundary conditions pre­
scribed on its boundary d D ,

either U (x, t) =  0 , for x  € d D , .
or (dU/dn)(x ,t )  =  0 , for x  € dD,

where n is the unit normal to dD  at x exterior to ft and c is the wave velocity. 
We consider the “time harmonic” solutions to (2.1.1) : U(x, t) =  E/(x) exp(—iut) 
where u> is the frequency. Then U(x) satisfies the Helmholtz equation

(A +  k2)U(x) =  0, x G f i ,  (2.1.3)

where k  = lj / c  is the wave number, along with the boundary conditions (2.1.2) 
with U(x,t)  replaced by U(x).  The solution U is assumed to be twice continu­
ously differentiable in the closure, ft, of ft with the singular points (i.e. “tip” and 
“edge” points of dD)  removed. We split the solution U into the “incident part” 
and “scattered part” ,

U  =  Uinc +  Usc, (2.1.4)

the incident part is given by a solution to (2.1.3) in the absence of any obstacle. 
We also require tha t Usc satisfies radiation conditions. Then by writing r = |x|
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we can formulate the radiation condition as follows:
r\

Usc(x) = 0 ( r _1), -  ik?jUsc(x) = o(r_1) as r -» oo, (2.1.5)

uniformly m u: — x/\x\ .  These radiation conditions ensure that for a fixed wave 
number k, U(x)  exists and is unique for smooth boundaries dD  (see e.g. [15, 
§6.4]). For boundaries with singular points Xo the solution U(x) can develop a 
“singularity” near Xo, and so in addition U has to satisfy a certain “tip” condition 
and, if they exist, “edge” condition. To define this condition we introduce a 
subdomain of the domain of propagation, Q, defining for every R  > 0,

Qr =  {x € Cl : |x| <  R}.  (2.1.6)

Then we seek a solution U that satisfies the Meixner condition:

/  (|{/(x) |2 +  |Vf7(x)|2) dV(x)  < oo, (2.1.7)
J qr

for every R  > 0 , i.e. U £ Hloc(Q). The tip and edge condition corresponds 
physically to the requirement of the absence of “sources” at the singular points 
and mathematically ensure uniqueness of the solution.

We will consider in this thesis the case when the incident wave is a plane 
wave,

u inc(x) = e~ik“° x . (2.1.8)

Here — u>0 is a unit vector defining the direction of the incidence. We have 
suppressed the dependence on u>0 in the notation for Uinc and will do so in other 
functions, where the dependence on u>0 is implicitly understood. The formula 
(2.1.8) defines an incident plane wave which oscillates sinusoidally in the direction 
of — u>0 and is constant in the directions orthogonal to — u>0. The solution U 
is then obtained by finding Usc which satisfies (2.1.3) and (2.1.5) along with 
appropriate boundary conditions found by substituting (2.1.4) into (2.1.2) and 
(2.1.7).

D efinition 2.1. We define the problem of finding a solution to the Helmholtz 
equation (2.1.3) with the conditions (2.1.2), (2.1.5), (2.1.7) and (2.1.8) as the 
(acoustic) planar incidence scattering problem.

As stated above we are interested in the behaviour of the solution U (x, k) at 
“high-frequencies” or short wavelengths i.e. when the wavelength A := 2ttj k  is 
significantly smaller than some characteristic length of the scattering obstacle.
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Mathematically we are concerned, in general, with the asymptotics of Usc( x , k) 
as k —» oo.

The Ray method, geometric optics and its further modification, the Geomet­
ric Theory of Diffraction (GTD), provide a set of recipes for constructing such 
asymptotics for the scattered field (see [60], [54], [51] and [17]). From these meth­
ods, we expect the asymptotics of the scattered field to be composed of a number 
of contributions corresponding to scattering by particular parts of the boundary. 
Those contributions may include “simple reflections” caused by non-grazing inci­
dence at smooth parts of the obstacle D, or more complicated “grazing incidence” 
diffraction which leads to asymptotics of the “creeping waves” in the shadow [59] 
and special boundary-layer asymptotics in the “penumbra” , i.e. the zone between 
regions of complete shadow and complete illumination (see e.g. [6]).

The scattered wave’s asymptotics may also contain components arising from 
diffraction by non-smooth “singular” points of the scattering surface such as edges 
or conical points. The diffraction by conical points is the main topic of this thesis.

Using the Ray Method we get a formal recipe for constructing such asymp­
totics (see e.g. [15, §8 .2]). The intuitive idea is the expectation that in the high- 
frequency regime the component solution to the scattering problem will appear 
“locally” to be a plane wave, rapidly oscillating but with slowly varying ampli­
tude, propagation direction and phase. This can be written as a well known “ray 
ansatz”

oo

U(x) =  eikT{x) Aj(x )( ik )a~j , (2-1-9)
j=o

where the “eikonal” r  must satisfy the eikonal equation, |V r |2 =  1, the “ampli­
tudes” A j  are solutions of equations known as the transport equations [15, 8.2.19] 
and a  is a constant depending on the physical nature of the relevant component 
wave. The so-called “rays” emerge in the process of solving the eikonal equation 
(which is a first order nonlinear partial differential equation) by the method of 
Hamilton-Jacobi (the method of characteristics). The rays’ “directions” corre­
spond to the vector V r and the surfaces of constant r  are called “wave fronts” . 
The transport equations describe the way the amplitude varies along these rays. 
(The scattered rays are constructed by a modified version of Fermat’s principle 
[60]: the wave field travels along the shortest route between two points via the 
surface of D . )  The eikonal and transport equations lead to a system of first order 
ordinary differential equations along the rays and the only missing information 
are the initial conditions along the rays. These initial conditions are found via 
the “localisation principle” by considering the appropriate “canonical problem”
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which depends on the “local geometry” of the part of the obstacle the ray is be­
ing scattered from. Solving these canonical problems and finding the “far field” 
asymptotics of the solutions allows us to find t ( x ) and A,(x) in (2.1.9) via the 
procedure of “matched asymptotics” , and hence ultimately allows us to find the 
contributions to the component scattered wave in the form (2.1.9). So, the un­
derlying idea behind the localisation principle is that the high-frequency incident 
wave “sees” only local features of the scatterer.

For the problem of scattering by a point x  on a smooth portion of D, the 
obstacle appears locally to be a plane interface (which is the tangent plane to 
the actual scatterer at x) and so the scattered rays are determined by the usual 
laws of reflection via geometrical optics (with the canonical problem being that 
of the reflection of a plane wave by a tangent plane which can easily be solved by 
the method of images). The initial data is found from the reflection coefficient of 
the incident wave by the tangent plane to dD  at x. These reflection coefficients 
are an example of the more general diffraction coefficients which determine how 
a family of rays which are scattered by a point (which may be a singular point) 
on the surface of the obstacle propagate.

The case of diffraction by “wedge-type” singularities reduces to a canonical 
problem of diffraction by a wedge. This problem was solved by Sommerfeld at 
the end of the 19th century via a generalisation of the method of images on 
appropriate Riemann surfaces (see [71] [72]). This allows an explicit evaluation 
of the wave diffracted by the edge of the wedge.

In the same way as for the plane interface and edges, waves diffracted by a 
sharp singular point on D  are determined by the local structure of this singularity. 
Hence we identify the principal asymptotics of the diffracted wave for the bounded 
scatterer with those of the (semi-infinite) cone S, whose surface is tangent to D  at 
the singular point (Fig. 1-1). This leads us to consider diffraction by cones with 
“arbitrary” cross sections, which has been a particular challenge in diffraction 
theory for many years.

This strategy of considering the canonical problem has been rigorously jus­
tified e.g. for the reflected wave [48], [7] and [20], see also [43] for a 2D wave 
diffracted by a (curved) corner and [64] for a 3D wave diffracted by a conical 
point. (Using the same reasoning as above we can argue that the problem of 
scattering of an electromagnetic incident wave by a bounded obstacle with singu­
lar points can also be reduced to a canonical conical electromagnetic diffraction 
problem. This will be discussed in §2.2.)

So we consider the scattering problem when the obstacle is 2, a cone of
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arbitrary cross section. To characterise the geometry of E, we assume its vertex 
is at the origin (Fig. 1-2). Then every point x  £ R3, can be represented as x 
=  rw where r =  |x| and u> G 5 2, the unit sphere centred at the origin. As x 
varies within the domain of propagation, R3\H, w varies within M, the manifold 
consisting of the portion of S 2 exterior to the cone. The manifold M  characterizes 
the cross section of the cone and has boundary £ =  S 2 D dE. We next describe 
the precise assumptions on the conical geometry and introduce some notation.

N otation  2.2. We assume that the cone’s surface dE has a finite number of 
smooth (i.e. analytic) faces, joined at lateral edges (and meeting at the tip), and 
that the angle between pairs of adjacent faces lies in (0 , 27t) (i.e. cuspoid edges 
are excluded). We also assume that M  and S 2\ M  are simply connected subsets 
of S 2 and that the contour I  is a simple closed curve consisting of a finite number 
of analytic arcs on the sphere also joined at non-cuspoid corners. For much of 
what we are going to do below, a lower order of smoothness for the faces would 
be sufficient, but we suppress this extra generality in the interests of readability.

For w ,w ' e  S 2 we define 6{uj, uj') to be the geodesic distance between two 
points u) and w' on the sphere S 2 (the arclength of the “shortest” curve lying on 
S 2 connecting w and w', i.e. cos0(a>, w') =  u  • a /).

We denote the contribution to Usc from the field diffracted by the tip of the 
cone by Udiff. The field Udiff takes the following form (see e.g. [9, pg. 541]),

Udiff (x) =  2 7 r^ r /(w , w0) +  0({kr)~2), k oo. (2.1.10)

Here /(w ,w 0) is the diffraction coefficient, which depends only on the geometry 
of the cone, the incident angle — w0 and the angle of observation w. The diffrac­
tion coefficients are exactly the intitial conditions required to formulate the wave 
diffracted by the singularity in the original problem in the form (2.1.9). The 
formula (2.1.10) is directly related to the representation (2.1.9) (with a  =  —1) 
insofar that the diffraction coefficient /(w,u>o) derived from the canonical coni­
cal problem describes the contribution of the tip diffracted wave to the principal 
amplitude Ao(x) of the solution to the planar incidence scattering problem (via 
r  = r, A 0 = 2nif(uj, w0)). We aim at deriving a formula for /(w ,w 0) from far 
field asymptotics of the canonical problem of diffraction of a plane wave by a 
semi-infinite cone. The latter is a boundary value problem with an unbounded 
scatterer for which a proper formulation of the radiation conditions is unclear. 
To bypass this, we consider first a “point-source” problem. (The radiation condi­
tions in the form (2.1.5) still apply for the point source problem and uniqueness
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is known to hold, see e.g. [56] for the electromagnetic case. Although there are 
no publications known to us that address the question of uniqueness in the acous­
tic case and/or lateral edge case, there is no doubt that the methods of proving 
uniqueness e.g. in [56] can be adapted in a straightforward way to these cases. 
This has not been pursued in this thesis.) By allowing the source x0 =  tqUq to 
approach infinity, i.e. r0 —> oo, with u>o fixed, we recover a solution to the planar 
incidence scattering problem. There are other techniques which one could use, 
i.e. the so-called “limiting absorption” procedure, but we do not discuss them 
here.

2.1.1 The point source and planar incidence problem

In this subsection we consider the conical scattering problem for a point source 
incident wave in R3 following [67], [68] and [9] i.e. we wish to find the Green’s 
function satisfying

(A 4- k2)G(x,  Xo) =  — $(x — Xo) for x G R3\H, (2.1.11)

with boundary conditions

G(x, x 0) =  0 or ^ (*-’ *?) _  q for x  G dH, (2.1.12)
on

and radiation, tip and edge conditions (if any) given by (2.1.5), (2.1.7). In (2.1.12) 
<5(x — x 0) is the Dirac delta generalised function which physically corresponds to 
the “point source” at x  =  Xo. We can write G =  Ginc +  Gsc where Ginc is the 
point source incident wave which is given by the solution to (2.1.11) in R3 which 
satisfies the radiation conditions (2.1.5). It is well known (e.g. [30, §2.8.1]) that 
Ginc is given by

gifc|x—x0|
Ginc(x, X0) =  —  r. (2.1.13)

47r|x — X0|

D efin ition  2.3. We define the problem of finding a solution to the Helmholtz 
equation (2.1.11) along with the conditions (2.1.2), (2.1.5), (2.1.7) as the point 
source scattering problem.

We formulate the solution to the point source scattering problem via separa­
tion of variables in coordinates (r, o>). The radial part of G is given by Bessel 
and Hankel functions of the first kind, Ju and H The angular part is given 
by the eigenfunctions of the operator —A* +  1/4. Here A* is defined as the 
Laplace-Beltrami operator, in standard spherical coordinates (9,4>) we write it
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as
A* _  1 d (  • r>d \  1 d2

sin 6 89 \ Sm 80 )  sin2 6 d<j)2

Prom the general theory of elliptic differential operators [63, Ch. II §4,5], —A* +  
1/4, with specified (Dirichlet or Neumann) boundary conditions, is a self-adjoint 
operator in L 2(M ) with discrete non-negative spectrum and corresponding eigen­
functions. We denote the eigenfunctions by <&B)j(u>),j = 1? 2, . . . ,  with the eigen­
values i/g ■, vbj  > 1/2 for B  = D  and N  for the Dirichlet and Neumann problems 
respectively. We assume these are ordered so that i/Bj  < vB)j+1, j  =  1 ,2 ,__

with Dirichlet or Neumann boundary conditions respectively.

D efin ition  2.4. We refer to the eigenvalues defined by (2.1.14) as the external 
Dirichlet or external Neumann eigenvalues depending on the boundary conditions. 
Similarly we can define the internal Dirichlet and internal Neumann eigenvalues 
which are given by VBj  > 1/ 2, B  = D, N,  j  = 1 ,2, . . . ,  satisfying,

vDj  for j  =  1, 2, . . .  and 1/2  =  < vnj f°r j  = 2 ,3 ,  The eigenfunc­
tions $ Bj ,  B  =  D, N, j  = 1 ,2 , . . .  can always be selected so that they form an 
orthonormal basis in L2(M), the Lebesgue space of square integrable functions 
defined on M, see e.g. [63, Ch. II §4,5], i.e. in particular,

Hence in L 2(M ), the first Neumann’s normalised eigenfunction $ ^ 1  (associated 
with vn,i ) is a constant function given by = |M |-1/2, where \M\ is the

Therefore

+  i/qj — j)$Bj(t*>) =  0 on M, for B  =  D  or iV, (2.1.14)

^A* +  PBj  — “ )$Bj(t*>) =  0 on S 2\ ( M  U £), for B  = D  or N,

for some (interior) eigenfunctions $ B,j> j  =  1,2, . . . ,  with Dirichlet or Neumann 
boundary conditions on £.

It follows from the general theory of elliptic operators (see above) that 1/2 <

where Sjk is the usual Kronecker delta symbol,
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surface area of the manifold M.  (It is clear that $ n ,i satisfies (2.1.14) and that 
f M($N,i(u))2 dS(us) = 1.) From now on we drop the subscripts D , N  and write 
Vj for vB)j and for B  = D ,N ,  in this section with the dependence on 
the boundary conditions to be understood implicitly.

Writing Xo =  tqljq and applying separation of variables to the point source 
scattering problem, we get the formula (see e.g. [9] or, for a more rigorous 
derivation and justification, [61] ),

00
G (x ,x 0) =  —^ ŝ ( r r < s)~1l2Jvj (kr<)H l̂ l{kr>)$j(u>)$j{u}<s). (2.1.15)

j=1

where r< := min{r, ro} and r> := max{r, ro} and JUj and are Bessel func­
tions. Note that the asymptotics of «/i/.(fcr<) and i/^ (fc r> ) when kr —> 0 and 
kr —y oo, respectively, ensure the tip condition (2.1.7) and the radiation condi­
tion (2.1.5). (It is shown in [61] that (2.1.15) is the solution to the point source 
scattering problem therefore a posteriori establishes the existence of a solution. 
The “eigenvalue decomposition” leading to (2.1.15) might also be used as an 
alternative proof of the uniqueness of a solution to the point source scattering 
problem.) The series convergence is understood in the distributional sense, see 
[61, Pg. 3710] for the exact description of the relevant distribution space.

Using a procedure often referred to as “Watson’s transformation” we can 
transform (2.1.15) into the contour integral

G (x ,x0) = - i ( r r 0)_1/2 [  Ju{kr<)H <̂\ k r >)g{uj, w0, v)v dv, (2.1.16)

where the convergence of the integral is also understood initially in the distri­
butional sense. (The equivalence of (2.1.15) and (2.1.16) is verified for r  /  r0 
in Lemma 2.8.) The integration in (2.1.16) is over a contour, 71, in the com­
plex plane which bends around Vj,j =  1, 2 , __  The points Vj are represented
schematically by dots on the real axis in Fig. 2-1. In (2.1.16) <7(07, u>0, J') is the 
spherical Green’s function satisfying

(A* +  v2 — l/4)p(u;, u;0, v) = 8(lj — u 0), for uj € M, (2.1.17)

and g(u,<jL>0,v)  also satisfies a Dirichlet or Neumann boundary condition on £, 
the boundary of M, whichever is given in the original scattering problem. It is 
known (e.g. from spectral theory cf. [33, Ch. VII]) that g is analytic with respect 
to v with poles 17, j  =  1 , 2 ,__  (It is shown in [61] that the series (2.1.15) is
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rapidly convergent due to the asymptotic properties of Jv and H^  when Im(i') 
is bounded and Re(^) —> + 00. Using similar techniques it follows the integral in 
(2.1.16) is rapidly convergent when r / r o  and iv ^  lj0 also, although we do not 
show this here.)

To show that the formulations (2.1.15) and (2.1.16) are equivalent we use 
Lemma 2.6, but first we introduce the following definition.

D efin ition  2.5. Suppose that v (<jj) and tu(u>) are two generalised functions (dis­
tributions), i.e. linear continuous functionals defined by their “actions” on an 
appropriate space of test functions. The distributions v and w are equal if their 
actions on a test function V> are equal, namely (i;(u>), V>(t*>)) =  (w(u>),ip(u)) 
where for a “regular” function y, (y(u),ip(u;)} = f M y(uj)'ip(u;)dS(<jj), (see e.g. 
[41, §1.3] for details).

The exact distribution space in the present context depends on whether we are 
working in a Dirichlet or Neumann setting. In the Dirichlet setting we consider 
a space of test functions given by

Fd {M) := {</> G C°°(M)  : t/,\t =  0, = 0, j  = 1,2, . . .}.

In the Neumann setting we consider

Fn (M)  := {V € C°°(M)  : (00/am )|*  =  0 , =  0, j  =  1 ,2 , . . .}.

A sequence of functions ?/>n G Fg(M ), n  G N, B  =  D , N  converges to ip E Fb (M) 
if for any j  — 0 , 1, . . .

||A*J'(Vvi — VO II l2(m ) —■► 0 ,

as n -> oo. (For more details see [9, Appendix B], also cf. [61, Pg. 3710], [42], 
[23], [73, Ch 5 Appedix A].)

By definition, a series converges in the distributional sense if

oo N

( 5 2 vi(u ) M u ) ) =
J=1 ->°° j=1

exists for every test function
Similarly the integral of v(u ,  v) of 71 converges in the distributional sense if
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Im v

Figure 2-1: Contour of integration 71

exists for every test function ip. Here 7c  is the part of the contour 71 in the 
half-plane Re(z/) <  C.

L em m a 2.6. For Re{v) > 0 , v ^  17 j  = 1, 2 , . . .  and fixed u>o € M, g(u>,u>0, v) 
defined in (2.1.17) can be represented in the form

00
g ( u ,w 0,v)  =  ^ ( v 2 -  (2.1.18)

i=i
holding in the distributional sense.

P ro o f  We prove this result for the case when g satisfies Dirichlet boundary con­
ditions, the proof for the Neumann case is analogous. We seek g(u,u;o, v ) in the 
form of a spectral decomposition with respect to the orthonormal eigenfunctions 
{4>j}. So g(u;,a;o, i/) is sought in the form,

oo

g(cj, u>0, v) = o, u> 6 M,  (2.1.19)
j=i

where are to be found.
We next claim that, in the distributional sense, the “spherical” delta function 

can be represented in the form

oo

5(u -u>Q) = ^ 2  o), (2.1.20)
3 = 1

(with the series in (2.1.20) converging in the distributional sense). To prove the
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claim consider, for ^  G Fd (M),

OO OO p.
( ) = J 2  $i(w)$,-(w0M w ) dS(w)

i=l i=l dM
oo /.

=  ^ 2 ® j (v o )  $ ; (u # ( w )  dS(w). (2.1.21)
i=i

The right-hand side of (2 .1.21) is the orthogonal expansion of xp evaluated at 
w0, with the series convergent in the classical sense (uniformly) since for any 

€ Fd (M), the “Fourier coefficients” , f M $j{^ )^ (^ o )  dS(u)  are known to 
decay faster then any inverse power of j  and |$j(w )| < C j , cf. [9, Appendix B]. 
Thus,

oo

( ) =  ^(wo) =  (S(cj -  w0), i p ) ,  when w, w0 e M.
j =i

The last equality follows from [41, §1.3]. This along with Definition 2.5 establishes 
the claim.

Now g(w ,w 0, v) satisfies (2.1.17) and so

(S(u -  w0), ^(w )) =  ((A* + v2 -  l/4)p(w , w0, v), </>(w))

=  {g(v, w0, i/), (A* +  v2 -  l/4)^(w)>
oo

=  ( X  Sj(wo, I'JOjCw), (A* +  v2 -  l/4)V>(w))
J = 1

N

=  >im X I Sj(w°. l/){$ i(w). (A* + I'2 -  l/4)^(w)). (2.1.22)
N —too  '

3=1

Since 4>j(w) is a “regular” distribution

(<3>j(w), (A* +  i/ 2 — l/4)V>(u>)) =  [  4>j(w)(A* +  i/2 — l/4 )^ (w ) d5(w)
J  M

( X. f #$j(w )=  / $q(w) — ------------ ^  Vhw) dw

+  f  ?/>(w)(A* +  v2 — 1/4)4>j(w) dS'(w)
J  MM

= (A* +  V2 -  l/4)*j(u»))

=  (V’(w), (A* + -  l/4)$j(u>) +  (i/2 -  v?)$j{u>))

(2.1.23)
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The last equality follows from (2.1.14). Substituting (2.1.23) into (2.1.22) we 
obtain

N

(<5(w-w0),^M> = lim 53s,-(w0."H*'2 ~
N —>00 *—*• j=1

oo

=  (2.1.24)
j=i

Therefore, by substituting (2.1.20) into the left-hand side of (2.1.24) we have 
Sj(uJo,v) =  {y1 — i'j)~1̂ j (uo)  and substituting this into (2.1.19) gives (2.1.18). 
Finally notice that the right-hand side of (2.1.18) converges in the distributional 
sense (for v ^  Vj) using the same argument as the one establishing distributional 
convergence of (2.1.20). Since we have shown that (2.1.18) satisfies (2.1.17) in 
the distributional sense, the uniqueness of a distributional solution to (2.1.17) 
(see e.g. [41], [53]) implies the result. □

To show the representations (2.1.15) and (2.1.16) of G{x, x 0) are equivalent 
we use a variant of the Cauchy residue theorem which we formulate below in a 
suitable form without proof.

T h e o rem  2.7. Suppose that v is a function defined on C  which is analytic every­
where except at infinitely many poles, ± 17, j  — 1 , 2 , . . . ,  such that 0 < v\ < V2 < 
. . .  and i/j —y oo as j  —̂ oo. Suppose also that 71 crosses the real axis at a point in 
the interval (0 ,^i).  Let the integral of v over the contour 71 be convergent. Also 
let the series X ljli res{i/(i/); Vj} be convergent, where res{v(v)]Vj} is the residue 
of v(y) at v = Vj, in particular, provided the poles are simple,

res{u(z/); i/A := lim (1/ — vj)v(v). (2.1.25)V-¥Uj

In addition suppose that

/  v(v) dv —y 0 (2.1.26)
J l ' a

when a ^  Vj, a € M, a —> 00, where 7  ̂ is a vertical contour (part of Re(v) = a) 
connecting the “lower” and “upper” branches of 71:

7o =  {v : Re(y) =  a, b\ < Im(v) < 52, cl -f ibk € 71, k =  1 and 2}.

Then the integral of v over the contour 71 can be represented in the following
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form (noting that the contour is negatively oriented),

/ oo

v(v)dv  =  — 2m  ^  res{v(i/); Uj}.
-i j=1

L em m a 2.8. The representations (2.1.15) and (2.1.16) o /G (x, Xo), the solution 
to the point-source problem, are equivalent in the distributional sense when r ^  Tq.

We do not give all the technical details for the proof of this result but instead 
give a sketched proof. We wish to show that for ip € Fg(M ),

( “  ^ i rro)~1/2 J  M kr<)H l l)(kr> )g (v ,u Q,v)v  dv,ip(u)) =
71 

oo

( -  | ^ ( r r 0) ' 1/% (*x<).ffW (*T>)^(aO * j(w o ).lK ‘*»))- (2.1.27)
J = 1

We aim to show this using Theorem 2.7. Hence we need to check that the 
hypotheses of Theorem 2.7 hold for

=  {- \{rrQ)~ll2Ju{hr<)Hll){kr>)g{oj,ojQ,v), ' ip{uj)). (2.1.28)

The convergence of the action of the series in (2.1.27) on a test function is proved 
in [61, Theorem 1]. To prove convergence of the action of the integral on a test 
function in (2.1.27) we show

c™ o { - ^ r r °) 1/2 J- M kr<)Hl 1)(kr>)(9(u ’UJo>l/)l/ ,^(w ))di/} (2.1.29)

exists. Now it follows from [61, Pg. 3712] that

“  ^(TT'Q)~l,2Ju{kr<) H ^ ){kr>) < C \ v \ ( ^ j  ( )  (2.1.30)

when ^ € 7 i. Also from [9, Appendix B]

o .l'X V 'M ) =  +

=  ^ ( w 0) +  o, u), Q  -  A*)t/i(u)).(2.1.31)

It can be shown tha t the contribution of the first term on the right-hand side of
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(2.1.31) to (2.1.29) vanishes, see [9], and that

1 < £ 1 1 (1 /4 -  A*)5̂ | |L2(M) 
— 2z/2Re(^)|Im(^)| ’

(2.1.32)

see also [9]. Thus combining (2.1.29) - (2.1.32) implies that the limit in (2.1.29) 
exists.

Now we consider the last condition (2.1.26) of Theorem 2.7. A way to show 
this is by using the representation

where 4>j(a;o)(4>j(u;), ?/>(u;)) are known to decay faster than any inverse power 
of j , for any u>0, Combining (2.1.33), (2.1.28) in (2.1.26) we interchange the 
summation and integration over 7  ̂ and integrate by parts to “regularise” the 
potential singularity which arises when v is close to Vj. Then we use a bound 
akin to (2.1.30) for the derivative of Jv{kr<)H <̂\ k r >) gives (2.1.26). Therefore 
the conditions of Theorem 2.7 are satisfied. Hence since g { u ,u , v )  is analytic 
with respect to v with poles at 17, j  = 1 ,2 ,. . .  [33] we get,

i ( r r 0) 1/2 J  Jv{kr<) H ^ { k r >){g(ui,Lo^v)^{uj))v dv

1
=  2 (r r o)_1/227Ti Tes{Jl/(kr<)Hl1')(kr>)(g(u,  u>0, J'), ^ (^ ))^ ; *7 }. (2.1.34)

Now from (2.1.18) we have,

l im ( i / - i / J)(p(a;,a;o,^),V,(^ ))^  =
3 fc=l

00

Therefore from (2.1.34),

- 4 ( r n>) 1/2 f  ■h{kr<)H il} ){kr>){g(uj, w0, v), rp(u))v dv

for r 7̂  r0 as required. □
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The formulae (2.1.15) or (2.1.16) give the solution to the point source problem. 
We will use this to obtain a solution to the planar incidence scattering problem. 
The following result gives a relationship between the point source incident wave 
Ginc and the planar incident wave, Uinc defined in (2.1.8).

L em m a 2.9. For all x  G R3\H and ljq G M,

,ik rQ x _1

'o

P ro o f  We want to find the limit of

f / eikr° \  ~ * i
C/inc(x;u>o) =  rJî oo \ ^ inc(x ’ x0) ;•

Gir
/ pik.ro \  -1  piA:|x—x0| _

■(x ; x o ) ( t — ) = r  r - T -\ 47T7'o/ x — x 0 \elkr°

as r 0 —» oo. First we note that, with x  =  rw, r  > 0 and w G 5  , we have

|x -  x 0| =  ((x -  x 0) • (x -  x 0))1/2 =  (r2 +  rl -  2x • x 0)1/2

=  (r2 +  rl -  2rr0uj • u;0)1/2 =  r0(l -  2 rr^ 1a; • ujq +  r 2r^ 2)1/2. (2.1.35)

lim ---   r =  lirn   ,--------------  orrrr =  1.
Hence

11II1 -------------- r =  u r n   ---------------- —;---------------------0
ro->oo |x — Xo| r0—>oo (i — 2r r 0 • a>0 +  r2r0 j1/2

Also (2.1.35) implies that

g i f c | x — x 0 | e i f c r 0 ( l - 2 r r Q  1 u> u > o + r 2 rQ  2 ) 1/ 2

lim —  ------  =  lim---------------- -----------------
r 0 —^ o o  g i k r o  t q - ¥ o o  g i f c r o

_  g — ik r u > - u /o

Therefore it follows that,

/ pikro x _i
Ginc(x, x 0) — J -> e~tkru}uf0 =  e~tku>0'* =  Uinc(x, u 0) as r 0 ->• oo,

by (2.1.8), the definition of Uinc. □
This simple result motivates us to define the solution of the plane wave scattering 
problem by the formula (e.g. [61]):

l }- (2-i3 6 )

Using this definition for U{x.) gives the following result. It will become apparent
in Lemma 2.10 that the limit in (2.1.36) exists and so is a valid definition.
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L em m a 2.10. With U defined in (2.1.36) and G defined in (2.1.15) we have, 
for all x  =  (r, u>) E R3\S

oo

U(r, u )  = ei’r/i (2n)3/2(kr) - 1/2 (2.1.37)
3 = 1

or alternatively,

U(r ,u)  = — 2e~t7r/4(27r)1/2(kr)~1/2 f  Ju(kr)e~™l'/2g(u3,LJQ,v)v  dv. (2.1.38)
J 71

P ro o f  The proof of this result follows [61, Theorem 4]. To prove (2.1.37) we 
substitute (2.1.15) into (2.1.36) and write x  =  (r, w) to obtain

c/(r’u,) =  rJ i5 L { _ ( ^ )  1^ (rro) 1/2^ 2 J"Akr<)Hi? (kr>)*A“ ) $ A “ o)}-

(2.1.39)
It is shown in [61, Pg. 3716] that, for sufficiently large ro, (e.g. ro > 2r) the 
series 00

J ^ k r ^ H i f i k r ^ i u , ) ^ )
j  =  1

is uniformly and absolutely convergent.
Since the series in (2.1.39) is absolutely convergent and the limit as ro —>• 00 for 

each term in the series exists, we can apply the basic theorem on interchangabilty 
of limit and summation, e.g. [19, §5.2]. Hence, noting r< —> r as ro —> 00,

9 2 °° 1/2
U(r,u)  =  — ^ r “1/2^  J ,j (*T)î { ^ i y W ( * r >)} $ i (uO$i (wo). (2.1.40)

3 = 1

Substituting the asymptotic property of the Hankel function, [44, 8.451(3)]

ff« (fc r0) =  ) ‘/2e^ o -W 2 -W 4 (i +  o((fcr0) - 1)), as kr0 -+ oo,
\irkro /

into (2.1.40) and noting that r0/ r  —>> 1 as r0 -> oo, we obtain

O 2 OO q -j jey
U(r,w) =  ~ ^ ~ J 2 r~1/2j‘'Akr) ( ^ )

=  (2tt)3/2(fcr)-1/2ei,r/4 ] T  ^  (Ax)e-<,n''/2$ i (toO$,-(u>0)
i=i
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Figure 2-2: Contour of integration W, Im(W2) < —S, S > 0

i.e. (2.1.37) with the latter series rapidly convergent due to the asymptotic prop­
erties of JUj(kr) as Vj —)■ oo.

The representation (2.1.38) can be verified by applying Theorem 2.7 (first 
in the distributional sense and then using the regularity for the distributional

We now use the formulae (2.1.38) and (2.1.37) to derive a solution to the 
high-frequency conical scattering problem.

2.1.2 High-frequency asym ptotics and the stationary phase 
m ethod

We are interested in the asymptotics of (2.1.38) as the dimensionless parameter 
kr —> oo. Following [9] and [67] it is convenient to use Sommerfeld’s integral 
representation of the Bessel function J„(fcr), cf. [44, 8.412(6)],

The contour W =  Wi U W2 UW3 lies in the complex half-plane Im(s) < 0, and is 
shown in Fig. 2-2. Substituting (2.1.41) into (2.1.37) we get, after interchanging 
the order of integration and summation [9],

solutions of elliptic PDEs, e.g. [39, §8 .6], [53]). □

(2.1.41)

,—i k r c o s  sr(u>,u>0,s) ds, (2.1.42)
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where,
oo

r V , u ,0 ,s)  = Y ^ e ~ U'i’* j(v )* j{uo)-  (2.1.43)
3 = 1

Alternatively, by substituting (2.1.41) into (2.1.38) and interchanging the orders 
of integration we obtain (2.1.42) with T given by,

r(u,u>0,s) = -  [  e~lusg(<jj,<jjQ,v)v dv. (2.1.44)
^  J  71

Note that interchanging the order of integration and summation above to 
obtain (2.1.42) and (2.1.43) is legitimate. Since Im(W) < —6, S > 0, it follows 
that exp(—ikr  cos(s)) decays rapidly for s € W as Im(s) —> —oo. This together 
with pointwise bounds on |4>j(u;)|, see e.g. [9, Appendix B], ensures that the sum- 
integral obtained by substituting (2.1.41) into (2.1.37) is absolutely convergent. 
Hence Fubini-type theorems, e.g. [40], can be applied. A similar argument (with 
some additional technical details) is also applicable to justify interchanging the 
order integration above to obtain (2.1.44) cf. [9, Appendix B].

We are interested in solving the high-frequency planar incidence scattering
problem i.e. we want to calculate the asymptotics of (2.1.42) as kr —> +oo. First
we note that for all s satisfying Im(s) < 0 it holds that r(u>,a>0,s) is analytic, 
see [9]. (The latter follows from the uniform and absolute convergence of the 
series (2.1.43) for Im(s) < —S, 5 > 0 and the Weierstrass theorem of complex 
analysis on the analyticity of “locally uniform” limits e.g. [65].) Also note that 
coss has a negative real part on Wi and W3. Hence the sum and integral in 
(2.1.43) converge with the summand and integrand decaying exponentially for 
every s such that Im(s) < 0 , see [9, Appendix B] for details. We use the fact 
that the integrand is analytic for Im(s) < 0 to allow us to deform the contour of 
integration W. Using advanced analytic techniques (e.g. [53], [11], [57]) it can be 
shown that the representation of U in (2.1.42) with W replaced by the contour 
W  (in Fig. 2-3 where W '2 lies on the real axis) will hold (in the distributional 
sense).

Since cos s has negative real part on W'x and 'W3 the only non-negligible con­
tribution to the asymptotics comes from the integration along W'2. There are 
two types of critical points which can contribute to the asymptotic expansion of
(2.1.42) when kr —»> + 00. Firstly there are the singular points of the “amplitude” 
r(u;,a>o,s). If r(u>,u>o,s) is singular at a point s =  so € (Oj71-) then it can be 
shown that integration in a neighbourhood of that point describes the asymp­
totics of “non-tip-diffracted” waves, i.e. incident waves, reflected waves or waves
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Figure 2-3: Contour of integration W'

diffracted by lateral edges [67] and are not considered here. Secondly there are 
the stationary phase points, points So such that

There are two stationary points on W7, so =  0 and s0 =  tt. Contributions from 
these points are evaluated by the stationary phase technique (see e.g. [15, §2.7]).

We can think of the asymptotics of (2.1.42) when kr —> oo as the sum of 
all the contributions from the critical points. Since we are not concerned with 
singular points we will use a device to isolate the stationary points. However 
this is difficult to do when a singular point is close to a stationary point So = ir 
and this case is not considered here although it has been shown in [67] and [9] 
that the contributions from these points are those corresponding to the so-called 
singular directions (see Definition 2.13 and also [10]). Isolating the critical points 
in this way will allow us to calculate the contributions from the stationary phase 
points using results in [15] which we do in Lemmas 2.11 and 2.15. To separate 
the contributions from a stationary point at s0 from those of any other critical 
point we introduce “cut off” functions 77 which are infinitely differentiable and, 
when multiplied by the integrand in (2.1.42), do not affect the contributions to 
the asymptotic expansion of the integral. We do this by setting

(2.1.45)
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where eso is small enough so that So is the only critical point that occurs in the 
interval (s0 — eSo, s0 +  eSo). This allows us to rewrite the formula (2.1.42) (using 
the new contour W') as,

U{x) = U0(x) +  Ujr(x) +  Urem(x) (2.1.46)

where, writing x  =  (r, w),

Us0(r ,u)  =  et7r/4( ^ )  1 e~lkrcosT ( c j , u 0,s)r]S0{s)ds, s0 =  0 , tt,

and

Urem(r,w) = ein/4( ^ y /2 J  -  r,0(s) -  rfr(s))ds

contains only the contributions to the asymptotics from non-stationary critical 
points (which, as mentioned above, are exactly those associated with non-tip- 
diffracted waves). In the remainder of this section we investigate Uq(x ) and 
U ^ x )  to obtain the asymptotics of the diffracted wave. We consider Uq(x ) first 
and we get the following result.

L em m a 2.11. Suppose that u>,u>o € M  and lj ^  u>o then

Uo(r,uj) =  0(e~tkr(kr)~2), as kr —> oo.

P ro o f  By construction, the integral in

U0(r ,u)  =  e'"*4 ( ^ ) 1/2 J  e~ikrcoa‘T(u,  u>„, s)tjo(s) ds (2.1.47)

has only one critical point, namely a stationary point at s =  0. It follows from 
the stationary phase technique (see e.g. [15, pp. 73-81]) and (2.1.20) that

f  e- ikr^ ‘T(u,,w0<s)nso(s )d s  
J w

(
Ottx 1/2
— J e - rtT(u>, w0, 0) +  0 (ei,r/i- ikr(kr) -3/2)

O 1/2 OO
=  ( ^ ) e" “ r E +  O ^ - ^ i k r ) ^ 2)

j =1

(
2-7T\ 1/2
— j  e~ikrS(u> -  w0) +  0 (e in̂ - ikr( k r ) - ^ 2) as kr  oo.(2.1.48)
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Therefore (2.1.47) transforms via (2.1.48) to

Uo(r, u>) =  27ti —— 5(<jj — u?o) +  0(e~tkv(kr)~2), as kr  -* oo. 
kr

Hence the result. □

Rem ark 2.12. Note from (2.1.43) that when u> = then s =  0 is a singu­
lar point of the amplitude r(c*;,u>o, s): r(u;,u;o,0) =  <5(u; — u>0) using (2.1.43) 
and (2.1.20). It has been shown in [67] that in this case the contribution to the 
asymptotics corresponds to the incident wave. Also we expect “physically” that 
the higher order 0 (exp(—ikr) /(kr)~2) term in Lemma 2.11 is in fact equal to 
zero for u; ^  o;0 since the radiation conditions (2.1.5) for the point source prob­
lem suggest that there can be no “in going” wave. This can indeed be checked 
rigorously by considering more terms in the asymptotic expansion of (2.1.47) via 
the method of stationary phase.

It follows from Lemma 2.11 that the principal contribution to the asymptotics 
of the diffracted wave comes from ^ ( r ,  w). For certain angles of observation and 
angles of incidence it occurs that s =  n is also a singular point of the integrand in 
Un(r, w) and it occurs that the diffracted wave denoted by £/<«//(r, u>) is undefined 
in these directions. These singular directions are defined as follows:

D efinition 2.13. The singular directions are those directions where the tip- 
diffracted spherical wave front “interacts” with fronts of other component waves 
e.g. those waves reflected by the surface of the cone or diffracted by a lateral 
edge (if any exist) of the cone. (These are the directions that coincide with the 
directions of other wave components of high-frequency representation.) The set 
of singular directions divides M  into two subdomains (this is discussed further in 
§6 .1). The function r(u>,u;o,s) is known to have singularities at s =  ir precisely 
for w  coinciding with the set of singular directions [53].

There is a precise geometrical procedure for identifying the singular directions 
in e.g. [9, §2.3]. As in [9] we define,

6i(u>, u>0) =  min {0(u;,u/) +  0(u/, u>0)}. (2.1.49)
u>'&l

Then for a “fully illuminated” (i.e. — 0  M)  smooth convex cone the directions
cj  satisfying 6i(l j ,u;0) = ir, are the singular directions. If the cone S has lateral 
edges, i.e. the contour I  has corners then in addition to the directions u  such 
that Qi(u;,ljq) = 7r holds, the directions cj which satisfy Q(w, u>c)-\-6(ujc,ujq) =  7r, 
for some corner point, wc G I, are also singular (see Fig. 2-4).
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singular directions

Figure 2-4: Singular directions

E x am p le  2.14. Consider the simple example of the scattering of an axisymmet- 
ric incident wave (i.e. a plane wave travelling in the direction of the axis of the 
cone) by a circular cone of semi-angle 6. Then the singular directions are those 
directions which make an angle of 29 with the axis of the cone.

We get the following result for nonsingular directions uj, [67], [68] and [9].

L em m a 2.15. For angles of observation u  which are not singular directions,

Udiff(r, w) =  2 7 u>0) +  0 ((k r)~ 2), as kr oo, (2.1.50)

where / ( =  r(u>,wo,7r).

P ro o f  By construction,

U*(r,u) =  e”^4( j^ r ) 1/2 J  e~ikTcassT(w,vo,  s)rh(s) ds (2.1.51)

has only one critical point, namely a stationary point at s = ir. Hence applying 
the stationary phase technique, e.g. [15, pp. 73-81], we get the following formula,

/  e- tfcrcosT(u;, LJ 0, s)ds =  V 2tt-— — r(u;,  u>0, ft) +  0 ((A:r)_3/2),
J w' v  kr

as kr —> oo. Therefore from (2.1.51) the asymptotic expansion of the wave
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diffracted by the tip of a cone is given by

Udiff{r,uj) =  27t ^ - T ( w , w q , 7 t) +  0((kr)~2) as kr  -»> oo, (2.1.52)

i.e. (2.1.50). □
The formula (2.1.50) combined with the integral in (2.1.43) gives a “Watson’s 

integral” type representation for the diffracted fields. To make the integral occur­
ring in / ( w ,w 0) =  r (w ,w 0,7r) easier to compute we have the following strategy. 
We can rewrite the Green’s function, 0 (w,wo,i/), in the form

0 (w, w0, v) = Po (<*>, w0, v) +  0sc(w, w0, v) (2.1.53)

where g0 is the Green’s function for the whole sphere 5 2, given by

+  i/2 -  ^ 0O(w,wo,i/) =  S(u  -  w0), (2.1.54)

and gsc is the “reflected” part of g due to the boundary t. The Green’s function 
go is evaluated explicitly as (see e.g. [12])

0o(w, w0, is) =    -f— r P ( cosd(w, w0)) (2.1.55)
4 c o s ( 7 t i / )  2

where P^ is the Legendre special function with index v (see e.g. [1, pg. 332]). 
Therefore substituting (2.1.54) into (2.1.43), the formula for /(w ,w 0) becomes

v dv -1- — [  e_I7ri/0sc(w, w0, î )z/ di/.
^  J7l

Now “physically” the integral with 0o in the integrand is equivalent to the diffrac­
tion coefficient in the case when there is no conical obstacle, since 0o is the Green’s 
function on S 2 with no boundary £, hence there is no diffraction and we can expect 
that its contribution will be zero. This is also shown rigorously in [9, Appendix 
C]. Therefore the formula for /(w ,w 0) reduces to

/(u>, a>o) =  -  f  e~n ‘'g‘c(u>, uj0, v)i> du, (2.1.56)
n Jy i

The integral in (2.1.56) converges in the distribution sense, see [9, Appendix B] 
and Definition 2.5. Moreover /(w , w0) is a smooth function on M  except for the 
singular directions (see Definition 2.13).

In general the integral in (2.1.56) only converges in the distributional sense

/(w ,w 0) = ~  [  e l7r̂ 0(w ,w 0,i/)
^  J  7 1

37



and so cannot be used for the practical computation of diffraction coefficients. 
However for certain angles of observation the contour of integration 71 can be 
deformed to make the integral in (2.1.56) rapidly convergent in the classical sense 
(see [67] and [68]), this is discussed in Chapter 6 . For the remaining angles of 
observation (excluding the singular directions) other techniques can be applied 
to calculate the integral in (2.1.56) (see [9]). This is also discussed in Chapter 6.

Thus, in order to calculate /(w,u>0), it follows from (2.1.56) that we need
to find gsc{u>, w0, v) for v e  I. By substituting (2.1.53) into (2.1.17) and using 
(2.1.54) we get the boundary value problem for gsc,

^A* +  v2 — i ^ p sc(w,wo, ^) =  0 for w G M, (2.1.57)

with the boundary conditions given by either

gsc(u,  w0, v) =  - g 0(uj, w0, v) for u  e  £,

or 7taT(a;»a,o,i') =  for uj £ £.

We need to be able to solve this boundary value problem not only for many 
different values of 1/, but also many observation points, w, and angles of incidence 
w0 to be able to calculate diffraction coefficients in different directions. In general 
there is no explicit solution therefore we need an efficient numerical method to 
solve (2.1.58). We now move on to the electromagnetic diffraction problem and 
we will return to problem (2.1.58) in Chapter 3.

2.2 The electrom agnetic diffraction problem

In this section we briefly discuss the problem of the scattering of a planar electro­
magnetic incident wave from an obstacle D  following [69]. (The technical details 
surrounding this problem are contained in Appendix A.) The electromagnetic 
field satisfies the Maxwell equations

curl E(x, t) +  (x, t) =  0, div E(x, t) =  0, x  e  jg3 j  e  j j
curl H(x, t) — (x, t) = 0, div H(x, t) = 0,

where E  is the electric field, H  is the magnetic field, /i is the magnetic per­
meability and e is the electric permittivity. Seeking time harmonic solutions 
E(x, t) = exp(—iut)'E(x) and H (x, t) =  exp(—iut)H(x)  y/ejjl  we get Maxwell’s
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equations in the frequency domain which read,

curl E(x) =  i*H(x), x e  r3 {2 21)
curl H(x) =  —i&E(x),

where the wave number k = ujy/JIe. (Note that the conditions div E(x) =  0 and 
div H (x) = 0  follow automatically from (2.2.1).) We consider the field described 
by (2 .2.1) exterior to an obstacle, D. We shall assume the usual perfectly con­
ducting boundary condition, which means that the electric field must have a zero 
tangential component, i.e.

E A n |SD =  0, (2.2.2)

where n  is the exterior normal to dD. Again we seek E  and H  in the following 
form

E =  E inc +  E sc, H  =  H  inc +  H sc, (2.2.3)

where the subscripts inc and sc indicate the (given) incident and (to be found) 
scattered wave respectively.

The electromagnetic field should also satisfy certain radiation, tip and (if they 
exist) edge conditions (cf. §2.1 for the acoustic case) which ensure uniqueness 
(see e.g. [55, §1.27]). The radiation conditions (also known as the Silver-Miiller 
conditions) are given by, writing x =  rw,

Esc(x) =  0 ( r -1), EsC(x) =  0 ( r -1) and 
r (E ac(x) +  u  A Hsc(x)) -4 0, r (H ac(x) -  w A E sc(x)) -4 0 as r  4  oo.

(2.2.4)
(cf. [18, §1.2.4]). To describe the tip and edge condition recall Qioc defined in 
(2.1.6). We require that E  and H  satisfy

[  ( |E (x ) |2 +  |H (x)|2) dV{x)  < oo, (2.2.5)

where, writing E  =  (Ei, E 2, £ 3), |E |2 =  |£ i |2 +  |E 2|2 +  |E3|2.
In particular we are interested in solving this problem in the case when the 

incident wave is planar. That is,

E jnc(x) =  e - t"»'xE°, H inc(x) =  (2 .2.6)

where —o;0 is a unit vector describing the direction of propagation of the incident 
wave (as in the acoustic case) and E° and H° are constant unit vectors describing
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the directions of E inc and H inc respectively. The vectors E°, H° and —cj0 form 
an orthogonal right-handed triple and we refer to the directions of E°, H° as 
the polarisation of the incident wave. (One can easily check tha t (2.2.6) is a 
particular solution of (2.2 .1).)

D efin ition  2.16. We define the problem of finding a solution to the Maxwell 
equations (2.2.1) with the conditions (2.2.2) - (2.2.6) as the (electromagnetic) 
planar incidence scattering problem.

The problem of interest is to find the asymptotics of the scattered field as 
k —> oo. In the same way as for the acoustic problem the scattered wave in this 
asymptotic regime is expected to consist of different types of “component waves” . 
Of particular interest is the wave diffracted by a singular conical point. It can be 
shown using the Geometric Theory of Diffraction (adapted to the electromagnetic 
case) that E <&//, H ^ / /  the electromagnetic wave diffracted by the singular conical 
point will take the form (for sufficiently large kr):

w=24 { ^ : ’,} +0((‘r,")' ,!27)
where the diffraction coefficients £(u;,u;o) and 9f(u>,u>o) are to be found. In 
a way analogous to the acoustic case these diffraction coefficients are found by 
considering the canonical problem of the diffraction of a planar electromagnetic 
incident wave by the cone H with surface that is tangent to D  at the singular 
conical point (see Fig. 1-1). £(u>,u>0) and 9f(u;,u;o) depend only on the angle 
of observation lj, the direction and the polarisation of the incident wave and 
the geometry (cross section) of H. We use braces in (2.2.7) and henceforth for 
compact writing of a pair of equations.

Following the comments above we therefore consider the canonical problem of 
scattering by a semi-infinite cone E. It is well known that an electromagnetic field 
can be expressed in terms of two scalar functions. Therefore, following [69], in 
order to derive formulae for £(a;,u>o) and lK(w,a;0) we seek the electromagnetic 
field in terms of Debye potentials V  and W :

E(x) =  curl curl (V(x)x)  +  ik curl (W(x)x), wu ~ xv ' v v y ; x G R3\H. (2.2.8)
H(x) =  curl curl (W(x)x) — ik curl (V(x)x),

We show in Appendix A that if V  and W  satisfy the Helmholtz equation

(A +  k2)V{x)  =  0, (A +  k2)W(x)  =  0, for x G R3\£ , (2.2.9)

40



then E  and H defined by (2.2.8) will satisfy the Maxwell equations (2.2.1). If, in 
addition to (2.2.9), V  and W  satisfy Dirichlet and Neumann boundary conditions 
respectively,

V =  0 ,
dW

az
=  0 , (2.2 .10)

az dn
then E  defined by (2.2.8) will also satisfy the perfectly conducting boundary 
condition (2.2 .2).

Therefore we reduce the problem of solving the planar incidence scattering 
problem (2.2.1) - (2.2.6) to that of finding two scalar functions V  and W  which 
satisfy (2.2.9) and (2.2.10). To do this we write V  and W  in terms of the “incident 
part” and “scattered part” ,

V  =  V  + Vv —  v m e  i v st W  = Winc +  Wa. (2 .2 .11)

Now the strategy for finding analytic formulae for E and H is as follows, cf. [69]: 
First we find solutions Vinc and Winc satisfying the Helmholtz equations with the 
property

Einc(x) =  curl curl (Knc(x)x) +  ik curl (Winc(x)x),
Hinc(x) =  curl curl (Winc(x)x) -  ik curl (Vinc(x)x),

where E inc and Hjnc are given by (2.2.6). Then we solve two scalar scattering 
problems with the incident waves given by Vinc and Winc,

(A +  k2)Vsc = 0, 

(A +  k?)Wac =  0,

vv sc

dW,

=  -V-v m e

dn

dz 
dWu

az dn az

(2 .2 .12)

(2.2.13)

(Vsc and Wsc also have to satisfy appropriate “radiation” , “tip” and “edge” con­
ditions.) From the solutions to (2.2.12) and (2.2.13) we have formulae for V  and 
W  from (2.2.11). These can then be substituted into (2.2.8) to get E  and H. 
(Once we have found E  and H the conditions (2.2.4) and (2.2.5) can be checked. 
We discuss (2.2.4) in Appendix A but do not concern ourselves with (2.2.5) which 
can also be shown to hold in a routine way.) In Appendix A we show that by 
investigating the high-frequency asymptotics of V  and W  (in a somewhat anal­
ogous way as in the acoustic case) we can find formulae for Vdiff and Wdi//, 
the Debye potentials corresponding to the electromagnetic wave diffracted by the 
conical point, i.e.

Edi//(x) =  curl curl (Vdif f (x)x) + ik curl (Wdiff (x )x) ,  
H d i / / ( x ) =  curl curl (Wdif f (x)x) -  ik curl (Vdif f (x.)x).

(2.2.14)
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Figure 2-5: Contour of integration 72

We show in Appendix A that, writing x =  (r, a;), for u  away from the singular 
directions (see Definition 2.13)

'wdff  }  =  27r* W  { |  (w’u,°)+ 0 ((A;r)-2) as (2.2.15)

where for j3 = D  or N,  /b(w,<*>o) are scalar potentials (somewhat analogous to 
the acoustic diffraction coefficient f(u>,u>0) cf. (2.1.56)) given by

/b(w , w0) =  “  /  e - tl/*gSBC(“ , w0, i/) _ ^ 4 (2.2.16)

holding in the distributional sense (see Appendix A for details). In (2.2.16), 72 
is a contour of infinite extent in the complex plane (see Fig. 2-5) which crosses 
the real axis at a point which lies to the left of the internal Dirichlet eigenvalues 
VD,j, j  — 1 ,2 ,... ,  (see Definition 2.4) and the internal Neumann eigenvalues ztvj, 
j  =  2 ,3 ,. . . ,  (recall that 1/̂ ,1 =  1/2) which are denoted schematically by crosses 
in Fig. 2-5. Also in (2.2.16), gs£{<jj, wq, v) is the solution to the boundary value 
problem

(A* +  i 9°c }(w,  w0,i/) =  0, u e M ,  (2.2.17)

9d / =  - 9 d c\
dgsN dgmc
dm dm

(2 .2 .18)

Here
2d c(w,w0,^) =  {Vu,/5,0(w, a /, i/)|W'=W0} • E°, 
g^c(u,uj0,jy) =  |  Vu>̂ Q(w, u/, z/)|u>'=u>0} * H°,

where Vw/ is the spherical gradient with respect to cj'. (Recall that g0 is the
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Green’s function for the whole sphere S 2, given by (2.1.54)). Substituting (2.2.16) 
into (2.2.14) we obtain the following formula for E dif f  and H ^ //  (see e.g. [69], 

[12]):

(x) =  2 t t |  j  +  0 { (k r )~2), as kr  -> oo, (2.2.19)

where
£(w, w0) =  -V a ,/D(w, w0) -  VU)/yv(w, w0) A w, ^  2 2Qj
^K(w, w0) =  —Vu,/jV(w, w0) +  Vw/ D(w, w0) A w.

It follows from (2.2.20) that the key to calculating the vector diffraction coef­
ficients £(w, Wo), (w, w0) is the computation of the scalar potentials / b (w , wo),
B  =  D , N  given by (2.2.16) which in turn requires solving the boundary value 
problem on the surface of the sphere given by (2.2.17), (2.2.18) (this is discussed 
in Chapters 3 and 4). Again this needs to be done many times and so we need 
an efficient numerical method. (Note that it is sufficient to calculate only one of 
the two vector diffraction coefficients £ and since one is a tt/2  rotation of the 
other as follows from (2 .2.20).)
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Chapter 3 

The Boundary Integral M ethod

In order to calculate the wave diffracted by a conical point (in both the acoustic 
and the electromagnetic cases) we need to calculate the solution to a homogeneous 
partial differential equation on a manifold, M, on the surface of the sphere (cf. 
(2.1.57), (2.1.58), (2.2.17) and (2.2.18)),

(A* +  v2 — l / 4)(7ac(u>, u>0, v) =  0 (jj £ M, (3.0.1)

subject to the boundary condition on I

gsc(u,u>0, v) =  &d(o>), the Dirichlet case
and/or ( ^ sc/9 m )(w ,w 0,^) =  ^ ( w ) ,  the Neumann case

(3.0.2)
The boundary data for the acoustic problem are given by &l>(c*>) =  — go{w,vo, v) 
or bw(w) =  -(% o/5m )(w ,u ;o ,^ ) and in the electromagnetic setting by &d(u>) =  
—gl£ c(u,u j0, v) or bN(u) = — (dg1//0 /  dm)(uj, v). Also d / d m  denotes the (out­
ward) normal derivative with respect to lj G £, i.e. differentiation along the sphere 
in the direction of the unit vector m. To define m  we introduce the following 
notation.

N o ta tio n  3.1. With each lj  € i  we associate a unit normal m  =  m(u>) at 
u  G £ which lies in the plane tangent to the unit sphere S 2 at u; and is oriented 
outward from M.  We also associate with u  the unit tangent to £ at u  denoted by 
t  =  t(u;), oriented so that t(u>), m(u;), uj form an orthogonal right-handed triple 
(see Fig 3-1). (We often suppress the dependence on u  from notation in order 
to simplify the presentation. To this end we similarly define the unit normal and 
tangent vectors m ' and t 7 associated with a point u / in £.)

The problem (3.0.1), (3.0.2) can now be solved by an integral equation method

} for all lj G I.
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Figure 3-1: u ,  m  and t

on t. In this thesis we consider only the classical indirect method which leads to 
a second kind equation e.g. [4]. To formulate this integral equation we introduce, 
for a; G M  and suitable density ip, the single and double layer potentials,

(S ip)(u) =

W ) ( « )  =

respectively. Here d/dm!  denotes the normal derivative outward from M  at 
u>' G t. We also introduce the normal derivatives of these operators (the nor­
mal derivative of the double layer potential is also known as the hypersingular 
operator), for u> G t,

(SV)(u>) =  =  j

(JCVOM =

For Dirichlet problems we seek gsc in the form of a double layer potential 

gsc(u>,u 0,v) = Du(w,i/) =  ^  J^(u;,cy ,zy)rx(ty ,i/)du/. (3.0.3)
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By taking limits as w tends to the contour I  in (3.0.3) and using the Dirichlet 
boundary condition from (3.0.2), one normally obtains a second-kind integral 
equation. However, since these integral operators are non-classical we need to 
verify somehow the jump properties of the double layer potential. For /  defined 
on S 2 and lj* G £, let l i m ^ .^  /(w ) denote respectively the limit of f ( u )  as 
(jj —> from the domain M  and from the domain S 2\ { M  U £}. Fortunately the 
result we need has recently been proved.

Theorem  3.2. I f  u>* is contained in an analytic section of I,  then for suitable 
(see Remark 3.3) ip defined on t,

(i) lim (§ip)(w) =  (Sip)(u>*) =  lim ($ip)(w)
u»— u>—>U>1

(ii) lim (T)ip)(u) — ±^-ip(uj*) -I- (T>ip)(uj*)u>—tu>± 2

(in) lim (S’ip)(w) =  +  (SV)(W*)
u>—>a>5- 2

(iv) lim (IK ^ )^ )  =  ( ^ ^ ) ( w)
U>— u>—

Here we define, for an arbitrary function v,

lim =  lim M " '  ± h rn (» - ) )
u>̂u>*± d m  dm(u?*))

We do not give the proof but the result can be derived from [32, Theorem 3.6] 
see also [31]. This result is the analogue of the classical jump conditions for the 
potential operators associated with the Laplacian in e.g. [25, §2.5].

Rem ark 3.3. In [32] the relations in Theorem 3.2 are proved for functions ip 
in suitable Sobolev spaces and if we wish to interpret them pointwise then we 
must impose suitable Sobolev regularity on ip. For example (i), (ii) and (iii) hold 
pointwise for ip G H l (I) since H l (I) C C(I)  whereas (iv) holds pointwise for 
ip G H 2(I) since £  : H 2(I) —> H l (I) and H l (I) C C(I). Thus (i), (ii) and (iii) 
hold for ip G C l (£) and (iv) holds for ip G C 2(£). These regularity requirements 
arising from the theory in [32] are sufficient but almost certainly not necessary.

We assume that the density u is C 1 in a neighbourhood of all non-corner 
points. Then applying the jump conditions in Theorem 3.2(ii) to (3.0.3) and 
using the Dirichlet boundary condition in (3.0.2), we obtain the second-kind
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integral equation:

^ u ( v ,  v) +  w', v ) u (d ,  v ) d d  =  bD(v),  (3.0.4)

for all smooth points a? € I  [8]. For corner points the factor 1/2 will have 
to be replaced by a factor related to the corner angle, cf. [22], if one wants 
integral equations which are correct pointwise. However in this thesis we will 
prove stability and convergence of numerical methods in the L2 setting, in which 
case (3.0.4) is a correct representation of the integral equation even when t  has 
(a finite number of) corners.

Note that even though the numerical analysis will be carried out in L2, the 
density in (3.0.4) will always be smooth except at corners so the derivation using 
Theorem 3.2 is valid. Notice that, since u> € I  and u>o € M, the right-hand side 
of (3.0.4) is never singular. We can write (3.0.4) (almost everywhere) in operator 
form as

( j  + £?Ju = b , with (£>u)(u) — J L(w,a;/)u(t4; /)da;/ , (3.0.5)

with £j = £jd and the data,

6(w) =  bD(uj), L(u>, w') = L d (uj, u ') := 2J ^ ( w ,  w', v) . (3.0.6)

The unknown density u(lj) := u(uj, i/) and ljq and v are parameters which we 
suppress from the notation in (3.0.5) for simplicity.

Analogously, the solution to the Neumann problem can be sought using a 
single layer potential

#sc(u>, w0, v) =  Su(u,  v) =  J^g0(w ,u/, v)u (u ' , v )du ' . (3.0.7)

We assume again that u is C l in a neighbourhood of non-corner points. Taking 
the normal derivative, using Theorem 3.2 (iii) and fitting the boundary condition 
leads again to an equation of the form (3.0.5) with & =  &N,

b(oj) = bN (w), L ( u ,u ' )  = L N(w,u ')  := - 2^ ( w , w /,i/), (3.0.8)

and density u{u ,v )  again denoted by u(lj).
Although the operators in (3.0.5), with the kernels from (3.0.6) or (3.0.8) are 

not classical, we will show in this chapter that their properties are analogous to
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those of the standard layer potentials for the Helmholtz equation on the boundary 
of a planar domain.

3.1 Prelim inary results

The main aim of this subsection is to identify the principal parts of the kernels 
Ld  and L ^  defined in (3.0.6) and (3.0.8). This is done in Theorem 3.6. To prove 
Theorem 3.6 we need two technical lemmas.

Lem m a 3.4. For lj, lj' G i ,

L d (<jj,u') =  - — - — r ^ i t - c o s ^ u ; ' ) )  t ' - ^ A w ' )  (3.1.1)
2 c o s ( 7 t i / )  v 2

L n (<jj,u') =  - - — - — r cos 9 (&,&'))  t  • ( a /  A w )  (3.1.2)
2 c o s ( 7 ri/) v 2 V

P ro o f  First note that by employing spherical polar coordinates

u / =  (sin 9' cos <//, sin 9' sin (f>\ cos 9')T.

Then for any v : S 2 R, we have the representation

dV-,(UJ') =  v w' {v o u>'} • m' ,9m

where Vw/ is the spherical gradient:

1 d  d
Vw' = “ qjT + e v~FEi > (3 .1.3)sin 9' dqy 09'

with

e#  =  (— sin (f)', cos </>', 0)T and e0> =  (cos 9' cos </>', cos 9' sin $ ,  — sin 9')T . 

Since cos0(u>, u>') =  u  • u /, we have

^ 7-P v-|(-cos0(w ,a>')) =  -P'„_i(-cos0(w ,w ')) V„-{u> • w'} • m'.

Now to calculate V u>/(o; • u')  note that,

3 . .  i 3 .
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and similarly,
d  ( ' \—  ( w w )  = w e * .

Therefore it follows from (3.1.3) that Vu>/(o; • w') =  e^/(e^/ • u>) +  e0i(eo> • u>). 
Expressing oj as its decomposition in terms of the orthonormal vectors er/ =  a /, 
e0i and e#  it follows that

Vw/(w • a /)  =  u  — • u').  (3.1.4)

Thus from (2.1.54) and (3.0.6) and the fact u '  • m  =  0, we have,

L d ( u , w') =  1 K - d - c o s 8{w,u>')) u  • m ' . (3.1.5)
2  COS(7TV)  v 2

Since t ', m ' and u>' form a right-handed triple (see Notation 3.1), we have m ' =  
<jj' A t ', and so

L d (u , u>') =  - — - — r P'u_k ( -co sQ (u ,u ' ) )  w - ( w ' A t ' )  ,
2 c O S (7 T ^ )  v 2 v

which is equivalent to (3.1.1) by cyclic permutation. The proof of (3.1.2) follows 
easily since □

The next lemma identifies the asymptotic behaviour of P^+ k (x) for x  close to 
— 1. We will combine this with (3.1.1), (3.1.2) to identify the behaviour of Lp 
and L m near u  =  a /.

L em m a 3.5. For all k G C, Pk{x) is an analytic function of x  G (—1,1). Also 
f o r x  € (-3 ,1 ) ,

Pk(x) =  ak(x) log ( ^ - 7̂  j +  h(x ) ,

with ak(x) and bk(x) both analytic on (—3,1). Moreover,

, sin(7rA:) , , . . sin(7rA:) ri/1N .
afc(-l) = ---------  and bk( - 1) = ---------  {tp(k) + ip(-h — 1) H- 2 ŷ},7r 7T

where 'ipik) = —7 — X ^ li(l/(&  +  r ) — Vr) and 7  the Euler constant.

P ro o f  Prom [1, Equation 8 .1.2] we get the following representation of Pk:

p k(x) = F ( - k , k  + (3.1.6)

where F  is the hypergeometric function. It follows from [1, pg. 556] that
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F ( —k ,k  +  1; 1; -2?) has a convergent power series for — 1 < z < 1. Therefore, 
by (3.1.6), Pk(x) is analytic for x € (—1,3) and in particular for x € (—1,1). 
This proves the first statement in the lemma.

Furthermore from [52, Ch V. Eq 53] we have that

Pk{x) =  ak{x) log [ ) +  bk(x), (3.1.7)

where

and

Here

and

ak(x) = k +  1; 1; (1 +  x ) / 2) (3.1.8)
7T

bk(x) — sin(’r^) |  + -  1) +  2'y]F(-k ,k  + 1; 1; (1 + x)/2)

+ ' f^B(k ,r)^>{k,r ) ^ — } . (3.1.9)
r=l

Rf,. _  (_fc) • • • ( - *  +  r  -  1 )(k +  1) . . .  (k + r) 
e(K,r> ~  (H)2

As remarked above, F ( —k , k +  1; 1; (1 +  x ) / 2) has a convergent power series for 
—1 < (1 +  x )/2  < 1, so ak{x) is analytic for x  € (—3,1). Moreover cik{—1) =  
sin(7rfc)/7r follows from [1, pg. 556]). Turning to &£, it is clear that the first term 
on the right-hand side of (3.1.9) is also analytic for x € (—3,1) and that the 
assertions about bk will then follow provided the domain of convergence of the 
power series

r

^ B { k , r ) < f > ( k , r ) \ l ~ - J  (3.1.10)

can be shown to be (—3,1).
To obtain this result we note that lim,—̂  <f)(k, r) is clearly finite. Now if
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limr_+oo (p(k, r) 7̂  0 then it follows that \(/)(k, r +  !)/</>(&, r) \ —> 1 as r —» oo so,

lim
1—>-oo

|£(fc,r + 1 )  </>(&,r  +  l ) ( ^ ) r+1| 
\B(k,r) ( j ) { k , r ) ( ^ y \

1 4- x
lim

r —>oo

(—A; +  r)(fc 4- r 4- 1)
(r + 1):

(3.1.11)

and (3.1.10) is convergent for x  G (—3,1) by the ratio test. If, on the other hand, 
lim^oo <j>(k, r) =  0 then, for large enough r, \(f>(k,r)\ < 1. Since (3.1.11) also 
shows that the power series ^(^>r )((l +  X)I^Y  converges for x G (—3,1), 
the comparison test then ensures that (3.1.10) also converges for x  G (—3, i). □  

We now combine Lemmas 3.4 and 3.5 to obtain:

T h eo rem  3.6. With the notational conventions 3.1 we have:
(i) For u>, lj' G t,

r , #. t '  • (u  A u')  „  .
Z,£>(u>, u>) = — _ —try +  Fd (u , oj ),

,  . t  • (u>' A uj) „ ,
L n (u , u  ) =  —:--------  — 4- Fn (uj, u> ),

7r|cj — ( j j ' Y

where Fq and F^  are bounded functions on i  x i.
(ii) Suppose lj is a fixed non-corner point of i. Then the components

t '  • (iv A u')  t  • (u/ A u>)
and —;—

(3.1.12)

(3.1.13)

7T\U) —  UJ / 12 (3.1.14)

of L d and L n  are both C°° functions of u in a neighbourhood of u  and, for 
B  — D or N , the remainder functions Fb satisfy,

Fb(cj, a /) =  0(|a> — u /| log |u; — a /|)  , as uj' —>■ oj . (3.1.15)

P ro o f  We give the proof for L d , the argument for is analogous.
(i) First suppose tha t 0 <  < n — 8 for some 0 <  6 < 7r/2. From

Lemma 3.5 with k =  v — 1/2, we have, for x  G (—1,1),

— C0S(7TV)

7r
x) (3.1.16)

where

r(x)  = ----- x  _  / _ 1' -------- +  av_i(x ) log ( - y - j  +  &„_$(*) ■ (3.1.17)
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Also note that, since G S 2, we have

— cos 6 ( u j , u/) + 1  =  +  1 =  i|u ; — w '|2 . (3.1.18)

Hence

K - i ( - cos *■>')) =  -  v -°— - - 4  +  f ( - l  +  -  t» f/2 ). (3.1.19)

Therefore combining the first result in Lemma 3.4 with (3.1.17) and (3.1.19), 
we obtain (3.1.12) where

w') = ----- ^— r r ( —1 +  |u> -  o)'|2/2) t '  • (w A « ')  . (3.1.20)
2 COS(7TI/)

To complete the proof of (i) for the case 0 <  6(u>,u;) < 7r — <5 we show that Fp 
is bounded on I  x I. Substituting (3.1.17) into (3.1.20) we obtain

2 c o s (7t^ ) F d ( o ; , u ;/ ) =

f  a v i ( — 1 +  la; — u / | 2 / 2 )  — a  i ( — 1)  

t ' - ( « A « ^ ) | --------- | w _ J |a /2 +  C j ("1  +  l«  -  w'!2/2)

(3.1.21)

+  a[,_i (—1 +  \w — o / |2/2) { t7 • (u> A u;7) log(|u; — o / |2/4)} . (3.1.22)

To obtain the desired result for Fp, recall from Lemma 3.5 that a„_i and
b' _i are both analytic on (—3,1). Also note that 0 <  Q(w,u') < it — S implies 

 ̂ 2
that there exists e > 0 such that — 1 < — cos0(u7,a/) <  1 — e ,. Hence, it follows 
from (3.1.18) that

- 1  < - 1  +  |w -  u/ | 2/2  < 1 -  e. (3.1.23)

Since |u> — a;'!2 is a smooth function of u;, u /, it follows that the terms inside the 
braces in (3.1.21) are smooth functions of 07, 0/  G I. Moreover

|t7 • (u  A a /) | <  |t'||u7 A u /| =  sin0(u7,u/) =  {1 — cos2 0(a;, a /)} 1/2

= {1 -  (u • a;')2}172 = {(1 -  w • w')(l + « ‘ ^ )}1/2
=  {((a> -  u)') • (u> — u ') /2 ) ( (u  +  a;') • (a; +  a /) /2 )} 172

=  - |u ; — uj'Wuj +  u /|. (3.1.24)
2

which ensures the boundedness of (3.1.21). The boundedness of (3.1.22) follows 
in a similar way, using the above remarks and the analyticity of a! 1 on (—3,1).
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To complete the proof of (i) we now consider the case ir—8 < 0(&,&') < ir. For 
this case recall from (3.1.6) that P„_i/2(^) is analytic for x  G (—1,3). Therefore 
(3.1.1) implies tha t L b (lj, l j 1) is bounded for ir — S < 0(u>, u')  < ir. Thus setting

^  / v _ . t ' • (w A a / )
Fd (w, w) =  L d (u , u) ) H :-------- —

7T| (jJ — UJ'\1

ensures that the representation (3.1.12) holds and Fd {u , u ) is bounded.
(ii) Now suppose that u> is not a corner point and that c*/ is sufficiently close 

to u> so as to ensure that there is no corner point between u  and on i .  Also 
suppose that 2A is the length of i  and let p  denote an arclength parameterisation 
of I  from any fixed reference point oriented so that p(s) travels around £ with M  
on the right-hand side (as indicated by the arrow in Fig. 3-2) as s travels from 
—A to A. Set u  =  p(s) then it follows that the unit tangent t  at u  is given by 
t  =  p s(s), the derivative of p(s). So for u '  near u  with u>' =  p(cr), we have

\(jj — (jj'\/\s — a\ = 0(1)  and \s — o \/\uj — a / | =  0(1) as a —> s. (3.1.25)

Also,
w A w '  =  p(s) A p{a) = (p{s) -  p{a)) A p(a).

Hence

t # • (u> A u/) =  p s(a) • ((p(s) -  p(a) -  (s -  a )ps(a)) A p (a ) ) .  (3.1.26)

Since \u — u/ | 2 =  (p(s ) — p(cr)) • (p (s )  — p(cr)), it follows from Taylor’s Theorem 
that (3.1.14) are smooth functions as a -> s (i.e. l j1 -» u>). Moreover (3.1.25) 
and (3.1.26) imply that |t ' • (cj A o>')| =  0(\u> — u ' |2) as cj —> u>\ and so (3.1.15) 
follows from (3.1.22), completing the proof of the theorem. □

To prepare for the following results we rewrite (3.0.5) on [—A, A] via the 
arclength parameterisation, p, introduced in the proof of Theorem 3.6(ii). We 
rewrite (3.0.5) on [—A, A] by putting u> =  p(s) and w' =  p(cr). Thus we obtain

{ I+ L b )u =  bB, with (£jBu)(s) = I  L B(s,a)u(a)da , s € [ —A,A], B  = D , N ,
J -A

(3.1.27)
where u(s) =  u(p(s)).  In the case of Dirichlet boundary data, using (3.0.6) and
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Lemma 3.4 we have B = D  and

bD(s) ■= - 2 g 0(p{s ) ,u0,u) and

L D(s,a)  := K - i ( - c o s  0(p(s), p(a))) p s(o) ■ (p(s) A p(<r)). (3.1.28)

(Note that since p  is the arclength parameterisation, the Jacobian does not appear 
explicitly in the kernel since it satisfies |ps(cr)| =  1.) For Neumann boundary 
data, using (3.0.8) and Lemma 3.4 we obtain (3.1.27) with B  = N  and

M « )  : = 2 a ^ ) ( p (s )>a' 0’1/) and

L N(s,a) := Pl_ i ( - c o s  0(p(s), p(<j))) p s(s) ■ (p(e)  A p(s)), (3.1.29)

where m (s) is the corresponding normal to £ at p(s).
The remainder of this chapter is devoted to the analysis of the equation

(3.1.27) in the space L 2[—A, A] equipped with the norm

imu*[-a,a] = { J a i"(<j)i2<i<j}1 ■

This allows us to include both the Neumann and Dirichlet problems, whether £ 
has corners or not in a unified setting. (There is a corresponding theory in the 
space L°°[—A, A] which applies to the Dirichlet problem for corner domains but 
not to the Neumann problem. Of course, for smooth £, analysis in any standard 
space is possible; but the corner case is one of the goals of this work.)

The case when i  has corners will be considered in earnest in the next section. 
But first we consider the simpler case of smooth L The well-posedness of (3.1.27) 
is established in the next result.

T h eo rem  3.7. For B  = D or N ,  suppose that £ is C°° and that the homogeneous 
version of (3.1.27) has only the trivial solution, i.e.

(I  +  &b )u =  0 => u = 0, for u € L2[—A, A], (3.1.30)

then I  + &b is invertible on L2[—A, A] and (3.1.27) has a unique solution for all 
bB e L 2[ - A, A].

P ro o f  To prove this theorem we need only show that is a compact operator 
on L 2[—A, A] and then the result is a consequence of the Fredholm alternative. 
Compactness of &b follows from Theorem 3.6, which implies that, for B  = D  or

54



N, L b {u , uo) are bounded on £x i .  Hence we have from (3.1.28) and (3.1.29) that 
L b (s , a) is bounded on [—A, A] x [—A, A]. Therefore £ 5  is a compact operator (see 
e.g. [58, pg. 326]). Thus the result follows from the Fredholm alternative. □  

In the final result of this section we establish the hypothesis (3.1.30) of The­
orem 3.7. The result is given in Theorem 3.8. Its proof is essentially a reworking 
of the classical argument from standard planar potential theory to the spherical 
case. The key to the argument are the jump relations in Theorem 3.2.

T h e o rem  3.8. (i) Suppose that v is not an external Dirichlet eigenvalue nor an 
internal Neumann eigenvalue (see Definition 2-4)- Also suppose that

( /  +  ££))w =  0 for some u G L 2[—A, A]. (3.1.31)

Then u(s) = 0, for all s G [—A, A].
(ii) Suppose that v is not an external Neumann eigenvalue nor an internal 

Dirichlet eigenvalue. Also suppose that

( /  -f £jn)u = 0 for some u G L2[—A, A].

Then u{s) =  0, for all s G [—A, A].

P ro o f  (i) If (3.1.31) holds then by the inverse of the transformation which took 
(3.0.5) to (3.1.27), we have,

(J +  £ d )u =  0 (3.1.32)

where u(lj) =  u (p - 1(tt>)). Now consider the double layer potential

U{(jj) =  (Du)(w), u  G S 2. (3.1.33)

It is clear that U solves the PDE (A* +  v2 — 1/4 )U{<jj) =  0 for u  G M  U M',
where M' =  S 2\ { M  U I} .  Moreover taking the limit of U(lj) as cv  —> uj* E £, we 
have as a consequence of Theorem 3.2(ii) and (3.1.32) that,

lim U(w) =  ]-u(u>*) +  (Dti)(u>*) =  ^ ( /  +  Z d )u(uj*) =  0. (3.1.34)
u>-»uq_ 2 2

Thus U solves the boundary value problem

(A* +  v2 -  1/A)U(lj) =  0 w G M ,

U (cj) =  0 oj G t.
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It follows, since we have assumed v does not coincide with any exterior Dirichlet 
eigenvalues, that U =  0 in M  and so

Hence it follows from Theorem 3.2(iv) that

is * . d u { u ) ) = 0 i

so U is a solution to the homogeneous interior Neumann problem therefore ar­
guing again this time using the assumption that v is not an interior Neumann 
eigenvalue it follows that U =  0 in M'  and so using Theorem 3.2(h) we find that 

=  l im ^ - ^  U(lj) — lim ^-n^ U(uj) =  0 and this implies the result. (The 
whole argument can be cast in an appropriate Sobolev space, see Remark 3.3.)

(ii) This is proved in an analogous way to (i) interchanging the roles of Dirich­
let and Neumann eigenvalues and single and double layer potentials. □

Recall that in general I  is composed of smooth curves on S'2, joined at a finite 
number (which may be 0) of corners (see Notation 2.2). We expect that when t  
does contain corners then Theorem 3.8 will still be true. The proof of this result 
is beyond the scope of this thesis. Its counterpart on planar polygonal domains is 
well known [27]. For this reason we will assume in the next section that Theorem 
3.8 remains true when t  contains corners.

When t  does contain a corner, compactness of £ #  is lost and the proof of 
Theorem 3.7 fails, so another approach is needed to prove the well-posedness of
(3.1.27). The approach we will use in the following subsection is to compare 
the integral operator £ b with a corresponding plane Laplace integral operator 
%b and then use well-posedness results which are known for the planar Laplace 
problem.

3.2 Relation to the planar Laplace case

To simplify the presentation, we assume that the contour t  has one corner which 
we will denote by the point u c G S 2. The case of several corners is obtained 
analogously. Without loss of generality, we assume u c =  (0 , 0 , 1)T.

Let p  denote the arclength parameterisation of t  defined above along with the 
additional property that p(0) =  u;c. Then we can introduce the “wedge” w in 
the tangent plane to S 2 at l j c as follows.
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^3
*

Xtt

m

Figure 3-2: Wedge w and contour £

D efinition 3.9. The wedge w is defined to be the union of two straight line seg­
ments:
w=w~  U w+,

w~ =  { (0 ,0 ,1)T -f s t j  : s  G [-A , 0]}, w+ = { (0 ,0 ,1)T +  st+ : s € [0, A]},

and =  lims_>o± p s ( s )  (see Fig 3-2). The angle between the tangents t+ and 
—1~ is measured “anticlockwise” about the x3 axis (when viewed from outside 
the sphere) from w+ to w~ and is denoted Xtt, where A G (0 ,2)\{1}. Without 
loss of generality we choose our coordinate system so that t J  is in the direction 
of the Xi axis. Each x  =  s t^  G w± can be associated with a unique u  =  p ( s )  G £, 

and with a unit normal m  at u  G £ oriented outward from M.  To x  we associate 
a unit normal n to w in the plane tangent to S2 at u;c, oriented so that n • m  —> 1 
as s  —> 0 . (See also Fig 3-2.)

The fundamental solution of Laplace’s equation on the plane is given by
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(l/27r) log |x — x '|. Using this we introduce the operators

(3Cb^)(x) =  f  Kb(x.,x/)w(x/)dx/ B  = D , N
J W

Analogously to (3.0.6), (3.0.8), the Dirichlet and Neumann kernels are

_ _ . /x 1 d  f1 . ... (x — x') • n'
^ D(X’X ) := n d n '  |x  ~  x  |} =  ~  ^ ix  _  x '|2 ^

t f„ (x ,x ')  := - l ^ {l o g | x - x ' | }  =  - ^ l ^ .  (3.2.2)

Here n, n' are unit normals to w at x, x ' E w respectively, as described in Defini­
tion 3.9.

Theorem 3.10 will show that the principal singularity of Lb near =  a /  =  u c 
is the same as K b  near x  =  x ' =  cjc. This is useful because the properties of the 
integral operator %b with kernel K B are well-understood [27], [22], [38] [5].

If we denote the arclength parameterisation of the wedge w by r, with

r(-A )  =  (0 ,0 ,1)T -  At~, r(0) =  ljc, and r(A) =  (0 ,0 ,1)T -I- At+,

then, analogously to (3.1.27), we can rewrite % as an operator

(3Cu)(s) =  f  K(s,a)u(cr)dcr s E [ —A, A]
J-A

where from (3.2.1) and (3.2.2),

t> ._  (r(«) -  r(<0) • n(<r) „  „ „
K d { s , ( t )  .— | / \ / M2 ’ (3.2.3)

7 r |r ( s )  — v [ ( j ) \

P  u „ \  —  (r(s) -  r(g)) • n(g) .Ajv(s, cr) . i / \ / M2 5 (3.2.4)
7 r |r ( s )  — r ( < j ) p

for the Dirichlet and Neumann problems respectively. Here n(a) is the normal 
to w at x  =  r(cr). The following theorem shows that Kb  contains the principal 
singularity of Lb near the corner point 5 =  a = 0 in both the Dirichlet and 
Neumann cases, B  = D ,N .

T h e o r e m  3 .1 0 . Let B  =  D or N. Then fo r  {s,cr) E [—A, A] x [—A, A], 
L b {s ,(j ) — K b (s ,(t) is a bounded function.

P r o o f  We give the proof for the case B  = D. The proof for the case B  =  N  is 
analogous. First we consider the kernel K d .  From Definition 3.9 the parametric
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equation, r ,  for w, is given by

. . (—a cos(A7r), —crsin(A7r), l ) r , a e [ - A, 0]

r<" ) ’ '1 w r ,  « m .  ( ^

Notice that if —A < s, c r < 0 o r 0 <s , <7 < A  then r(s) and r(<j) lie on the 
same arm of w and so it follows from (3.2.3) that K d ( s , ( j ) =  0 and, by Theorem 
3.6(ii), Ld{s ,g)  is bounded. So we have to consider only the case when s and a 
are on different sides of 0 .

First consider the case —A < s < 0 < < r < A .  Then (3.2.5) implies that 
r(s) — r(cr) =  (—scos(A7t) — cr, — ssin(A7r), 0)T and n(<r) =  (0 ,1,0)T. Therefore

(r(s) — r(<r)) • n(<r) =  — ssin(A7r) and |r(s) — r(<r) |2 =  s2 +  2s(7COs(A7t) +  a2.

So from (3.2.3),

, . 1 ssin(A7r) . . . ^
K d {s ' a) =  7r (s2 + 2sa cos(A7t) +  a2) ’ ~A < * < 0 < <x <  A. (3.2.6)

A similar calculation shows analogously that

<317>
which is a result we need later, in Theorem 3.14.

Now we turn our attention to the kernel, L d ( s , g ) .  Using Taylor’s theorem 
we can write the parameterisation p as,

ofa) = I  r(°) + ° 2M - ° ) , M - o ) M - v ) ) T, f f€ [-A ,0 ]  . .
n  1 \ r ( c )  + a2(a2(<,),lhW)n2(v))T, <r€[0,A], 1 j

where ai(s),/3i(s) and 7;(s) are smooth functions on [0, A], i = 1, 2. Thus, for 
—A < s < 0 < ( j < A ,  we have, from (3.2.5) and (3.2.8),

p(s) A p(a) =  (—ssin(A7r), 5COs(A7t) +  a, 0)T +  0(m ax{|s|, |cr|}2), (3.2.9)

as max{|s|, |cr|} —>• 0 . Hence, with u  — p(s) and u / =  p(<j), we have,

=  Ps(<r) = (1 ,0 ,0 )T +  O((j),

- t '  ■ (w A w') =  ssin(A7r) +  0(m ax{|s|, |cr|}2) 

and \u> — u>'|2 =  s2 +  2sa cos(A7t) -1- a2 +  0(m ax{|s|, |cr|}3), (3.2.10)
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as max{|s|, |cr|} —»> 0. Therefore we have from (3.1.12)

?  , . sin(A7r) s  +  rhis.a)  ^ x
L d (s , <t) = ------------J— -------- , 2 - — 7 r +  FD{s, a),

7r s +  2scr cos(A7r) +  cr2 +  r/3(s, cr)

where F d(s, cr) =  Fo(p(s), p(cr)) and

77i(s, a) =  0(m ax{|s|, H}*), i = 2,3. (3.2.11)

Hence, for —A < s < 0 < c r < A ,

i t  z? \ (  N _ s i n ( A 7 r ) / _________s +  7i2(s,a)_________
D D  S ’ °  7T ^  S 2 +  2S(7COS(A7r) +  (72 +  ^ ( s ,  o )

~  - T T o  (3'2-12) s2 +  2s<jcos(A7t) +  a 2 I

which is clearly continuous for (s, cr) /  (0,0). Now in order to show that (Ln — 
K d )(s ,(j ) is bounded near (s,cr) =  (0,0) we need to show that the limit (as 
(s,cr) —► (0,0)) of the first term on the right-hand side of (3.2.12) is bounded. 
We do this for 0 < — s < a. The case 0 < a < — s is analogous.

To obtain the result, write

s +  r)2(s, a) s
s 2 +  2scr cos( A7r) +  cr2 +  77 3 (s, cr) s 2 +  2 s a  cos(A7t) +  a 2 

_  772 (s, cr)(s2 +  2s a  cos(X'ir) +  a 2) — 773 (s, <r)s

(s 2 -f 2scrcos(A7r) +  cr2)(s2 +  2scrcos(A7r) -1- cr2 +  773(5,(7))
=  ^ ( ( ; ) 2 +  2fcos(A7r) +  l ) - ^

((J )* +  2 J cos(Att) +  1)(( J)* +  2 j  cos(Att) +  1 +  '

Now when 0 < — s  <  a  we have 0 < |s| < |cr| and from (3.2.11) it follows that 
772(s, cr)/o2 =  0(1), 773(s, o ) j <73 =  0(1) and rj3( s , a ) / a 2 0 as (s,cr) ->• (0,0).
Moreover since A 6 (0 , 2) \ 1,

x 2 -1- 2xcos(A7t) +  1 > sin2(A7r) > 0  for all

Combining all these facts with (3.2.13) shows that the first term in (3.2.12) is 
bounded as (s,cr) -> (0,0). Since Fd is a bounded function, it follows that 
L d (s , cr) — K d (s , cr) is bounded for —A < s < 0 < c r < A .

For —A < C T < 0 < S < A  the result follows analogously. □
The next result follows directly from Theorem 3 .1 0 .
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Corollary 3.11. For B  = D or N , £ #  —5C# is a compact operator on L2[—A, A].

P roof The kernel of £ b — X b  is {L b  — K b ) { s ,< j) which, from Theorem 3.10, is 
a bounded function and the result follows from [58, pg. 326]. □

The remainder of this chapter is devoted to proving the well-posedness of 
(3.1.27) in L2[—A, A]. This is done in Corollary 3.15. Since £ #  is a compact 
perturbation of % b , the key part of the proof of Corollary 3.15 is contained in 
Theorem 3.14, which is of key importance also when we come to the numerical 
analysis in Chapter 4. First we need the following two results from functional 
analysis.

Theorem  3.12. Let X  be a Banach space, and let S  be a bounded operator from 
X  into X ,  with ||5 ||x  <1- Then the inverse of I  — S  : X  —v X ,  exists and is 
bounded

For a proof of the above result see e.g [58, pg. 154].

Lem m a 3.13. Suppose that X  and Y  are two Banach spaces and that S  and T  
are two bounded linear operators S , T  : X  —>• V  such that 5 -1 exists from Y  to 
X  and ||S — T||*_>y < Then T ~ l exists from Y  to X  and

l | T  1 | | y ^ x  -  ( 3 ' 2 ' 1 4 )

P r o o f  Since ||(S — T')S'-1 ||y_>i' <  ||(S — TJHx-^yllS^lly-.x < 1. It follows from 
Theorem 3.12 tha t ( /  — (S — T )S -1)-1 exists from Y  to Y  and

—1\—11

Now T  = S — ( S —T)  =  ( / - ( S - r ) S -1)5  therefore T -1 =  5 _1( / - ( 5 - T ) 5 -1)-1 
exists from Y  to X .  Moreover

WT-'Wr-tx < W S - ' W Y ^ x W i l - i S - T ^ - ' y ' l W ^ Y  

-  l - \ \ { S - T ) S - ^ y

1 -  | | ( 5  -  T ) | |X - ) .y | |5  1||y_>A'’ 

as required. □
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T h eo rem  3.14. For B  = D o r N ,  ( I + X B) 1 exists and is bounded on L2[—A, A].

P ro o f  The first step is to write the operator (I  +  X B) on L2[—A, A] as two 
coupled convolution operators on [0, A]. For (wi}w2) € L2[0, A] x L2[0, A] we 
introduce the norm

ll(«’l,W2)|| =  {IkllltJp.A] +  IMlL[0,A]}1/2- 

Also we define the map I I : L2[—A, A] —> L2[0, A] x L2[0, A] by

Uv := (vu v2), (3.2.15)

where

^i(s) =  v(—s) + v(s) and v2(s) = v(—s) — v(s), s G [0,A].

Clearly II is a bijection and

||m ,||2 =  2 ||« ||i,I_AiA]. (3.2.16)

To rewrite (I + X B) as two coupled convolution operators we consider the 
application of II to the image of X B. First we write the operator X B, using 
(3.2.6) and (3.2.7), in the form,

( [  KB(s/a)v{a)— , s  € [—A, 0],
X Bv{s)=<[ Jq ro a . (3.2.17)

- J  KB(s/cr)v(a)— , s G [0, A].

where
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Moreover we have from (3.2.17) that, for s € [0,1],

j />0
X Bv ( - s )  +  X Bv(s) =  [  KB(—s / a ) v ( a ) —  — [  KB(s /a)v(a)  —

Jo o' J - a  o

[ A ~  ( / \ / \ ^ °  f A ~  i / w  \ d a-  /  kb ( - s /(t)v ((t)  b / KB(—s /a ) v {—a) —
Jo o  Jo a

= [  KB( - s / a ) { v ( - a )  +  v ( a ) } — , (3.2.20)
r0

and similarly,

r0

Therefore it follows from (3.2.20) and (3.2.21) together with (3.2.15) that,

^  ^  rA  j

X Bv{—s) — X Bv{s) = — k b ( — s / g ) { v { —o ) — v(a )}— . (3.2.21)
Jo  o

U X B = KBn. (3.2.22)

Here KB is the matrix operator

M » '  - * •

and X B is the Mellin convolution operator on L2[0, A] defined by

(X Bv)(s) = [  KB(s/a)v{s) —
J o o

with kernel,
k b ( s ) =  k b ( —s ). (3.2.23)

It therefore follows that,

n ( /  +  X B) = (I  +  K *)n, (3.2.24)

The identity (3.2.24) shows that, since n  is a bijection, to finish the proof we 
need to show that I  +  KB is invertible on (L2[0, A])2. Since I  +  KB is a 2 x 2 
operator matrix, with I  ± X B on the diagonal and 0 off the diagonal, this will 
follow if we show that the operators I ± X B are invertible on L2[0, A]. We do this 
by proving that the operators X B are a contraction for B  =  D ,N .  We introduce
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the Mellin transform,

poo

M {v(s);2} =  /  s z~1v (s )ds ,  for 2 G C
Jo

It can be shown that (see e.g. [21])

(3.2.25)

\ \Kb \\l*[o,a] =  sup \ M { k b {s)] z } \ .
Re(z)=l/2

(3.2.26)

In order to use (3.2.26) to compute the norms of 0CB, B  =  D  or N  we need to 
calculate the Mellin transforms of HB, B  =  D ,N .  We consider Kjy first. From 
(3.2.23) and (3.2.19)

k n (s ) =
sin(A7r) sin(xTr)

7r 1 — 2s cos(A7r) +  s2 7r 1 +  2s cos(xvt) +  s2

where x =  1 ~  A. Then from e.g. [35, pg. 489],

sin(x7r(l -  z))
M{/Civ(s);2} =

sin(7T2:)
(3.2.27)

Note from (3.2.18), (3.2.19) and (3.2.23), that k b {s) =  —sk,n(s)  therefore, from 
(3.2.25), M{/C£)(s); z} — —M{£jv(s); z + 1} hence it follows from (3.2.27) that

sin(x7r^)
sin(7rz)

(3.2.28)

Hence for all f  G M

|3VC{«at(s);1 /2  +  ^ } |2 =  |M{/cd(s); 1/2 -  if} |2 =
s in (x 7 r(l/2  -  i f ) )
sin(7r(l/ 2  -  i£))

sin(x7r/2) cosh(x?rf) i cos(x?r/2) s in h ( x < )
cosh(7rf) cosh(7rf)

sin2(x7r/2) cosh2(x7r£) cos2(xtt/2) sinh2(x7r0

cosh2(7rf) 

cosh2(x7rQ -  cos2(xtt/2) 
cosh2(7rf) 

sinh2(x7rf) +  sin2(x7r/2)

cosh (7t£)

cosh2(7rf)
(3.2.29)

To complete the proof that the operators %B are contractions, we simply need
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to show that max^R wi(f) <  C < 1. In fact, since wi(£) =  wi(—f), we only need
to show max^e[0,oo) ^ i($ ) < C < 1. Since itfi(O) =  sin2(x7r/2) < 1, we do this by
showing that

wi(0) > Wi(£), for all £ G [0, oo), (3.2.30)

which is equivalent to,

sin2(x7r/2) sinh2(7rf)/sinh2(x7rf) >  1, for all £ G [0, oo). (3.2.31)

To obtain (3.2.31), we first claim that for a, 6 G R such that \a\ < |6|

(3.2.32)sinh(6)
>

6
sinh(a) a

To prove the claim note that it is sufficient to show only

> - ,  for 0 <  a < b, (3.2.33)
smh(a) a

since, for any configurations of a, 6 satisfying |a| < |6|, (3.2.32) can be rewritten 
in the form (3.2.33). To show (3.2.33), consider the function v defined on [0, 6] by 
v(x) := xsinh(b)/bsinh.(x). If v(x) > 1 for all x  G [0,6], then the claim is proved. 
It is trivially true that v(b) =  1. Moreover,

n  . sinh(6) j sinh(:r) —x  cosh(x) v(x) =  -------

Sinh(fr) Y '  (  1 _  J _ ') x23+1 <  0
6sinh2(i)  “  V(2j +  1)! 2j \ )

Hence it follows that v(x) > 1 for all x  G [0,6]. This proves the claim (3.2.32). 
As a consequence of this claim, we have

sinh2(7rf) 1

sinh2( x O  X2 

and hence (3.2.31) follows provided

(sin(x7r/2)/x)2 >  1. (3.2.34)

To prove (3.2.34) define w2{x) =  sin(x7r/2)/x- Now w2(x) =  w2(~ x) and 
^2 (1) =  15 so if we can show that w2(x) is a decreasing function on [0,1) then it

65



is clear that (3.2.34) is true. Differentiating w2 we get,

w ' M  =  X7rcos(x7r/2 ) /2  — sin(x7r /2)
X

Consider the numerator on the right-hand side of (3.2.35),

m ( x )  :=  X7rcos(x7r/2)/2 -  sin(x7r/2).

Now w'3(x) = — X^2 sin(x7r/2 )/4  — 7rcos(x7r /2) < 0 for x £ [0,1) so w^(x) is 
decreasing on [0,1). Thus, since 1̂ 3(0) =  0, it follows that w^ix) < 0 for x € 
[0 , 1). Hence (3.2.35) implies that ^ ( x )  ^  0 an<̂  so w2{x) decreasing on [0,1). 
Therefore (3.2.34) follows and so does (3.2.30)

Hence from (3.2.29),

|JY[{/Cjv(s); 1/2  -I- i f }|2 =  |M {£d(s); 1/2  — i f }|2 <  sin2(x7r /2) < 1 for all f  G R.
(3.2.36)

Therefore from (3.2.26) and (3.2.36) it follows that

||3Cb ||l2[o,a] <

i.e %b is a contraction. Hence Lemma 3.12 implies that I  ±  X b are invertible 
on L2[0, A], therefore it follows that (I  +  Kb ) ' 1 exists, in fact (I  +  K# ) -1 is a 
2 x 2 operator matrix with diagonal entries given by (/iO C # )-1 and off diagonal 
entries equal to 0. Finally it follows from (3.2.24) that

{i  + X b ) - 1 = n ~ 1( i  + KB)n

exists and is bounded. □

C o r o lla r y  3 .1 5 . For B  = D or N,  suppose that (3.1.30) holds then ( /  +  /C#)-1 

exists and is bounded on L2[—A, A].

P ro o f  Using Lemma 3.14 the equation (3.1.27) can be rewritten as

( / + ( /  +  X b Y 1{Zb ~  X B))u = {I +  X B)_16. (3.2.37)

Since ( /  +  9Cfl)_1(£j3 — 30#) is a compact operator it follows from the Fredholm 
alternative that (3.2.37) has a unique solution if and only if the homogeneous 
equation

( /  +  &b )'U' = 0

66



has only the zero solution which we have assumed. It also follows that the 
operator on the left-hand side of (3.2.37) has a bounded inverse therefore,

IMIl2[-a,a] < C\\(I +  Ks) 16||z,2[_A A] < <S'||6||̂ 2[_AA],

and the result follows. □
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Chapter 4

N um erical M ethod for the  
Integral Equation

We wish to solve approximately and efficiently integral equations of the form,

do this by seeking a solution in a family of finite dimensional spaces, X n. This 
solution is required to satisfy (4.0.1) only approximately. We denote the basis of 
X n by { 0 i , . . . ,  <f)n} and seek un € X n, i.e.

where the coefficients c i , . . . ,  cn are found by substituting un into (4.0.1) and forc­
ing the equation to hold in some sense. There are different senses in which (4.0.1) 
can be satisfied approximately and this leads to different numerical schemes. The 
two most popular schemes are the Galerkin and the collocation method.

For the Galerkin method we let (•, •) denote the inner-product on L 2[—A, A], 
then, defining the residual rn(s) =  un(s)+£jun(s)—b(s), we require that (rn, <t>j) =  
0 for j  =  1 , . . . ,  n i.e. Ci,. . . ,  cn are found by solving the linear system,

Whilst the theory for this method is well known, it has the disadvantage of

(4.0.1)

for some kernel L (s , a) defined on [—A, A] x [—A, A] and some function b. We can

n

s e  [-A , A]

n

^  v G((0n 0 j) “1“ (,£'0i> 0j)) — (̂ > 07)> j  I? • •

being expensive to implement due to the need to calculate the double integrals
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(£</>;, 4>j). However the collocation method requires that for the distinct points 
x x, . . . , x n € [—A, A], rn(xj) =  0 for j  = 1 , . . . ,  n. This leads to the simpler linear 
system

n

^2ci(</>i(xj) +  £<f>i(xj) =  b(xj), j  = 1, . .  . ,n.
z=i

Although the theory is not as complete as for the Galerkin method, and we are 
still required to calculate integrals, this method is clearly cheaper to implement 
than the Galerkin method and for this reason we will consider the collocation 
method in this thesis.

In this chapter we describe collocation with piecewise polynomial functions as 
our approximation space. Then we turn our attention to the particular problem 
of solving (3.0.5), equivalently (3.1.27). First in §4.2 we shall consider the case 
when the contour I  is smooth, using standard theories for the numerical analysis 
of second kind Fredholm integral equations to give stability and convergence 
results. Then in §4.3 we consider the problem when I  has a corner. This time 
the standard arguments do not hold since the integral operator in (4.0.1) is not 
compact and so we need a more detailed analysis of the collocation method based 
on the theory for the planar Laplace problem in a region with a corner. This will 
give us stability and optimal convergence of the method.

In order to compute the collocation solution we need to calculate integrals 
which in general cannot be done explicitly. Therefore we will also look at fully 
discrete methods which approximate these integrals numerically and give suffi­
cient conditions for the quadrature rules implemented here to ensure the same 
theoretical rates of convergence as the exact collocation methods. This is done 
in §4.4.

4.1 The collocation m ethod

We consider using collocation by piecewise polynomial trial functions to find a 
numerical solution to (4.0.1). To describe this method we introduce a mesh on 
[—A, A], —A =  xq < x\ < . . .  < x n =  A. Define Ii =  [£i_i, Xi] and hi = Xi — £i_i, 
for i = 1 , . . .  , n  and let r  be an n-dimensional vector of polynomial orders. We 
define our approximation space SJj[—A, A] as the set of piecewise polynomials 
which have order r* on Ii,

S;[-A ,A ] =  {„ € L“ [—A, A] : v\u € PrJ. (4.1.1)
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where P ri denotes the set of polynomials of order (i.e. degree r* — 1) for r; > 1.
Collocation points on any subinterval, Ii, for a given order r will be obtained

by mapping a fixed set of points 0 < £[ < < • • • < C  <  1 t°  the subinterval.
Thus, on each interval, Ii, we can define the collocation points,

rrg =*<_! + /* $ ? . (4.1.2)

We also define the index set J = {(i , j ) : 1 < i < n, 1 <  j  < r<}. The ba­
sis functions, faj ,  (i , j ) G 0, of SJ[—A, A], are given by Lagrange interpolating 
polynomials,

  ri
<i>ij(x ) = n  _  ikriXi{x), when n  > 1, (4.1.3)

1 <k<ri Xij Xik

<f>n{x) =  Xi(z), when r< =  1,

where Xi is the characteristic function on Jj. Clearly <^1/; G P ri and </>ij(x\rf-,) =  
8u'5jj'.  Now the collocation method for (3.1.27) seeks a solution u n G S*[—A, A],

n r{
^n(s) =  ^   ̂^   ̂ (5) ,

i—1 j=l

where are to be found. This is substituted into (4.0.1) and % j  are found by 
forcing the resulting residual to vanish at the collocation points xj-,. This leads 
to a linear system,

n rj »
+  /  L(x t?><7)<t>ij(cr)da = b(xifj ,), (4.1.4)

i= 1 j=l

This is an m  x m  linear system

( / +  L)/2 =  b, (4.1.5)

where m  is the dimension of given by m = 5^ = 1r** The vector entries of b
are

bij = b{xr+), for { i , j ) e O ,  

and the matrix entries of L are given by

U f M  =  I  U x ? f ,  °)*v(o)  da =  (£ * ,) (* & ) , (4.1.6)
J  Ii
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for (z, j ) ,  (i \ j ') G 0. Note that the matrix entries are integrals which in general 
need to be evaluated numerically, this is discussed in §4.4.

To analyse this method we write (4.1.5) in operator form. We do this by 
introducing a projection operator onto S£[—A, A] denoted by Tn, defined in the 
following way. For any function v, continuous at rrjj,

(Vnv)(x) = ’f ^ r , v ( x ’l)4>ij(x). (4.1.7)
i = l  j =1

Clearly (Tnv)(a:) is the unique function in 5J[—A, A] that interpolates v at the 
collocation points x\[j, (z, j )  G 3. Obviously Tn depends on the choice of the mesh 
nodes but this dependence is suppressed from the notation for simplicity. We 
write (4.1.4) in operator form as follows,

(I + ? nZ ) u n = ? nb. (4.1.8)

Note that since the collocation points x [j all lie in the interior of I{. The corner 
point is a mesh point, hence the corner point is not a collocation point. The 
functions £ 0 tj(s) are all continuous at x^j, (i , j ) G 0 so Tn£  is well defined on 
5J[-A,A],

4.2 Sm ooth contour I
We consider first the problem of solving (3.0.5) when the contour £ is smooth. As 
described in Chapter 3, we can use the arclength parameterisation of £ to rewrite 
(3.0.5) in the form (4.0.1) with the integral operator,

(&u)(s) = {&Bu)(s) =  / L B(s,a)u(a)da ,
J-A

where L B(s, cr) is given by (3.1.28) or (3.1.29) for B  =  D  or Af respectively. Note, 
from Theorem 3.6, tha t L B is compact on L2[—A, A].

In this section we use a h —refinement method based on a uniform mesh where 
accuracy is achieved by increasing the number of nodes only. We choose the node 
points Xi  so that X{ — x ^ i  =  2A /n for i = 1, . . .  ,n. We also fix the order of 
the approximating polynomial equal to r for some r > 0 on each interval Ii. So 
we define r  to be the constant vector Vi — r for i =  1, . . .  , n  and to be the 
corresponding projection onto S*[—A, A]. Then the collocation equations can be
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written as,
(7 +  ?„£ * )« „  =  5>J (4.2.1)

with B  =  D  or N  depending on the boundary conditions of the original problem. 
Using the fact that L b is compact we shall show the stability of this method and 
hence we obtain its convergence below.

This is a standard exercise, but we include it for completeness, since, although 
computations on smooth boundaries have been performed in e.g. [9] [8], this 
method has not been analysed. First we need the following two results.

L em m a 4.1. Let X , Y  be Banach spaces and let A n : X  —>• Y ,  n > 1 be a 
sequence of bounded linear operators. Assume ||-4n^ ||x  —> 0 as n  —» oo for all 
v £ X .  Then the convergence is uniform on compact subsets of X .

For a proof of the above result see [4, Lemma 3.1.1].

L em m a 4.2. For B  =  D or N,  ||£b  — TnLB\\L2[-A,A] 0 as n oo.

P ro o f  First let w G C[—A, A] be an arbitrary continuous function. Then since 
(I — y n)w —v 0 as n —> oo, it follows from Lemma 4.1 that on a compact subset, 
Z, of C[-A ,A ],

sup | | ( / - y j u ) | | l°°[—a,a] —> 0 as n  —̂  oo. (4.2.2)
w(zZ

Here || • ||l°°[-a,a] is the usual uniform norm. Now from the definition of an 
operator norm it follows

||£ b - ^ „ £ b ||l2[-A>A] =  sup ||£ £ V -T n£i^||L2[-A)A] =  SUP lb-?„^l|L2[-A)Ah
lldll,2[_A(A] —1 veZsCB)

where T> is the unit ball in L2[—A, A] and L B{T>) is the set {L bz  : z G *£>}. The 
space L b (‘-B) has compact closure in C[—A, A] since L b , regarded as an operator
from L2[—A, A] into C[—A, A], is compact (see e.g. [47, Theorem 3]). Therefore,
from (4.2.2)

sup ||v -  5 nv||L2[-A,A] < (2A)1/2 sup \\v -  ? nv\\Loo{_A>A] -> 0, as n ^  oo.
t»€<C b(B) h€-Cb(®)

This proves the lemma. □
The following result shows that the collocation equations (4.2.1) are stable.
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T h e o rem  4.3. For B  =  D or N,  and for sufficiently large n, (7 +  T^ # ) -1 
exists and ||(7 4- P̂n£ fl)_1||L2[-A,A] 25 uniformly bounded. Also, with u, denoting 
the exact solution of (4-0.1), we have, for some constant C,

||w -  Uji 11 £/2[—A, A] < C\\(I -  y n ) u \ \ L 2 [ - A , A \ -  (4.2.3)

So ||u — un|U2[-A,A] converges to zero at least as fast as ||( /  — IPn)w||La[_A>Ap as 
n —> oo.

P ro o f  By Lemma 4.2, there exists no € N such that

sup ||£fi -  ? n£fl||L2[—A,A] < 1/IIU +  ^ s ) _1| | l2[-A,A]-
n>no

It follows from Theorems 3.7 and 3.8 that I  +  L B is invertible, hence for n > n0, 

||(7 +  Z B) -  (7 +  Tn£ B)||L2[_A(A] < 1/||(7 +  'Lb)_1| | l2[-a,a]-

Therefore by Lemma 3.13, (7 +  Tn£ 5 )-1 exists and is uniformly bounded in the 
L 2[—A, A] norm. To obtain the estimate (4.2.3) write

u - u n = u -  {I + y nZ B)~ly j ) =  (I + 9 nZ B)~1( u -  9 nu),

and then take norms. □
Assuming u € C°°[—A, A], we obtain a quantitative convergence estimate 

from Theorem 4.3 using the standard estimate

II (^ “  3\i)^IU2[-a,a] ^  Cn~r 11 n 11 Br [—a,a] •

where H r[—A, A] is the usual Sobolev space. Hence, by Theorem 4.3, un converges 
to u with 0 (n ~ r).

These rates of convergence are shown empirically in §5.4 for the test case 
when £ is the contour associated with a circular cone.

Now we analyse the collocation method described in §4.1 in the case when I  
contains a corner.

4.3 N onsm ooth contour I
In this section we are interested in the solution to (3.0.5) when I  has a corner u c. 
As in Chapter 3 we will use the parametric representation, p, where p(0) =  ojc
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to write (3.0.5) in the form (4.0.1). In this case the integral equation (4.0.1) no 
longer has a compact integral operator L  =  L b - However, as shown in Corollary 
3.11, L b is a compact perturbation of a planar Laplace integral operator, OCb , 
and so we apply techniques used to solve Laplacian problems to solve and analyse 
(4.0.1).

Since there is a corner at p(0) we define the mesh so that the nodes satisfy 
—A — Xo < Xi < . . .  < xm = 0 < xm+i < . . .  < x n =  A where n  =  2m  and we 
choose ri, Xi and £*/, (i , j ) 6 0 so that the collocation points lie symmetrically 
about 0. More precisely, we define,

fm+i — I'm—i+i) and Xm+i — Xm—i. (4.3.1)

We also require the points j  =  1 , t o be chosen symmetrically about 
the point 1/2 for all i. An example is the Gauss-Legendre points.

We consider two types of collocation method. Firstly we will look at a 
modification of the h —refinement method. Secondly we consider a hp—method 
where the approximating function has a linear distribution of polynomial orders 
along the subintervals. In the hp-version we simultaneously increase the number 
of nodes and the order of the approximating polynomials to achieve accuracy, 
whereas in the h —version we only increase the number of nodes.

4.3.1 The h —refinement m ethod

In the h—refinement method, to ensure optimal convergence, we choose the nodes 
so that the mesh is graded towards the singularity at 0, that is,

%m±i =  ± ( i /m ) qA for i =  1 , . . . ,  m, and xq =  0, (4.3.2)

where q > 1 is the grading exponent (note that if q =  1 we have a uniform mesh 
and recall that the length of £ is 2A). We also need the technical condition that 
on some intervals nearest to 0 the approximating function, un, is exactly zero. 
We introduce the parameter i0 G No =  NU0 independent of n. We seek un € 
where, in this subsection, we take r< =  1 (in fact the approximating polynomial 
is set equal to zero) for m — to < i < m  + 1 +  io and ri = r for i < m  — i0
and i > m  +  io +  1 for some r > 0. We define the corresponding projection
of L2[—A, A] onto S* by (Pn. The projection operator depends on io and r 
but we suppress this from the notation. To show stability of the h —refinement
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collocation equation,

( /  +  9 nZ B)un = yJ>B, for B  = D , N (4.3.3)

with respect to this approximation space we need the following result on the 
stability of (I +  CP̂ SCa ) - 1 . (Recall that %b is the integral operator associated 
with the planar Laplace’s equation in the presence of the wedge w tangent to £ 
at a>c, see Definition 3.9.)

T h e o rem  4.4. For B  = D or N  there exists a fixed i0 so that for n sufficiently 
large, (I  +  exists and is bounded on SJ[—A, A].

P ro o f  First we write I  +  Tn3C£ as two coupled convolution operators on [0, A]. 
First recall from the proof of Theorem 3.14 that X b can be written in the form

X Bv(s) =
[  KB{s/a)v(a)— , s e  [—A, 0], 

Jo o
-  [  KB(s/a)v(a)— , s e  [0, A]. 

J-A &

with kb given by (3.2.18) and (3.2.19) for B  = D  and N  respectively. Hence, 
from (4.1.7) it follows that for v E L2[—A, A],

(9nXBv)(») = ^

m - i o  r ,  „A , n

L E  /  KB(xTij lo)v(o)—  \ <pij(s), s € [—A, 0],
i = l  3 = 1  O )

-  i t , H  [  ''a(a:« / £r),'(<7) ~ } ^ « ( s )> «e[o ,A ].
t = m + l + * o  j = l  ' ■ • ' - A  °  >

(4.3.4)
Using the symmetry assumption (4.3.1) we can rewrite this operator as

r M

(?nX Bv)(s) =  J
i t  ' t l  [  s € [—A, 0],

1=771+1+10 j = 1 ^
r r A

-  z L
K i = m + l + z 0  j=1

(4.3.5)
Hence, for s > 0,

(? n9CBu ) ( - s ) ± ( ? n5c5 ?;)(s) ] j r  [ f  KB{xrijl ( j ){v{a)±v{-a)}
7=771+1+70 j — l ®

with k b {x ) =  k b ( ~ x ) as defined in (3.2.23). Therefore, following the same lines
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as the decoupling argument in the proof of Theorem 3.14 with II and KB defined 
therein, we can write,

IW nX B = PnKfln  (4.3.6)

where
!Pn 0
0 7

Here 7 n is defined as the restriction of to L2[0, A], so for v G L2[0, A]

n r

^ 2  $ > (* & )* # (* )• (4-3-7)
i = m + 1  j = 1

Therefore, it follows from (4.3.6) that,

n ( /  +  y nx B) = (I + pnKB)n. (4.3.8)

To complete the proof, note that I  +  P„K# is a 2 x 2 operator matrix with
entries given by I  ±  7 nX B on the diagonal and 0 off the diagonal. Recall that
0CB the Mellin convolution operator on L2[0,A] given by

-A

(3Cflv)(s) =  [  KB(s/a)v(s)— .
Jo a

By showing the operators I ± 7 n%B are invertible, it will follow from (4.3.8) that 
I  +  7 nX B is invertible.

The question of the stability of I + 7 n0CB is equivalent to the question of stabil­
ity of piecewise polynomial collocation methods for Mellin convolution equations 
on [0,A]. This has been well investigated, e.g. [22], [45], [35] and [38]. Much 
of the earliest work in this field concerned stability in L°°[0, A]. However in this 
work we need stability in the space L2[0, A] because the integral equation for 
the Neumann problem is not well-posed in L°°[0, A]. For results in L2[0, A] the 
fundamental reference is [35], see also the review [38].

It follows from results in [35] that, for i0 and n sufficiently large, I  ±  7 n%B 
are invertible on S£[0, A] and have inverses which are uniformly bounded in the 
L 2[—A, A] norm as n —> oo if the kernel, kb , of X B defined in (3.2.23) satisfies
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the following conditions (see [35, Theorem 3.1]):

poo

/ x^~^2\D^k b {x )\ dx < oo, for j  — 0,1, (4.3.9)
Jo
1 ±  M{/cb; z }  /  0 for Re(,z) =  1/2 (4.3.10)

and {arg( 1 ±  M{/cb; 1/2 +  ^})}-oo =  °> (4.3.11)

where M  denotes the Mellin transform as defined in (3.2.25) and D = d/dx.  To 
use Elschner’s result we need to verify the conditions (4.3.9) - (4.3.11).

First note from (3.2.18), (3.2.19) and (3.2.23) that

x j ~1/2\Dj KD{x)\ =  0 { x l>2) and x^~1̂ 2\D:' kin (x )\ =  0 ( x ~ 1̂ 2) as x  —>■ 0,

for j  =  0 and 1. Also note that

xj ~1/2\Dj KD(x)\ = 0 ( x ~3/2) and xi ~l^2\D^KN{x)\ =  0 { x ~5̂ 2) as x  —» oo,

for j  — 0 and 1. Hence it is clear that (4.3.9) holds. Second, it is shown that
z}\ < C < 1 for all z with Re(^) = 1 /2  in (3.2.36). Hence (4.3.10) and

(4.3.11) are true. Thus Elschner’s result implies that (I  ±  T ^ b ) -1 exists and 
is bounded. Therefore it follows that (I +  PnH^)-1 exists and is given by the 
2 x 2  operator matrix with ( /  ±  Tn3C)-1 on the diagonal and 0 off the diagonal. 
Moreover, it follows from (4.3.8) that

( /  +  V b ) - 1 =  i r \ i  +

exists and is bounded, as required. □

R e m a r k  4 .5 . Here we give a flavour as to why the conditions (4.3.9) - (4.3.11) 
imply stability of ( / ± T n9Cs)_1, B  =  D ,N .  It follows from the general results in 
[38] (see Theorem 3.1 there and the remarks following it) that for all vn G 5£[0, A], 
these conditions imply \\(I -  Tn^B ^nlU 2̂ )  <  C(l/io)\ \x(DXBvn)(x)\\L2̂ .y  It 
can be shown that the L2 norm of x(D%BVn){x) is bounded (using condition 
(4.3.9)). Hence it follows that for all e > 0 and sufficiently large n there exists io 
such that

\ \ ( I  d l  J V j U C g ) ? ^  ( /  i  ) ^n.11Zy2 [—A,A] ^ 1 1 1 1 Z / 2 [—A , A ] >

for all vn G 5J[0, A]. Therefore stability of (I ± T n3Cs)-1 on S£[0, A] follows from 
Lemma 3.13 the fact that I  ± X  b are invertible (see the proof of Theorem 3.14).
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Similarly for sufficiently large n and all e > 0, there exists io such that for 
vn € A, A]

| | ( /  0 3n ) !} C g 'U n | | £ 2 [—a , A ]  ^  € 11“U n | | l 2 [—A,A ]j

which is a result which we use in the proof of Theorem 4.6.

Now we can use this result to show stability of the collocation equation (4.3.3).

T h eo rem  4.6. For B  =  D or N  there exists a modification parameter io such that 
for all sufficiently large n, the collocation equation (4-3.3) is stable in L2[—A, A]. 
That is ( /  +  Tn/C£)-1 exists and is uniformly bounded on SJ[—A, A] with respect 
to n.

P ro o f  We shall show that, for each e > 0, there exists a modification such that 
for n  sufficiently large,

II {I ~  3 >n ) £ £ v n | | l , 2[-A,A] <  ̂11 11Z,2 [—A,A] > (4.3.12)

for all vn € S*[—A, A]. Then, since

i  +  9 nZ B =  ( i  +  Z B) - ( i - $  n) Z B,

existence and stability of (I  +  Tn£ £ )_1 on 5J[—A, A] follows from Lemma 3.13 
by taking e < 1 / ||( /  H- £ b )_1|| l2[_A)A] and recalling Corollary 3.15. To obtain
(4.3.12), note that by the triangle inequality,

\ \ { I - ^ n ) ^ B V n \ \ L ^ [ - A , A ]  ^  II ( ^ - ^ n ) ^ B V n | | l * [ - A ,A ]  +  II ( ^ ~ ^ n )  ( & B - ^ b )Vti\\l 2[ -A,A]’

(4.3.13)
Now recall that projects to zero on the 2i0 intervals nearest 0. Thus

||( /  -  ? „ ) (£ B -  3cbk i i ! 2(_a ,a) <  || (£ b -  x BK | | | 2[lm_io,Ira+iol

+ IIU -  -  B̂)Wn|li2(1_A A]\llrii_toiJin+io]).
(4.3.14)

It follows from Theorem 3.10 that L b — Kb  is a bounded function. This implies 
that (£jB — % b ) is compact from L2[—A, A] to L°°[—A, A], [58, pp. 534-535]. Thus 
the first term on the right-hand side of (4.3.14) may be estimated by

| | ( £ 5  -  K f l ) ^ n ||L 2 [xm_io)xm+io] <  2 x m+i0 \\(£jB — ) Vn 11 ̂ oo [xm_ jQ ,a:m+i0]

< Cn  9||^n|li2[_A)A]. (4.3.15)
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We now consider the second term on the right-hand side of (4.3.14). First we 
write

11(7 -  ? „ )(£ *  -  ^ ) ^ l l i 2([-A,A]\[^-i0,x„+i0]) =  E  IK* -  W a  -  ^ B ) v n \ \ l Hh)
i < m —io

+ E  ll(* - W b  - £i>Klli2(7i).
i> m + io + l

(4.3.16)

We will estimate the second sum in (4.3.16). (The first sum can be dealt with in 
a similar way.) To do this we recall the standard results for piecewise polynomial 
interpolation (e.g. [34, pg. 554]) and write

IK* -  W b  -  < c  hU D (Z B -  x B)vn\\lHli)
i> m + io + l i> m + io + l

<C Y ,  t i \ \ s - h D ( Z B - X B)vn\\l~{Ii).
i > m + i o + l

It can be shown, using the same argument as in the proof of Theorem 3.10, that 
the operator sD{L b — %b ) has a bounded kernel. Hence, noting that hi < C n-1, 
we obtain

E  ii(* -  ̂ »)(£b -  < cn-1 E  (hixr-i)2iKiii2t_A,A]
i> m + io + l i> m + io + l

< C j>“ ^ +1(,1iX.r-1l)2||l'n|l!2[_A,A]- (4-3.17)

Now for i > i0 -f 1, (4.3.2) implies

hm+i =  ( —V a — (^— i V A < gA— ( —V ”\
\ m J  \ m  J m  \ m J

Hence,

-i 1 /  i \<i- 1 /  m  1 1 . „
<  q— ( — ) (-— - )  <q-.— -  <  q — . (4.3.18)

T m  \ m J  \ i  — 1/ 2 — 1 z0

By substituting (4.3.18) into (4.3.17) it follows that

E  IK* -  W f l  -  3CB)B„|||2(/j) < C ( l ) 2||vn| | l a[_A,A]-
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A similar estimate holds for the first sum in (4.3.16) and so

Wi1 ~  ^nX ^B  ~  ^fl)Vn||L*([-A>A]\[*m_i0,*m+i0]) <  C V |K | | l 2[-A,A]

< 2IÎ ll̂ 2[—A»A1’ (4-3.19)

for sufficiently large i0.
Therefore, it follows from (4.3.14), (4.3.15) and (4.3.19) that, for sufficiently 

large n, there exists io such that,

II ( I  ~  ^n)(£> B  ~  ^ b )Vti\\l ^[-A,A] ^ ^ 11Vn 11 E" A.A1'

Also, for sufficiently large n, it follows from Remark 4.5 tha t there exists io such 
that

II (I ~  ) ^B^n11L2[—A,A] <  ^  llV«  I U 2 [ -A ,A ] -

Hence (4.3.12) follows from (4.3.13). □

R em a rk  4.7. The introduction of the parameter io is solely a device to prove 
stability of the collocation method applied to the particular problem when i  
contains a corner. The proof that these methods are stable without modification 
has eluded researchers for 15 years. However, no unmodified practical collocation 
method has ever been observed to be unstable. For this reason and to simplify the 
presentation we assume that Theorem 4.6 holds for io =  0 (i.e. no modification) 
for the remainder of this section.

Theorem 4.6 implies that the collocation equation (4.3.3) is uniquely solvable 
for all n  sufficiently large. We use this result in Lemma 4.9 to find a bound for the 
error \\u — wn||L2[-A,A]- First we need the following result which gives an estimate 
for ||Tnv||£,2(/.) for an arbitrary function v.

L em m a 4.8. Let v : [—A, A] —► R, then

I|5„k||!*(/,) <  Chi max |u(xy)|2, 

with C independent o f i  and n.

P ro o f  First note that since v is well defined at the collocation points x \̂  for 
(i , j )  G 3 we have

ll^n^lli2̂ )  ^  11 11 L°° (Ii)'
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Also for x G Ii,

r r

l(?nu)(x )l =  | -  { X  l^«(x)l} ^ 5 } ^  (4.3.20)
j=1 j=1

Clearly Y7j=i I bounded when r = 1. If r > 1, then for x € I{, we can
write, x =  Xi-i +  h £  for some f  G [0,1]. Now since x^j = Xi-i +  h^j ,  we have, 
using (4.1.3),

xi<Mx)i=x| n (f^)|
7 =  1 7 =  1 l < k < r  ’ K

which is bounded independently of i and x  G U. Hence the result follows from 
(4.3.20). □

L em m a 4.9. For the exact solution, u, to (4-0.1) and approximate solution, un, 
determined by (4.1.8), we have the following error estimate,

\W ~  ^ ti||l2[—A,A] ^  (I ~~ ‘Pn)^'IU2[-A,A]

for some constant C independent of n and u.

P ro o f  First applying the triangle inequality we have,

||ll ^n||L2[—A,A] ^  IW A,A] d" 1 1 ^ n | | . L 2[—A,A]’ (4.3.21)

It follows from Theorem 4.6 that the second term on the right-hand side of (4.3.21) 
can be estimated by

l l ^ n « - “ " l |t2[-A,A] <  C,||( /  +  ? n£ B )(?n« - U n)||i j[_A,A]
< c\\ynZB(i -  yn)u||L2[_A,A]
< c{\\vnxB{i -  y„)u||LS[_A,A]

+ ||? „ (£ B -  X B)(I -  y j « | | i 2[_A,A,}. (4.3.22)

It can be shown that the first term on the right-hand side of (4.3.22) satisfies , 
cf. [36, Theorem 3.3]

ll?„x B( /  -  ? n)« ||£.[_A,A] < C ||( /  -  y n)e||L>[-A,A]- (4-3.23)

81



Moreover, applying Lemma 4.8,

| | 5 n ( £ S  -  X b ) ( I  -  5 „ ) 2 | | t 2 [ - A ,A] =  E  -  ^ n ) m H l i )

i=1
n

< C ^ h i  .max |(£ B -  X B)(I  -  ? n)w(a;- )|2
t= l

n

< c { E ^ } l l U - ^ n ) S |l V [ - A ,A ]  (4.3.24)
i = l

<  C | | ( / - ? n) u | | |2(_A,A]. (4.3.25)

(The inequality (4.3.24) follows because the kernel of Lb — X b  is bounded.) The 
result now follows by combining (4.3 .21), (4.3 .22), (4.3.23) and (4.3.25). □

It follows from Lemma 4.9 that to obtain convergence rates we need estimates 
on the interpolation error \\u — P̂nu\\L2[-A,A]' These of course depend on the 
regularity of the solution. To describe this regularity we introduce the weighted 
Sobolev space for an interval J  C E. For k G N and a  G R

L 2a \ J )  =  {v ■ \x\>- aDj v €  L \ J ) , j  =  0 ,1 (4.3.26)

equipped with the norm ||i»\\LW(j) = J2kj=o 11  ̂ aDj v\|L2(>7), (see [35]). Note that 
when r < a,

L 2 /[ - A, A] C H r[ - A, A] := {v G L2[-A , A] : D rv G L2[-A , A]}. (4.3.27)

E x a m p le s  4 .1 0 .

(i) The function

u(x) = C' +  C"\x \ , where 1/2 < 6  < 1, (4.3.28)

satisfies u(x) — Cl G L%k[—A, A] for all k > 0 and a <6  + 1/2.
(ii) The function

u(x) = C\x\6~l , where 1/2 < 6  < 1, (4.3.29)

satisfies ^(rr) G L%k[—A, A] for all k > 0 and a <6  — 1/2.

R em a rk  4.11. When we solve the Dirichlet problem for the Laplace equation 
in the region interior to a planar polygon using the indirect boundary integral 
method the solution of the resulting integral equation has its principal singularity
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in the form (4.3.28) where the corner is at x  =  0 and 0 =  1/(1 +  |xl)> where 
(1 — x)tt is the angle subtended by the corner (x € (—1 ,1)\{0}). When we solve 
the Neumann problem with the same geometry again using the indirect boundary 
method the density has its principal singularity in the form (4.3.29), again with 
0 =  1/(1 +  |x|) (see e.g [27], [45], [36]).

Since the integral operator in the spherical boundary integral equations which 
we are solving in this thesis has a principal part which coincides with the Laplace 
operator we conjecture that the solutions of our integral equations have the same 
principal singularity as identified in Examples 4.10 (i) and (ii). The numerical 
results below support this conjecture.

Following Remark 4.11 in Theorems 4.12 and 4.13 we will prove estimates for 
ii (* -  p j  ̂ | |l2[-a,a] under assumptions which encapsulate Examples 4.10(i) and 
(ii).

T h e o rem  4.12. Suppose there exists a constant C' — C'{u) such that u — C' G 
L^,r[—A, A] for some a > 1. Then,

11(1 -  y„)S|Un-A,Aj <  C n -* \ \u -  C'\\Lir[_m , 

when q > m ax{r/a , 1} for some C independent of n and u.

P ro o f  Throughout the proof C  denotes a generic constant independent of n. Due 
to the symmetry of the collocation points about the origin it is sufficient to prove

||(7 -  y j « | | i21o,A] <  Cn~r \\u -  C 'U ^ r ^ .  (4.3.30)

First of all recall the standard estimates for piecewise polynomial interpolation, 
cf. [34, pg. 554],

||(7 -  y„)u ||i2(/j) <  Ch{\\]yn\\LHli) (4.3.31)

for j  =  1 , . . . ,  r, provided the norm on the right-hand side is finite.
When r  < a, u — C' G H r[—A, A] by (4.3.27). We can apply (4.3.31) with the 

mesh (4.3.2) taken to be uniform, (i.e. q =  1) and j  = r to obtain

| | ( 7 - T J i i | |L2[o)A]< C n - r ||Dru ||L2[o)A] =  Cn~r\\Dr(u -  C")IU2[o,a]

< Cn  ||w — C  ||L2,rj0jA|.

Now assume r > a. Applying (4.3.31) on Im+1(=  [0, £m+i]) with j  = 1 we
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obtain

II {I *̂ n)WIU2(/m+l) — C /W lllZ ^IU 2̂ ! )

U
hm+1 x 1/2

x 2a~2\xl~aDu(x)\2d x j

< Ch°m+1\\xl- aDu\\LHIm+l) =  Cm->a\\xl- aD { u -  C ' ) |b (W l) 

< C n - ' \ \ u ~ C ' \ \ Lir(Im+i), (4.3.32)

when q > r / a  (note from (4.3.2) that hm+i = Cm~q =  0 (n ~ q)).
For the other intervals Ii, i > m  +  1, we apply (4.3.31) with j  = r to obtain

II(I  -  CP„)u||i2(/i) < C h l{  J  x 2a- 2r \xr- “Dru(x)\2d x } 1/2. (4.3.33)

Since r > a  this yields,

\\{I- 7 n)u\\LHli) <  Chlx tr{ \ \x ' -aD ru\\LHli) <  C h ' x f - ' W u - C ’W ^ y  (4.3.34)

(Here we have used the fact that for i > m  +  1, there exist constants C \ ,C 2 

independent of i and n  such that C2 < x ^ x / x i  < C\.) From (4.3.2), Xi = 
((? — m ) /m ) qA and so,

= ((*zfOyA _ / ( ; - y - 1))*A <
\  m  J V m J V m  J i — m

where C  depends on q but is independent of n. Therefore, since aq > r we have

< Cm~r < Cn~T. (4.3.35)

Hence it follows from (4.3.34) that,

ll(/ -  o g e iu ^ )  < c n - | |«  -  c '||L,..(/j). (4.3.36)

Combining (4.3.32) and (4.3.36) gives (4.3.30) and the result follows. □

T h e o rem  4.13. Suppose that u E I%r[—A, A] for some a  > 0. Then

| |( /  -  y n)u\\L*[-A,A] < Cn ~r\ m Ll’r[-A,A]’ 

when q > m ax{r/a , 1}.
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P ro o f  As in the proof of Theorem 4.12 it is sufficient to show

| | ( /  -  ? „ ) S | | L a[olA] <  C'n_r ||u ||£V |oiA], (4.3.37)

and this is trivial when r < a. So assuming r > a, and repeating the argument 
in the proof of Theorem 4.12 it follows from the inequality on the left-hand side 
of (4.3.34) that, for i > m  +  1,

II ( /  -  o g a i k ^ )  < c h rx : n W - aDru\W(,i) < < ^ * r r lie||Lv (/i)

hence, by (4.3.35),

| | ( /  -  ? „ )u ||L2(/i) <  Cn-r\\u\\Lir(Ii), (4.3.38)

when q > r /a .  Therefore to complete the proof we need to show (4.3.38) holds 
when i = m  +  1. To do this, note that Lemma 4.8 applied on 7m+i implies,

ll^n“ lli»(/m+i) <  C hm+i max |u(£J/im+i) |2, (4.3.39)

(recall from (4.1.2) and (4.3.2) that x m+i,j =  £jhm+1)- (Note that u is well 
defined at the collocation points since Du  is integrable on any open interval in 
[—A, A]\{0}.) Now following [34, Lemma 4.1], for each j  =  1 , . . . ,  r we can write

I r ( j h m +i  2

hm+i\u{Cjhm+i)\2 = (Cj)~2h^ +1 \ D{xu(x)}  dx . (4.3.40)
1 Jo

(Note that xu(x)  must vanish at x = 0 since u € L ^ r[—A, A] with a  > 0.) Hence 
applying the product rule followed by the Cauchy-Schwartz inequality to (4.3.40), 
we have,

' £ j hm + 1■ riij nm+1 2
h m + l \ u { C jh m + l ) \2 = (Cjf)"2̂ m+1 / {̂ 0*0 + x D u ( x ) }  d x

1 Jo

U
£j hm+1 m̂+1 v

1 c h j  j  J  \u{x) + x D u (x )\2 d x j

rhm+l
< (? p _1 /  !«(*) +  xDu{x) I2 dx <  C ||«(x) +  xDu{x)\\\Hlm+1y

Jo

Combining this with (4.3.39) and applying the triangle inequality gives,

||5 n^IU2(/m+i) < c '{ N U 2(/m+i) +  l l ^ “ (^)l|L2(/m+i)}- (4.3.41)
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(Note that Tn is not bounded on L2(/m+1). The estimate (4.3.41) reflects this 
but is enough for our purposes.) Thus, using (4.3.41) we obtain, after another 
application of the triangle inequality,

IK7 -  5\i)ff|U2(/m+i) < +  \\x Du(x )\\L2(/m+1)}- (4.3.42)

We now estimate each term on the right-hand side of (4.3.42).
First consider ||w||x,2 (jm+1). For this quantity, we have

U
hm+1 n >> 1/2

x “ |x “u(x)| dx |  <  CA“ +1||u||t 2..(/m+l)

< (4.3.43)

when q > r / a .  Arguing in the same way, it is clear that

||arX>2-(a;)||i2(/m+1) < Cn“r|l“llii'(/m+1)- (4.3.44)

Therefore, combining (4.3.42), (4.3.43) and (4.3.44) we obtain

ll(7 “  ^>n)'liIU2(/m+l) — IMI.La’r(/m+l)’

which, along with (4.3.38) gives (4.3.37) and hence the result. □

T h eo rem  4.14. (i) Suppose that B  =  D and that the exact solution to (4.0.1)  

satisfies u — C'  G L2,r[—A, A] with  1 < a  < 3/2, then fo r  sufficiently large n  the 

collocation m ethod described by (4-3.3) converges with error

||w -  ^ ti||l2[—a,a] =  C n ~ r \\u -  C'/||L2.r[_A(A] as n  -> oo, (4.3.45)

provided the grading param eter  q >  m ax{r/a , 1}.

(ii)  Suppose that B  =  N  and that the exact solution to (4-0.1) satisfies u €  

L2,r[—A, A] fo r  som e  0 < a  < 1/2, then fo r  sufficiently large n the collocation 

method described by (4-3.3) converges with error

\ \ u - u n\\L2 [_AtA] = C n ~ r \\u\\L2 ,r[_A A] as n  oo, (4.3.46)

provided the grading param eter  q >  r / a .

P ro o f  It follows from Lemma 4.9 that for both the Dirichlet problem and the
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Neumann problem

\u -  | | l2[—A,A] < C\\{I -  5 jq |L 2 [ -A|A]. (4.3.47)

Therefore the proofs of (i) and (ii) now follow by applying Theorems 4.12 and 
4.13, respectively. □

Theorem 4.14 is a theoretical result which assumes the matrix entries (4.1.6) 
are computed exactly. In practice numerical approximations are needed. In §4.4 
we give sufficient conditions for the accuracy of the approximations needed to 
calculate the matrix entries (4.1.6). Before we do this we briefly discuss the 
hp—version of collocation for the remainder of this section. (We insert this dis­
cussion because the hp—version is used for some of the experiments in Chapter 
6 .)

4.3.2 The h p —refinement m ethod

We investigate here the hp—version of collocation which we obtain by simultane­
ously refining the mesh and increasing the order of the approximating piecewise 
polynomial. The hp—refinement method has been thoroughly investigated in its 
application to the finite element method on planar polygonal domains. Moreover, 
for the finite element method, it has been shown in [49] that if the boundary data 
is piecewise analytic then then the hp—version converges exponentially whilst the 
h—version has a polynomial rate of convergence (with respect to the number of 
degrees of freedom). Following [49] corresponding results have been shown for 
the hp—method applied to the boundary element method see e.g. [37] [66].

For the hp—version of collocation we use a geometric mesh with refinement 
towards 0. For fixed a  G (0,1) we define the nodes of the mesh by

x m±i = for i =  1 , . . . ,  m, Xq = 0.

(This is different from the algebraically refined mesh in (4.3.2).) We seek an 
approximate solution on the space, associated with this mesh. A typical 
distribution of orders r  in the hp—version of collocation would be:

f'i =  |"(m +  l  — i)(3] for i =  1, . . . ,m  — 1, U = \(i — m)/3~\ for i = m + 2 , . . .  ,n,
(4.3.48)

for some fixed parameter /? > 0 and =  1 for i =  m, m  +  1 (in fact, we set 
the approximating polynomial equal to zero for i =  m, m  -f 1). Here, for x  G M,
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[V| denotes the smallest integer greater than or equal to x. Thus close to 0 we 
approximate the solution on small subintervals, using low order methods, while 
further away we use higher order on larger subintervals. The maximum order 
increases linearly with m  and hence also n. Again we define the correspond­
ing projection of L 2[—A, A] onto S* by iPn with the dependence on <7,/? and r 
suppressed from the notation.

The next result shows that the hp—version of collocation is stable.

T h eo rem  4.15. For B  =  D or N  and for n sufficiently large, (I  4- 
exists and is bounded on L2[—A, A].

P ro o f  The proof is analogous to the proof of the stability of the h —version of 
collocation. First consider I  ± y n%B, B  = D ,N  where %b is defined in the proof 
of Theorem 3.14 and is defined as in (4.3.7) (but obviously with respect to the 
approximation space 5J with r  defined by (4.3.48). It follows from [37, Theorem 
4.3] that I  ± 7 n%B are invertible on L2[0, A] if k,b satisfies the conditions (4.3.9) 
- (4.3.11) (verified in the proof of Theorem 4.4). In addition to these conditions 
we also require that the kernel kb satisfies the following smoothness condition:

poo

/  x~l^2\x3D*kb(x)\(Ix < 00, for j  =  1,2,
Jo

which can be verified after some manipulation. Therefore by repeating the argu­
ment in Theorem 4.4 it follows that I  +  iPn3Cb is invertible on L2[—A, A]. It is 
clear that the result follows using the same argument as in Theorem 4.6. □

R em ark  4.16. Note that the parameter io does not appear in Theorem 4.15. 
However the approximating polynomial is set to zero on the two subintervals 
containing the corner and the order of the approximating polynomial increases 
as the mesh is refined.

As we have shown, the collocation equation (4.3.3) is convergent in a Sobolev 
space setting for the h—version of collocation. However in order to derive ex­
ponential convergence of the hp—method we need to have estimates in a certain 
countably normed space of real-analytic functions on [—A, A]\{0} (see [37]). This 
space is defined as follows For a > 0, we define

B a (I) = {v : 3 d > 0 independent of j  such that

\\x3~aD3v\\L2{I) < d3+1j \ , j  = 0 ,1 ,2 ,...} .
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In view of this we can now state the following theorem which is key in proving 
the exponential convergence of the hp—method.

T h e o re m  4.17. Suppose that u G B a[—A, A] and (3 in (4.8.48) is sufficiently 
large, then

| | ( 7 - y n)u||i2 (/()< C e - ^ ,

where C and b depend on u, (3, a and a  but are independent of n.

We do not give a proof here but the result can be derived from [37, pp. 58-61] 
By assuming regularity of the exact solution to (3.1.27) we get the following 

lemma on the convergence of the hp—method.

L em m a 4.18. Suppose that u G B a[—A, A] and that (3 and n are sufficiently 
large. Then the hp—collocation method on the approximation space SJ[—A, A] 
(with r  defined by (4 .8.48) )  converges with error,

11̂  — ^ti||l2[-a,a] <  C7e-6n, as n —>■ 00, (4.3.49)

where C  and b depend on u, (3, a and a  but are independent of n.

P ro o f  From Theorem 4.15 and recalling the proof of Theorem 4.14 we have the 
following bound

\ \u  -  U n ||l2[-A)A] < C\\u -  ? nu ||L2[_A)A]. (4.3.50)

The result follows from Theorem 4.17. □

R e m a rk  4.19. The required regularity condition, u G B a[—A, A], is proved 
in [37, Theorem 2.1] for the pure Mellin convolution operator, IKb - Since the 
operator £ 5  of interest in this thesis is a smoothing perturbation of %b we expect 
the same regularity to hold in our application, it is not immediately obvious that 
the regularity assumption in Lemma 4.18 holds for our application and it is 
outside the scope of the thesis to prove it. However the results in §6.3.1 indicate 
that the hp—method does converge exponentially in this case.

In the next section we consider a fully discrete collocation method which 
maintains optimal convergence only for the h—refinement method. However the 
theoretical rates of convergence for the hp—refinement method seen here are also 
observed numerically in §6.3.1, by employing an analogous quadrature scheme to 
calculate the matrix entries (4.1.6).
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4.4 The discrete collocation m ethod

In §4.2 and §4.3 we have given theoretical convergence results for the collocation 
method based on the assumption that the matrix entries are computed exactly. 
However in practice numerical techniques are required. In this section we consider 
the collocation equation

(I + $ nZ )un = b, (4.4.1)

(we have dropped the dependence on boundary conditions from the notation to 
simplify the presentation in this section). We aim to give sufficient conditions on 
the degree of exactness of the quadrature rules used to compute the corresponding 
matrix entries in order to maintain optimal convergence of the overall method.

Recall that for general collocation method (4.4.1) the matrix entries are given 
by (4.1.6), i.e.

L{xrj'jl ,o)(l>ij (a) da, for (i, j ) ,  G 0,

where faj is the j th basis function for polynomials of order r* on the interval 
Ii. In general these integrals have no explicit formula and so they will need 
to be calculated numerically. We call the resulting method for approximating 
the solution to (4.4.1) the discrete collocation method. To define this method 
more precisely we introduce the possibility of approximating (£<^j)(s) by L^(s), 
Lfj(s) «  (£ (j>ij)(s), where d stands for discrete.

For any vn G £J[-A , A],v„(s) =  J27=i Vijfajis), the action of £  on vn is

n ri
£ v n(s) = ] P ^ ( £ < f e ) ( s)%- (4.4.2)

i=l j =1

The corresponding approximation of this is,

n r,

f r 'M s )  = 5 3  i f j  (s)Vi j . (4.4.3)
i = l j = 1

Note, £ d is defined only on 5J[—A, A]. Recall that the functions £</>jj(s) are all 
continuous at x [j so Tn£  is well defined on S*[—A, A]. We assume that hfj are 
also continuous at x so that Tn£ d is also well defined on S*[—A, A]. The discrete 
collocation solution G S*[—A, A] is defined by,



If we write ud(s) = X™=i 1 VijfaA3) fhen fifj may be found from the linear 
system,

n ri
^  +  E E ^ M  =  I,( 4 ) .  (4.4.5)

4=1 j  =  1

where
£ ^ , <3. =  £4 (*£,)• (4.4.6)

Comparing this with (4.1.4) we see that Ji satisfies the same equation as Ji but 
with matrix entry L*>j>,ij replaced by its approximation

This leads to different versions of the discrete collocation method, depend­
ing on how the functions Ly(s) are defined. For the remainder of this section 
we consider only a h—version of the collocation method and take Tn to be the 
projection onto the h —refinement approximation space 5J[—A, A] defined in §4.2 
and §4.3.1, i.e. Tn projects onto a space of piecewise polynomials of order r* =  r, 
for each i = 1 , . . . ,  n. We describe the sufficient conditions that the functions hfj 
should satisfy to ensure that the discrete collocation solution ud converges to the 
exact solution u optimally i.e. ||u — u^||^2[_A)A] =  0 (n ~ r). To analyse (4.4.4) we 
use the following lemma:

L em m a 4.20. Assuming (I  +  Tn£ d)-1 exists, then

u -  = (u -  un) + 6n (4.4.7)

where the perturbation Sn is given by

?„ =  ( /  +  ? „ £ <i) - 1? n(£  -  Z d)un. (4.4.8)

P ro o f  Clearly (4.4.7) holds with

?n := un -  udn. (4.4.9)

Now observe that,

( i  + y nZ d)sn =  ( /  +  ? nZ d)un -  ( i  +

=  ( /  +  7 nZ )un -  (I + VnZ d)tfn + 7 n(Zd -  £ )u „ ,(4.4.10)

which implies (4.4.8) since the first two terms on the right-hand side of (4.4.10) 
are each equal to □

In order to use Lemma 4.20, we need to establish that (I  -1- Tn£ d)_1 exists as
as operator on 5Jj[—A, A] and is uniformly bounded. In view of the stability of
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the true collocation method (Theorem 4.6) a sufficient condition for this is that 

l l ‘P n ( £  — £ d ) | s £ | | L 2[—A,A] —► 0  a S  71 V OO. (4.4.11)

When (4.4.11) holds, the rate of convergence of u„ to u depends on the rate of 
convergence in (4.4.11). We make this more precise in the next theorem. In what 
follows we use C  to denote a generic constant whose value may change from line 
to line.

T h eo rem  4.21. Suppose that the collocation method (4-4-V  is stable. Suppose 
also that for each n there exist en € R such that

l l ^ n ( £  -  £ £V n | | l , 2[-A,A] <  e n | | v n | | L 2 [ _ A)A] , ( 4 . 4 . 1 2 )

for all vn € SJ[—A, A].
I f  en ~> 0 as n  —> 0 then the discrete collocation equation (4-4-4) 25 stable,

i.e. ( /  +  Tn£ d)-1 exists and is uniformly bounded on 5J[—A, A] fo r n  sufficiently 
large. Moreover,

\\u  — ^ | | l 2[-A,A] ^  llW — u ti \\l 2[ - A,A]  +  ^ c n | |& |U ~ [ - A ,A ] »  ( 4 . 4 . 1 3 )

where C depends on b but is independent of n.

P ro o f  As we have assumed the method for computing un is stable, 
||( /  +  Tn£ ) -1 ||L2[_A)A] is uniformly bounded in n. Therefore,

II (I  +  ^n2)^n|U2[-A,A] ^  C\\vn | | l 2 [ - A , A ]  (4.4.14)

for some constant C  > 0 and all vn € S*[—A, A]. Now notice that, by (4.4.12),

II { I  +  — ( I  +  3 >n ^ ' ) l , n l U 2[ - A lA] =  l l ^ n O * ^  ~  ^ ) V n  | U 2 [-A ,A ]

< en\\vn\\L2[-A>A]. (4.4.15)

Therefore, using the reverse triangle inequality,

II ( I  +  3 )n £ ) ?;n | |L 2[-A ,A ] “  | \ { I  +  3 \ | £ d ) u n | |L 2[ - A >A] <  1111£,2[_A?A] .

92



Combining this with (4.4.15) and (4.4.14), we get that, for all vn G S*[—A, A],

\ \ { I  d" ) ^ n |U 2[-A,A] ^  ||(-^ d" P̂n £ ; )u n | | l 2[-A,A] — ^ n ll^ n lU ^ -A .A ]

^  ( ^  ^n) ||^n  | |l 2[—A,A]

> C 'I k I M —A)A], (4.4.16)

for some positive constant C' and sufficiently large n. This implies stability of 
the discrete collocation method. The bound (4.4.13) is a simple consequence of 
Lemma 4.20. It follows from (4.4.7), (4.4.8) and (4.4.12) that

| |^  ~  ^n||.£/2[—A,A] <  | |^  — ^ n ||L 2[-A,A] d" | | ( /  d" “  £>d ) u n | | l 2[-A,A]

^  | |t i  'Un ||^,2[_ A)a ] d- C fen | | ,u n ||£,2[_ A,A]*

Therefore, using the fact that un = (I  +  Tn£ ) -1Tn&,

| | ^  —  ^ | | l 2 [ - A , A ]  ^  \ \U  ~  Wn | U 2 [ - A , A ]  +  C ^ n H ^ n & I U ^ - A . A ]

— | |^  ^ n ||L 2[—A,A] d“ C € n  | |T n 6||^ ,oo[_^tA]

— | | l i  '̂ ,t i | | l 2[—A,A] d" C C tj||6 ||^ ,oo[_atA].

Hence the result is proved. □

R e m a r k  4 .2 2 . When the collocation method converges optimally we have the
following estimate, \\u — un | | l 2 [ - a ,a ] =  0 (n ~ r). Therefore it is natural to seek
quadrature methods which satisfy en =  0 (n ~ r).

Sufficient conditions for this are the subject of the next theorem. First we 
need the following inverse estimate.

L em m a 4.23. ||^n |U°°(/i) < Ch{ 1/2\\vn\\L2̂ .) for all vn G SJ, where || • ||L°°(/i) i 
defined by ||v n | |Loo(/.) =  maxxeI. |v„(z)|.

P ro o f  Since the space of polynomials of degree r is finite dimensional, we have,

IIpIIl~[o,i] < c\\p\\L2[0A],

for all such polynomials, where C  is a constant that depends on r but not on p. 
Applying this inequality to p(x) = vn(xi-1 +  hix) (which is clearly a polynomial 
on [0,1]) we get

IKIU«>(Ji) =  ||p|U~[0,i] < C,||p ||l2[0>i],

IS
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and so since,

\\v n \ \ h ( i i )= [  {vn{x))2d x =  f  (vn(x i - i+ x h i ) )2hidx =  hi\\p\\2L2[0'l],
J Ii Jo

the result follows. □

T h eo rem  4.24. Define

Ci'j'jj := (4.4.17)

and suppose
Ci'j'jj < Chin~r , (4.4.18)

for some C independent of i', j ', i and j  then (4-4-1%) holds with en < Cn~r.

P ro o f  First note that by applying Lemma 4.8 to (£  — £ d)vn on the interval /,/, 
for some vn G S£[—A, A], we have that

||? n(£ -  £ dK H i2(/.,) < Chi' max |(£  -  Z d)vn(xriljt)\2. (4.4.19)
3 “ J - ,.. ./

We will use this estimate to prove the result, therefore we need to investigate
|(£  -  £ d)i;n« , 3.,)|.

By writing vn(s) = ]T"=1 >t follows from (4.1.6), (4.4.3), (4.4.6)
and (4.4.2) that

n r

\ ( ( Z - Z d)vn)(x':,j ,)\ =

4=0 j —0
n r  n

— ^   ̂^   ̂Gi'jf | V{j  | ^  Cn  ^   ̂h{ 11 Vn  11 loo ( j i ), 

i= 0  j = 0 i= 0

where in the last line we have used the assumption (4.4.18). Hence using the 
inverse estimate in Lemma 4.23 and the Cauchy-Schwartz inequality we have

n

| ( ( £ - £ > n) ( 4 / ) l  < C n - ^ h V 2K | | i2(/j)

< C n - { ± hi} 1/2{ ± \ M \ l HIi)} 1/2
i = 0 i= 0

<  C ' r i _ r | | v Tl| | z ,2 [_ A > A ].
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This together with (4.4.19) implies,

n?n(£-£,'Kiii>[_A,A] < E  ii^-^kiiW ,)  ̂c { E /i-'}n"2r||t,"ll̂ [-A'Ai’
i'—\ i'=1

hence the result. □
As a consequence of Theorems 4.21 and 4.24 we have sufficient conditions on 

ei/jijj, the error between the exact and approximated matrix entries, which give 
us a stable, optimally convergent and fully discrete method for solving (4.0.1). In 
Chapter 5 we construct efficient quadrature rules that require a minimal amount 
of kernel evaluations whilst simultaneously satisfying these conditions.
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Chapter 5

Quadrature

In this chapter we devise the quadrature rules required so that the fully discrete 
collocation method described in Chapter 4 converges optimally. Following on 
from §4.4 we only consider finding these quadrature rules for the /i-version of 
collocation with an approximation space of piecewise polynomials of order r. We 
shall do this for a general class of integral equations,

(I  +  &)u(s) — b(s), with £j u ( s ) = f  L(s,a)u(cr)d<T,
J-A

where the kernel satisfies the following conditions. We introduce the distance 
function dist defined by

dist(s, a) = min{|s — a\, \s — <7 +  2A|, \s — a — 2A|}, for s, o G [—A, A]. (5.0.1)

We make the assumption on the kernel that for k G No := N U {0}

a J.

■̂—̂ L (s ,a )  < Cdist(5, (5.0.2)

We do not prove (5.0.2) explicitly for our application. However we note that it is 
completely natural since the Mellin convolution kernel /c b ( s /<t ) 1 / < t  which occurs 
in the operator OCb (see (3.2.17)) satisfies

q^ { kb {s/<j )1/<j } < C ( l /a ) k+1, k e  N U 0.

(Note that k,b is infinitely continuously differentiable with all its derivatives 
bounded on M.) Also note that with respect to our application this is the worst 
case scenario and the behaviour displayed in (5.0.2) only occurs in the vicinity of
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points corresponding to a corner, if any, on the boundary I. In fact, away from 
the corners the kernel L b , B  = D, N ,  satisfies

dk ^
L b {s , o) < C  max{l, dist(s, cr)2-e-fc},

dak

for any arbitrarily small e, 0 < e < 1 (see Theorem 3.6). We shall also need in 
Lemma 5.10 a certain analyticity property of L b which we state and motivate 
there.

It follows from Theorems 4.21 and 4.24 that if \\u — un\\L2[_AjA] =  0 ( n ~r), then 
the discrete collocation solution, SjJ, will converge optimally to u in L2[—A, A] if 
the matrix entry errors, := | 1 U s a t i s f y

e v j ' i j  < C h in ~r , for («, j) ,  € 0, (5.0.3)

with C  independent of and j '. (Recall that the index set J is given by
3 = { (m ) : 1 < i  < n , l  < j <  r}.)

In Lemmas 5.5, 5.12 and 5.15 below we shall derive suitable quadrature 
schemes which ensure (5.0.3) holds. In these Lemmas we distinguish three cases: 
the “smooth” , “nearly singular” and “weakly singular” integrals. More precisely 
we define

dist(7i/,L) =  min d i s t ( x j L).
j'=0,.. . ,r

Then we choose a fixed parameter, 6 € [0,1), and we distinguish the three cases:

Case 1 

Case 2 

Case 3

dist(/j/,7i) >  fij, (5.0.4)

dist(7i/,7i) < h^, i /  i ' , (5.0.5)

% = i'. (5.0.6)

We assume throughout this chapter that n, the number of nodes in the collocation 
mesh, is sufficiently large so that hi < 1 for alH  =  1 , . . . ,  n. Since the stability 
results in Chapter 4 are proved for sufficiently large n this represents no loss of 
generality.

When i , i' satisfy Case 1 then x rv -, remains reasonably far from a and so we 
shall find that a straightforward error analysis is sufficient to analyse the accuracy 
of standard quadrature approximation of the matrix entries. Also this is the most 
common case (e.g. on a uniform mesh and for, 0 close to 1, there are 0 ( n 2) pairs 
('i , i ') satisfying Case 1 and close to 0(n)  pairs (i , i ') satisfying Cases 2 and 3). 
Therefore it is particularly important that the numerical scheme implemented
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when i, i' satisfy Case 1 is an efficient method.
We consider finding quadrature rules that satisfy (5.0.3) for the computation­

ally significant Case 1 first.

5.1 Case 1 : Sm ooth integrands

For this so-called “far-held” case we consider using quadrature rules that are exact 
for polynomials of order t^ j  (i.e. degree U>fi — 1) for each pair satisfying 
(5.0.4). The main aim of this subsection is to find sufficient conditions on to 
ensure that (5.0.3) holds for all i , i' satisfying (5.0.4) and j , j ’ =  1 , . . . ,  r.

First we introduce another family of points rjd E Rd for d E N such that 
0 < rjf < r)d < . . .  < rjd <  1. (These can be the same as, or different from, the 
collocation points introduced in §4.1.) We also introduce a class of quadrature 
rules on [0,1] which are exact for all polynomials of order <  t , with d < t < 2d. 
These use function evaluations at the points r)k for k =  1, . . .  ,d, and have the 
form

pi  d
/ v ( a ) d a a ^ 2 w f v ( n i ) .  (5.1.1)

fc=l

We assume that the weights, u;£, in (5.1.1) are positive. An example is the Gauss- 
Legendre quadrature rule which is found by treating wd and 7]d as 2d unknowns 
and are chosen so that the rule (5.1.1) is exact for all polynomials of order < 2d. 
Transforming (5.1.1) to a rule on rule U yields:

f  d
/ v{a)da ^ y 2 h i w t v ( a f k), (5.1.2)

Jl> k=i

where afk = Xi-\ +  r)dhi. Note that if we use Gauss-Legendre quadrature and 
collocate at the Gauss-Legendre points then the crfj will coincide with the points 
x^ ,  introduced in (4.1.2), when r = d.

The following result gives a derivative-based error estimate for general quadra­
ture rules of the form (5.1.2).

L em m a 5.1. Suppose that v G G ^/j) and that the quadrature rule in (5.1.2) is 
exact for polynomials of order less than or equal to t. Then,

I f  d
/ v { a ) d ( T - ^ h i W dkv(adk) < C/i*+1||L>^||Loo(/.). (5.1.3)

1 ^  *=i
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P ro o f  Let p G P* then since the quadrature rule (5.1.2) is exact for p, we have

n d A d
/  v(a)d<r - Y ^ h i w i v ( a f k) = /  (v - p ) ( a ) d a - J 2 h>wk(v ~  P)Wtk)

J'~ k=i fc=i
d

k = 1
=  2 h i | |v - p | |Loo(/i), (5.1.4)

since X ^=1 w* = l. To estimate (5.1.4) we expand v as a Taylor series of degree 
t — 1 about ajj_i with Lagrange remainder,

«(<x) =  p(a) + (a -  Xi-i) — - — , (5.1.5)

for some £ € U and p is the Taylor polynomial:

/ \ v^v  \kD kv(x i-i)
p (°) =  2 J ?  ~  *<-i) — ^ — •

fc=0

It follows from (5.1.5) that \\v—p\\L°°(ii) < hti \\Dtv\\L°°(ii) and (5.1.3) follows from 
(5.1.4). □

To compute the matrix entries L$ i;j, defined in (4.4.6), we shall use a quadra­
ture rule based on points depending on i' and i in order to ensure a certain 
order of exactness. This will yield computable matrix entries given by

=  E  (5.1.6)
k=l

Note that if we are able to choose r}di'^ =  £ri then the sum in (5.1.6) collapses 
to one term. This is because the quadrature nodes will coincide with the 
collocation points x i i '1 and since < ĵ(,xH) =  8jk the summand in (5.1.6) will 
vanish for all k except when k = j .  Thus in this case only one kernel evaluation is 
required to compute (5.1.6). This is useful in our application since each evaluation 
of the kernel is relatively expensive, see §6.2.

Now recall the quantity which has to be estimated as in (5.0.3). It is 
given by (using (5.1.6)):



The choice of the order of the quadrature rule (on which the number and 
position of abscissae will depend), so that the requirement (5.0.3) is satisfied
is now our main consideration. If we can find a bound on the derivatives of 
L ^ j , ,  (j)(f)ij(a) as a function of a then we can use Lemma 5.1 to achieve the 
required accuracy in (5.0.3). This is the purpose of Lemma 5.2.

First we note that the basis function, faj, restricted to the interval /*, is the 
Lagrange interpolating polynomial of degree r  — 1 on [—1,1] translated to U. 
More precisely, with faj as defined in (4.1.3), when a = Xi-i +  G Ii, we have,

where Ck depends on k (and r) but not on the mesh or on i. Here and henceforth 
we use C, Ci, C2, Ck etc. to denote generic constants which are mesh indepen­
dent and whose value may change from line to line. Using this observation, we

L em m a 5.2. Suppose i,i '  G {1,. . .  , n}  satisfy (5.0.4), then for all k > 0

||D * { L ( x h '■ I l f  W < Ctd i B t ( / , } mm{*,r'

for some mesh independent constants Ck- 

P ro o f  By the Leibnitz rule we can write

0«(a) =  \j(Z)  := P [  LJL
KfcCr1<fc<r SJk^j

Hence

(if r  =  1 then <t>ij{a) =  Xi{a )) and from this we obtain

(5.1.7)

can bound the derivatives of L(rcJi -i,o')0ij-(cr).

11 {2 J , cr) J (<r)} 11 (/o <  Ci max
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From (5.0.2) and (5.1.7) we get

\\Da{T(xrvj,a)<f){a)}\\Loo{Ii) < Ck max dist(J<»,/<)"1“ fc+̂ ,r *
t=0,...,min{K,r—1}

=  Ck max dist(I#, Ii)~1~k{ —  ^  } .
Z=0,...,m in{fc,r—1} L h i  J

(5.1.8)

From (5.0.4) and using the fact that 6 G [0,1) (and the assumption hi < 1), we 
see that d ist(/j/,/;) > /if > hi. Thus, dist(/*/,/j)//ii > 1 and so (5.1.8) implies 
the result. □
Combining Lemmas 5.1 and 5.2 we obtain an estimate of the error for a quadra­
ture rule of the form (5.1.6) applied to a typical “far field” matrix entry.

C oro lla ry  5.3. Let i,i! G { l , . . . , n }  satisfy (5.0.4)- Then using a quadrature 
rule which is exact for polynomials of order tv ̂  we get

f hi } ^ i+ l—minify,i,r-l}

P ro o f  By Lemma 5.1,

=  I  £ ( * ? / > o)4> ij(a )da  -  '* )

Jl‘ k=i
<  C h tii',i+1\\DtJ'’i{ L ( x iij,cr)4i(a)}\\L°o(ij-l .

Hence by Lemma 5.2,

^  ^X .V .i+1 J . UJ J \ - l - t ,  f  d is t ( /j< , Ii) 1ei'j'jj <  Chi  d is t ( /j< , / j )   —-------- 1

hi 1
=  c  f 1 V

l  dist(Iii,Ii) / □
R em ark  5.4. Under the conditions of Corollary 5.3, if the quadrature rule for 
hii f tij is chosen to have order tvti > r  — 1 then

hi } ti',i~r+2

This now leads to the next result which tells us what degree of precision is 
sufficient to ensure that (5.0.3) holds. This is obtained by arguments similar to 
those used in [46].
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L em m a 5.5. Let the assumptions of Corollary 5.3 hold. Suppose n is sufficiently 
large and that, for each pair (i ', i) in Case 1, we use a quadrature rule based on at 
least r abscissae chosen so that the order of precision, ty j,  is the smallest integer 
such that

U',i > r - 1, (5.1.9)

^  -  r " 1 + l - l o g( d i s t ( / ^ V W  (5-1'10)

then (5.0.3) holds.

R e m a rk  5.6. As the mesh is refined hi —¥ 0, the right-hand side of (5.1.10) 
approaches 2r — 1 and the condition (5.1.9) becomes redundant.

P ro o f  Firstly we have from (5.0.4) (using our assumption that hi < 1) that

log(dist(/<s/j)) ^  ^ ,
log(fc) -

Therefore (5.1.10) implies

( ,  log(dist{ h ' , h ) ) \ u  _ , 1 W  _ , M d is t ^ - . / i ) )
I 1  1 ® - ) -  r  +  1) >  r  +  log(/lj) •

Multiplying by log(hj) <  0, this implies

(log (hi) -  log(dist (Ii',Ii)))(ti'ti -  r +  1) < r  log(/ii) +  log (dist (/*/, L)). 

Hence (5.1.10) implies

Rearranging this gives

(  *  )
\  dist(Ii>, I i) )

< h!+1.

Therefore, by Remark 5.4 and assumption (5.1.9), we have

< Chl+1 < Chi— , 
nr

as required. □
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We can use this lemma to devise sufficient quadrature methods in the “far- 
held” case that will ensure optimal convergence of the collocation method. In the 
following subsection we restrict to the case of Gauss-Legendre quadrature rules 
which leads to a particularly efficient scheme.

5.1.1 Gauss-Legendre quadrature

Consider a special case where the collocation points on Ii coincide with the Gauss 
points translated to Ii and I i s  approximated by the r-point Gauss-Legendre 
rule (based on the same points). Then U'j =  2r (see e.g. [28]). As explained 
above, since the quadrature points coincide with the collocation points and be­
cause of the special form of the basis functions faj, there is only one kernel 
evaluation required to calculate the matrix entries. The matrix entries which we 
can estimate using this particular method is described in the next result.

L em m a 5.7. Suppose we use the h-version of collocation with approximating 
piecewise polynomials of order r on each subinterval and collocate at the Gauss- 
Legendre points of subintervals. Then (5.1.9) and (5.1.10) will hold if  we use 
Gauss-Legendre quadrature of order r to calculate the matrix entries (4-1-6) for 
pairs (i ' , i ) satisfying,

dist ( I i ’ , I i ) > h ] n r + 2 ) . (5.1.11)

P ro o f  Clearly (5.1.9) holds since U î =  2r. Starting from (5.1.11), we see that 
this implies,

log (dist (7j/, it)) 1
log (hi) ~  r +  2

After a little algebra, it can be shown that this implies

r +  log(dist {Ij>,Ij))l log (hj) 
r ~  1 -  \og(dist(Ii',Ii))/log(hi)

Hence,
t = It > T -  1 4- r + l°s(<iist(Ii,,Ii))/log(hi)

so (5.1.10) holds. □
The consequence of this lemma is that if we take 9 =  l / ( r  +  2) then we can 

calculate the matrix entries (4.1.6) for all pairs {i',i) in Case 1 with one kernel 
evaluation. Since the right-hand side of (5.1.11) approaches 0 as n —>• oo, an 
increasing proportion of the off diagonal matrix entries in L can be approximated 
using one point quadrature rules as the mesh is refined.
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- 1

Figure 5-1: The ellipse £a,b

5.2 Case 2 : Nearly singular integrands

Now we consider Case 2, the nearly singular integrals. Gaussian quadrature can 
handle many near singular integrals very effectively and so we consider such rules 
here. However for this case (and also for Case 3) we no longer use derivatives of 
L(xitji,a)(frij(<j) to estimate the quadrature error since these derivatives blow up 
so quickly that the analysis in §5.1 fails. Instead we shall use so-called “derivative- 
free” error estimates for the quadrature. Fortunately such estimates exist for 
Gauss-Legendre quadrature rules. Let £a,b C C denote the closed ellipse with 
foci at —1 and 1, with semi-major axis of length a > 1 and semi-minor axis of 
length b =  y/a2 — 1 > 0 (see Fig 5-1).

Now consider the integral of some function v over [—1,1] and the d-point 
Gauss-Legendre approximation of this integral, denoted by Gdv. A classical esti­
mate for the error is given by the following lemma.

L em m a 5.8. Let v be analytic on [—1,1] and admit an analytic continuation 
into the ellipse Then

/: v(a)da  — G v < C(a +  b) max \v(z)|
zG£a,b

P ro o f  The result follows from [28, 4.6.1.11].
Note that this is quite different in flavour to the more usual estimates in 

Lemma 5.1 in that derivatives of v do not appear explicitly on the right-hand 
side. We use this result to find a bound (given in Lemma 5.10) for when
Gauss-Legendre rules are applied on /*, in Case 2.
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For Lemma 5.10 we need an analyticity assumption on the kernel L. Precisely 
we shall assume:

A ssu m p tio n  5.9. For each i , i ' , f  the function L(x\,y,(7) for a £ Ii has an
analytic extension to a £ C with its only singularity at o =  x^y.

This assumption is reasonable because: (a) Fundamental solutions of general 
elliptic PDEs are analytic except at the origin see e.g. [46, §2.2]. (b) The contour 
I  is assumed to be piecewise analytic (see Notation 2.2) and since the corners of 
I  are not allowed to be interior points of Ii, the parameterisation p  in (3.1.27) is 
analytic on Ii. Note that the definition of the distance function (5.0.1) and the 
assumption (5.0.2) can be extended in a straightforward way for a £ C.

L em m a 5.10. Assume Assumption 5.9 and that (5.0.2) holds for a £ C. Suppose
we use the dv^-point Gauss-Legendre rule in (5.0.3) for all pairs (i ' , i ) in Case
2. Also suppose the meshes have a bounded local mesh ratio, i.e. there exist 
constants C \,C 2 such that

c 2 <  <  C l (5.2.1)
tli

Then,
t i' ji jj  <  Ch i p

for some p =  p(i',j', i) > 1, which is bounded away from 1 and independent ofn.

R em a rk  5.11. The condition (5.2.1) is satisfied for uniform meshes or the graded 
mesh introduced in (4.3.2).

P ro o f  Firstly, we employ a change of variable to rewrite lU'j',^ as an integral 
over [-1,1]. Let a = Xi-i +  hi(y +  l)/2 ,

L(a;-Y ,(7)0ij(cr)d(7 =  y  J  Vi>ytij(y)dy, (5.2.2)

where

vi'j’,ij(y) =  L{x\,jl, x i-1 +  hi(y +  l)/2)^-(a;i_ i +  hi(y +  l)/2 ). (5.2.3)

Now if we use the Gauss-Legendre rule on Ii to approximate the middle integral in
(5.2.2) we get the same result as if we use the Gauss-Legendre rule to approximate 
the right hand-side of (5.2.2). So the error is,

6-7 <■»*/
h ■ I 1j  j  v i ' j ' , i j {y)d y  -  • (5.2.4)
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Now we need to construct an ellipse with foci at —1 and 1 so that satisfies 
the conditions of Lemma 5.8. So we need to know where the singularities of 
Vi'j'jj lie. Now faj has an analytic extension to any ellipse but L ^ y ,  a) has a 
singularity at a = x\,y. Suppose that x\,y > Xi (we return to the possibility of 
x\,y <  Xi-1 later) then

x\,y =Xi + T) hi+i, (5.2.5)

for some 77 which depends on i ' , j '  and i. Note that 77 > £[, i.e. 77 is bounded 
away from 0. Thus, the continuation of TVjVj ^  ^as a we&k singularity at 
the point ys [—1,1] which is given by the change of variable that was used in
(5.2.2), i.e. Xi-i +  hi(ys +  l ) /2  =  x { +  rjhi+i. This yields

ys =  1 +  277̂ - .
tli

Hence if we chose £a)& so that a =  satisfies l < a < y 8 = l + 2rjhi+i/hi
(say, by setting a =  l+rjhi+i/hi) then the continuation of the integrand into La,b 
is analytic. By choosing b = b(i',j ',i)  accordingly (i.e. so that b2 +  1 =  a2, see 
Fig 5-1) and setting p =  a +  b it follows from Lemma 5.8 and (5.2.4) that,

h
= Cp~2d- ' ^  max

for all pairs (i*, i) in Case 2 and j , j '  =  1 , . . . ,  r. It follows from (5.0.2) (extended 
to include a G C) that

l^i/ji/)b'('2:)l — Chi ’ 

for all 2 € Ea,b with C  independent of the mesh. Hence,

=  Cp~2di'-L

If x\,y < Xi-1 then the singularity of /  occurs at ys = — 1 — 2r\hi-\/hi for some 
77 > 1 — f  J and the result follows in the same way as above. □

Lemma 5.10 can now be used to derive the sufficient degree of precision to 
ensure tha t (5.0.3) holds.

L em m a 5.12. Suppose that i,i ' satisfy (5.0.5) and that each matrix entry Li'j'.ij 
is approximated by a di>ypoint Gauss-Legendre, where dy^ is the smallest integer 
satisfying

^  ~  2 log(p) ’ (5'2'6)

where p is the minimum of all the p(i',j ',  i) identified in Lemma 5.10, then (5.0.3)
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holds.

P r o o f  From (5.2.6) we get

—2d*',* log(p) < (r +  1) log (hi).

Hence p~2 d i < h\+l, and so by Lemma 5.10

ev j ' i i  <  C p <  C M +l <  C h i — ■
nr □

We now have a sufficient quadrature rule for i ' , i  satisfying Case 2. Note from 
Lemma 5.12 tha t as n increases an 0(log(n)) point Gauss-Legendre rule is needed 
to achieve the order of accuracy in (5.0.3). Hence we have a quadrature scheme 
tha t requires 0(log(n)) kernel evaluations per matrix entry.

5.3 Case 3 : Weakly singular integrands

We now consider the weakly singular integrals in Case 3. In this case the inte­
grand is weakly singular at some point on the range of integration and so neither 
Corollary 5.3 nor Lemma 5.10 can be used. We consider here the case when the 
integrand has a log singularity i.e. when the kernel is of the form

L(s, a) =  p(s, a) log(|s -  cr|) +  r(s, a), (5.3.1)

where p and r are smooth functions. With regard to the problem of interest in 
Chapter 3 by ensuring that any corner points on I  coincide with a node on the 
collocation mesh then each subinterval I{ will correspond to a smooth section 
of the contour t. Hence it follows from Theorem 3.6 that the kernel Ls(s,cr), 
B  = D , N  will take the form (5.3.1). In fact by substituting the representation 
of Pu- i /2 from Lemma 3.5 into the expressions (3.1.1) and (3.1.2) for Ld  and 
Ln,  respectively, it can be shown that p and r can be written in terms of the 
functions au- 1/2 and bv- 1/2 defined in (3.1.8), (3.1.9) and their derivatives. The 
functions a„_i/2 and bv- 1/2 can be computed explicitly in terms of hypergeometric 
functions.
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Using (5.3.1) the integral we wish to calculate can be split into two parts 

[  L(xrij,a)(j)ij (a)da = [  p{xrij,a)\og{\xrij -  a\)(j)ij{a)da
Jii Jii

+  J^r ix ljiC T ^ iji^da .  (5.3.2)

The second integral on the right-hand side has a smooth integrand and can be 
estimated using a Gauss-Legendre quadrature rule. For the first integral we use 
product integration.

To describe product integration consider the general problem of integrating 
w(a)v(a), where v is a smooth, possibly complicated function and w is a simple 
and possibly singular function. We approximate v on Ii by its interpolant at 
some points j  =  1 , . . . ,  d:

d
Rdv((j) =

j =0

where

k±j aik °ij

This leads to the approximation

/ w(a)v(a)da «  / w(a)(Udv)(a)da =  / w(a) v(aij)lij(a)da
Jii Jh Jh j=0

di * di
= y2v(<Jij) /  w{a)lij{a)da = 'S 2 w ijv{aij), (5.3.3) 

j=o Jh j=o

where Wij = / 7. w(a)lij(a)da . If w is simple enough, the weights Wij in (5.3.3) 
can be computed analytically.

We apply this to the first integral on the right-hand side of (5.3.2).

L em m a 5.13. Suppose that we use the quadrature rule in (5.3.3) with d = d^  
nodes, w(a) =  log|x^ — a\(fij(a) and v(a) — p(xlj,a) then we get the following 
error bound

di> ti

Jli j=0

< C ||p ( 4 ,  a) -  n d., .p(®J., cr)||L=o(/.) f  I lo g ( |^  -  <j|)| da, (5.3.4)
Jh
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where w{j = / 7. log(|a:^ -  a\)<f)ij(a)lij(a)da.

R em ark  5.14. Note that faj and kj are polynomials. Therefore the integral 
describing the weights have an integrand which is a product of a log function 
and a polynomial. Hence can be computed analytically.

P ro o f  By (5.3.3) and (5.1.7) we have,

di>,i
/  °)  l°g (K j -  CTl)0ii(° )  d a ~ Y l  WijP(Xij> an)

Jli j =0

=  I (p « j> CT) -  (n <ti',ip)(xh>c )) los(lx« _  eM ijitr)  do

< c \\p(z«>CT) -  (n ^p X sy ,< T )||L~ (/i) J '  I log(|x^. -  <t|)| do, (5.3.5)

as required. □
So the accuracy of the quadrature rule depends on the accuracy of the inter­

polating polynomial, Ud., .p, compared with p . We use Lemma 5.13 in the next 
result which gives a sufficient numerical technique for approximating the matrix 
entries for pairs (i ' , i ) satisfying Case 3.

L em m a 5.15. Suppose that i =  i' and that we approximate the matrix entries 
L using the representation (5.3.2). Also suppose that we compute 
the numerical approximation ofLi'jtjj, by using the product integration method 
described in Lemma 5.13, with d#^ =  r  +  1, to approximate the first integral on 
the right-hand side of (5.3.2) and by using the \r/2]-point Gauss-Legendre rule 
to compute the second integral on the right-hand side of (5.3.2). Then it follows 
that the matrix entry approximation error satisfies

— Ctan  .

P ro o f  First we write

ei  : =
p  • i *•

/ P(x ij> <r) MKj “ <rl)faj(<r)d<r -  V  W i j p f f i ;  <7y)
j=o

where w^ = log(|s — a\)lij(a)da. We also define

62 :=  I h  r ^ ’’ a ^ ii ( <J} d a  “  G l r / 2 ] { r ( x ri j ,  •)<t>ij(')}
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where, for an arbitrary function v, is the \ r / 2] point Gauss-Legendre
approximation of the integral of v over Ii. It follows that

ei'j',ij ^  el +  &2’ (5.3.6)

From Lemma 5.13 it follows that

e i  <  \ \ p ( x ri j , (T)  - n r+ip(xL,a)||Loo(/. ) ^  llogflzL -<r|)| d a .

Therefore using the standard estimate H p ^ ,  cr) — Ur+ip(xlj, a) \ \  L-(A) < 
where C  is a constant that depends on p, it follows that

ei < CK?1.

Now we consider e2. Since the Gauss-Legendre rule on \ r f  2] points is exact for 
all polynomials of order < 2r (see e.g. [28]) it follows from Lemma 5.1 that

e2 < C h ^ D ^ r i x ^ a ) ^ ) ^ ^  < CK?1.

Hence (5.3.6) implies that eyy#  < Ch\+1 < Chin~T. □
Combining all three cases (5.0.4)-(5.0.6) we see that 0 ( n 2) kernel evaluations 

are needed to compute the whole matrix to ensure (5.0.3) holds for all pairs (i, il) 
(in fact a large proportion of matrix entries can be computed with only one kernel 
evaluation).

We have described here an efficient strategy for assembling the matrix Ld 
while maintaining the optimal convergence of the h-version of collocation method 
described in Chapter 4. In the next section we present the results of some numeri­
cal experiments which use these approximation rules for the matrix assembly and 
demonstrate the rates of convergence expected from Chapter 4 and the theory 
above.

5.4 Numerical results

We shall illustrate the performance of the numerical method described Chapter 
4 with the quadrature rules above for two example problems. Throughout the 
computations we use collocation at the Gauss points of subintervals.
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E xam ple  1

First we consider the numerical solution to the integral equation that results 
from the acoustic diffraction problem for a circular cone. We consider both Dirich- 
let and Neumann boundary conditions and fix v =  i. We chose a circular cone 
with semi angle (the angle between the surface of the cone and its axis of symme­
try) equal to 7r/6  and an axisymmetric incident wave, Uinc(x )  =  exp(—iku>Q • x), 
where — u>0 is the direction of the axis of symmetry. The boundary value problem 
(3.0.1), (3.0.2), associated with this example has an explicit solution. We do not 
concern ourselves with this fact here but we will return to it when we consider 
the accuracy of the single/double layer representations in §6.3. Unfortunately 
there is no explicit formula for the solution to the integral equation (4.3.3).

In Table 5.1 and 5.2 we give results for the h—version of collocation (4.3.3) 
with piecewise constant and piecewise linear basis functions (i.e. r = 1 and 
2 respectively). For the evaluation of the boundary integrals we used Gauss 
quadrature at the collocation points (i.e. the r-point Gauss Legendre rule) for 
pairs satisfying (5.0.4) with 9 =  l / ( r  +  2). We increase the number of 
Gauss quadrature points, d, logarithmically as n increases for the nearly singular 
integrals, according to the formula

(r + 1 )  log(n)
-  2 log(2) •

This arises from taking p =  2 and hi =  1 /n  in (5.2.6). This is not strictly 
equivalent to (5.2.6) but is convenient and of the right order as n —> oo. When 
the observation point lies in the interval of integration then, since r < 2 and 

<jj') =  0 ( \uj—u / |2 log(u>—u/)) as \u —uj'\ —> 0 (Theorem 3.6(h)), we simply 
apply the r-point Gauss-Legendre rule to compute the weakly singular integrals. 
We shall see that our numerical results support the theoretical predictions.

Table 5.1: Estimated errors for the piecewise constant collocation method for 
example 1

Dirichlet Problem Neumann Problem
n err* ratio err* ratio
4 6.831E-3 8.471E-5
8 5.003E-4 13.7 6.392E-6 13.3
16 1.626E-5 30.8 2.083E-7 30.7
32 2.875E-5 0.56 3.268E-7 0.64
64 1.051E-5 2.74 1.092E-7 3.00
128 2.870E-6 3.66 3.132E-8 3.49
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Table 5.2: Estimated errors for the piecewise linear collocation method for ex­
ample 1

Dirichlet Problem Neumann Problem
n err i ratio erri ratio
4 5.248E-4 6.703E-6
8 6.389E-5 8.21 8.178E-7 8.20
16 7.653E-6 8.34 9.799E-9 8.35
32 8.259E-7 9.26 1.058E-9 9.26
64 2.936E-9 281 3.223E-11 307

Since the true value of the density u is unknown, to illustrate convergence, we 
have computed an “exact” solution u* by using piecewise linear collocation on a 
mesh with 500 nodes. In Tables 5.1 and 5.2, the quantity err* is an estimation of 
the L 2 norm of u* — un computed using r-point Gauss quadrature with respect 
to the mesh with n nodes. That is the L2 norm of u* — un is estimated using 
values of un at the collocation points.

The column labelled ratio is the ratio of successive values of err* as n doubles. 
The rate of convergence is given by log(ratio)/ log(2), hence it appears empirically 
th a t the error is approaching 0 (n ~ 2) for piecewise constant approximation and 
close to 0 ( n -3) for piecewise linear approximation. These rates of convergence are 
faster than the convergence given in §4.2. This apparent discrepancy is explained 
in the discussion on superconvergence below.

E x a m p le  2

To test how the collocation method performs when I  contains corners, the 
second example we consider is the numerical solution to the integral equation re­
sulting from the diffraction of acoustic waves by a trihedral cone. In the asymp­
totics literature this is an unsolved canonical problem - i.e. it is a relatively 
simple geometry which often occurs in applications, but there is no known closed 
form expression for the diffraction coefficients. Again we consider both Dirichlet 
and Neumann boundary conditions with v fixed, v =  i.

Our cone is determined by three rays which emanate from the origin and pass 
through the points u Ci € S2, i = 1,2,3, specified by spherical polar coordinates 
(0*, 0), (0*, 27r/3) and (0*,47r/3) respectively, where cos0* =  l / \ /3 .  The conical 
scatterer H has surface composed of the three planar segments determined by 
each pair of rays and the contour £ is made up of three smooth geodesic curves 
in S 2, with each pair of smooth curves meeting at an angle of 7r/ 2  at one of the
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Figure 5-2: The contour £ associated with a trihedral cone

points ujCi. The geometry is depicted in Fig. 5-2. The contour £ is drawn in bold.
We consider a test problem where uq =  — u>ci. Again an explicit formula 

for the double layer density u in the boundary integral equation is not known. 
However we expect from Remark 4.11 and Examples 4.10 that in the presence of 
Dirichlet boundary conditions there exists a constant C' such that, u — C '€  L%r, 
with a  < 7/6, and when Neumann boundary conditions are prescribed, u € 

a < 1/6. So for the Dirichlet problem, piecewise constant approximation 
should yield optimal 0 ( n -1) convergence (in the L 2 sense) on a uniform mesh 
(<7 =  1, cf. Theorem 4.14) and on this mesh we can expect that piecewise linear 
approximations will give a slightly faster rate of convergence. On the other hand 
for the Neumann problem we expect a rate of convergence close to 0 ( n -1/6) on 
a uniform mesh.

For this example we have again computed an “exact” solution u* by using 
piecewise linear collocation on a mesh with n  =  498 nodes. (To obtain the 
“exact” Dirichlet solution we grade the mesh towards the corners with q = 2 and 
for the the “exact” Neumann solution, since the optimal grading is rather severe, 
we only use a grading with exponent q =  3.) The “exact” solutions u* to the 
integral equation with Dirichlet and Neumann boundary conditions are shown in
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Figs. 5-3 and 5-4 respectively. The singular behaviour of the solution is seen at 
the points corresponding to the corners of i  (i.e. at the points 5 =  0 ,7r/2,7r, 37r/2).

The L2 error is computed and the stiffness matrix is assembled using 
the same quadrature scheme as in Example 1. Note that for this geometry 
L b {u , u ') =  0 when u> and u/  both lie on the same edge of the geodesic tri­
angle £. Hence, one third of the matrix entries are zero, included in these zero 
entries are the weakly singular integrals in Case 3, which in this case do not need 
to be approximated. The errors err* are computed as in Example 1.

The results for the uniform mesh are given in Tables 5.3 and 5.4. As expected, 
a convergence rate close to 0 (n ~ l ) is observed for the Dirichlet problem and close 
to 0 ( n -1/6) for the Neumann problem.

Table 5.3: Estimated errors for the piecewise constant collocation method for 
example 2 on a uniform mesh

Dirichlet Problem Neumann Problem
n erri ratio err £ ratio
24 9.957E-2 1.609E-3
48 5.285E-2 1.88 1.530E-3 1.05
96 2.472E-2 2.14 1.229E-3 1.24
192 1.074E-2 2.30 1.077E-3 1.14
384 4.992E-3 2.15 9.589E-4 1.12

As we have shown, mesh grading will improve the rates of convergence, (ex­
cept in the piecewise constant approximation of the Dirichlet problem case where 
optimal convergence is obtained using a uniform mesh). Consider the Neumann 
problem, the required grading exponent q > 6r needed for optimal convergence

Table 5.4: Estimated errors for the piecewise linear collocation method for ex­
ample 2 on a uniform mesh

Dirichlet Problem Neumann Problem
n err J ratio err* ratio
24 5.638E-4 1.178E-3
48 8.785E-4 0.64 8.211E-4 1.44
96 3.654E-4 2.40 6.254E-4 1.31
192 1.343E-4 2.72 5.668E-4 1.10
384 5.754E-4 2.33 5.252E-4 1.08
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(cf. Theorem 4.14) is rather severe here. However, note that, because the Neu­
mann solution, u E L2,r, a  =  1/6, it can be shown that with q' < 6r a rate of 
convergence of 0 (n ~ q'/6) in the L 2 norm can be attained when a graded mesh is 
used with grading exponent q > q'. We illustrate the correctness of this result 
with q =  3. The results are in Table 5.5. Here we find that the Neumann problem 
now converges with a rate close to 0 (n -1/2) as expected. The Dirichlet problem 
now appears to converge with a superoptimal rate, but this could be expected to 
subside back to 0 ( n -1) asymptotically.

Table 5.5: Estimated errors for the piecewise constant collocation method for 
example 2 on a graded mesh, q=3

Dirichlet Problem Neumann Problem
n erri ratio erri ratio
24 1.257E-2 6.307E-3
48 4.948E-3 2.54 6.106E-3 1.03
96 2.147E-3 2.30 4.744E-3 1.29
192 7.842E-4 2.74 3.553E-3 1.34
384 2.442E-4 3.21 2.738E-3 1.30

Now returning to the Dirichlet problem, it follows from Theorem 4.14 that 
optimal convergence for the piecewise linear collocation method can be attained 
when a graded mesh with exponent q > 2/(7/6) is used. Our results with q =  2 
are illustrated in Table 5.6. Here we find that the Dirichlet problem now converges 
with a rate close to 0 (n ~ 2) and the Neumann problem converges with a rate close 
to 0 ( n -1/3), as expected. These results indicate that our integral equation solver 
is working as predicted by the theory.

Table 5.6: Estimated errors for the piecewise linear collocation method for ex­
ample 2 on a graded mesh, q=2

Dirichlet Problem Neumann Problem
n err* ratio err* ratio
24 2.722E-4 1.279E-3
48 2.607E-4 1.04 8.573E-4 1.49
96 5.449E-5 4.78 6.162E-4 1.39
192 1.148E-5 4.75 4.843E-4 1.27
384 4.527E-6 2.54 4.348E-4 1.11
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S u p e r c o n v e r g e n c e

As we have stated earlier, sometimes the computations converge at a faster 
rate than so far proved. This maybe due to un being superconvergent at the 
collocation points. To give a flavour of why superconvergence may occur, consider
(4.1.8). We introduce the iterated collocation solution, uJn, defined by uJn = 
b — L u n. Then =  un and so un and u!n are equal at the collocation points. 
Also (I — & =  b. Now assuming (4.1.8) is stable in L 2[—A, A], (I — £ T n)-1 
is bounded and

( /  +  £ ? „ ) - ' =  /  +  ? „ ( /  +  ? „ £ ) - l2  on L2[—A,A],

which shows (I  +  £,Tn)-1 is also bounded. Therefore since

(I + Z7n)(u-u,n) = -Z(I-?n)u

it follows that

I P "  ^nllL2[-A,A] <  C IP U  “  ^nP IU 2[-A,A]>

and we expect from e.g. [22] that, depending on where we chose to place the 
collocation points, | |£ ( /  — Tn)u||£,2[_A A] =  0 (n ~ r') for some 2r > r' > r. A 
prime candidate is the Gauss points. When we collocate at the Gauss points 
a superconvergence of 0 (n ~ 2r) can be expected for the solution at the Gauss 
points.

116



0.21 

0.2 

0.19 

0.18

u*(s)
v '  0.17 

0.16 

0.15 

0.14 

0.13 

0.12 

0.11
O 0.5 1 1.5 2 2.5 3 3.5 4 4.5

S

Figure 5-3: The “exact” solution to the integral equation (Dirichlet boundary 
conditions)
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Figure 5-4: The “exact” solution to the integral equation (Neumann boundary 
conditions)
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Chapter 6

Practical Com putation of 
Diffraction Coefficients

In this chapter we describe some of the practical aspects of calculating the acous­
tic diffraction coefficient, / ( a>,a>0), and the electromagnetic diffraction coeffi­
cients, 8. ( u , l j 0) and JC(u,u>Q). To summarise, the basic strategy of calculating 
the acoustic diffraction coefficient is as follows.

Algorithm A

(a.i) Firstly we find un, a numerical approximation of the solution to the integral 
equation (I+Jl>b )u (s ) = bs{s), B  =  D  or N.  Here £ 5  are integral operators 
as defined in (3.1.27) with kernels L b(s , a) defined in (3.1.28), (3.1.29), and 
bB depends on the boundary conditions (2.1.2) of the original problem. This 
needs to be done for many values of v € 71 (see Fig. 2-1).

(a.ii) Next we find a numerical solution, g„c, to the boundary value problem 
(3.0.1), (3.0.2) with boundary conditions depending on the original prob­
lem. We do this by rewriting the integrals along I  in (3.0.3) and (3.0.7) 
as integrals along [—A, A] using the parameterisation p  (the transformation 
which took (3.0.5) to (3.1.27)) in (3.0.3) and (3.0.7). We then replace u by 
un in the parameterised versions of (3.0.3) and (3.0.7) to approximate the 
double and single layer potentials respectively.

(a.iii) Finally we need to calculate f(u>,u>0) by substituting into (2.1.56)

71
(6 .0.1)
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Recall that in general the integral in (6 .0.1) only converges in the distri­
butional sense. We discuss techniques which will transform this integral to 
one which converges in the classical sense in §6.1.

We have a similar scheme for calculating the electromagnetic diffraction co­
efficients.

Algorithm  B

(b.i) Firstly we find numerical approximations of the solutions of both of the 
integral equations (I  +  &B)u{s) =  bB(s) for B  =  D  and N,  where L B are 
the same integral operators as in (a.i), and bB depends on the boundary 
conditions (2.1.2) of the original problem. Again this needs to be done for 
many values of v. For the electromagnetic diffraction coefficients v G 72 
(Fig. 2-5).

(b.ii) We approximate the solution to the boundary value problems

(A* +  v2 -  1 / % £  (w, w0, v) =  0, B  = D, N,

with Dirichlet and Neumann boundary conditions (2.2.18) respectively. In a 
similar way to (a.ii) we rewrite (3.0.3) and (3.0.7) on [—A, A] and we replace 
u by un to obtain the approximations pjf for B  =  D  and N  respectively.

(b.iii) Finally we calculate £(w,w0) and IK(w,w0) by substituting g*g into the 
formula (2.2.16) for f B(w, w0) for B  = D ,N ,  i.e. for the electric diffraction 
coefficient we have from (2.2.20) and (2.2.16) the following,

£(w, wo) =  - V w/o(w , w0) -  V Jivtw , w0) A w

~  (w, o)0, v) + (a;, o)0, v) A o>) "  dv.
*  J72 "  -  V 4

(6 .0 .2)

By using (2.2.20) and (2.2.16) again, we obtain an analogous formula for 
HC(w,w0). Again we need to employ the techniques discussed in §6.1 to 
make the integral in (6 .0.2) convergent in the classical sense.

There are several aspects of these schemes which need to be considered before 
we can go ahead and calculate the diffraction coefficients. Firstly, to solve the 
integral equation in steps (a.i) and (b.i) we need to be able to calculate the kernel, 
Ls (w,w'), and the right-hand side bB for B  =  D ,N .  This involves calculating
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Legendre functions with a complex index. The computation of such Legendre 
functions is examined in §6.2. Another issue to be considered (occurring in steps 
(a.ii) and (b.ii)) is how we calculate the integral in the single and double layer 
potentials. This we discuss in §6.3, where we also present convergence results for 
our method of approximating the potentials.

The final issue is the calculation of the contour integrals (over contours of 
infinite extent) which appear in the formulae (6 .0 .1) and (6 .0 .2) for the diffraction 
coefficients. It turns out that these contour integrals can be rewritten as rapidly 
convergent integrals along the imaginary axis for certain values of u .  This helps 
with the implementation and is described in §6.1 while quadrature rules that are 
used to calculate the deformed integrals are given in §6.4.

Diffraction coefficient calculations are carried out for several conical geome­
tries and are also presented in §6.4.

6.1 Domains of observation

In both the acoustic and the electromagnetic cases the observation domain, M, 
can be divided into two sub-domains, M\  and M2, separated by the singular 
directions (see Definition 2.13).

In the case of a fully illuminated convex cone the subdomain M2 contains 
observation directions that are inside the domain in which the waves reflected by 
the surface of the cone and diffracted by lateral edges propagate. The subdomain 
Mi is the domain outside of this region and in which only the tip diffracted wave 
propagates. Recall the function #1(0;, u>o) in Definition 2.13. The domain Mi is 
defined by the angles of observation w such that 0i(a>,cjo) is greater than ir and 
M2 contains all the remaining non-singular directions in M. That is,

Mi =  {u> e  M  : 6i ( l j , u 0) > 7r},

M2 =  {w G M  : w ^  Mi and u  is not a singular direction}.

For a cone that is not fully illuminated, M  is still split into two subdomains, 
Mi and M2. This time, as for the fully illuminated case, M2 contains observa­
tion directions in the “reflected wave” and “edge diffracted wave” domain. In 
addition to this M2 contains the “shadow” domain (where neither the scattered 
nor incident wave penetrate). To simplify presentation we consider only the case 
when the cone is fully illuminated.

It is in the domain Mi that it is possible to deform the contours of integration
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in (2.1.56) and (2.2.16) to obtain a rapidly convergent integral. This is discussed 
in §6.1.1 and §6.1.2. However when w G M2 this technique fails. We do not 
consider this case in depth here but we note that in [9] it is shown that the 
acoustic diffraction coefficient, /(w ,w 0), and the scalar potentials, }b {
B  = D , N ,  can be determined in the form of Abel-Poisson regularisations. For 
example, the acoustic diffraction coefficient may be written in the form

/(w ,w 0) =  lim -  [  e~lulT~et/gsc(u, u)0, di;. (6 .1.1)
*->°+ 7T 771

The integral in (6.1.1) converges absolutely for fixed e (although as e gets smaller 
the convergence becomes slower) see [9, Appendix B]. Also, although the con­
vergence with respect to e in (6 .1.1) is a priori in the distributional sense (see 
e.g. [9]), it is in fact “classical” (and uniform with respect to w) in subdomains 
of M  that remain a positive distance away from the singular directions, see [11], 
[57]. An analogous formula is available for /#(w , w0), B  — D , N  appearing in the 
formula (6.0 .2). The Abel-Poisson regularisation of the contour integrals allows 
the approximation of the diffraction coefficients for w G M2 by ignoring the limit 
and setting e equal to some fixed value. This has been implemented in [9].

For the remainder of this chapter we consider only the case when w G M\.

6.1.1 Deforming the contour in the acoustic case

Recall that in the acoustic case the diffraction coefficient is given by

/(u>,u>o) =  - /  e~u'’,gsc(u),u0,u)i/ du, (6 .1.2)
*  J-n

with the contour 71 given in Fig. 2-1. This integral converges only in the distri­
butional sense (Definition 2.5), but it can be converted into a rapidly converging 
integral for w G Mi, in the classical sense. To do this we use the fact that gsc 
behaves asymptotically like (see [9]):

p sc ( w , w o , ^ )  ~  e - I M i/ ) |0 i (w ,w o )} w h e n  | I m ( z / ) |  —> + 00.

This implies that if w G Mi, i.e. 6i(lo,lo0) > ir, then when v  =  ir , r  G R, the 
integrand in (6.1.2) will decay like 0 (exp(r7r — |t|0 i(w , w0)). Therefore since the 
poles of the integrand in (6.1.2) lie to the right of 71, (see Fig. 2-1) using results 
from complex analysis we can deform 71 onto the imaginary axis when w G M i  
without changing the value of the integral (rigorous proof is given in [57]). The
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formula for /  becomes

i f°°
/(w ,w 0) =  —  /  eTngsc(v,u>0,iT)T dr. (6.1.3)

^ J -o o

Therefore (6.1.3) gives an expression for /(w , u>0) in terms of a rapidly (exponen­
tially) convergent integral.

6.1.2 Deforming the contour in the electrom agnetic case

To calculate the electromagnetic diffraction coefficients recall from (2.2.20) that 
we need to calculate /fl(w ,u;0), B  =  D ,N ,

/ b ( w , o >o) =  w,u>o,v)^ t  _ ^ 4  du. ( 6 . 1 . 4 )

In the same way as for the acoustic case described in §6.1.1, we expect that in the 
domain Mi, the integrand in (6.1.4) will be exponentially small as Im(i/) —> ± 00. 
However, unlike the formula for the acoustic diffraction coefficient, the integral 
in (6.1.4) is along 72 which must lie to the right of 1/2  (recall Fig. 2-5). Since 
v =  1/2 is a pole of the integrand in (6.1.4), we cannot deform 72 to the imaginary 
axis without crossing the pole v — 1/2  and therefore changing the value of the 
result in (6.1.4).

One way of dealing with this problem (which we shall not use here) is to follow 
[12] and deform 72 onto a contour which is parallel to the imaginary axis and to 
the right of v =  1/2. (We briefly discuss the strategy used in [12] here, and in 
§6.4.1 we will compare the results of an alternative method described below with 
those in [12]). The strategy in [12] is to deform the contour 72 on to the contour 
given by Re(^) =  C  where C  lies between 1/2 and 1/ ^ 2, the next eigenvalue 
of the Neumann problem, or the first eigenvalue of the Dirichlet problem, 
whichever is smallest. To use this method, it is therefore necessary to determine 
these eigenvalues, or at least to have good estimates of them.

The method we use here, which will require no knowledge of the position of the 
eigenvalues, and is therefore more practically useful, is to deform the contour 72 
to the imaginary axis and to compute the contribution of the residue at v =  1/2
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73

Figure 6-1: Contours of integration 73 and 74 

explicitly. More precisely we write (6.1.4) as

/* ( " ,“> 0) = ^  j  e r U ” 9 B ( U < U ° ’ , / )  „ 2  ”  1 / 4  d v  

+ ~ J  e ~‘W g f l ( ( 6 -L5 )

where 73 and 74 are shown in Fig. 6-1. Now the integrand has no poles to the left 
of 73 hence the integral along 73 can be deformed onto the imaginary axis. We 
shall calculate the integral around 74 using Cauchy’s residue theorem in Lemma 
6.1.

L em m a 6.1. For B  =  D  or N  it follows that,

' - j  e~l^ g ^ ( u , u 0^ ) - ^ - Y j ^ d i /  =  ig ŝ { u , i v 0, l / 2 ) .  (6 .1.6 )

P ro o f  The integrand in (6.1.6) has only one pole within the closed loop formed 
by 74 , namely v — 1/2. Hence by Cauchy’s residue theorem,

j f  =  2*

=  2?ri e - tn/2gsjf (u ,  w 0, l / 2 ) / 2  

=  (<*>,<*>, 1/2),

and the result follows. □
Applying this lemma, we see that (6.1.5) can be written as

poo

/u (w ,w 0) = ^  J  eTirg%(u,uo,iT ) ^2 dr +  ig8 £( u , u Q, 1/2). (6.1.7)
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The integral on the right-hand side of (6.1.7) is exponentially convergent for 
w € M\.

We can use the formula (6.1.7) to compute the electromagnetic diffraction 
coefficients. The functions gs£  (w, a>o, it ) can be computed as described in Chapter 
3. However we cannot use these techniques to compute ^ c(w, w0, 1/2), B  =  D, N.  
This is due to the fact that we seek gSQ in terms of the fundamental solution 
satisfying (2.1.54), which has a singularity at v =  1/2. We briefly discuss the 
computation of (w, w0, 1/2) for the remainder of this subsection.

Considering B  = D  first, <7£>(w, w0, 1/2) is the solution to the boundary value 
problem,

A*g%(u, w0, 1/2) =  0, w <E M, (6.1.8)

<&c(w, w0, 1/2) =  w0, 1/2), w € L  (6.1.9)

($ Jc(w,w0, v) has a (removable) singularity at v = 1/2, see Lemma A.10 in 
Appendix A for details. It is explicitly given by (A.3.16).) So we henceforth define 
2gc(w,u70, l /2 )  to be the analytic continuation of ^ c(w ,w0,^) as v —> 1/2.) 
Following a similar approach as that described in Chapter 3 we reformulate (6.1.8) 
directly as an integral equation. We seek the solution to (6.1.8) in the form of a 
“double layer potential” ,

gSD (w > ^o, 1/2) =  J r —  * u> € M,  (6.1.10)

where u is to be found and go is by

g o { u ,v \  1/2) =  -^-log(l -c o s^ (w ,w /)).
47T

Although g0 is not the fundamental solution associated with the PDE (6.1.8) on 
the domain S 2 it can be shown that the representation of gjf in (6.1.10) will solve 
(6.1.8), (see the proof of Lemma A.10 for details). (In fact A*5o(w » wo> 1/2) =  
<5(w — w0) — 1/47T, see again the proof of Lemma A.10.) Also gQ has the same 
local behaviour as w -> w' as the fundamental solution of the Laplacian on the 
plane.

Note that (after some elementary vector calculus and using the notational 
convention in Notation 3.1),

d§o(w, u/, 1/2) _  1 t ' - j w A w ' )
d m !  2 ir |w — w'l2
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This is exactly the principal singularity of (dgo/dm1) ^ , ^ ^ ) ,  when v ^  1/2 
(this follows from (3.0.6) and (3.1.12)). It can be shown that when we take limits 
in (6.1.10) as w tends to £ we derive the integral equation, cf. (3.0.4)

Je
dg0( u , u ,, l / 2)

dm'
u(u')du>' — 2b(u), w G £.

Since the kernel in this integral equation is exactly the principal singularity of 
L£>(Ld,u)') when v 1/2  we apply the same techniques as in Chapters 3 and 4 
to find, , a numerical approximation to the solution of (6.1.8) with boundary 
conditions given by (6.1.9).

Finally we consider <7jv(w, w0, 1/2). Note from the formulae for the electro­
magnetic diffraction coefficients (6 .0.2) that we are ultimately concerned with 
computing the spherical gradient of <7̂ ( 0;, w0, 1/2). Therefore rather than solv­
ing (6.1.8), with Neumann boundary conditions, directly, we can use the relation

the residues at v =  1/2  corresponding to the terms with go and gx  in (6 .0.2) 
are identical. Therefore using (6.1.5) and (6 .1.6) the formula (6.0.2) for £(w ,w 0) 
becomes,

An analogous formula holds for Ut(w,w0).

6.2 Calculating Legendre functions

When calculating the acoustic or electromagnetic diffraction coefficients it fol-

the corresponding integral equation for various values of v  =  i t .  In order to do

P/T_i/2(—c°s 0). We do not know of any general-purpose software for the task 
of computing Legendre functions with complex indices. Thus we took the ap­
proach of [8], [9] and applied a Runge-Kutta method to the Legendre differential

V ^ c(w,u>0, 1/2) A w  =  V ^ c(w,w0, 1/2)

(see Lemma A. 12 for details). The latter has the effect that the contributions of

lows from steps (a.i) and (b.i) respectively that we need to find the solution to

this we need to be able to calculate the kernel L^(s, cr) for B  =  D  or N  and 
the right-hand side 6^ (5). Hence it is necessary to calculate PiT- i / 2(— cosO) and
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equation,

COS0)} +  cot<?Jj{PjT_ i(-c o s 0 )}  - ( r 2 +  l /4 )P iT_ i( -c o s 0 )  =  0,
(6.2.1)

starting at ir/2 and integrating forward and backward on (0,7r). For the initial
data we use the formulae ([44], 8.823,8.752 and 8.714(1))

„  , I f 9 cos (irx) . . .
PiT_ i( -c o s 0 )  =  — -= /  = d x ,  (6.2.2)

2 7T\/2 J-e y/cos(x) +  cos(0)
/o r®

P i ( —cos 9) =  — :—- /  cosfirx) \/cos(x) +  cos(0) dx, (6.2.3)
tT 2 7T sin 9 J_e

evaluated at 6 = 7r/2 using Gauss-Chebyshev quadrature with N  nodes, where N  
is chosen so that the error is smaller than some prescribed tolerance e. It turns 
out [29] that it is sufficient to take any N  > (log(e-1) +  |r|7r}/{21ogcot(7r/8)}. 
(In our case e =  10-9.)

Several difficulties arise when using this method. Firstly |r | may be large and 
since PjT_i/2(cos0) grows exponentially in 0 |r |, this may cause overflow problems. 
Secondly 9 =  0,7r are singular points of the differential equation (6.2.1) and so 
we may expect difficulties with the Runge-Kutta integrator for 6 =  0 or n.

To deal with large |r |, we introduce a new unknown WT defined by the relation 
Pir—i/2(cos0) =  exp(0 |r|)WT(0) (see [8]). We substitute this into (6.2.1) and 
rearrange to obtain an initial value system for the well behaved functions WT and 
W'T

s i n 0 ^ W T(0 )+ (2 |r |s in 0 + co s0 )^ W T( 0 ) + ^ |r |c o s 0 - ^ - ^ ) Wr {9) =  0, (6.2.4)

which is again solved using the Runge-Kutta method (with the initial data derived 
from the integral representations (6.2.2) and (6.2.3)).

To deal with the singular point at 9 =  0, we use, instead of the above Runge- 
K utta method, the classical expression for PiT- i / 2(— cos9) in terms of a hyper­
geometric series ([44], 8.841):

D i 4r2 + 12 2 0 G*7"2 +  l 2)(4 r2 +  32) 4 9
PiT_ i ( -  cos 6) = 1 +  — - 2—  cos2 -  + ---------------- cos 2 + ' • "  ( )

For small 9 this converges rapidly. On the other hand, near the singular point
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6 =  7r the formula (3.1.7) can be used

with explicit formulae for aiT_ i ( —cos 0) and biT_ i ( —cosO) in terms of hyper­
geometric series given in (3.1.8) and (3.1.9) (see [52, Ch V. Eq 53]). To cal­
culate derivatives near the singular points we differentiate the formulae (6.2.5) 
and (6.2.6) term by term. (Note that in order to calculate the electromagnetic 
diffraction coefficients we also need to calculate Pi/'_ 1̂ 2(—cos0), in (2.2.20), this 
is achieved by finding PiT_ i an<̂  anc* ^ en substituting into (6.2.1)).

6.3 Calculating the single and double layer po­
tentials

In both the acoustic and electromagnetic cases we solve boundary value problems 
on M, a portion on the unit sphere, by the boundary integral method. This 
involves finding the “scattered part” gsc of the Green’s function at interior points 
in M  by evaluating potentials. Here we consider the accuracy of this process.

Consider for example the problem of calculating the solution to the boundary 
value problem (3.0.1) with the Dirichlet boundary conditions in (3.0.2). Recall 
that we seek the solution in the form of a double layer potential,

where u is to be found. We proceed by computing un, an approximation to u , us-

We are now required to calculate the integral in (6.3.1) for which, in general, there 
is no explicit formula. Hence we use a quadrature rule. First, in the same way 
as in Chapter 3 we rewrite (6.3.1) on [—A, A] using p, an arclength parameteri-

(6.3.1)

ing a collocation method as described in Chapter 4 and substituting it into (6.3.1).

sation of i. By putting u '  = p(a) and noting that un(ui') =  un(p(a)) = un(a) 
we obtain,

where, as in Lemma 3.4,

p M )  ■ ( "  A p{o))-
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Similarly if we have to solve (3.0.1) with the Neumann boundary conditions 
in (3.0.2) then we write the solution in the form

gsc(v ,  u 0, v) =  J^9o(v, w', v )u(u ')du '. (6.3.3)

In this case we approximate gsc(u>,u>0, v) by

gsc( u , u Q,v)  «  [  N N(u,cr)un(a)da, (6.3.4)
J - A

where, following from (3.0.7),

- P u_ l ( - c o s 6 ( u> , p (<t ) ) )
N N(u>,a) =

4 c o s ( 7 t v )

Note that for u  bounded away from i  the integrands in (6.3.2) and (6.3.3) are 
smooth (6°°) functions of a on each subinterval of [—A, A] corresponding to each 
smooth segment of the contour I.

We aim to find a quadrature rule to calculate the integrals in (6.3.2) whilst 
observing the same rates of convergence as those found in Chapter 4 for the 
error between un and u. We consider here only the case of the h-refinement 
collocation method, hence we require a quadrature rule with an error less than 
0 (n~r), where n is the number of nodes on the collocation mesh and r is the 
order of the collocation method.

The simplest method of calculating the integral in (6.3.2) is to split the interval 
of integration into the n intervals Ii described in §4.1 and then use a quadrature 
rule on each U with abscissae coinciding with the collocation points x^ .  Hence 
we define g„ a numerical approximation of the solution to the boundary value 
problem (3.0.1), (3.0.2) as follows

n

9n{u i wo>v) = ^ 2- ^ wiiNB(v,Xij)un(xij), (6.3.5)
1=1 j—1

with B  = D or N  when Dirichlet or Neumann boundary conditions are prescribed 
respectively. The weights can be chosen so that the quadrature rules in (6.3.5) 
will be exact for polynomials of degree < r — 1 at least. It follows from Lemma 
5.1 that (6.3.5) will be an 0 (n ~ r) approximation of gsc, provided that un is an 
0 (n~r) approximation of u.
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6.3 .1  N u m erica l resu lts

To test the above approach of solving the boundary value problem (3.0.1), with 
appropriate boundary conditions, we return to the two examples introduced in 
§5.4. Throughout, the implementation of the integral equation solver used to find 
solutions to (4.0.1) is exactly as described in §5.4.

E x a m p le  1

Recall the test example of the scattering of an axisymmetric planar acoustic 
incident wave by a circular cone with semi-angle 7r/6. As described in §2.1 the 
general formulae for the diffraction coefficients reduce to finding the solution of 
the PDE

(A* +  v2 — 1/4)<7sc(u;,u;o, v) — 0 u; G M ,  (6.3.6)

with Dirichlet or Neumann conditions (3.0.2) prescribed on I  depending on the 
original problem. It occurs that for any circular cone the solution gsc to (6.3.6) 
with axisymmetric incident direction, u>0 and Dirichlet boundary conditions has 
an explicit solution (see e.g. [67]) given by

set \ 1 P „-i/2(cos0) . .gsc{ u , u Q,v)  =   ----- -— - - ------ --------j -P v- i / 2{cos 0(u>, u>0)),
4 cos(7ri^) PI/_1/2(— cos 0)

where 0 is the semi-angle of the cone (i.e. in this example 0 =  7r/6). Similarly 
if gsc satisfies Neumann boundary conditions on i  then the solution to (6.3.6) is 
given by,

gsc( u , u Q,v)  =  - - ------— - —--- f-  r -P l/_i/2(cos(9(w,a;o))-
4cos(7n/)p^_l/2(_cos<9)

To test the method in this case we use piecewise constant and piecewise linear 
collocation methods to find, un, the approximate solution to the corresponding 
integral equation. Solutions to (6.3.6) are obtained by substituting un(p(s)) =  
un(s) into (6.3.1) (in the Dirichlet case) and (6.3.3) (in the Neumann case) and 
calculating the resulting integral using Gauss quadrature based at the collocation 
points.

For the special case v =  i we obtain the results in Table 6.1. For illustra­
tion we have estimated the order of convergence by evaluating the double/single 
layer potentials at the particular angle of observation u  =  (0 ,0 ,—1)T and cal­
culating the error as err^ =  |<7sc(u>,u;oj v) — <7*c(u>,a;o, i/)\. For other observation 
directions in M  we obtain similar results. The figures in Table 6.1 show close
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Table 6 .1: Error estimates for the double/single layer potentials for Example 1

Dirichlet Boundary Conditions Neumann Boundary Conditions
constant linear constant linear

n en't ratio err£ ratio errn ratio eri2n ratio
4 9.126E-5 7.012E-6 3.525E-6 2.790E-7
8 6.686E-6 13.6 8.554E-7 8.20 2.660E-7 13.2 3.411E-8 8.18
16 2.154E-7 30.9 1.041E-7 8.21 8.594E-9 30.9 4.154E-9 8.21
32 3.339E-7 0.64 1.294E-8 8.05 1.352E-8 0.64 5.160E-10 8.05
64 1.120E-7 3.03 1.862E-9 6.95 4.468E-9 3.02 7.425E-11 6.95
128 3.077E-8 3.64 8.255E-10 2.25 1.227E-9 3.64 3.293E-11 2.25

to 0 (n~2) convergence of the piecewise constant collocation method and close 
to 0 ( n -3) convergence of the piecewise linear collocation method illustrating the 
superconvergence of the method. The convergence rate of the piecewise linear 
approximations drop off for n =  128 due to the fact that the errors err^ are close 
to machine precision.

E x a m p le  2

Recall the trihedral cone described in §5.4 (see Fig. 5-2). We wish to find a 
solution to (6.3.6) with Dirichlet or Neumann boundary conditions, when M  is 
the subdomain of S 2 exterior to the cone S pictured in Fig. 5-2. We consider 
the test case u>o =  —&a (see Fig. 5-2), u>0 =  (0,0, —1) and v =  i. There is no 
known explicit solution for this problem. However to test the method we use the 
collocation method with r =  3 and n =  330 to solve (4.0.1) approximately. Then 
we implement the strategy described above to compute a close approximation to 
the exact potential. In Tables 6.2 - 6.4 we tabulate the errors, err^, which are 
calculated in the same way as described in Example 1 of this subsection. We 
have investigated the convergence of the potential when the piecewise constant 
and piecewise linear collocation methods are used to solve the integral equation 
(4.0.1). We have displayed results for the case when a uniform mesh is used 
(Table 6.2) along with those for graded meshes with exponent q =  2 and 3 
(Tables 6.3 and 6.4 respectively). The results illustrate the superconvergence of 
the method (well-documented in the case of planar problems, e.g. [22] [4] [38]), 
with close to 0 (n~2) convergence observed for piecewise constant approximation 
and faster than 0 ( n -3) convergence for piecewise linear approximation when 
q =  3. The extreme gradings needed for optimal convergence of the density may
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Table 6.2: Error estimates for the double/single layer potentials for Example 2 
using a uniform mesh, q =  1

Dirichlet Boundary Conditions Neumann Boundary Conditions
constant linear constant linear

n errji ratio err2n ratio err£ ratio e r r n ratio
12 3.121E-4 1.605E-5 6.251E-5 1.529E-5
24 1.355E-4 2.30 1.648E-5 0.97 2.676E-5 2.34 5.670E-6 2.70
48 5.430E-5 2.49 5.269E-6 3.13 1.112E-5 2.41 2.196E-6 2.58
96 2.129E-5 2.55 2.003-6 2.63 4.536E-6 2.45 8.689E-7 2.53
192 8.837E-6 2.41 8.029E-7 2.49 1.821E-6 2.49 3.442E-7 2.52

Table 6.3: Error estimates for the double/single layer potentials for Example 2 
using a graded mesh, q =  2

Dirichlet Boundary Conditions Neumann Boundary Conditions
constant linear constant linear

n err J ratio errn ratio err„ ratio e r r n ratio
12 3.161E-4 6.978E-6 3.743E-5 7.086E-6
24 1.346E-4 2.35 4.387E-6 1.59 1.023E-5 3.66 1.086E-6 6.53
48 4.206E-5 3.20 5.007E-7 8.76 2.925E-6 3.50 1.725E-7 6.29
96 1.337E-5 3.15 7.214E-8 6.94 7.719E-7 3.79 2.745E-8 6.29
192 4.086E-6 3.27 1.149E-8 6.28 2.045E-7 3.77 4.334E-9 6.33

Table 6.4: Error estimates for the double/single layer potentials for Example 2 
using a graded mesh, q — 3

Dirichlet Boundary Conditions Neumann Boundary Conditions
constant linear constant linear

n err* ratio errn ratio err£ ratio err* ratio
12 4.697E-4 2.519E-5 4.451E-5 7.045E-6
24 1.622E-4 2.90 4.039E-6 6.24 8.074E-6 5.51 7.437E-7 9.47
48 6.120E-5 2.65 3.258E-7 12.4 3.076E-6 2.62 6.417E-8 11.6
96 2.015E-5 3.04 3.179E-8 10.2 8.727E-7 3.53 5.306E-9 12.1
192 5.914E-6 3.41 2.448E-9 13.0 2.351E-7 3.71 4.083E-10 13.0
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Figure 6-2: Convergence of errors for the hp-method

not be needed for the potential, and in fact better than optimal convergence may 
be obtained because of the smoothness of the fundamental solution away from 
the boundary i.

We emphasise that the results in this subsection along with those in §5.4 
illustrate not only the convergence theory in Chapter 4, but also show that the 
algorithm used to compute the Legendre function with complex index is working 
in a stable manner.

Recall from §5.1 that for the majority of the matrix entries only one kernel 
evaluation is needed independent of the order of the method. This suggests that 
the hp-version of the boundary element method with matrix entries computed 
using a similar quadrature scheme as the h-version should be very competitive. 
To demonstrate the strength of the hp-ve rsion of collocation we solve (6.3.6) 
with Dirichlet boundary conditions for the above trihedral cone case. We use 
the collocation method described in §4.3.2 to calculate un with the collocation 
points given by the r* Gauss points on each subinterval /j, i =  1, . . .  ,n. We set 
cr =  0.25 to define the geometric mesh and set (3 =  0.5 in (4.3.48) to define the 
linear distribution of the approximating polynomials. We calculate each matrix
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entry in (4.1.6) using ?>point Gauss rules resulting in only one kernel evaluation 
per matrix entry.

We observe in Fig. 6-2 the exponential convergence of this scheme by plotting 
err^ against the the degrees of freedom (by degrees of freedom we mean the total 
number of collocation points used) on log scaled axes along with the results for 
piecewise constant and piecewise linear collocation methods.

6.4 Calculating the integral w ith respect to r

Recall from steps (a.iii) and (b.iii) of Algorithms A and B described at the be­
ginning of this chapter that we are required to calculate the contour integrals in 
the formulae (6.1.3) and (6.1.7). There is no explicit formulae to do this hence 
we use a numerical scheme. We consider the formula for (6.1.3) first and return 
to the formulae (6.1.7) later.

To calculate / ( u>,u>0) we substitute g„ into (6.1.3) and approximate the in­
tegral with respect to r  as follows. First the domain of integration is replaced by 
the imaginary axis truncated by two cut off points Ni < 0 < N 2, with N \ and 
N 2 to be chosen. Then we employ a quadrature rule to calculate the truncated 
integral. We define to be the numerical approximation of /(u>, u>0)
using this method. The cut off points and the quadrature rule are chosen so as 
to ensure optimal convergence of f n{ u , u 0) to /(w,u>0)> he. we would like the 
convergence to be of the same order that g„ converges to gsc.

To find suitable values for the cut off points N\  and N 2 we note, from [9] and 
[57], that gsc(uj,u0,iT) has the following asymptotic behaviour

0ac(w,wo, 2r)  ~  e” lT̂ w,fa,°), as |r | - » oo. (6.4.1)

Then for sufficiently negative Ni,

/ Ni pNi
eTngsc(u),LJQ,iT)T dr  ~  / eT̂ r+9l^ f,Uô T dr. (6.4.2)

-oo J —oo

Since the exponential term in the integrand on the right-hand side of (6.4.2) 
dominates the polynomial term in the integrand, to ensure that (6.4.2) is of 
order n~r and also simplify the computation we choose N\  so that,

f N i
/  e ^ + M ^ o ) )  d r  <  n - r

J —oo
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Therefore we can choose N\  given by,

N  _  - r  log(n) +  log(gi (« , ui0) +  n) ,g 4
0 l ( u > , u > o )  +  7T

A similar argument (and recalling that 6i(u>,Wo) > ir) shows that we should 
chose

jV2 =  rlog(n) +  log(fli(q>,u>o) - i t )  ,g 4 4 >
2 0i(u> ,U >o) -  5T

To perform quadrature over [iVi, N 2\ we divide [Â i, A ]̂ into [nlog(n)] subinter­
vals of length (N2 —Ni)/\n\og(n)~\ denoted by Jj, i — 1 , . . . ,  fnlog(n)]. By using 
Gauss-Legendre rules of order f(r +  l)/2 ] we obtain an 0 (n ~ r) approximation of 
(6.1.3).

Using an analogous approach to calculate the integrals in the formula (6.1.7) 
for the scalar potentials /# ( cj, a;0), B  = D ,N ,  we can obtain the same result for 
the electromagnetic case.

To test the above technique for calculating the diffraction coefficients we re­
turn to the two example geometries of the circular cone and trihedral cone dis­
cussed in §5.4 and §6.3.1.

6.4.1 R esults

We now compute diffraction coefficients for several different conical geometries. 
Throughout this subsection we set the angle of incidence o>0 =  (0,0, — 1)T. In the 
electromagnetic setting we choose the polarisation of the incident wave so that 
E° =  (1 ,0 ,0)T and H° =  (0 ,1 ,0)T.

E x a m p le  1

We consider here the diffraction by a circular cone (whose axis coincides with 
the positive axis) of semiangle 7r/ 6  in both acoustic and electromagnetic set­
tings. We consider an axisymmetric incident wave and use piecewise constant 
collocation to solve the integral equation and the midpoint rule on each subin­
terval, Ii,  to compute the potential. Since the cut off points N \  and N 2 are 
determined using the expected asymptotics of gsc in (6.4.1), the formulae (6.4.3) 
and (6.4.4) will only be valid for sufficiently large n. The computations in this 
subsection are only performed for relatively small values of n  so to compute the 
integrals in (6.1.3) we truncate the range of integration to [—2,18] and split this 
interval into \n log(n)] subintervals on which we apply the mid point rule. The 
cut off range [—2,18] has been determined empirically to ensure accuracy for the
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Table 6.5: Acoustic diffraction coefficient calculations for the circular cone

n
Im / n(u;, u>0) w =  (sin(7r -  0), 0, cos(7r -  0))

II O 0 =  7r/24 9 = 2tt/24 e = 3tt/24 9 = 4tt/24 6 = 5tt/24
8
16
32
64
128

-0.049234
-0.038094
-0.038169
-0.038173
-0.038173

-0.049538
-0.038385
-0.038462
-0.038466
-0.038466

-0.050496
-0.039310
-0.039393
-0.039392
-0.039392

-0.052146
-0.040931
-0.040999
-0.041006
-0.041006

-0.054610
-0.043336
-0.043407
-0.043411
-0.043411

-0.058074
-0.046772
-0.046792
-0.046795
-0.046796

largest value of n used to evaluate the diffraction coefficients in this subsection. 
We evaluate / n(u;,u>o), the estimate of the diffraction coefficient, /(u>,u;o), at 
several points u  =  (sin(7r — 0),O,cos(7r — 6)) € Mi. In the acoustic setting we 
prescribe Dirichlet boundary conditions on the surface of the cone and we get 
results demonstrating satisfactory convergence in Table 6.5.

Due to the way we have chosen to orient the conical geometries in this sub­
section we will refer to the directions w, given by 6 =  0 as the “back scattering” 
direction. The results in Table 6.5 are in good agreement with those displayed 
in [8, Table 1] and as expected show the magnitude of the diffraction coefficient 
to be increasing as u  approaches the singular directions (which for this circular 
cone are given, in spherical coordinates, by: u  =  (7t/3, <j>) for 0 =  [0,27r], see 
Definition 2.13).

To investigate convergence in the electromagnetic case we introduce the “nor­
malised” (dimensionless) radar cross section £ ( u ; , u ; o )  =  k2a{u>, u>0)/47r2 where k 
is the wavenumber and a is the conventional “radar cross section” (see e.g. [18, 
§1.2.5]) given by

a(u,u> o) =  lim(47rr2|E di//|2).
r — > - o o

This is a physical characteristic which measures the ability of the obstacle to 
scatter waves in particular directions. Using (2.2.19) we can write E(w,u;o) =  
4 7 r | £ ( u ; , u ; o ) | 2 . Approximations of the radar cross section (defined by En) are 
computed using the same strategy as used for f n(u>,u>0) and are tabulated in 
Table 6.6.

The results in Table 6.6 are in good agreement with those displayed in [12, 
Table 1] for the same diffraction problem.

E x a m p le  2

We repeat the calculations in Example 1 for the case of diffraction by the
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Table 6 .6 : Electromagnetic radar cross section calculations for the circular cone

n
£ n(a;,u;o) =  (sin(7r — 0), 0, cos(7r — 0))

(9 =  0 9 =  7r/24 9 =  2tt/24 9 =  3?r/24 9 = 47r/24 9 =  5tt/24
8
16
32
64
128

0.003115
0.002233
0.002230
0.002230
0.002230

0.002333
0.002277
0.002274
0.002274
0.002274

0.001848
0.002424
0.002425
0.002423
0.002423

0.001506
0.002702
0.002697
0.002698
0.002698

0.001231
0.003142
0.003138
0.003138
0.003139

0.001109
0.003832
0.003825
0.003827
0.003828

trihedral cone in Fig. 5-2 in both the acoustic and the electromagnetic settings. 
Recall that this is an unsolved canonical problem. Again we consider an “axial” 
incident wave and use piecewise constant collocation to solve the integral equation 
and the midpoint rule on each subinterval, I{, to compute the potential. We use 
the same technique as used in Example 1 to compute the integrals in (6.1.3) 
and (6.1.7). In Table 6.7 we present the diffraction coefficients for the acoustic 
scattering problem with Dirichlet boundary conditions and in Table 6.8 we display 
the radar cross section computations for the electromagnetic scattering problem.

Table 6.7: Acoustic diffraction coefficient calculations for the trihedral cone

n
Im /„(u>, u>o) u; =  (sin(7r — 9), 0, cos(7r — 9))

II o 9 =  7r/24 9 =  2tt/24 9 =  3tt/24 9 = 4tt/24 9 =  5tt/24
12
24
48
96
192

-0.032628
-0.061655
-0.065966
-0.066753
-0.067187

-0.033344
-0.062447
-0.066790
-0.067591
-0.068032

-0.035596
-0.064958
-0.069406
-0.070256
-0.070720

-0.039702
-0.069587
-0.074248
-0.075197
-0.075706

-0.046298
-0.077111
-0.082160
-0.083285
-0.083874

-0.056545
-0.089053
-0.094798
-0.096233
-0.096960

The results in Table 6.7 are in qualitative agreement with those for the cir­
cular cone case: Im f n(u>,u>0) has the same sign and the order of magnitude 
is smallest in the back scattering direction. Similarly the results in Table 6.8 
are in qualitative agreement with those for the circular cone. Note that, in the 
electromagnetic setting there is a loss of symmetry due to the polarisation of the 
incident wave, i.e. the direction of E° and H° in (2.2.6).

To investigate the convergence of these results note that we can estimate 
the rate of convergence of an arbitrary sequence yn by log((yn — y2n)/(y2n ~  
VAn))/log(2). Using this estimate for the results displayed in Tables 6.5-6.8 we
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Table 6 .8 : Electromagnetic radar cross section calculations for the trihedral cone

n
£ n(w,u;o) w =  (sin(7r -  0 ),O,cos(7r -  0))oII II to 4̂ 0 =  2tt/24 0 =  3tt/24 0 =  4tt/24 0 = 5tt/24

24
48
96
192
284

0.014404
0.015995
0.016638
0.016935
0.017076

0.014415
0.015879
0.016461
0.016730
0.016858

0.015294
0.016707
0.017257
0.017510
0.017631

0.017288
0.018747
0.019293
0.019541
0.019660

0.021022
0.022642
0.023220
0.023475
0.023597

0.027864
0.029911
0.030586
0.030861
0.030993

see that close to 0 ( n -1) convergence is achieved as expected.

S o m e  fu r th e r  e x a m p le s

Finally, in order to visually illustrate the computations of the diffraction coef­
ficients for various geometries, we shall illustrate, for various choices of cone, how 
the computed f ( u , u ; 0) and E(u>,u>o) varies as the conical scatterer narrows and 
as the observation direction u  ranges over a subdomain of M.  Throughout we use 
piecewise constant collocation on a uniform mesh to compute the solution to the 
integral equation (4.0.1) with n =  60 nodes. (It follows from Theorem 4.14 and 
Remark 4.11 that a uniform mesh will be sufficient for optimal convergence of the 
piecewise constant collocation method applied to corner problems with Dirich­
let boundary conditions. A uniform mesh will be suboptimal when Neumann 
boundary conditions are prescribed, as indicated by Theorem 4.14. However 
superconvergence phenomena lend to the observation of reasonable convergence 
rates for the derived diffraction coefficients even in the Neumann case and so 
we will still obtain a reasonable illustration of the behaviour of the diffraction 
coefficients.)

First we consider the acoustic problem. We restrict ourselves to the Dirichlet 
problem, as stated above we consider the axial incident direction u>0 =  (0,0, — 1)T 
and a range of observation directions written in spherical coordinates as

u  =  ((fl- — 0), 4>) , with 0 < 0 < 7r/3, 0 <  <j> < 2ir. (6.4.5)

Results for three different types of conical scatterer are given in Figs. 6-3 - 6-5. 
In Fig. 6-3 we illustrate how |/(u;,a;o)| varies as a function of 0 and <j> for three 
circular cones with semiangles 0*, 30*/4 and 0*/2. (Recall from §5.4 that 0* is 
given by cos0* =  l / \ /3 .)  In Fig. 6-3 (and Figs. 6-4, 6-5) the quantity |/(u>,u;o)| 
is plotted on the x$ axis against the projection of u  onto the x ^ -p la n e  given
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by: u  = (tt — 0, (j>) »-» (0cos</>, 0sin</>). Observe tha t the magnitude of the 
diffraction coefficients is smallest in the back scattering direction and increases 
as the observation approaches the singular directions (see Definition 2.13). Also 
observe that as the semiangle of the cone decreases, the magnitude of /(o;,u>o) 
decreases. This is to be expected since the distance between the observation 
domain, defined in (6.4.5), and the singular directions increases as the semiangle 
defining the surface of the cone decreases cf. Example 2.14.

In Fig. 6-4 we consider how |/(u;,a;o)| varies for three different elliptic cones. 
The surfaces of the elliptic cones are given by

~2  -.2

(6.4.6)

where a =  tan(0), b = tan(30/4), i.e. the cone has a “semi major” angle of 0 
and “semi minor” angle of 30/4. The cross sections, in a plane = C  for a 
constant C, of the cones determined by (6.4.6) are ellipses centred at the axis 
with major axes in the plane x 2 =  0. We consider 6 = 9*, 39*/4  and 9*/2 to 
investigate how \ f (u ,L j0)\ will vary as the angle of the cone varies. Note again 
that |/(u>,u;o)| is smallest in the backscattering direction. Also observe that the 
magnitude of decreases as the semi major angle decreases. It follows
from Definition 2.13 that, with u  =  (n — 9, <f>) and 9 > 0 fixed, the geodesic 
distance between the observation directions and the singular directions will be 
smallest when <f) =  0, tt. This is because the major axis of the cross section of the 
elliptic cones defined by (6.4.6) lie in the plane x 2 =  0, i.e. the angle subtended by 
the surface of the elliptic cones and its axis is greatest in the plane x 2 = 0. Since 
we expect |/(a;,a;o)| to tend to infinity as <jj approaches the singular directions 
this explains the faster growth, as 9 increases, of |/(a ;, a>0)| along the line x 2 = 0.

In Fig. 6-5 we illustrate similar calculations for the diffraction coefficients 
associated with regular trihedral cones. For this case we consider three trihedral 
cones whose edges lie in the directions (0,0), (0 ,2n/3)  and (0,47r/3) for three 
values of 0 (which we refer to as the semi major angle) given by 9*, 30*/4, 9*/2. 
The results are illustrated in Fig. 6-5. They show similar behaviour as that 
observed for the circular and elliptic cone. The magnitude of the diffraction 
coefficients is smallest in the back scattering direction. Also note again that if we 
fix 0 > 0 then the distance between u  and the singular directions is smallest when 
<j> =  0 ,27r/3,47r/3. Hence the three peaks in Fig. 6-5. Also observe comparing 
Figs. 6-3 - 6-5 that for cones with cross sections of similar area (i.e. cones with 
similar semi (major) angles) the magnitudes of are comparable.
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We now consider the electromagnetic diffraction coefficients. We repeat the 
calculations above in the electromagnetic setting to compute the radar cross 
section for the same geometries. These results are illustrated in Figs. 6-6 - 6-8.

Again the quantity En(u;,u>o) is plotted on the x$ axis against the projection 
of u> onto the x \x^—plane.

Observe again that £ n(u^,a;o) is smallest in the backscattering direction (or a 
direction close to the back scattering direction for the cones with edges Fig. 6-8) 
and increases as u  approaches the singular direction (again notice the peaks in 
Figs. 6-7 and 6-8 where the distance between the observation direction and the 
singular directions is smallest).

Also observe a loss in the symmetry of the plots of the radar cross section 
compared with the plots of the acoustic diffraction coefficient for the same conical 
scatterer. This is most easily observed in Fig. 6-8 compared with Fig. 6-5. Note 
that in Fig. 6-5 the three peaks have the same magnitude whereas in Fig. 6- 
8 the peak at a> =  (27t/ 3,0) is considerably smaller that the other two peaks. 
This is because of the loss of symmetry in the boundary conditions due to the 
polarisation of the incident wave.
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Figure 6-3: Diffraction coefficients for circular cones (acoustic)
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Figure 6-4: Diffraction coefficients for elliptic cones (acoustic)
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Figure 6-5: Diffraction coefficients for trihedral cones (acoustic)
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Figure 6-6 : Radar cross section for circular cones (electromagnetic)
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Figure 6-7: Radar cross section for elliptic cones (electromagnetic)
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Figure 6-8: Radar cross sections for trihedral cones (electromagnetic)
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Chapter 7 

Conclusions and Further Work

7.1 Conclusions

We have described in detail the the derivation of the general formulae for the 
diffraction coefficients (in both the acoustic and electromagnetic setting). The 
key step in computing these diffraction coefficients is solving boundary value 
problems of the form

(A* +  v2 — 1 /4 )< 7 sc(u >,o >o , v) =  0, u  G M, (7.1.1)

with Dirichlet or Neumann boundary conditions. Here M  is a submanifold of 
the surface of the unit sphere S 2 with arbitrary piecewise smooth boundary I. 
Solving (7.1.1) needs to be done for many values of the complex parameter v 
(and possibly many u;0)-

The approach we have taken in this thesis is to reformulate (7.1.1) indirectly 
as an integral equation of the second kind:

( / +  £)!* =  &, (7.1.2)

cf. (3.0.3) - (3.0.8).
We applied the collocation method to the integral equation (7.1.2) using piece- 

wise polynomial approximating functions. We concentrated mainly on the h- 
version of collocation and have shown that this method for solving (7.1.2) is 
stable and approximates the solution to at least 0 (n~r) accuracy, where n  is 
number of elements on the boundary and r is the order of the approximating 
polynomial. This technique allows us to compute the acoustic and electromag­
netic diffraction coefficients for rather arbitrary conical geometries with 0 (n~r)
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accuracy.
As stated above (7.1.1) needs to be solved for many values of z/, so it is 

important that the numerical method for solving (7.1.2) is not only accurate but 
also efficient to implement. We developed a method of approximating the stiffness 
matrix that arises in the numerical method for computing solutions to (7.1.2) 
which maintains the stability and convergence properties that are known when 
the integrals arising in the stiffness matrix are computed exactly. Moreover, only 
one kernel evaluation is needed to approximate a large proportion of the matrix 
entries. This is especially important in our application since this will ensure that 
the matrix assembly process, which can dominate the overall computation time, 
is carried out efficiently.

7.2 Further work

Some areas for future research include:

(i) We would like to develop and analyse the numerical scheme further to allow 
us to efficiently calculate diffraction coefficients for angles of observation in 
the domain M2 described in §6.1, cf. [9];

(ii) We would like to consider the matrix assembly aspect of the hp-method. 
In particular we are interested in sufficient quadrature rules so that the 
discrete hp-method enjoys the same stability and convergence properties as 
the true hp-method;

(iii) We would like to consider the computation of diffraction coefficients when 
different boundary conditions are prescribed on the surface of the scatterer, 
i.e. replacing the Dirichlet/Neumann conditions in (2.1.2) by impedance 
boundary conditions, see [13], [14], [2];

(iv) We would like to adapt our method to solve further challenging diffraction 
problems, for instance, the diffraction of a creeping wave. In [70] it has been 
shown by the matched asymptotics procedure that for the “inner problem” 
the creeping wave becomes an incident plane-like wave. This results in a 
boundary value problem of the form (3.0.1) and (3.0.2) with the source w0 
on the boundary £.
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A ppendix A

Derivation of the Formulae for 
the Electrom agnetic Diffraction  
Coefficients

In this appendix we give the technical details in the derivation of the formulae for 
the electromagnetic diffraction coefficients given in §2.2. Recall from §2.2 that 
we are interested in solving the time-harmonic Maxwell equations exterior to a 
conical obstacle S,

curl E(x) =  ikH (x),  _
, , \  \  x  € R \H (A.0 .1)

curl H (x) =  — ifcE(x),

with perfectly conducting boundary conditions

E A n |aD =  0 . (A.0 .2)

(As stated in §2.2 we also require that E  and H  satisfy certain radiation and 
tip/edge conditions (2.2.4), (2.2.5).)

We are interested in solving this problem in the case when the incident wave 
is planar (2.2.6). In this appendix it will be convenient to choose the Cartesian 
coordinate system appropriately so that the direction of the incidence wave is in 
the negative x$ direction and so that E 0 and H 0 in (2.2.6) lie in the direction 
of the X2 and x\ axes respectively (see Fig. A-l). To this end we introduce the 
following notation.

N o ta tio n  A .I . We choose the Cartesian coordinate system so that the vectors
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>
X 2

E,;

-^Xi

X3

Figure A-l: Propagation of the electromagnetic incident wave

E°, H°, and u>o satisfy

E° =  e2 := (0 ,1 ,0)T, H° =  ei := (1,0 ,0)T, and u 0 =  e3 := (0 ,0 ,1)T.

Then following from (2.2.6) the incident wave takes the form

E <nc(x) =  e~ikx3e2, Hi„c(x) =  e - ^ e , .  (A.0.3)

Also we can represent a point u  G M  in terms of the usual spherical polar 
coordinates 9, </> as follows

w =  (sin 9 cos </>, sin 9 sin </>, cos 9)T. (A.0.4)

(Note that in this setup 6 is exactly the geodesic distance between co and u>0, 
0(u>,u>o), see Notation 2.2. We also use a representation analogous to (A.0.4) to 
represent w' 6  M  in terms of the spherical polar coordinates 9',<//.)

As in the acoustic case, the formulation of the radiation conditions for the 
problem of scattering by a canonical conical obstacle is a delicate issue. One 
approach for solving the electromagnetic planar incidence scattering problem ex­
terior to a conical obstacle is to start (as in the acoustic case) by considering a
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point source problem. This approach is not considered here. Instead, in the next 
section, using scalar (Debye) potentials, we reduce the electromagnetic planar 
incidence scattering problem (exterior to a conical obstacle) to two scalar prob­
lems analogous to the acoustic planar incidence scattering problem. We then 
solve these scalar problems using techniques applied in §2.1 and we can check 
a posteriori that the “outgoing” conditions (2.2.4) are satisfied (this is discussed 
in Remark A. 14).

A .l  Debye potentials

It is well known that an electromagnetic field can often be expressed in terms of 
two scalar functions. We seek the solution to (A.0.1) exterior to E in the form

E(x) =  curl curl (F(x)x) + ik curl (W (x)x), ( A l l !
H (x) =  curl curl (W (x)x) — ik curl (V(x)x),

where V  and W  are the so-called Debye potentials. In Lemmas A .2 and A.3 we
describe the sufficient conditions that V  and W  should satisfy so that E  and H
defined in (A. 1.1) satisfy the conditions of the electromagnetic scattering problem 
(A.0 .1) and (A.0 .2), cf. [69].

L em m a A .2 . I f  we define E  and H  by (A .1.1) for arbitrary V, W  6  C S(Q) 
satisfying the scalar Helmholtz equation,

(A +  k2)V(x)  = 0 , (A +  k2)W (x)  =  0 , for  x  € M3\E , (A.1.2)

then E  and H  will satisfy the Maxwell equations (A.0.1).

P ro o f  Here we prove the first equation in (A.0 .1) will hold, the proof for the 
second equation is analogous.

In order to calculate curl E(x) using (A.1.1) we first need to be able to cal­
culate curl curl curl (V(x)x). First note that for an arbitrary scalar function 
w (x ),

curl ( i u ( x ) x )  =  grad (w(x)) A x, (A .I.3 )

and curl grad (w(x)) =  0 . (A. 1.4)
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Therefore since,

curl curl (V(x)x) =  —A(V(x)x) +  grad div (K(x)x) and (A.1.5)

A(V(x)x) =  (AV(x))x +  2grad V(x), (A.1.6)

it follows from (A.1.3) and (A.1.4) that,

curl curl curl (V'(x)x) =  —curl ((AV(x))x) =  —grad (AV(x)) Ax. (A.1.7)

Therefore if E, H are given by (A. 1.1) and if Vf W  satisfy the scalar Helmholtz
equation (A. 1.2),

curl E(x) =  curl curl curl (V(x)x) +  ik curl curl (PT(x)x)

=  —grad (A F(x)) A x  + ik curl curl (W (x)x)

=  fc2grad (V(x ) )  A x  +  ifc curl curl (JT(x)x)

=  ik (—ik curl (K(x)x) + cu rl curl (W (x)x)) =  2&H(x). (A.I.8)
□

The next result gives the sufficient conditions for V  and W  so that E, H given 
by (A.1.1) satisfy the perfectly conducting boundary conditions (A.0.2).

Lemma A .3. I f  we define E and H by (A. 1.1) for arbitrary V  and W  E C 2(Cl) 
satisfying the Helmholtz equations (A. 1.2) and the boundary conditions,

V
dW

=  0 ,az dn
=  0 , (A.I.9)

dz

on the surface, dE, of an arbitrarily shaped cone, E, then the boundary condition 
(A .0.2) will hold.

P ro o f  First note that,

div (V (x)x) =  ZV (x) +  grad V(x) • x  =  ZV (x) +  r ^grad V (x) • —̂

dV
=  3 y ( x ) + r — (x),

and hence,

grad div (V(x)x) =  3 grad V(x) +  grad ^r-^—(x)^.
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Therefore from (A. 1.5) and (A. 1.6)

curl curl (V(x)x) =  -(A V (x))x  +  grad V(x) +  grad ( r § £ ( x ) ) . (A.1.10)

Note that from the boundary condition (A. 1.9) and because 5  is a cone, we have 
dV /dr(x )  =  0 for x  G 55. Also for x G 55, A V (x )  =  —k2V(x) ~  0. Therefore 
from (A.1.10), (A.1.3) and (A.1.1)

E(x) An =  grad V(x)  An+grad (j~Q~(x )) An-f-ifc(grad W (x)  Ax) An. (A.1.11)

Now for arbitrary vectors A, B and C we have the following identity for the 
vector triple product

(B A C) A A  =  (A • B )C  -  (A • C)B.

Using this, with B =  grad W (x), C =  x and A =  n, we get the following formula,

E(x) A n =  grad V(x)  A n +  grad ^r-^-(x)^ A n

—ik((n  • x)grad W(x) — (n • grad W (x))x). (A.1.12)

We now consider each term on the right-hand side of (A. 1.12). Firstly since 
U(x) =  0 for all x  G 55, it follows that 5U (x)/5s(x) =  0 where s(x) is any 
vector tangent to 55 at x. Hence, grad V(x) • s(x) =  0, and so grad U(x) is 
normal to 55. Therefore it follows that grad V (x) A n =  0, i.e. the first term on 
the right-hand side of (A. 1.12) vanishes. Similarly the second term vanishes since 
rdV /dr  =  0 on 55. The third term on the right-hand side of (A.1.12) is clearly 
zero since for all x G 55, x*n =  0. Finally n-grad W(x) =  5W (x)/5n  =  0, from 
(A. 1.9), so the fourth term on the right-hand side of (A. 1.12) is zero. It therefore 
follows that E(x) A n  =  0. □

The problem of solving the planar incidence scattering problem (see Definition 
2.16) now reduces to that of finding two scalar functions V  and W  which satisfy 
(A. 1.2) and (A. 1.9). To do this we write V  and W  in terms of the “incident part” 
and “scattered part” ,

V  =  Uinc +  K c, W  = Winc + Wsc. (A.1.13)

Now recall the strategy for finding analytic formulae for E  and H  from §2.2: First
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we find solutions Vinc and Winc of the Helmholtz equation with the property that

Einc(x) =  curl curl (Vrinc(x)x) +  ik curl (Winc(x)x), 
Hinc(x) =  curl curl (Winc(x)x) -  ik curl (Vinc(x)x),

(A .I.14)

where E;nc and H inc are given by (2.2.6). Then we find the solutions to two scalar 
“acoustic” scattering problems (cf. §2 .1) with the incident waves given by Vinc 
and Winc, i.e. we use procedures developed in §2.1 to solve the scalar problems

(A + k2)Vac =  0, 

(A + k2)Wac =  0,

V,

dW,

=  - V— y ir

dn

dE
dWir

dz dn dE

(A .I.15) 

(A .I.16)

(Vsc and Wsc also have to satisfy appropriate “radiation” , “tip” and “edge” con­
ditions, cf. §2.1.) From the solutions to (A.1.15) and (A.1.16) we have formulae 
for V and W  from (A.1.13). These can then be substituted into (A.1.1) to get E 
and H.

A.2 Finding the Debye potentials

The purpose of this subsection is to find formulae for V and W  as described at 
the end of the previous section. From Theorem A.4 we obtain expressions for 
Vinc and W{nc. This allows us to formulate a solution to (A. 1.15) and (A. 1.16) in 
Theorem A.6. Then the formulae for V and W  are given in Corollary A.7.

T h eo rem  A .4. Consider Ejnc, H inc given by (2.2.6). These vector fields can be 
expressed in the form (A.I. 14) where Vinc and Winc are solutions to the Helmholtz 
equation given by (writing x =  (r, w) and using the Cartesian coordinate system 
introduced in Notation A .l),

tnc

m e
(r,u>)

=  {~ i k r l ( k )  2 \  \  ■ (A '2-1}

Here Jn+i/2{kr) are the Bessel functions of the first kind [1, pg. 358], P,„ 
are special Legendre functions of index n and order 1 [1, pg. 332]. Recall that 
6 and <j> are the standard spherical coordinates which describe the direction u> 
(see (A.0.4)). The result that Vinc and W{nc given by (A.2.1) satisfy (A.1.14)
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Figure A-2: Contour of integration 72

is proved by using a separation of variables type argument (see e.g. [74, §8.9]). 
The fact that Vinc and Winc in (A.2.1) satisfy Helmholtz’s equation follows by 
straightforward differentiation.

This series representation can be transformed into an integral over a contour 
72, using a procedure referred to as “Watson’s transformation”:

T h eo rem  A .5. The Debye potentials, Vinc, Winc, corresponding to incident elec­
tromagnetic wave are given by the following formulae

I  V-  \  (r.u,) =  - 2 ( g - )  /  ^ h Y J i U k r ) {  %  \ ^ u ^ dv[ w inc J ' ' \ k 6r /  772 ^ — 1/4 ^  I g'S

where (using the notational convention in Notation A .l) ,
(A.2 .2)

^  }  ( W> 0 ,0 ,  V) =  n ~ l { C O Se) (  S in '* } . (A.2.3)
g™° J - 4 cos7ti/ I  cos0

and 72 is a contour in the complex plane which lies to the right of 1/2  and bends 
around n + 1/2 for n £ N (see Fig. A-2).

P ro o f  We give the proof for Vinc, the proof for Winc is analogous. The poles 
of the integrand of (A.2.2) lying to the right of the contour 72 are v =  n +  1/ 2, 
n £ N. Applying Cauchy’s residue theorem it follows from Theorem 2.7 that,

“ 2 ( i £ ) " ei' /4 / 2 1̂ l r A U k r ) 9iS c( ^ 0, u ) e - ^  dv

O I  00

=  4,17( a ^ ) 2eW4 E res{ ^2 f 1/ 4 M k r ) 9T ( u , “ o ,^ e " ^ 2;n  +  1/ 2}.
n = l  ‘

(A.2 .4 )
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Using Taylor’s theorem, it follows that, for v in a neighbourhood of n +  1/ 2, 
where n £ N,

cos 7tz/ =  — 7r(v — (n +  1/2)) sin(7r(n +  1/2)) +  0 {(y  — (n +  1/2))2). 

Hence, from (A.2.3)

J S 1i/2{l/- (n +  1/2))^ C(a’’U,0’I/) =  47rsin(7r(n<+ 1/2)) S*n<̂
=  ( - i r ^ ( - c o s e )

47T

Therefore, combining this with the fact that

iim __- __e-*W2 n,.+ V2,
j/->n+i/21/2 — 1/4 n(n  H-1)

it follows from (A.2.4) and (2.1.25) that, 

2tt \  2
- 2 ( 1 / )  "eW4 £  «o, ^)e- iW2 du

. / 2 i r \ 1/2^  .n n +  l /2  P ^ -c o s tf )  .
= *(fc®r) ^  n(n + l) "+1/2( } 4tt Sm^n = l x 7

1 /O
=  {- i k r l ( < ^ )  H  r n (” +  i)  Jr .+ w {k r )P n {~  cos 0) sin <f>

n = l  ' '

=  Uinc(r,u>),

and this completes the proof. □
The representation (A.2.2) of the Debye potentials corresponding to the planar 

electromagnetic incident wave, motivates seeking the scattered potentials Vsc and 
Wsc in the form

W s c }  ( r ’ w ) =  - 2 ( i / ) v */ 4 / 2 v- ^ j i 3^ T) { % }  (w ' u,‘” i' ) d v
(A.2.5)

where gs£  and are to be found. Care needs to be taken when defining 72. As 
described above 72 must cross the real axis between 1/2  and 3/2. To be more 
precise we require (so that the radiation conditions (2.2.4) are satisfied which 
will be discussed in Remark A. 14), for Vsc that 72 crosses the real axis at a point 
which lies to the left of the internal Dirichlet eigenvalues vDj ,  j  =  1, 2, . . . ,  (see
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Definition 2.4) so as to avoid any residue contributions. For Wsc, we require 
that 72 crosses the real axis to the left of the internal Neumann eigenvalues 
j  =  2 ,3 ,. . . ,  (recall that ztv,i =  1/2) see Fig. 2-5.

Now to find E  and H  we use the representation (A.2.5) to solve (A.1.15) and 
(A. 1.16). The next result gives sufficient conditions for g and g^  so that the 
representation Vsc and Wsc given in (A.2.5) will satisfy (A. 1.15) and (A. 1.16).

T h e o rem  A .6 . Suppose Vsc and Wsc are given by (A.2.5) where gsjf and gsr} 
satisfy,

then Vsc and Wsc will satisfy (A. 1.15) and (A. 1.16) respectively. (Recall that M

where WB(r,co,uo,v) := (kr ) l^2Jv(kr)gSB ( B  =  D  or N.  (Notice that

C7, Re(^) —y -|-oo.)
It follows that if wb  satisfies the scalar Helmholtz equation with respect to 

(r, a;) for B  =  D  or N  and every u G 72 then Vsc and Wsc will also satisfy the 
Helmholtz equation. To show that wb  satisfies the Helmholtz equation, we write 
the Laplace operator in (r, u)  variables as

where A* is the Laplace-Beltrami operator. We consider the radial part first,

The previous line is a consequence of the fact that Jv{kr) satisfies the Bessel

dm. 1 d m  t

lj € M, (A.2.6)

(A.2.7)

is the portion of the unit sphere exterior to E and that t  is the boundary of M .)  

P ro o f  From (A.2.5) we can write

{r,u),u>0,u)e- i,r̂ 2 du,

the integral over 72 converges due to the fast decay of Jv{kr) when |Im(i/) <

(A.2.8)

=  { i k r f /2J ”{kr) +  (kr)l/2J'u(kr) -  i ( kr ) ll2Jv(kr)^g ŝ {u j,u j^v)  

=  (i/2 -  (kr)2 -  i )  (kr)~ll2Jv(kr)gŝ ( u>,U70, v). (A.2.9)
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differential equation (e.g. [1, 9.1.1]):

{kr)2J ”{kr) +  (At) J'(A r) +  {{kr)2 — v2)Ju{kr) =  0.

Therefore it follows from (A.2.8), (A.2 .9) and (A.2.6) that,

(A +  k2)wB{r, u>, ^  ( y 2 -  {kr)2 -  i )  {kr)-1/2Ju{kr)g%{u;, w0, v)

+  ^ ( kr )~1/2M kr)&*gSB (w, u 0, v)

+  k2{kr)~ll2Jv{kr)gSB{<jj, w0, v)

=  ^ { k r ) ~ l/2M kr)(^A* + v2 -  ^ g % { u , u 0,v)  =  0,

for B  =  D, N .  This shows that both Vae and Wsc satisfy the Helmholtz equation. 
Moreover, if x  G dE then it is clear that u; G £. Also note that

dWsc(x) =  1 0Wsc{x) 
dn r d m

and hence an expression for {dWsc/dn){x)  is found by replacing p*c(u;,a>o, in 
(A.2.5) by r _1( ^ 7 ^ m ) ( w ,w 0,^) for x G dE. Therefore it is a straightforward 
consequence of (A.2.7) and (A.2.2) that Vac and Wsc defined by (A.2.5) satisfy 
the boundary conditions in (A .I.15) and (A.1.16). □

This leads to the next result.

C o ro lla ry  A .7. Suppose the Debye potentials V  and W  are given by

V

(A.2.10)
where gs  =  glBC + g$B f or B  = D ,N .  Then the electromagnetic fields, E, H, given 
by (2.1.15) satisfy the Maxwell equations (A.0.1) and the perfectly conducting 
boundary conditions (A.0.2).

P ro o f  The result follows from (A.1.13), (A.2.2) and (A.2.5). □
This result gives formulae for V  and W  via the solution to (A.2.6) and (A.2.7). 

To find expressions for Vdifj and W<nff we follow the same procedure as in §2.1.2 
and look at the behaviour of V  and W  as k -¥ oo.
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A .3 High frequency asym ptotics

We are interested in the solution to our problem for high frequencies k. In fact 
we want the asymptotics of (A.2.10) as the dimensionless parameter kr —>• oo. 
For this, as with the acoustic case, it is convenient to use Sommerfeld’s integral 
representation (2.1.41) of the Bessel function J„(kr) in (A.2.10):

Ju{kr) = ^~  f  e~'krcos,+i^/2- , )dSt (A 3 1 )
27r Jw

where W is the contour in Fig. 2-2. Now substituting (A.3.1) in (A.2.10) we get

( r ^ )  = -2(2Trk3r)~1/2e" /4 f  e - ikrcoss\  T°  1 (u ,u o ,s )d s ,  (A.3.2)
J w [ Tjv J

where

{ Z  } (U)’ w">S) := i  { Z  } (“’ w«> v)l A ^ l dv- (A-33)

Thus we are interested in the asymptotics of (A.3.2) as kr —> oo. In a similar 
way as for the acoustic case we can replace the contour W with W' in Fig. 2- 
3 and the only possible non-negligible contribution to the asymptotics of the 
Debye potentials, V̂ iff and Wdiff, associated with the diffracted wave are given 
by integration in a neighbourhood of stationary phase points, namely So =  0 and 
s0 =  7T- Using the “cut off” functions r]So defined in (2.1.45) we can isolate the 
contributions from the stationary points by writing, analogously to (2.1.46) in 
§2.1.2,

V(x) = V0(x) +  14 (x) +  Vrem(x), and 

W  (x) =  W0 (x) +  Wn (x) +  Wrem (x),

where for So =  0 or 7r, writing x =  (r, u>),

w  } ('- ,^ )  =  -2(27rA:3r ) -1/ V )'/4 /  }  (w,w0,s)Vaa(s)ds,
W SQ J  J  W' [  1 N  J

(A.3.4)
and Vrem(x) and Wrem(x) are the Debye potentials which contain only the contri­
butions to the asymptotics from non-stationary critical points which are exactly 
those associated with non-tip-diffracted electromagnetic waves.
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To find the asymptotic expansions of Vdiff and Wdiff we investigate the 
asymptotics of VSo(r,u) and WSQ(r,lj) for so =  0 and ir. In Lemma A.13 we 
show that the contribution from the stationary point s0 =  0 to the asymptotics 
of the diffracted wave is negligible. In order to do this we need to show that 

1/2) =  V ^ f w .w o ,  1/2) Aw which is the subject of Lemma A.12. 
Before we can do this we require the following two lemmas.

L em m a A .8 . Suppose u  6 M , and v =£ VB,j,j — 1, 2, . . . ,  where i/gj are the 
eigenvalues associated with the eigenfunctions $B,j, see Definition 2.4. Then, 
adopting the Cartesian coordinate system in Notation A .l ,  gp and gn can be 
represented in the form,

where the convergence holds in the distributional sense and denotes the spher­
ical gradient with respect to u '  (see (3.1.3)).

P ro o f  We give the proof for gd only, the proof for is analogous. In the same 
way as for Lemma 2.6 we seek <7£>(u>, u;0, v) in the form of a spectral decomposition 
along the orthonormal eigenfunctions

where $j(u;0, v ) are to be found.
First recall the Green’s function on the whole sphere, go, given by (2.1.55),

We claim that ( ^ (w ,  u;0, i/) =  { V uigo(u>,&', v)\u>'=uj0} * and we then use this 
to prove the result. To prove the claim recall Vw/ defined in (3.1.3). It follows 
that

Now recall from Notation 2.2 that cos 9(u, u ')  =  uj • u '.  Therefore using the fact

oo

(A.3.6)

=  4cos(7ri/) P"~i C0S e(u>’ Vu' (C0S ̂  •
(A.3.7)
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that Vw/(w • u>') =  u  — u'(u> • u ')  from (3.1.4), we have, from (A.3.7), that

Vw'5o(w ,wO) i/)|u>,=u»0 =  -j— 7— rP '_ i(-co s0 (u ;,a ;o ))  (u>-u>0(u>-u;o)). (A.3.8)4 COS(7T̂ ) v 2

In the Cartesian coordinate system introduced in Notation A .l, since e2 - u 0 = 0 
and 0(u>,u/) =  6, it follows from (A.3.8) that,

{Vw/^0(a;,a;,,i/) |U(/=fa;o} • e2 =  -— 7— rP^_i (-co s0 )w  • e2 
1 J 4cos(7n/) v 2 '

-P'_ 1 (— cos 6) sin 6 sin <t>.
4 c o s ( 7 tv) v 2

(A.3.9)

Finally to prove the claim we use the identity [44, 8.752(1)]

K - i / 2( ~ cos 0) = ~ p l -  i/2( - c o s 0) /s in 0.

Hence it follows from (A.3.9) that

{ </0K 1/) |u-=„„} ■ e2 =  -  4cog, ' P j - i  ( -  cos 0) sin 0

=  fli?c(w >wo,*'), (A.3.10)

as required.
Now to complete the proof note that since <7o ( u ; ,  u 0, v) is the solution to 

(2.1.54) it follows that

( A *  +  v2 -  ^ )g lg c{ u , u Q,v)  =  { V ^ w  - u / ) | w / = W o }  • e 2? 

and so by the definition of gu and (A.2.6)

(a *  +  i/2 -  ^ g D ( u , u > 0 , v )  =  (a *  +  i/2 -  l ) ( f fD C +  flD)(w >wo,«')

=  ( a *+  i/2 -  i ) s £ c(u>,a>o,i')

=  V „o5 ( w - a ) 0) - e 2. (A.3.11)

Arguing in the same way as in Lemma 2.6 we can use the representation (A.3.6)
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to write,

oo
(A* +  v2 -  l / 4)0D(u;,u>o,z/) = Y ^ S j { v 0,^)(^2 -  Vj)$D,j{<*>)• (A.3.12)

j =1

Also note from (2.1.20) that, in the distributional sense,

00
{Vw/<5(u; -  o;/)|u,/=u,0} • e2 =  Vw/ u,,_u,o} ' e2

j =1 ”
00

=  ,j(<*j){ $£>,j(<**')U>=fai0} • e2. (A.3.13)
j=i

Therefore by comparing (A.3.13) and (A.3.12) the result follows from (A.3.11).
□

R e m a rk  A .9. Notice that <70(0;, ^) has positive poles at for j  = 1 ,2 ,. . .
and that 2w(<*>, cv0, v) has poles at for j  =  2, 3 , . . .  but not at v =  1/ ,̂1 =  1/2 
since the orthonormal eigenvector, 4>w,i =  |M |-1/2 is constant and so there is no 
contribution from j  = 1 to the sum in (A.3.5).

Also note that in the proof of Lemma A .8 we use the fact that (in the Cartesian
coordinate system in Notation A.l)

9d c{ u ,u 0, 1/) =  {Vw/2o (w ,w V )|w/=ta,0} • e2, (A.3.14)

and analogously,

g%c(u;,u0,v) = {Vŵ o (« ,w ,,*')|«'=wo} *ei. (A.3.15)

It can be shown that this can be written equivalently (independently of the choice 
of Cartesian coordinate system) as

9d ° ( u ,u o,i/) =  { V u>go(w,w\i')\u,'=uo} • E°,

9n c( ^ ^ o, v ) = { ^ u , ' 9 o { ^ ^ \ ^ ) \ ^ = u , Q} * H°,

where E°, H° describe the polarisation of the incident wave, see (2.2.6). We use 
this representation of gJ10, B  = D ,N  in §2.2.

As stated above we aim to show that

V u ( w ,  u 0, 1 / 2 )  =  V ug% (u ,  lj0, 1 /2)  A u
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in Lemma A. 12. To prove this we need to evaluate the limit values of go and 
as v —> 1/ 2. Lemma A. 10 contains some related technical details which allow us 
to do this.

L em m a A. 10. For all u> G M , the limit of g™ and (defined by (A.2.3)) as v  —» 
1/2 exists for B  =  D ,N .  Moreover, (again adopting the Cartesian coordinate 
system in Notation A .l)

lim (  ^  )  (« , «*, „) =  - 2-  cot ( ? )  {  Sin 0  1 .  (A.3.16)
i/-> l/2  g™c j  47T \ 2 /  COS (j) J

P ro o f  We give the proof for gxjfc only, the proof for g™c is analogous. Recall from 
(A.3.10) that g%QC(<jj,UQ,v) =  { V iA,tgQ(Lj,u,,i/)\u,i=U)0} - e 2 where g0 is the Green’s 
function for the whole sphere S 2 given by (2.1.55). We will use this formula
to prove the result but first since the representation (2.1.55) of 5o(w,Wo^) is
undefined for v =  1/2  we need to find an alternative expression. Recall that go 
satisfies

(A* +  v2 -  l / 4)po(u7,u;o, v )  =  S(lj -  u>0), lj  G S 2. (A.3.17)

However, (A.3.17) has a singularity when v —» 1/2  since a solution for (A.3.17) 
is not defined for v — 1/2. This is because if =  /  on S 2 then it follows via 
Green’s identity that f s2 f(uj)dS(u;) =  0 but f s2 <5(u; — u>o)dS(u) =  1 so (A.3.17) 
is not solvable for v — 1/ 2. Consequently, instead of go(Lj,w,v), we consider 
go(u>, lj, v) the solution of

(A* +  v2 — l/4)<7o(<*>j<*>(b *0 =  — <*>o) — 1/ 47T, u  G S 2. (A.3.18)

The advantage of the equation (A.3.18) is that it is solvable for v =  1/2  (up to 
an arbitrary constant) since Js2 5((jj — l j 0) — 1/ 47T dS(u>) = 0 . Also from (A.3.14) 
and (A.3.15) we see that

lim gDC(w,Uo,v) =  lim { V ^ o ^ , <*>', v)\ts=u0} * e2
t/-¥ 1/2

= ^lmi2 {Vw/5b(a;,t«;/,i/) |w/=Wo} • e2. (A.3.19)

(The latter inequality follows e.g. by applying Vu,/ to (A.3.17) and (A.3.18), 
with ljq replaced by lj' , and using uniqueness.) It follows that a formula for 
limv_»i/2 <7j?c(t*>, u;0, v) can be recovered from the solution to (A.3.18) via (A.3.19). 

First we show the limit on the right-hand side of (A.3.19) exists. To do
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this we introduce the eigenvalues, i/qj, and eigenfunctions, $0j, of the operator 
—A* +  1/4 on the whole sphere S2. Clearly, z/o,i =  1/2, i'oj > 1/ 2, for j  =  2 ,3 ,. . .  
and $o,i =  (47t)-1/2. Using similar techniques to those used in the proof of Lemma 
2.6 we can write,

oo

g0{u,u0, v) = ^ i y 1 ~ ^,j)"1$Oj(w)$oj(wo) -  (v2 -  l/4)“1$0|i(u;)$o>i(wo)
j -1 

oo

=  Y i y  ~  I/Oj)“1®Oj(w)^Oj(wo)-
3 = 2

Hence the limit of Vw»5b(w» v ' ,  )̂|u>'=u;o (and therefore g%£ c(w ,w 0,i/)) exists as 
v -> 1/ 2, which we henceforth denote by Vu»'So(w> t*>#, l / 2)|u>/=u,0 (respectively 
^ ( " , " 0, 1/ 2)).

To complete the proof we find a formula for the solution to (A.3.18) when 
v =  1/ 2. It can be shown, by direct differentiation, that for w ^  w0, a solution 
to (A.3.18) with v =  1/2 is given by

g0(u, w0, 1/ 2) =  log(l -  cos(0(w, w0))). (A.3.20)
47r

To show that this is a solution for all w 6  S'2 we show that A*po(w, w0, 1/2) =  
<S(w — w0) — 1/ 47r in the sense of distributions. Consider a test function ip G 
C°°(S2). By definition the action of the distribution A*5o(w, w0, 1/ 2) on \p sat­
isfies (see e.g. [41]),

( A*gb(w,w0, l / 2),^(w ) ) =  [  5b(w,w0, l/2 )A V (w ) dS(w)
Js2

=  lim [  §o(w, w0, l/2)A *^(w ) dS(w), (A.3.21)e->°

where 5 2={w G S 2 : 0(w,wo) > e}. Applying Green’s identity we have that for 
any e G (0,7r),

f  J 0(w ,w 0, l / 2)A ^ (w )  d5(w) =  [  ^(w)A*5o(w,wo,l/2) dS(w)
^5e2 J 52

+  J  (?o(w,w0, l / 2) ^ ( w )  -  |% (w ,w 0, l / 2)^(w)^ dw,

(A.3.22)

where m  is the exterior normal to 5 2 at w G dS2. It is clear from (A.3.18)
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(with v — 1/ 2) that the first term on the right-hand side of (A.3.22) is equal 
to —1/ 47T f S2 ip(w) dS(iv). Now we consider the second and third terms on the 
right-hand side of (A.3.22). Note that dip/dm(w) is bounded and so it follows 
that,

=  ^ l o g ( l - c o 8( e ) ) / ^ | | M d a >

=  0(e\ loge|) —> 0 as e —t 0 , (A.3.23)

since f dS2du> = sin(e) =  0(e) and 1 — cos(0) =  0 (e2). Furthermore, in the 
Cartesian coordinate system introduced in Notation A .l we can write d/dm. = 
—d /d 6\e=t. Using this and applying Taylor’s theorem to ip we have,

-  f  ^ ( u , u 0 , l / 2 ) i p ( u )  d u  =  — f e L  f  i p ( u ) d u
Josl 9 m  ^  1 -  cos(e) JdS2

=  ip(u>o) +  0(e) —> ^(w 0) as e —> 0 . (A.3.24) 

Therefore combining (A.3.22), (A.3.23) and (A.3.24) it follows from (A.3.21) that

( A*<7o (^ ,^o , l/2),ip(u>) ) =  - 1 /4 tt [  ip(u>) d S v  + ip(u>0)
Jsl

=  ( S ( u -  UJq) -  1 /4 7 T , 1 p ( u )  ) ,

for any ip € C°°(S2) and so # defined in (A.3.20) gives the solution to (A.3.18) 
in the sense of distributions.

Now it follows from (A.3.19) that,

lim <?0 C(w,<*>o, v) =  { V u}>g0(u ,u> ',l/2)\U,'=U,Q} • e2
v -* l / 2

=  ^ {V u ,/ log(l — cos 0(uj, a /)) !«/=«.,„} • e2

{Vu,.( l- c o s 0 (a ; ,a ; ,))U=a,o} *e2 o

47r ( l - c o s ( 0(w,u;o))) '

Recalling from Notation 2.2 that cos0(u;,ti;/) =  u; • u / and using (3.1.4) we have

{Vo,/(l cos0(uj^u)'))|u,'=u>0} * e2 =  ~ { V ^ ((a ; *e2

=  — (lj — u>o(u> • u>0)) • e2. (A.3.26)

Therefore by representing lj in the form (A.0.4) it follows from (A.3.25) and
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(A.3.26) that

r  in c t  \  S i n 0 W , W O . , 1 . . .  W o x . ,lim On w ,w 0,y  =  - — 7--------- 7777 —  sm 0  =  cot(0(w, w0) / 2) sm 0 ,
«/-> 1/2^  v '  4 tt(1 -cos(0 (w ,w o))) 4tt v v "  7 Y

and the result follows from the fact 9 =  0(w,wo) in the coordinate system in 
Notation A .l. □

R em ark  A . l l .  In the practical evaluation of the diffraction coefficients it is often 
convenient to deform the contour 72, for example onto the imaginary axis. This 
is discussed in §6 .1.2. It is shown there that in the course of such a deformation 
of the contour a residue contribution at v =  1/2  for integrals similar to (A.3.3) 
need to be computed. Therefore some of the details in the proof of Lemma A. 10 
are of use in §6 .1.2.

L em m a A .12 . For all w 6 M ,

V ^ w ,  u;0, 1/2) =  Vw5jf(w, w0, 1/2) A w. (A.3.27)

P ro o f  The proof follows a sketched proof for this result given in [69, pg. 685]. 
Define S  : M  —>> R2 by the stereographic projection of M  onto the plane tangent 
to S 2 at —w0 (and then shifted to the plane X3 =  0) given by (adopting the 
Cartesian coordinate system in Notation A .l),

5(w) =  2cot(0/2)(cos0, sin</>). (A.3.28)

We introduce the polar coordinates r, ^  to represent a point x  G R2. We can 
define the action of S  by

w =  (9, (j>) 1 v (2 cot(0/2), 0), (A.3.29)

in polar coordinates. Similarly we can define the action of 5 _1 by

x  =  (r, ip) (2cot- 1(r/2), V>), (A.3.30)

is spherical coordinates.
A stereographic projection is known to be a conformal mapping, hence the 

following useful properties of S  follow. Firstly the mapping S  preserves angles, 
i.e. two geodesic curves on S 2 meeting at an angle of a  are mapped by S  onto 
two curves in R2 meeting at an angle of a  also. Secondly, if v(w) is a harmonic 
function on M  then v(x) := v(S~1(x)) is harmonic on S(M ).
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We define ^ c(x) := ^ c(5 - 1(x),u>0, 1/2) for B = D ,N  and x  G 5(M ) C i?2. 
(Hence, since A*p^c(a;) =  0, for w G M  it follows that A<7jc(x) =  0, for x  G 

S(M ).) Let x  =  (a q ,^ )  and consider z = x i +irc2- Define <7sc(<z) =  ^ ( ^ 1,^ 2) =  
5d (x ) — ^7w(x )- We claim that 5'sc(^) is analytic. This is equivalent to p|J(x) 
and Jf^(x) satisfying the Cauchy-Riemann equations

S « = - S (x)’ S ( x ) = S (x)- (AA31)

We can use this and the properties of the conformal mapping 5  to prove the 
result.

To prove (A.3.31) consider first ginc(z) =  g ^ c(x) — ig ^ c(x), where g ^ c, B  = 
D ,N  are defined in a similar way to p#, glBC(x) := glQC(S~1(x),LJo,1/2). We 
have from Lemma A. 10 and (A.3.30) that

9d ° I / x r 
(x ) =  - Z Zinc I ' 87r

9 n

Hence gtnc(z) = i z / 8n which is certainly an analytic function.
Note that, from the boundary conditions (A.2.7) and using the fact that S  is 

a conformal mapping, for x  G 5(f)

f l psc  ffninc
5d W  =  - 5 dcW  and ■g~L(x ) =  — a ~ -(x ) (A.3.32)

where n  is the exterior normal to S(M )  C R2. It follows from complex analysis 
that every harmonic function in R2 is the real part of some analytic function 
on C. Hence there exists a harmonic function w(x) such that ^Jj(x) +  iw(x) 
is analytic. Moreover, it follows that gsp and iu(x) satisfy the Cauchy-Riemann 
equations (A.3.31) with g'ft replaced by — w Hence we have for x  G 5(f),

f W  =  v „ W . E = ( - g W , g W ) . a  .

dg’o
d t

(x), (A.3.33)

where t  is a tangent to S(£) at x. From (A.3.32), it follows that gsp coincides 
with — glfic on S(£), hence tangential derivatives of gs£  and — glfic will also be 
equal. Therefore using the Cauchy-Riemann equations for the “incident parts”
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(replacing the superscripts sc in (A.3.31) by inc) and (A.3.33),

d n K ’ a t  \ d x x d x 2 /  V d x 2 dxi  v V
r f n in c

=  V§5?c( x ) .5  =  ^ - ( x ) .

Thus, — w(x) is harmonic on S(M )  and satisfies the Neumann boundary condi­
tions in (A.3.32). Since there is a unique solution to the Neumann problem (up
to a constant) it follows that 5w(x) =  —w(x) +  C, hence

gsc(z) =  g%(x) -  ig%(x) = go(x ) + iw (x ) ~  iC

is analytic. This proves the claim that g3C is analytic.
Now using the Cauchy-Riemann equations (A.3.31),

? < 4  <A - 3 3 4 >

Notice that interpreting V ^ c(x), B  =  D, N  as a 3D  rather that 2D vector

allows us to write (A.3.34) as

v <?z>(x ) =  v 0w(x ) A ( " wo), (A.3.35)

which is of a similar form to the result (A.3.27). To complete the proof we now 
show that (A.3.35) implies (A.3.27). To do this note that for an arbitrary function 
v defined on R2 we can write V?;(x) in the polar coordinates (r, ip) as,

_  , . dvCx.) 1 dvCx)
V v(x) =  er—  ̂ — n t ’or r dip

By substituting this into (A.3.35) and using the fact that e r A (—u>0) =  and 
A (—u>o) =  — e r, it follows that

f l f l f f ( x )  _  1 d g % { x )

d r  r  d t p
(A.3.36)

and =  (A.3.37)
or r dip
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Now using the chain rule and recalling (A.3.30) we have

09b (x ) _  d#dgsBc(u;,u>o,v) _  1 Og%(

and

dr dr 09 1 +  ( r /2)2 09
d g SB ( x )  d g % ( u ,  w 0 , v )

dip d(j)

Hence a straightforward calculation shows that (A.3.36) and (A.3.37) together 
with (A.3.30) imply,

Og%(u),u0,v)  __ 1 0g%(u, v0,i/)
06 sin 9 0(f)

and =  l d g % ( u ,p ,v )
09 sin 9 0(p

Using this, the result (A.3.27) follows from (3.1.3) and the fact that e# Aw =  — 
and A lj = e<?. □

We use Lemma A. 12 in Lemma A. 13 to show that the combined contribution 
from the stationary point So =  0, i.e. the contribution from Vo and W0 defined 
in (A.3.4), to the electromagnetic field E, H is negligible. First we define the 
contribution to the electric field and the magnetic field from a stationary point 
s0 by ESo and Hso respectively, i.e.

E.„(x) =  curl curl (K0(x)x) +  ik  curl (W,0(x)x),
Hso(x) =  curl curl (WJ0(x)x) -  ik curl (Kso(x)x).

L em m a A. 13. Suppose that u> ^  ujq then the contribution from the stationary 
point so =  0 to the asymptotics of the electromagnetic field, E(r, co), H(r,us), is 
0((kr )~ 2), i.e. for all x £ E3\H, E0(x) =  0((kr)~2) and H0(x) =  0((kr)~2) as 
kr —> oo.

P ro o f  We prove this result for the electric field only, the proof for the magnetic 
field is analogous. The first thing we need to do is apply the stationary phase 
technique to calculate the asymptotic expansion of VSQ and W3Q (see e.g. [15, 
§2.7]). It follows that

Wo J ^  = ~2il̂ r |  IV  ̂ a'0’ + °(k~1(kryi)’ 33 kr °°-

Now we substitute these representations of V0 and W0 into (A.3.39). Using
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(A. 1.5), (A. 1.6) and (A. 1.3) we get, after some straightforward calculus, 

curl curl (V^xjx) =  —2^7— V ^T ^o ;, u;0, 0) +  0 ((kr)~2), and
KT

g—ikr
ik curl (W0(x)x) =  2—— Vwrjv(u>, u;0, 0) Aw +  0 ((kr )~ 2) as kr —> oo.

kr

Therefore substituting this into (A.3.39) with 5o =  0 and writing x  =  (r,u>),

E 0(r,a>) =  - 2 —— ( V ^ r ^ ^ ,  tc?0, 0) -  V ^ T ^o ;, w0, 0) A a;) +  0((kr)~2), 
kr

(A.3.40)
as kr  —» oo. All that remains to complete the proof is to show that

Vwr  D(u, CJ0, 0) -  Vo,r N(bJ, (jJq, 0) A w  =  0 for u  ^  ljq.

To do this we formally apply Cauchy’s residue theorem to the integral repre­
sentation of r B, B  =  D, N  in (A.3.3). We have using Theorem 2.7 that for
b  =  d , n ,

Ti?(u>,u>0, 0) =  J  9 b { u ,u q,v) dv

oo

= ~ 2lTi 1 2  res(gff(u>, u>0, v) ̂  ^ / 4 » • (A.3.41)
j = 1 '

It follows from (2.1.25) and Lemma A .8 that for j  =  1 , 2 , . . . ,  

res(gff(u,,t^o,^)i/2 ”l / A’vD,j) =  2 ^ 2  ~ 1  • e2,

res (gy(o>, u a,v) v2 V_ Xj ^  uN ^  ' e i ’

therefore, applying Lemma A .8 again and using (A.3.41), we get,

°o 1

Ti?(w, w0, 0) =  7Ti Tia _  t/2 ■Qd j (v )Vu,0$ d j (vo) - e2
J=1 i / 4

=  wigD(u>, cjq, 1/ 2),
o° 1

r N (w ,a ;o ,0 )  =  7 r i ^ - 7-  - ^ $ jvj(<-OVwo$ jvj(w 0) • e x
i = i  v N , j

=  irig]y(u, u;0, 1/ 2).
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Hence from Lemma A.12 it follows that,

V u, r £>( c j , a ; o , 0 )  -  V J T a^ W jWojO) A w

=  n i { V u gD{ u , w 0, 1 /2)  -  V w^ ( u ; , w 0, 1 /2)  A w ) = 0 ,

thus the result follows from (A.3.40). □

Rem ark A .14. Lemma A.13 establishes that the contribution from the station­
ary phase point So =  0 to the principal term in the asymptotics of Eo and H 0 
vanishes. Therefore there are no 0(exp(—ikr) /kr)  terms contributing to the 
asymptotics of the scattered field E sc, H sc. This corresponds physically to the 
absence of “in going” waves and, in a sense, justifies a posteriori the radiation 
conditions.

Thus the contributions to the diffracted wave must come from Vn(r, w) and 
Wn(r, w). (In analogy with the acoustic case the diffracted wave is undefined for 
directions which correspond with singularities occurring at s = 7r, namely the 
singular directions, see Definition 2.13.) Therefore we get the next result.

Corollary A. 15. For all nonsingular directions u> G S 2, the Debye potentials 
Vdiff, Wdif f  corresponding to the electromagnetic field diffracted by the conical 
point (see (2.2.14) take the form,

W j '  J (r,U’) =  2ni^ r  |  / D J + as kr  —► oo,

(A.3.42)
where for B  =  D or N ,  /s (w ,w 0) := «/7rrfl(w , w0, 7r).

P roof Applying the stationary phase technique to 14 and Wv we get [15]

w ”ff } (r’" ) =  {  ^  } (r’“ ) =  “ 2£ {  Z  } K - 0 )  +  O( ^ r ) - 2),

as kr  —»• oo. Hence the result. □
Our final result in this appendix gives the formula (2.2.19) given in §2.2 for 

the high-frequency asymptotics of a wave diffracted by the vertex of a cone, see 
e.g. [69], [12].

Lem m a A. 16. For x  E R3\H, such that w =  |x| is not a singular direction

^  =  2,r^ r " {  a)o) a s k r ^ 00> (A.3.43)
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where
£(w, w0) =  -V u /c fu ; ,  w0) -  V w/Ar(w, wo) Aw, 
f t ( w ,  w 0) =  - V w/at(w,  w 0) +  V u f D{u>, w 0) A w.

P ro o f  We give the proof for E * // ,  the proof for H di/ /  is analogous. It follows 
from (A.3.42), (A .l.5), (A.1.6), (A .l.3) and some elementary calculus that,

curl curl (Vdi//(x)x) =  - 2 7 r ^ - V u, /£((w, w 0) +  0 ((kr)~2), and
g t ' f c r

ik curl (Wdiff{x)x) =  —27r-r—Vu,/jv(w, w 0) A w +  0((A:r)-2) as kr —»• oo.
/cr

Therefore the result follows from (A.3.39) and (A.3.42). □
It follows from Lemma A. 16 that the key to calculating the diffraction coeffi­

cients is the computation of the scalar potentials / B ( w , w 0), B  =  D ,N  given by 
(using (A.3.3))

/ f l ( w , w 0) = - r B( w , w 0,7r) =  -  [  e ~ ^ B(w,wo,zy) -T - ^ - 7-dzy for B  = D }N, 
7T 7T J j2 I/2 -  1/4

(holding in the distributional sense) which are analogous to the acoustic diffrac­
tion coefficient / ( w , w o )  cf. (2.1.56). In the same way as with the acoustic case 
by writing pB(w, w 0, z/) =  pB (w, w 0, ^ ) + p B c(w, w 0, */) the formulae for / B( w , w 0) 

become,

/ B ( w , w 0) =  - /  e ^ g ( w , w 0,i/) 2 ^ for B  = D ,N ,  (A.3.
7r ,/72 -  1/4

since, in analogy with the acoustic case, the combined contribution of

45)

- I7T Jy
V— i v K - x n c l ,  .  ,  .  J , .

to the electromagnetic diffraction coefficients can be shown to be zero.
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