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Summary
Theory and experiment are complementary tools in the search for fundamental 

understanding of chemical behaviour. Computational modelling has been applied to a 

variety of areas concerning organic reactivity, using a range of quantum chemical 

techniques from the simple AMI semi-empirical Hamiltonian method to a more 

sophisticated level, such as the ab initio hybrid quantum-mechanical/molecular- 

mechanical method (QM/MM).

The semi-empirical continuum energy surfaces have been calculated for a series of 

increasingly alkylated protonated alcohols and for a series of substituted benzyl 

chlorides to investigate the point of mechanistic change for nucleophilic reactions. 

Saddle point searching and analysis of intrinsic reaction co-ordinates are used to model 

nucleophilic substitution reaction in solution with semi-empirical and ab initio based 

QM/MM techniques. The solvolysis of a series of alkyl chlorides, H20  + RC1 —» ROH2+ 

+ Cl” (R = methyl, ethyl, /50-propyl, /-butyl and MeO), have been investigated using 

these techniques. The calculated kinetic isotope effects from these techniques were 

compared to experimental data in order to see if they can be used as reliable measures 

of transition-state structure and mechanism.

Theoretical modelling of transition-states can assist with the interpretation of 

experimental linear free energy relationships such as Hammett and Bronsted 

correlations. Theoretical modelling allows the calculation of all the steps in a reaction 

profile, whereas experimentally only the rate determining step can be seen. Theoretical 

semi-empirical continuum Hammett correlations have been calculated and compared to 

experimental correlations in order to determine their meaning. The transfer of the 

methoxycarbonyl group between isoquinoline and substituted pyridines in aqueous 

solution has been investigated using semi-empirical continuum methods and the results 

were compared with experiment.

Topological electron-density analysis of strained three-membered rings has been 

investigated using Bader ‘atoms in molecules’ analysis at the ab initio wavefunction 

level of theory.

These studies have shown the benefit of computational methods in studying complex 

reactions at the molecular level.
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Chapter 1

Chapter 1- Introduction

1.1 Introduction
Computational chemical modelling attempts to improve understanding of known 

experimental results and predict the behaviour of unknown chemical systems. Many 

chemical reactions have no experimental probes, or such probes are complex and their 

interpretation controversial. Therefore, the search for organic reaction pathways for 

‘real’ reactions using computational techniques can be extremely beneficial. A 

knowledge of a reaction mechanism can lead to rationalisation, correlation, and 

simplification of organic chemistry. The knowledge of the way known reactions 

proceed can enable us to predict the possible behaviour of related unknown reactions. If 

we can understand the energetics of a reaction, it may be possible to modify its course, 

i.e. to accelerate it, increase its selectivity or improve its yields. In drug design, it may 

be possible to build a mimic for the transition-state of a reaction normally catalysed by 

an enzyme. This ‘transition-state analogue’ binds to the receptor site of the enzyme 

which would normally interact with the actual transition-state for the reaction therefore 

disabling the enzyme. Once a transition-state for a catalysed reaction has been found 

and understood, it may be possible to test the effect that altering substituents has on the 

reaction.

1.2 Aims and objectives
The aim of this thesis is to show that modem computational techniques can be used to 

help understand and interpret fundamental chemical processes in solution. A mixture of 

ab initio and semi-empirical levels of theory is used along side continuum and hybrid 

quantum mechanical/molecular mechanical descriptions of the solution. This is 

achieved by completing the following objectives:

• Examining the effect of solvation upon the mechanism of a reaction.

• Interpreting secondary kinetic isotopes effects.

• Assessing structure-reactivity relationships.

• Evaluating transition-state models.

2
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1.3 Overview of the thesis structure

1.3.1 Background

Chapter 2 deals with the theoretical models used in this thesis while Chapter 3 deals 

with reactivity probes.

1.3.2 Nucleophilic substitution

Nucleophilic aliphatic substitution was one of the first types of reaction whose 

mechanisms were subjected to detailed experimental study. During the 1930’s much of 

the mechanistic background knowledge was assembled and interpreted by Ingold and 

Hughes. In Chapter 4, these pioneering mechanistic studies are revisited using modem 

computaional techniques. The influence of solvation upon the nucleophilic substitution 

on the degenerate reaction H20  + ROH2+ -> ROH2+ + H20  (R = Me, Ethyl, ' Pr and *'Bu) 

is investigated using a continuum model to simulate the role of the solvent. At the 

beginning of each chapter a literature review of the subject matter is given.

1.3.3 Structure-reactivity relationships

Structure-reactivity relationships, such as the Hammett and Bronsted linear free energy 

relationships, have often been used as a means of correlating structure and reactivity, 

and as a mechanistic tool to probe the properties of the transition-state. The Hammett 

correlation is used to investigate the reactivity of benzyl substrates in Chapters 5 and 6, 

while in Chapter 7 the Bronsted correlation is used to investigate the transfer of the 

methoxycarbonyl group between isoquinoline and substituted pyridines.

1.3.4 Transition-state models

The transition-state structural changes can be rationalised at a descriptive level using 

two dimensional reaction co-ordinate diagrams and a simple model to explain this shifts 

(More O’Ferrall-Jencks). A valence bond configuration mixing model can also be used 

which is generated by a linear combination of valence bond electronic configurations 

(Pross-Shaik). In Chapter 8, nucleophilic substitution reactions at benzyl derivatives are 

investigated, and the results compared to theory.

3
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1.3.5 Quantum mechanical and molecular mechanical modelling (QM/MM)

Historically, computational chemistry has treated quantum mechanics and molecular 

mechanics separately. Combined quantum/classical modelling is a computational 

method which allows calculations of chemical properties for very large systems. 

Solvent molecules are able to form hydrogen bonds to the reactants, transition-state or 

intermediates as a reaction progresses. The effect of solvation on a reaction can be to 

reduce the activation energy by preferentially stabilising the transition-state, or increase 

it by lowering the ground-state of the reactants. The role of specific solvent molecules is 

investigated using a quantum mechanical/molecular mechanical technique that involves 

transition-state structural refinement using the GRACE software package. QM/MM 

modelling is used to investigate the bimolecular reaction of a simple series of alkyl 

chlorides (Chapter 9), the solvolysis of methoxymethylchloride (Chapter 10), and 

glycoside hydrolysis in aqueous solution (Chapter 11). The calculated kinetic isotope 

effects are compared to experimental data in order to evaluate the computational models 

used.

1.3.6 Bader analysis

The structural properties of three membered rings are addressed using Bader’s ‘atoms in 

molecules’ theory to compute their electronic topological characteristics. The three 

membered rings that are addressed in Chapter 12 are cyclopropane, cyclopropanone, 

oxirane, oxiranone and hydroxyoxiranone.

1.3.7 Conclusions and future work

Chapter 13 presents the conclusions of this thesis and discusses areas for possible future 

work.

4
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_________________________________________________________________________________ Chapter 2

C h a p te r2 -  Concepts in Molecular Modelling

2.1 Quantum mechanics

2.1.1 Ab initio

2.1.1.1 Introduction to molecular orbital calculations
Theoretical investigations throughout this thesis have been carried out using molecular 

orbital methods.111 These quantum mechanical calculations provide approximate 

solutions to the non-relativistic time-independent Schrodinger equation:

H'F = ET' Equation 2.1
where H is the Hamiltonian operator that represents the sum of the kinetic and potential

energy of the system, ¥  is the wavefunction, and E is the energy of the system. The

Hamiltonian operator, H, includes terms for the potential and kinetic energy of both the

nuclei and the electrons:

E K . . U
a>b Yab a jo Ya‘ i>j r ‘J i Z  a A17la

where a and b are nuclei, i and j  are electrons, V2 = <f/8x2 + S'lhy1 + tf/Sz2, l/rai is the 

coulombic attraction between nucleus a and electron i; l/r^ is the repulsion between 

electron i and j.

The Hamiltonian can be simplified using the Bom-Oppenheimer approximation 

whereby the motion of the electrons is decoupled from the motion of the nuclei. The 

total wavefunction for the system can then be written as:

'F ^nuc le i, electrons) = vF(electrons)vF(nuclei) Equation 2.3
The total energy equals the sum of the nuclear energy and electronic energy:

Etotai = E(electrons) + E(nuclei) Equation 2.4
When the Bom-Oppenheimer approximation is used, the nuclei are said to be fixed 

while the electrons possess motion. For each arrangement of the nuclei the Schrodinger 

equation is solved for the electrons alone in the field of the nuclei. The total energy can 

be calculated by adding a constant nuclear repulsion term to the electronic energy, Ee. 

The equation can be solved to determine properties of a given system is given by the 

electronic Schrodinger equation:

He'Fg = E ^  Equation 2.5
It is usual for the solutions of the wavefunction to be orthonormal so that there is an

overall probability of 1 that the particle exists somewhere in any particular state, i.e.

6
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\ 'V 'V J t = 8wn Equation 2.6
J  m n mn

where dx indicates that the integration is over all space, 5mn=l when m=n and 0 when 

m^n.

The electronic wavefunction may be approximated as a product of the molecular 

orbitals, $  which include a spin function, e.g. for a Li atom:

*  = | 4 4 4 Equation 2.7
where a function written without a bar is ‘spin-up’, whereas an over-lined function 

corresponds to ‘spin-down’. The wavefunction must be anti-symmetric and the 

electrons indistinguishable (Pauli principle). Anti-symmetry is ensured by arranging the 

orbitals in a determinant known as a Slater determinant.

1
'* = - r  V6

(4,(1) 4 , 0 )  4 0 )
4 (2) 4 ,(2) 4 (2) Equation 2.8
4 (3) 4 ( 3 )  4 (3)

where l/v6 = normalisation constant. The average value of the energy can be calculated 

by multiplying Equation 2.5 by vPe and integrating over all space and spin co-ordinates:

E. =
I ' V y ’j T  < >

Equation 2.9

2.1.1.2 The Hartree-Fock approximation
In accordance with the variational principle the ‘best’ wavefunction is obtained when 

the energy is at its minimum. At the minimum, the first derivative of the energy 8E=0. 

The Hartree-Fock equations are obtained by imposing this condition on the energy 

expression, with the added constraint that the molecular orbitals remain orthonormal. 

The Hartree-Fock approximation treats the electrons as independent particles which 

move in an averaged field created by the nuclei and other electrons. A many electron 

system can then be treated as a series of single electron problems. The Hartree-Fock 

equation is given as:

f^  = 8(|) Equation 2.10
where fj is the Fock operator (an effective one-electron Hamiltonian for the electron in a

polyelectronic system) having the form:

7
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f, = + £ ( / , -  X ,) Equation 2.11
ij

where is the Coulomb operator (corresponding to the average potential due to an 

electron in ĉ , and Ky is the exchange operator (relating to the exchange repulsion

1 Z
between electrons with the same spin). H™e = - ~ V 2 - ^ —  (corresponding to the

2  o=l Tia

motion of a single electron moving in the field of bare nuclei) where V2 is the position 

vector through space, Za represents a single electron with a single nucleus and r being 

the eigenvalue equal to a.

For a closed shell system, the Fock operator has the form:
N/2

fj = H c{°™ + ^ (2 Ji -  Kt) Equation 2.12
ij

A direct solution of the Hartree-Fock equations is not practical for molecules. They are 

solved iteratively using the self-consistent field (SCF) approach. In this approach a trial 

set of solutions for the molecular spin orbitals are obtained for the Hartree-Fock 

equations. These are used to calculate the exchange and Coulomb operators. The 

Hartree-Fock equations are then solved for a new set of molecular spin orbitals, which 

are used in the next iteration. The procedure is repeated until the results for all the 

electrons no longer change, when they are said to be self-consistent.

2.1,1,3 The Roothaan-Hall equations
Molecular spin orbitals can be written as a linear combination of single electron 

orbitals:
K

= 2  cvi Zv Equation 2.13
V = 1

The one-electron orbitals, are basis functions and often correspond to atomic 

orbitals. The problem of calculating the lowest energy wavefunction can be reduced to 

determining the set of expansion coefficients c which derive that wavefunction. The 

best set of coefficients is that for which the energy is a minimum, i.e.

dE
~ 0 Equation 2.14

vi

8
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for all coefficients c when substituted into Equation 2.9. Roothaan and Hall[2] recast the 

Hartree-Fock equations in matrix form for closed-shell systems. The Fock matrix can be 

written as:

2  Fy cij ~ Sy cij Equation 2.15
j j

where F̂  = <Xk|FilXj>> and Skj = <XklXj> = overlap integral. This can be written as the 

matrix equation:

FC = SCE Equation 2.16
where C is a square matrix of the coefficients coi, E is a diagonal matrix whose elements 

are the orbital energies, and S is the overlap matrix.

Standard matrix eigenvalue methods can only be used to solve the Roothaan-Hall

equations if the overlap matrix, S, is equal to the unit matrix, I (where all the diagonal

elements are equal to 1 and all off-diagonal elements are zero). As the functions % are

usually normalised but not necessarily orthogonal there will be non-zero off diagonal

elements of the overlap matrix. The basis functions are therefore transformed to form an

orthonormal set. This is achieved using a transformation matrix, X, such that:

X = IS 1/2 Equation 2.17
The transformation matrix must also act on the Fock and coefficient matrices to leave

the Roothaan-Hall equations as eigenvalue problems:

F'C' = C'E Equation 2.18
where F' = S'1/2FS'1/2 and C' = S'1/2C. The Roothaan-Hall equations can then be solved

using standard iterative methods.

2.1,1.4 Basis Sets
Consideration must be given to the type of basis set used for ab initio quantum 

mechanical calculations on molecular systems. The basis sets most commonly used are 

composed of atomic functions. There are two main criteria used for choosing basis sets. 

The basis set must be capable of describing the actual wavefunction well enough to give 

chemically useful results and they must also allow the evaluation of the Fkj and Skj 

integrals accurately and cheaply. The exact expansion of Equation 2.13 would require 

an infinite basis set, which is not possible. Smaller sets must therefore be chosen whose 

results give a compromise between the two criteria stated.___________________ _____
9



Chapter 2

Two major types of function are used in ab initio molecular orbital calculations. These 

are Slater type orbitals (STOs) and gaussian functions. The solution of the Schrodinger 

equation for hydrogen-like atoms suggests the use of atomic orbitals of the form:

y/= R(r)Y(0,(|)) Equation 2.19
where Y is the spherical harmonic and R is the radial function. STOs are derived from

hydrogen atomic orbitals and have the form:

R(r) = Nr^e"^ Equation 2.20
However, the integrals related to these functions are difficult to evaluate especially

when the atomic orbitals are centred on different nuclei. Hence STOs have been

replaced by gaussian functions which lead to simpler integral equations. Gaussian

functions have the general form:

R(r) = r^expC-ctr2) Equation 2.21
where a  determines the radial extend or ‘spread’ of the gaussian function. The product 

of two gaussian functions is another gaussian function that is located along the line 

joining the centres of the two gaussian centres. The major differences between the two 

types of function are that gaussians have no cusp at the nucleus, and they die away more 

quickly at larger values of r. These deficiencies are important since they mean that the 

gaussian function does not resemble very closely the form of real atomic orbital 

wavefunctions. To minimise these problems, more than one gaussian can be used to 

describe a STO.

A STO can be represented by a series of gaussians, e.g.:

= c{e â  + c2e â  + c3e a* Equation 2.22

where c„ c2, and c3 are contraction coefficients, and a,, a 2, and a 3 are exponents. In this 

case 3 gaussian functions represent 1 STO. Both the contraction coefficients and the 

exponents are optimised in the atom to approximate a Slater Is orbital. Alternatively, 

you can use a linear combination of gaussians to give double-zeta or split valence shell 

basis sets. These include the 3-21G and 6-31G* basis sets. The 6-31G* set also includes 

^-polarisation on second row elements.

10
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Different basis sets produce different wavefunctions and energies. As the mathematical 

flexibility of the basis set is extended so the SCF energy becomes lower. The energy 

approaches a limiting value as the basis set approaches mathematical completeness. The 

limiting energy is the lowest that can be achieved for a single determinant 

wavefunction. This is termed the Hartree-Fock energy. The Hartree-Fock energy is not 

as low as the true energy of the system. To improve on the Hartree-Fock energy post- 

SCF methods can be used.

2,1.1.5 Electron correlation
However good the Hartree-Fock wavefunction is, it is not the ‘true’ wavefunction. 

Hartree-Fock relies on averages and so it does not take into account the instantaneous 

electrostatic interactions between electrons nor does it take into account the quantum 

mechanical effects on electron distribution because the effect of n-1 electrons on an 

electron of interest is treated in an average way. The Hartree-Fock method yields a 

finite set of spin-orbitals when a finite basis set expansion is used. In general, a basis 

with M members results in 2M different spin-orbitals. By ordering spin-orbits 

energetically and taking the n lowest in energy, the Hartree-Fock wavefunction is 

formed. However, there remains 2M  - n virtual orbitals. Many Slater determinants can 

be formed from the 2M spin-orbitals and 0 O is just one of them. By using <P0 as a 

reference, it is possible to classify all other determinants according to how many 

electrons have been promoted from occupied orbitals to virtual orbitals. A single 

excited determinant corresponds to one for which a single electron in occupied spin- 

orbital 03 has been promoted to a virtual <Z>4, Figure 2.2. A doubly excited determinant 

corresponds to one in which two electrons have been promoted, one from to <P2 to (P4, 

and one from to &3 to (P5. In a similar manner, we can form other multiply excited 

determinants. Each of the determinants, or a linear combination of a small number of 

them is called a configuration state function. The excited configuration state functions 

can be taken to approximate excited-state wavefunctions or as a linear combination to 

improve the representation of the ground-state (or any excited-state) wavefunction.

11
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4>2n -----------T

8̂  1—
<|>7 ----------------

k  -------

<t>5 ----------------

<K --------

<t>2 ---

® 0  <!»:, ® b

Figure 2.1: The notion for excited determinants.

2.1.1.5.1 Configuration interaction

The exact ground-state and excited-state wavefunctions can be expressed as a linear 

combination of all possible ^-electron Slater determinants arising from a complete set 

of spin-orbitals. Therefore it is possible to write the exact electronic wavefunction ^ fo r 

any state of the system in the form:

V ~  Q 4  + Z ^ i ^ i  + + Z Q ^ 3 +” . Equation 2.23
$̂4 $$4

where the Cs are expansion coefficients and the limits in the summations ensure that we 

sum over all unique pairs of spin-orbitals in doubly excited determinants, triply excited 

determinants, etc. An ab initio method in which the wavefunction is expressed as a 

linear combination of determinants is called configuration interaction. The difference 

between this exact energy and the Hartree-Fock energy is called the correlation energy. 

It is not possible to handle an infinite basis set of ^-electron determinants with each 

determinant constructed from an infinite set of spin-orbitals. Unfortunately, even for a 

small number of electrons, the total of determinants can be extremely large therefore in 

practice, Equation 2.23 will always be truncated.

+
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2.1.1.5.2 Moller-Plesset many body perturbation theory
Configuration interaction calculations provide a systematic approach for going beyond 

the Hartree-Fock level, by including determinants that are successively singly excited, 

doubly excited, triply excited, etc., from reference configuration. M0ller-Plesset[3] 

perturbation theory provides an alternative systematic approach to finding the 

correlation energy. The number of problems which can be solved exactly by quantum 

mechanics methods is not very large. If our problem is to solve:

m fi = Eix¥i Equation 2.24
This does not appear to have an easy solution, whilst the following simpler related 

problem can be solved exactly:

H ° \j/° = Equation 2.25

For example, H might be the Hamiltonian for a He atom, and the zero order problem 

with the superscript 0 might refer to two superimposed H  atoms whose electrons do not 

interact. The idea is to write the Hamiltonian H  as:

H = H° + AH1 Equation 2.26
where H° refers to the zero order perturbation, whose solution we know, and Hl is the

perturbation. Normally, the arbitrary part-timer A is included so as to keep track of the

orders of magnitude in the derivation. Perturbation theory aims to write solutions for:

/ /VF|. = Eix¥i Equation 2.27
in terms of the zero order problem, thus

'P. = 'p® + AHf} + A2x¥ 2-h.. Equation 2.28

Ei = E? + AE\ + A2E 2 +... Equation 2.29
We call these expansions perturbation expansions of the wavefunction and the energy, 

and the result correct to second order is:

H°H°.  Equation 2.30
Et = + AH\ + / f T  0"  > ■■■i i  u  7 7 0  7 7 U

m*i m

with a corresponding expression for In this expression,

H lmi = J 'P °i/1'P°*/r Equation 2.31

the idea is to take the zero order problem as the Hartree-Fock model and the 

perturbation as the difference between the true Hamiltonian and the Hartree-Fock 

Hamiltonian.
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2.1.2 Semi-empirical

The use of ab initio techniques is prohibitively computationally expensive for larger 

systems. The majority of the time taken to calculate a molecule using ab initio methods 

is spent computing and manipulating integrals. In order to allow large systems to be 

treated, semi-empirical approaches may be used in which these integrals are generally 

approximated or neglected thereby speeding up the calculation. One of the main 

approximations used to simplify the calculations is to neglect the explicit representation 

of the core electrons. The effect of these core electrons is included in the representation 

of the nuclear core. The valence electrons are calculated explicitly as they are the 

electrons that are most associated with chemical interactions. The semi-empirical 

approaches generally use basis sets that consist of Slater-type orbitals, which are 

orthogonal; this allows more approximations.

Most semi-empirical techniques involve a simplification of the matrices used to 

calculate orbital overlap. These techniques include (ZDO) zero-differential overlap, 

(CNDO) complete neglect of differential overlaps, (INDO) intermediate neglect of 

differential overlap for one-centre integrals[5] and (NDDO) neglect of diatomic 

differential overlaps. These approaches are rarely used today due to the rapid 

improvement in computer power since they were introduced and the extremes of the 

approximations used. The earlier of these is the modified MINDO/3[7] method which, 

although similar in theory to INDO, includes more parameterisation from experimental 

data. The MINDO/3 approach had some significant limitations such as errors in the 

calculation of the bond angles and the heats of formation of unsaturated molecules 

become too positive. Another approach was then derived called the modified neglect of 

diatomic overlap (MNDO) method based on the NDDO method. This approach had 

significant advantages over the MINDO/3 approach as the use of monatomic parameters 

allowed the inclusion of different core-core repulsion terms. The range of elements was 

also increased especially when the approach was modified further to include d-orbitals.

The Austin Model 1 (AM1)[8] was developed by the Dewar group to eliminate the 

problems with MNDO which would arise from a tendency to overestimate the repulsion 

between atoms separated by distances approximately equal to their van der Waals radii. 

The strategy to fix this problem was to modify the core-core term using gaussian 

functions. Both attractive and repulsive gaussians were used. The attractive gaussians

14
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were designed to overcome the repulsion directly and were centred in the region where 

the repulsions were too large. The repulsive gaussian functions were centred at smaller 

inter-nuclear separations. The AMI parameters were derived from empirical results and 

chemical intuition.

2.2 Molecular mechanics (MM)

Due to the computational expense, it is impossible to study ‘large’ molecules using 

rigorous quantum mechanical methods. The definition of ‘large’ changes as computer 

power increases. One of the goals of molecular modelling is to simulate the three- 

dimensional properties and structure of the molecule being investigated. Molecular 

mechanics (MM) techniques use various approximations to simplify the calculations 

involved in this process. The algorithms used produce a mathematical model of the 

properties of a system. In MM these algorithms are based on the laws of classical 

physics. MM works by using an empirical fit to calculate, for instance, the potential 

energy surface of the molecule, thus creating a forcefield. The two important features of 

a forcefield are its simplicity and its transferability throughout a variety of systems. The 

accuracy of the forcefield produced is dependent on the quality of the potential 

functions and parameters used. There are several disadvantages with this model 

compared with a quantum mechanical model, the main one being that it does not use an 

explicit representation of the electrons and therefore can not be used to describe bond 

making and breaking.

In the MM representation, the molecules are represented by a collection of balls joined 

by ‘springs’. The strength of these springs differs depending on the various bond 

strengths. The motion is determined by the laws of classical physics and is represented 

by a combination of the intra-molecular and inter-molecular forces acting on the 

system. When characterising an atom using a forcefield, extra data is required to 

describe the atom types in the molecule. This information is usually related to the 

hybridisation state and the environment in which the atom is located. The forcefield is 

calculated from the functions representing the bonded (through bond) and non-bonding 

(through space) interactions. The total potential energy, Etota], consists of the following 

terms:
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E  total ^ b o n d  length E bond angle E torsion E non-bonded Equation 2.32
where the energy is considered as consisting of the bond length stretching energy, 

E bond length* the bond angle bending energy, Ebondangle, and the torsion angle energy, Etorsion, 

along with non-bonded interactions, Enon_bonded.

One general four-term functional form of the algorithm used in a MM force field is as 

follows:

- W2 + E f ® , - 6 o ) 2 + Z  |< l+ c o s ( n a ) -Y ) ) 2
bonds angles torrions Equation 2.33

where N  is the number of particles, n is the periodicity, /, is the bond length, /0 is the 

equilibrium bond length, 0, is the bond angle, 0O is the equilibrium bond angle and co is 

the torsion angle. The non-bonded interactions are described in terms the charges of i 

and j, qt and qjt and the separation between the charges, rip the rest of the terms are 

constants.

The bond length stretching energy can be treated by a Morse function instead of a 

simple harmonic oscillator. This makes more physical sense as the bond stretching 

energy is only harmonic near equilibrium and deviates greatly from this as the bond 

length increases. The Morse function has the form:

E - D (  1 -e  ° ) Equation2.34
bond length e

where De is the dissociation energy, p is the reduced mass, co is the bond vibration 

frequency, /, is the bond length and l0 is the parameterised bond length. The bond

vibration frequency, co, is related to the bond stretching constant, by co = where

p is the reduced mass of the diatomic molecule A-B, given by 1/p = l/mA + l/mB. 

Close to equilibrium, lr l0 is small, so the exponential function can be expanded and 

truncated to yield Hooke’s law:
___ 2

E bondiength= ^ k i ^  ” lo  ̂ Equation 2.35
The bond angle bending energy is usually approximated for ease of computation using a

simple harmonic oscillator as follows:
16
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Etorsion ) Equation 2.36
where ke is a force constant and 0O is the equilibrium bond angle. The existence of 

barriers to rotation around chemical bonds is represented by a torsional term, Etorsion, that 

is a function of the torsional angle, co:

E<» = Z  K (1 + s cos hco)2 Equation 2.37

where Vn is the rotational barrier height, n is the periodic of rotation and s = 1 for a 

staggered minimum and -1 for an eclipsed minimum.

The non-bonding interactions are distance dependent and are calculated over all atoms 

with a 1,4 or greater separation. These forces are considered as having van der Waals, 

Evdw, and electrostatic components, Eel:

n̂on-bonded= Evdw + Eel Equation 2.38
The electrostatic component does not explicitly represent the effect of polarisation on

the system although these effects may be included implicitly through the

parameterisation used. The van der Waals interaction, Evdw, consists of attractive long-

range forces and repulsive short-range forces. The attractive dispersive forces are

referred to as London forces which are caused by the attractive dipole-dipole

interactions. These transient dipoles are caused by the fluctuations in electron positions

within the electron cloud. The dipole induces a dipole in adjacent atoms, producing an

attractive inductive effect. The induced dipoles are vector quantities that do not average

to zero as the orientation of the induced dipole is always in the same direction as the

permanent dipole. These interactions are given by the London formula for two atoms i

andy:

Z 3a.a I I .
 \  Equation 2.39

2 / •+/ •  r
where r is the distance between nuclei i and j, It and 7, are there ionisation energies and 

at and ctj are there volume polarisabilities. The strength of this effect is proportional to 

both the volume polarisabilities and the ionisation energies of the atoms involved. 

Crucially, the force is related to the distance, r, by a relationship proportional to r 6 

therefore the force becomes insignificant after a few Angstroms.
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The opposing repulsion mainly occurs due to the electron-electron repulsion in the 

molecule when the distances between the atoms are near their contact radii. The 

exchange repulsion force is related to the inability of electrons of the same spin to 

occupy the same region of space. The exchange effect increases the repulsion between 

pairs of electrons as they are forbidden to occupy the same space, the inter-nuclear 

region. This causes the inter-nuclear region to be electron deficient thus reducing the 

shielding between the two nuclei, which in turn repel each other. This term is usually 

taken, as being proportional to r12as this is inexpensive to compute. The combination of 

the attractive and repulsive terms is usually written in the form of the 12,6 Lennard- 

Jones potential. The 12,6 Lennard-Jones potential between two atoms is:

where rm is the minimum energy interaction distance, r is the distance between the 

atoms and sis  related to the potential energy well depth. This can be written in terms of 

the collision diameter, a. This is related to the minimum energy distance as rm = 21/6cr, 

producing the following equation:

The electrostatic distribution is usually represented as partial atomic charges distributed 

throughout the molecule. The electrostatic interactions between a pair of point charges 

can be derived from Coulomb’s law; The interaction between two molecules can be 

written as:

where qt and qj are the partial charges on atom centres i and j , rtj is the distance between 

the charges i and j , s0 is the permittivity of free space and sr is the permittivity of the 

molecule concerned, which is dependent on the solvent used. These forces are at the 

core of most MM forcefields but other forces are sometimes included. The largest of 

these are hydrogen bonding and 1,3 interactions called cross terms, which account for 

the deformation of bonds.

Equation 2.40

Equation 2.41
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2.3 Potential energy surfaces
Reaction profiles illustrate the way in which the energy of a system changes as a 

function of the reaction co-ordinate. The reaction co-ordinate is a general term used to 

represent the nuclear reorganisation that takes place when reactants are converted to 

products. The energy term used can refer to any one of the different thermodynamic 

measurements: enthalpy, H, free energy, G, or internal energy, E. Examples of such 

profiles are illustrated in reactions where reactants, R, are converted to products, P, in a 

single step, Figure 2.2(a) and for a multi-step reaction, Figure 2.2(b), which passes 

through a high energy intermediate, I. The conversion from reactants to products leads 

the system through a high energy structure that is a point of maximum energy along the 

reaction co-ordinate. This is termed the transition-state, TS.
TS

>ocr
LD
Z
LD

REACTION CO-ORDINATE

TS

TS>-Oa:
IDz
LD

REACTION CO-ORDINATE
(a) (b)

Figure 2.2: Energy profiles for (a) a single-step reaction proceeding from the reactants, 
R, through the transition state, TS, and down to the products, P. (b) a two-step reaction 
that proceeds through a high energy intermediate species I.

An alternative method for depicting reaction pathways is through the use of potential 

energy surface diagrams. These have the advantage of giving added geometric 

information as compared to the reaction profiles. A system of N  atoms possesses 3N  

Cartesian degrees of freedom. Six of these degrees of freedom specify the absolute 

position and orientation of the system as a whole in Cartesian space: three define the 

position of the centre of mass of the system relative to the origin, while three (for a non­

linear molecule) define the principle axes of the inertia of the system relative to the 

reference frame. The remaining 3N  - 6 degrees of freedom define the possible internal 

vibrations of the system, i.e. the relative position of the atoms with respect to one 

another. The Bom-Oppenheimer approximation, which states that the motion of 

electrons in a molecule is uncoupled from the motion of nuclei, means that any

19



Chapter 2

molecular vibration can be defined in terms of these 37V - 6 internal degrees of freedom. 

(For a linear system there are 37V - 5 vibrational degrees of freedom since it possesses 

just two rotational degrees of freedom; the additional vibration takes the place of the 

missing rotation). Since in a chemical reaction we are interested in the way atoms 

change their position with respect to one another, chemical reactivity involves 37V - 6 

degrees of freedom out of the total 37V.

Br" + CH3C1 -> Cl" + CH3Br Equation 2.43
For example, consider a simple SN2 reaction, Equation 2.43; this system consists of six

atoms and therefore possesses twelve degrees of internal freedom (3 x 6 -  6 = 12).

Consequently, the energy of the system is a function of twelve geometrical parameters,

and a full graphical representation of this function requires thirteen dimensions and is

therefore not readily visualisable. However, it is possible to construct a potential energy

surface in a reduced space by considering the effect on the energy of only two degrees

of freedom. The potential energy surface (PES) for reaction in Equation 2.43 can be

seen Figure 2.3(a). The energy of the system is plotted as a function of two specific

geometric parameters. These two parameters are in the plane of the paper with the third

co-ordinate, the energy axis, perpendicular to the plane of the paper and the energy of

the system indicated by the contour lines. Any line on the surface joins together points

of equal energy, and the spacing between the contour lines signifies the gradient of the

surface.

In principle, in drawing the PES any two of the twelve geometric variables may be 

chosen. However, since the two most important parameters are the two relating to the 

C-Cl and C-Br bond distances, it these two parameters that are chosen while the other 

parameters are relaxed. A 3D representation of the transition state region is illustrated in 

Figure 2.3(b). A characteristic of a saddle point is that it constitutes a maximum along 

the reaction co-ordinate and a local minimum for any geometric change perpendicular 

to the reaction co-ordinate. The saddle point corresponds to a transition-state on the 

PES. There are restoring forces opposing distortion in 37V-7 vibrational modes 

perpendicular to the reaction path, but no restoring force opposing distortion parallel to 

the reaction path.
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TSC-Br

TS

R
C-Cl

Figure 2.3: (a) Schematic potential energy surface diagram for the SN2 reaction, Br" + 
CH3CI -> Cl" + CH3Br. The axes represent C-Cl and C-Br bond stretching and the 
third energy dimension is represented by contour lines. The reaction co-ordinate is 
represented by the dashed line. High energy contours are represent by 5 while low 
energy contours are represent by 1. (b) 3D representation of the saddle point region of 
the energy surface. The saddle point is the location of the transition-state, TS.

2.4 Solvation

2.4.1 Quantum mechanics/molecular mechanics (QM/MM)

Hybrid quantum mechanics/molecular mechanical modelling aims to combine the 

strengths of both the quantum mechanical and molecular mechanical methods. The 

QM/MM method possess a quantum mechanical core which is surrounded by a standard 

molecular mechanics potential and several interaction terms join the two. The atoms 

that are most influenced by electronic redistribution, in the property under investigation, 

are included in the quantum mechanical core with the bulk of the atoms placed in 

molecular mechanical surroundings. A more detailed description of hybrid quantum 

mechanics/molecular mechanics methodology is presented in Chapter 9.

2.4.2 Continuum models

The simplest way to take into account the influence of solvent is to make the 

assumption that its major effect is to screen the electrostatic interactions in the solute. 

This can be accomplished by including the appropriate dielectric constant in the 

denominator of the molecular mechanics term. The calculation is then carried out on the 

isolated molecule. This method does not take into account of any favourable solvent- 

solute interactions and the ignores the van der Waals component.
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The simplest continuum model is the Onsager[9] model in which the solute occupies a 

fixed spherical cavity of radius a0 within the solvent field. A dipole in the molecule, 

induces a dipole in the medium, and the electric field applied to the solvent dipole will 

in turn react with the molecular dipole, leading to net stabilisation. A more realistic 

cavity shape is obtained from the van der Waals radii of the atoms of the solute. The 

cavity surface is divided into a number of small surface elements with a point charge 

associated with each surface element. This system of point charges represents the 

polarisation of the solvent, and the magnitude of each surface charge is proportional to 

the electric field gradient at that point. The total electrostatic potential at each surface 

element equals the sum of the potential due to the solute and the potential due to the 

other surface charges, Equation 2.44.

fir) = iUr) Equation 2.44
where ^(r) is the potential due to the solute and <fjj) is the potential due to the surface

charges. First the cavity surface is determined from the van der Waals radii of the

atoms. The fraction of each atom’s sphere which contributes to the cavity is then

divided into a number of small surface elements of calculable surface area. The

definition of local polar co-ordinate frame at the centre of each atom’s van der Waals

sphere allows the use of fixed increments of A<j> and AO to give rectangular surface

elements, Figure 2.4.

A0

Figure 2.4: Small surface elements can be created on the van der Waals surface of an 
atom using constant increments of the polar angles, $ and 6.

An initial value for the point charge of each surface element is then calculated from the 

electric gradient due to the solute alone, Equation 2.45.
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E>SS Equation 2.45

e is the dielectric constant of the medium, Ej is the electric field gradient and AS is the 

area of the surface element. The contribution of due to the other point charges can 

be calculated by Coulomb’s law. These changes are modified iteratively until they are 

self-consistent. Tomasi’s[10] model is an example of a polarised continuum which 

defines the cavity as the union of a series of interlocking atomic spheres, Figure 2.5.

qi = -
£ -  1 
4 TVS

(a) (b)
Figure 2.5: Diagrammatic representation of (a) Onsager’s and (b) Tomasi’s continuum 
models.

2.4.2.1 COSMO
The COSMO[11] dielectric continuum model in MOPAC93[l2] was used to mimic 

solvation. COSMO treats the electrostatics of the solvent as a conductor-like screening 

model where the solute is embedded in a dielectric continuum of the permittivity, £, and 

forms a cavity within the dielectric. The interface between the cavity and the dielectric 

is known as the ‘solvent accessible surface’ or SAS. The response of a homogenous 

dielectric continuum to any charge distribution of the solute consists of the surface 

charge distribution on the interface. The calculation of the screening charge densities 

o{r) are implicitly given by Equation 2.46.

47T£cr{r) = { s -  1 )n{r)E~(r) Equation 2.46

where «(r) is the surface normal vector at a point r and E“(r) denotes the total electronic 

field on the inner side of the surface at this point. To solve the equation for any shape, 

segmentation of the SAS into small segments is required. The first step is the 

construction and segmentation of the SAS. The geometry of the solvent molecules may 

be described by an effective radius, RsoU. This allows the centres of the solvent 

molecules to be excluded from a sphere of radius Ra = R v*w + Rsolv around the atom a
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of the solute with R„dw being the van der Waals radius of atom or, Figure 2.6. The Rso]v

term is used in the calculation of Ra to avoid any sharp sphere cut-offs. The effective 

charges which are responsible for the dielectric are not located at the centres of the 

solvent molecules. Instead, they are set at a distance S K outside the centre, so that their 

minimum distance to the solute a  is R*a = Ra - <T°.

SAS

Figure 2.6: Schematic of the construction of the SAS. The solid circles indicate the 
surface accessible area to the centres of the solvent molecules. The dashed lines indicate 
the surface accessible to the solvent charges.

The initial preparation of the basic grid of points on the unit sphere is generated by an 

iterative refinement of triangles starting from a regular icosahedron (a solid figure with 

20 faces) generating a large number of points. To ensure that each segment of the SAS 

is connected to a single solute atom, the basic grid is projected to the Ra sphere and the 

points lying within the sphere are deleted. The remainder of the points are contracted 

to the R*a sphere. These points represent the allowed positions for the screening charges

and define the SAS. The basic points on the SAS are then gathered into segments. The 

number of segments per atom (NSPA) can be specified. If the NSPA is set to 12, it will 

correspond to 12 faces of a dodecahedron (the face centres forming an icosahedron) 

while if the NSPA is set to 32, it will correspond to the 32 faces of a football. For each 

segment, its area can be calculated for the number of basic points associated with it.
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2.5 Transition-state theory

For a single-step reaction, the reactants must pass through a critical structure known as 

the transition-state which is the point of highest energy along the reaction co-ordinate. 

Transition-state theory rests on a key number of assumptions. The primary assumption 

of transition-state theory is that for any elementary process the transition state is in 

thermodynamic equilibrium with the reactants. The forward reaction, may be expressed 

as:

A + B [TS] ► Products Equation 2.47
where the equilibrium constant for the transition-state formation A4, by analogy with a 

regular equilibrium constant, is given by

A4 = [TS]/[A][B] Equation 2.48
A second important element of transition-state theory that is derived from statistical

mechanics, is that the universal rate constant from the decomposition of the transition

state A4 is given by:

A4 = k T/h Equation 2.49
where h is Plank’s constant, k is the Boltzmann’s constant, and T is the temperature.

Since the rate of reaction in terms of reactant concentrations is given by

Rate = k [A][B] Equation 2.50
where k is the rate constant for the reaction, and in terms of the transition-state, the rate

constant is given by:

Rate = A4 [TS] Equation 2.51
Equation 2.50 and Equation 2.51 combine to give:

k = A4 [TS]/[A][B] Equation 2.52
If A4 from Equation 2.48 is substituted, we get:

k = A4 A4 Equation 2.53
Substituting A4 from Equation 2.49 and rearranging we obtain:

A4 = khl kT Equation 2.54
Equation 2.54 gives the relationship between the equilibrium constant for the transition-

state formation A4 and that for the rate constant for the reaction. The assumption made

here is that the transition-state is in equilibrium with the reactants even though the

transition-state is not a ‘regular’ species.
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2.6 Minimisation algorithms
Minimisation algorithms find the nearest local minimum to any given conformation.[ 131 

These algorithms usually do not find the global minimum of the system. All 

minimisation algorithms stem from the fact that, in general, any function F(x) of a 

variable x can be expanded in a Taylor series around the minimum x0,

F(x) = F(x0) + (x-Xq)F1 (jc0) + 1/2(x-x0)2Fi 1 (x0) + ... Equation 2.55
where F1 and F11 are the first and second derivatives of the function. The extension to a

multi-dimension function requires replacing the variable x by a vector | x | and the

derivatives by the appropriate gradients. Different minimisation algorithms are classed

according to their order, i.e. according to the highest derivative used by the algorithm.

hence, order 1 algorithms use only the slope information while order 2 also take into

account information about the curvature of the surface.

2.6.1 Order 0 algorithms

Order 0 methods do not directly use information about the slope and curvature of the 

surface as it minimises. As a result, these methods are very crude but work well for 

surfaces that are simple. A grid search is an example of an order 0 minimisation 

algorithm. In this method a regular grid is placed upon the surface and the value of the 

function at each node is calculated. The grid point with the lowest energy is chosen as 

the minimum.

2.6.2 Order 1 algorithms

Order 1 algorithms use the first derivative of the function (the gradient of the multi­

dimensional energy surface) to direct the search towards the nearest local minimum. 

This means that they use information about the slope but not about the curvature (which 

is given by the second derivative). The algorithms try to compensate for this lack of 

information by using different ‘tricks’. The steepest descent algorithm uses a variable 

step size for this purpose while the conjugate gradients algorithm[14] makes a 

sophisticated use of the previous steps for a similar goal. In general these methods 

iterate over the following equation in order to perform the minimisation.

R(k) = Rk-1 + lk Sk Equation 2.56
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where Rk is the new position at step k, Rk-1 is the position at the previous step k-1, lk  is 

the size if the step to be taken at step k and Sk is the direction of that step. The different 

methods differ in the way they choose the step size and the step direction.

2.6.2.1 Steepest descent
At each step of the steepest descent algorithm, the gradient of the potential gk (i.e. the 

first derivative in multi-dimensions) is calculated and a displacement is added to all the 

co-ordinates in a direction opposite to the gradient (i.e. in the direction of the force). In 

terms of the general scheme outlined in Equation 2.57, this means that at

Sk = -gk Equation 2.57
At every iteration, the step size, lk , is adjusted to compensate for the lack of curvature

information. If the energy drops, the step size is increased by 20% to accelerate the

convergence. If the energy rises due to passing over the minimum, the step size is

halved. Because of the finite step sizes, the method does not follow the gradient

smoothly down to the minimum, but rather oscillates about it and as a result it usually

gets stuck around a minima.

2.6.2.2 Conjugate gradients
A conjugate gradients algorithm uses information from the current gradient and that 

from previous steps. By using the previous gradients the method compensates for the 

lack of curvature information. Namely, while the first step is taken along the gradient, 

i.e.

SI = -gl Equation 2.58
For all steps k > 1, the direction of the step is a weighted average of the current gradient

and the previous step direction, i.e.

Sk = -gk + bk Sk-1 Equation 2.59
The weight factor bk is calculated from the proportion of the magnitude of the current

and previous gradients. For quadratic surfaces of dimension n it can be shown that

conjugate gradients converges at the nth step. But for non-quadratic surfaces such as

molecular surfaces, it converges more efficiently than steepest descent. The

disadvantage of the conjugate gradients algorithm is that it can accumulate numerical

errors along the way.
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2.6.3 Order 2 algorithms

Order 2 algorithms use both the first derivative (i.e. the slope) and the second derivative 

(i.e. curvature) during the minimisation. This means that for a molecule of N  atoms it 

requires not only the vector of 3N first derivatives but also the Hessian matrix of (3N)2 

second derivatives.

2.63.1 Newton-Raphson
The basic idea behind the Newton-Raphson minimisation algorithm can be written in 

the one-dimensional case as:

xk+1 = xk - F1 (xk)ZF11 (xk) Equation 2.60
where xk+1 is the next position, xk is the current position and F1 and F11 are the first and

second derivatives at the current position. Extending this to a multi-dimensions requires

both the gradient vector and the Hessian matrix of the second derivatives. Although the

Newton-Raphson algorithm is very accurate and converges well, it is hard to apply to

large systems as the need to calculate the Hessian matrix every iteration makes the

algorithm computationally expensive.

2.6.3.2 Adopted-Basis-Newton Raphson (ABNR)
The ABNR[15] algorithm is a useful second derivative method which is particularly 

suited for large systems. Rather than using the full set of vectors as in the Newton 

Raphson method, ABNR uses a smaller basis that is limited to the subspace in which 

the system has made the most progress in the past moves. In this way the system moves 

in the best direction in a restricted subspace. For this small subspace, a second 

derivative matrix is constructed numerically from the change in the gradient vectors, 

and is inverted by an eigenvector analysis allowing the routine to recognise and avoid 

saddle points in the energy surface.
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2.7 Saddle searching algorithms

2.7.1 Eigenvector-following algorithm (EF)

Transition-states are characterised as stationary points having one, and only one 

negative hessian eigenvalue (the hessian being the matrix of second energy derivatives 

with respect to the geometrical parameters varied) whereas minima possesses all 

positive eigenvalues.[16] The requirement of a negative hessian eigenvalue means that 

one has to be much more careful as regards to the type of step taken on the energy 

surface when searching for a transition-state than a minima. As a consequent, transition- 

states are much harder to find than a minima. For a transition-state search, if you are in 

the region of the energy surface where the hessian has the required one negative 

eigenvalue, then the Newton-Raphson step is a good step to take as it maximises along 

one mode while minimising along all others. The ‘eigenvector-following’ algorithm by 

Baker,[17] which is incorporated in the Gaussian[18] and MOPAC93 packages, fulfils the 

above criteria. The EF algorithm uses an initial guess for the transition-state and then 

the gradient vector and the hessian matrix are calculated for it. The hessian is then 

diagonalised and the number of negative eigenvalues are determined. The negative 

eigenvalue that corresponds to the correct mode is then followed.

2.7.2 Conjugate peak refinement (CPR)

The conjugate peak refinement saddle searching algorithm attempts to locate saddle 

points by considering two aspects of their nature. The first aspect is that the saddle point 

is a maximum on the minimum potential energy ‘valley’ that connects reactants and 

products on a potential energy surface[19]. The second aspect is that a set of conjugate 

vectors describing displacements about the saddle point comprise a stationary 

maximum in one direction and stationary minima in all other directions; that is, the 

hessian at the saddle point has one negative eigenvalue.

CPR is initiated with a set of points for structures connecting reactants to products. The 

vector describing geometric motion between the two points of highest energy is taken as 

the stationary-maximum conjugate vector. Maximisation along this vector and 

minimisation along a number of the other conjugate vectors is performed sequentially. 

A new energy maximum along the resultant set of points is then found and the process
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repeated. The line minimisations are performed after the line maximisation and then in 

tandem. The direction for each line minimisation is generated as being conjugate to the 

last direction minimised and starting at the point on the potential energy surface that 

was the result of the previous line minimisation.

If the surface is quadratic, then each minimisation will remain conjugate to the original 

maximisation direction. Where the surface is non-quadratic, this may not be so. As a 

consequence, line minimisations will interfere with the maximisation direction (that is 

become non-conjugate to it) and the algorithm will converge toward a minimum not a 

saddle point. It is partly possible to overcome this problem, by maximising along one 

conjugate direction and minimise along all others simultaneously. This should ensure 

that the minimisations are all conjugate to the maximisation. This is how the partial 

rational function operator method operates.[20]

2.7.3 Partial rational function operator (P-RFO)

The P-RFO algorithm constructs a step that represents maximisation in the direction of 

one of eigenvector and minimisation in all others. The repeated application of this 

approach leads to the maximised direction being at a stationary maximum and all other 

directions being at stationary minima eventually leading to a saddle point. In CPR, the 

vector defining that direction which was to be maximised was defined as the translation 

vector between two points on either side of a maximum. Such an approach can not work 

for the P-RFO method as only one point is defined. The mechanism for defining the 

maximised direction is to choose one of the eigenvectors of the hessian that is most 

similar, in terms of direction, to the eigenvector maximised in the last optimisation step. 

This concept is called mode following where the name mode represents an eigenvector 

of the hessian. Maximisation in the direction of a mode should make the eigenvalue 

associated with that mode more negative (or less positive). If the followed mode is the 

one with the lowest eigenvalue, then it may be possible to assume that the algorithm can 

continue to follow that the mode with the lowest associated eigenvalue.
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2.8 Intrinsic reaction co-ordinate (IRC)
From the minima and saddle points it is a simple matter to compute the intrinsic 

reaction co-ordinate.[2I] The IRC is the path that would be followed by a particle moving 

along the steepest descents path with an indefinitely small step from the transition 

structure down to each minima when the system is described using mass-weighted co­

ordinates. The initial directions towards each minima can be obtained directly from the 

eigenvector that corresponds to the imaginary frequency at the transition-state structure. 

A simple steepest descents algorithm with a reasonable step size will usually give a path 

that oscillates about the true minimum energy path, Figure 2.7. The objective of the IRC 

algorithm is to locate the minimum as efficiently as possible.

Figure 2.7: A steepest descents minimisation algorithm produces a path that oscillates 
about the true reaction pathway from the transition structure to a minima.
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Chapter 3 - Reactivity Probes

3.1 Kinetic isotope effects
The kinetic isotope effect of a reaction is a widely used tool for elucidating 

mechanisms. The most common isotopic substitution is a deuterium for a hydrogen 

atom, although isotope effects for heavier atoms are frequently used. Substitution of one 

isotope for another does not alter the shape of the potential energy functions describing 

molecular reactivity, but does affect rate and equilibrium constants. The comparison of 

calculated isotope effects with experimental isotope effects on the reaction rate constant 

can provide detailed information of bonding changes occurring during the chemical 

reaction in solution.

3.1.1 Origin

Using transition-state theory and statistical mechanics it is possible to derive an 

expression which relates the kinetic isotope effect (KIE) to a ratio of complete partition 

functions, Equation 3.1.[22]

^ h /d  =  ( £ ? e/  Qh)/(QdIQyi) Equation 3.1
The KIE of a reaction has its origin in the effect on the molecular mass, the moments of 

inertia, molecular vibrations of the substrate and of the corresponding vibrations of the 

transition-state, brought about by the isotopic substitution. The complete partition 

function maybe expressed as a product in which the separate terms represent the 

partition functions for the various degrees of freedom, Equation 3.2.

Q = q™s ■ q™ • q.ib Equation 3.2
The substitution of deuterium for hydrogen will have a minor effect on the molecular

masses and the moments of inertia. The transitional and rotational partition functions

are only slightly affected. Therefore the most important factor is the effect that isotopic

substitution has on the vibrational partition function. The KIE arises from the fact that

the zero-point energy of a molecule containing a heavier isotope is lower than that of

the lighter, unsubstituted molecule. Consequently, less energy is required to dissociate a

carbon-hydrogen bond than a carbon-deuterium bond. If a C-H bond is cleaved in the

rate determining step, substitution of a deuterium for a hydrogen atom will result in a

rate decrease. Therefore the ratio of the rate constants for the unsubstituted and the

substituted reaction will be greater than unity.
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3.1.2 Secondary KIE
Chemical rates of reaction and equilibrium constants change with isotopic substitution. 

Where the substitution is on an atom which is not bond making or breaking, these are 

called secondary isotope effects. Secondary KIEs arise from changes in the zero-point 

energies in the vibrations of the isotopically substituted bonds, Figure 3.1. The smaller 

vibrational frequencies in the transition-state imply smaller zero-point energies for the 

vibrations, compared to the reactant. Since a C-D bond has lower zero-point energy 

than a C-H, less zero-point energy is lost at the transition-state for the deuterated 

compound than for the corresponding hydrogen compound. The total energy difference 

between the ground-state and the transition-state is therefore greater for the deuterated 

compound which in turn reacts more slowly.

Reaction co-ordinate
Figure 3.1: A representation of the zero-point energies responsible for a secondary 
deuterium isotope effect.

Secondary KIE are most commonly observed when a deuterium substitution is made at 

a carbon which undergoes a change in hybridisation during the reaction. If the bond is 

exchanged in one act, the substitution is defined as bimolecular nucleophilic 

substitution (SN2), Equation 3.3. Alternatively, if the bond to the leaving group is

R -X  + N" -> [ X-R-N]"* R-N  + X" 

R-X  -> R+ + X~

R+ + 1ST —» R-N

Sn2

sni

Equation 3.3 

Equation 3.4 

Equation 3.5
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broken and reconstituted in separate acts, the substitution is defined as unimolecular 

nucleophilic substitution (SN1), Equation 3.4. Values of kH/kD close to unity have been 

attributed to SN2 mechanisms, and values between 1.10 and 1.25 have been attributed to 

the SN1 mechanism. This has in turn has been used to describe the tightness or looseness 

of the transition-state.

The differences between isotopic values have been rationalised in terms of the 

vibrational characteristics of the ground-state and those of different types of transition- 

states, Figure 3.2. The vibration of importance is the HCX bending mode in the ground- 

state as compared to the out-of-plane bending in the transition-state. The ground-state 

species are sp3 hybridised while at the transition-states, they are sp2 hybridised. This 

manifests itself in a significant decrease in the force constant for the out-of-plane 

bending. The energy difference between the zero-point energies is less in the transition- 

state therefore, the reaction is slowed by the substitution of the deuterium for the 

hydrogen atom. For an SN2 transition-state, the partial bonding of both the nucleophile 

(N) and leaving group (X) impedes the bending of the hydrogen, and so there will be 

little or no overall change in the ease of vibration as compared to the ground-state. For 

an SN1 transition-state, the breaking of the C-X and the change in hybridisation leads to 

a greater freedom of motion for the bending of the hydrogen than is found in the 

ground-state.

. < ; •  v  \ \  .* ,c-x  n --c - -x  c  + x

(a) (b) (c)
Figure 3.2: A schematic showing the ar-hydrogen bending motion associated with (a) 
the ground-state sp3 hybridised and (b) SN2 and (c) SN1 transition-states that are sp2 
hybridised.

It has been shown computationally that secondary a-deuterium KIEs arise from a 

varying combination of the bending force constants of HCX and the C-H stretching 

force constants. AMI calculated a-deuterium kinetic isotope effects for the degenerate 

reaction, Equation 3.6,

Cl- + CHR’̂ 'C l —> CHR'lCCl + Cl" Equation 3.6
where R1 = H or Me, and R11 = H, Me or MeO shows that the KIE is dominated by the

zero point energy. The C-H stretch contribution to the zero point energy is almost a
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constant inverse contribution with the other modes varying proportionally with kH/kD. 

The KIE for methyl transfers are inverse in nature.[23,24] The KIE arises from an increase 

in the C-H stretching force constant accompanied by a change from tetrahedral to 

trigonal geometry about the a-carbon along the reaction co-ordinate and not from the 

bending force constant of HCX.[25] The overall KIE’s for the degenerate SN2 reactions 

increased as the transition-state became looser. Subsequent ab initio studies on SN2 

transition-states and their relationship to KIE concurred with the above conclusions.126,271

3.1.3 Modelling secondary KIEs
Secondary isotope effects can be modelled by approximating the vibrations to harmonic 

oscillators, the nature of which can then be determined by force constants.

Figure 3.3: The compression or extension of a spring showing the increase or decrease 
in potential energy. The function describing how the energy varied with the inter-atomic 
distance can be approximated to a parabolic curve shown as a dashed line.

A diatomic molecule such as H2 vibrates. The bond may be regarded rather like a 

spring. The compression or extension of the spring away from its equilibrium length 

involves raising the potential energy of the molecule. If the spring obeyed Hooke’s law, 

the increase in potential energy would be proportional to the square of the displacement, 

and the function describing how the energy varied with the inter-atomic distance would 

be a parabolic curve like the dashed line in Figure 3.3. Real molecules are harder to 

compress than would be predicted by a parabolic energy curve due to the short-range 

repulsive interactions between the atoms which make the energy rise more steeply as 

the inter-atomic distance is decreased. On the other hand, real molecules are easier to 

stretch than would be predicted for a harmonic oscillator obeying Hooke’s law as the

extensioncom pression

potentials
energy distance

'©nmnmnO

OwQ
equilibrium
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extension of the bond in the H2 molecule leads eventually to dissociation, with the 

potential energy curve flattening out as the inter-atomic distance is increased. The shape 

of the actual potential energy profile is more closely approximated by a Morse function, 

Equation 3.7

E = De (1 -  exp(-p (10 -  lj)))2 Equation 3.7
where De is the dissociation energy, /, is the equilibrium bond length and l0 is the studied

bond length, p is a coefficient describing the curvature of the function, given by P =

(kJ2De)/2 where ke is the Hooke’s law, harmonic oscillator force constant at the energy

minimum.

JL

Figure 3.4: A Morse curve where I, is the equilibrium bond length at the minimum of 
the energy curve and De is the bond dissociation energy as measured from the energy 
minimum.

The parabolic Morse curve, Figure 3.4, with force constant ke is a good approximation 

to both the Morse curve and the actual potential energy profile for small displacements 

away from the equilibrium bond length. The frequency co with which the molecule 

vibrates about its equilibrium position may therefore be described approximately by the 

harmonic oscillator expression, Equation 3.8, where // is the reduced mass of the 

diatomic molecule A-B, given by 1/p = l/mA + l/mB, and has dimensions of reciprocal 

time (units of s '1).

co = (Yin) (ke / p)‘/2 Equation 3.8

It is common, however, to express vibrational frequencies vin  units of cm-1, where v =

go/c (velocity of light).
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3.1.4 CAMVIB

The diagonalisation of the mass-weighted Cartesian force constant matrix evaluated at a 

stationary point on the potential energy surface should yield six zero eigenvalues for 

translational and rotational motions and 3N-6 non-zero eigenvalues for vibrational 

modes. In practice, Cartesian calculated force constants do not lead to exactly zero 

eigenvalues for the translational and rotational motions. The unwanted contamination 

by spurious translational and rotational contributions give rise to small non-zero 

frequencies for the translational and rotational motion. The non-zero frequencies need 

to be removed before the kinetic isotope effect is calculated and this is achieved by the 

CAMVIB program.[28] The small non-zero translational and rotational frequencies 

arising from force-constants that are computed directly in Cartesian co-ordinates are 

eliminated by means of a projection method which preserves only the internal co­

ordinates contribution to the force constants. The resultant vibrational frequencies are 

then said to be ‘pure’ as there are six zero eigenvalues for translational and rotational 

motions and 3N-6 non-zero eigenvalues for the vibrational modes.

3.1.5 CAMISO

CAMISO calculates the non-potential energy contributions to thermodynamic 

properties for molecules or transition-states. A free energy change may be expressed by 

Equation 3.9 in which Ae, AE^, AEih, and PAV represent the change in potential energy, 

zero-point energy, thermal energy, and the pressure-volume terms, respectively.

AG = AE + AE^ + AE* + PAV - TAS Equation 3.9
The zero-point energy term is given by simply by changes in vibrational frequencies,

the thermal energy and temperature-entropy term are determined by partition functions

q' for the reactants and q” for the transition-state as given by Equation 3.10 and

Equation 3.11.

AE* = RT2 d In (q" / q') / dt Equation 3.10

TAS = RT In (q" / q’) Equation 3.11
For any molecular species the partition functions for translational, rotational,

vibrational, and free energy of rotation motions can be calculated using standard

expressions of thermodynamics within the rigid rotor/harmonic oscillator

approximation to obtain thermodynamic functions including (G-e), E^, (77-s) and S.
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Input of a molecular force-fleld into CAMISO simply requires the specification of 

individual internal co-ordinates and their associated force-constants which is supplied 

by the CAMVIB program. A model force-field for the calculation of vibrational 

partition functions by the standard harmonic oscillator expression, Equation 3.12, in 

which Vj is the frequency (in cm'1) of the zth normal mode.

tfvib = II [;1 “  exp(-Acv,) I kT]~x Equation 3.12
i

The potential energy V is given by

V = |X /v ,(A «,)2 Equation 3.13
^  i

where the summation is over changes in all internal co-ordinates and AR{ and Fi{. are the 

diagonal force-constants.

3.2 Structure-activity relationships
The experimental knowledge of the transition-state largely derives from observations of 

the changes in reactivity as a function of the variation of some structural parameter in 

the molecule. The magnitude of the effect depends on the coupling between the 

structural change and the site of the reaction. If the parameter is remote from the 

reactive site, its effect is reduced. The application of structural effects is carried out by 

correlating the free energy of the reaction under investigation against that of a standard 

process. Such correlations are usually known as linear free energy relationships.[29] 

Linear free energy relationships provide a means of predicting unknown empirical data 

and are a most valuable source of mechanistic information.

The linear correlation between the logarithms of rate constants and pKa values of

substituted benzoic acids, known as the Hammett relationships, have been used as a

means of estimating the relative polarity of substituents. The measure of polarity, the 

Hammett cr-value for the substituent, is simply the effect of that substituent on the 

dissociation constant of the substituted benzoic acid, (see Chapters 5 and 6 for more 

detail). A plot of the logarithm of the rate constant for a proton transfer reaction against 

pK  ̂of the acid acting as a variable proton donor or against the pK  ̂of the conjugate acid 

of the base acting as a variable proton acceptor is linear in nature which is known as a
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Bronsted correlation. The slopes of these plots are given by the symbols a  and f>, for the 

general acid and base catalysis, respectively, (see Chapter 7 for more detail).

Both the Hammett and Bronsted linear free energy relationships have been used to 

determine a change in mechanism or a change in rate determining step, respectively. 

There is said to be a change in mechanism if the observed rate constant on one side of 

the breakpoint is greater than that calculated from the correlation on the other side. The 

Hammett correlation vs. &  for the acetolysis of substituted benzyl /7-toluene 

sulphonates, Figure 3.5(a), shows two linear correlations. From the interpretation of the 

Hammett plot the reaction is said to occur by the SN2 mechanism when the substituent 

effect is electron-withdrawing and as the substituent is made more electron-donating, 

the SN1 transition-state is stabilised and there is a changeover in mechanism.[30] A 

change in the rate-determining step is observed if the rate constant on one side of the 

breakpoint is less than that calculated from the correlation on the other side, Figure 

3.5(b).
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Figure 3.5: (a). A Hammett correlation, solid lines, showing a change in mechanism,
(b). A Bronsted correlation, solid lines, showing a change in the rate-determining step.

A Bronsted plot can be seen for the attack of various substituted pyridines on 2,4,6- 

trinitrophenyl acetate.[31] The plot comprised of two straight lines that intersected. The 

presence of this break point between two linear portions of a free energy relationship is 

regarded as evidence for the existence of the formation or breakdown of an intermediate 

in a stepwise mechanism. In both examples, only the solid lines are seen 

experimentally, whereas both the solid and dashed lines could be calculated 

computationally.
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C hapter4- A Theoretical Investigation into Nucleophilic 
Substitution at a Saturated Carbon Centre

4.1 Introduction
Aliphatic nucleophilic substitution reactions involve the replacement of one functional

group by another. The mechanism of nucleophilic aliphatic substitution was one of the

first reactions to be studied in depth. During the 1930’s much of the mechanistic 

background knowledge was assembled and interpreted by Ingold and Hughes.[32] It was 

proposed that nucleophilic substitution reactions could proceed by one of two different 

mechanisms; the bimolecular nucleophilic substitution (SN2) or the unimolecular 

nucleophilic substitution (SN1) mechanisms. The SN2 reaction was stated to occur with 

complete inversion of stereochemistry at a tetrahedral carbon centre and to show 

second-order kinetics. The SN1 reaction was stated to occur with complete racemisation 

and show first-order kinetics. The expectation that SN1 reactions on chiral reactants lead 

to racemic products has been borne out by experiment. However only a few reactions 

occur with complete racemisation. For example, the solvolysis reaction of optically 

active (i?)-6-chloro-2,6-dimethyloctane leads to 40% (.R) and 60% (*S), Equation 4.1.[33]

C>H \  h 2o  c 2 * \  A h sH3C->—Cl — -  H3C'"/ OH + HO \̂ 'CH3
(CH2)3CH(CH3) /  2 5 (CH2)3CH(CH3)/ (ch2)3ch(ch3)2 Equation 4.1

(/f)-6-C hloro-2 ,6-d im ethyloctane 40%  R 60% S

There are four possible degrees of alkyl substitution on a saturated carbon which are 

referred to as tertiary, secondary, primary or methyl compounds. The reactions of 

methyl or primary compounds are said to react by the SN2 mechanism while tertiary 

compounds react by the SN1 mechanism. This viewpoint is still reported in every 

introductory organic textbook. However, the position of secondary compounds are 

usually skipped over or even overlooked! Do they react by an SN2 or SN1 mechanism or 

a mixture of both? More advanced organic texts have attempted to address the situation 

of nucleophilic aliphatic substitution, however no concise, non-contradicting picture of 

nucleophilic substitution has emerged.
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4.2 Mechanistic definitions

4.2.1 Ingold and Hughes

Ingold and Hughes were the first to use the term bimolecular nucleophilic substitution, 

Sn2, and unimolecular nucleophilic substitution, SN1, mechanisms to describe a 

reaction. They stated that if the bond is exchanged in one act, the substitution is defined 

as Sn2. Alternatively, if the bond to the leaving group is broken and reconstituted in 

separate acts, the substitution is defined as SN1. Which of the mechanisms operates 

depends upon the structure of the reactants and the type of solvent used. In a series of 

substituted alkanes such as

Methyl, Ethyl, ’ Propyl, ‘ Butyl, 

the alkyl group will steadily increase its inductive power until a changeover in 

mechanism occurs.[34] At first, the SN2 mechanism would prevail up to a certain point 

after which the SN1 mechanism would take control. Accordingly, before the transition 

point the substitution should exhibit second order kinetics with a decreasing rate and 

post-transition point, the substitution should exhibit first order kinetics with an 

increasing rate. They proposed that at this transitional point both the SN2 and SN1 

mechanisms would be present.[35] Experimentally they showed that the changeover in 

mechanism for the solvolysis reaction for a series of alkyl bromides in 60% aqueous 

ethanol occurred between the ethyl (SN2 ) and /so-propyl (SN1) bromide.

4.2.2 Winstein - the ion pair mechanism

Winstein proposed that a reaction was ‘nucleophilic’ (N) if there was a covalent 

interaction between the nucleophile and substrate in the rate determining transition step. 

If no interaction existed in transition-state with the nucleophile then it would be classed 

as ‘limiting’ (Lim).[36] The transition-states of aliphatic substitutions are considered to 

be a mesomeric form of the canonical structures in Equation 4.2, with the covalent 

interaction being represented by giving weight to canonical 3.

N r  R-X N r  R+ ":X N-R ".X Equation 4.2
1 2 3

The difference between the Ingoldian classification and that due to Winstein was that

Ingold proposed two separate mechanisms while Winstein regarded there to be one,

merging mechanism. These differences only become important when discussing

borderline mechanisms.

43



Chapter 4

4.2.3 Bentley and Schleyer - the SN2(intermediate)

RX

R--X

intermediate

H - 0 - - R - X
I
S

intermediate

H - O - R - X

Products

Products B

Products

Figure 4.1: Spectrum of solvolysis mechanisms as described by Bentley and Schleyer. 
(A) represents the SN1 transition-state leading to intermediate intimate ion pair that is 
not nucleophilically solvated. (B) represents the SN2(intermediate) nucleophilically 
solvated transition-state leading to a nucleophilically solvated ion pair intermediate. (C) 
represents the SN2 transition-state. The solvation by hydrogen bonding to the leaving 
group is not shown.

Instead of an ion pair intermediate playing a role, Bentley and Schleyer believed that a 

varying degree of nucleophilic solvent assistance existed/ 371 They defined this 

assistance as a kinetically significant involvement of the solvent or nucleophile by 

partially bonding to any atom of the substrate as distinct from general electrostatic 

solvation. Nucleophilic solvent assistance may be described as the ‘SN2 character’ of 

the system/ 381 In their view, solvolysis reactions exhibited varying degrees of this 

nucleophilic assistance ranging from very strong (classical SN2) to negligible (classical 

SN1), Figure 4.1. In the borderline region a third mechanism, the SN2(intermediate) is 

said to operate/ 391 The SN2(intermediate) mechanism involves a weak nucleophilic 

assistance by the nucleophile in which the solvated nucleophile-leaving group ion pair 

corresponds to an energy minimum, i.e. an intermediate. Nucleophilic assistance 

increases from the SN1 to SN2(intermediate) to SN2 mechanisms. The increase in 

nucleophilic assistance reduces the activation energy for heterolysis for the 

SN2(intermediate) and SN2 mechanisms and decreases the relative stability of the 

intermediate, Figure 4.2.
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Figure 4.2: A schematic representation of the upper portion of potential energy surface 
for the merging of mechanisms. Profile A is for the SN1 mechanism, profile B is for the 
SN2(intermediate)mechanism and profile C is for the SN2 mechanism.

4.2.4 Doering and Zeiss - the structural hypothesis

The gradual merging of nucleophilic substitution mechanisms was also developed by 

Doering and Zeiss which they termed ‘the structural hypothesis’.[40] In this explanation 

of nucleophilic substitution, explicit account is taken of the role of stabilisation of the 

carbocation by the solvent, nucleophile or leaving group. The simplistic assumption is 

made that only two interaction sites are needed to be considered, Equation 4.3.

  ̂ o VX

X = leaving group

S = solvent or 
nucleophile

-X

(A)

Equation 4.3

(B)

The rate limiting step is the formation of the intermediate (A) in which the nucleophile 

or solvent and leaving group provide the stabilisation. This intermediate may collapse to 

give starting material or products with an inversion of configuration. Alternatively, the 

leaving group may be replaced by a solvent molecule or nucleophile (B) which could 

give rise to a racemic product. The stability of the intermediate is vital to which reaction 

path would be followed.
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The various possibilities are illustrated in Figure 4.3. For a given nucleophile and 

leaving group, the stability of (A) will parallel the stability of the carbocation obtained 

on ionisation. In a case where ionisation would be energetically unfavourable, so that 

(A) could only be formed by nucleophilic assistance, it could be thought of as a process 

that resembles the SN2 mechanism and (A) would be a transition-state. As (A) becomes 

more stable it is possible to regard it as an intermediate marked by the appearance of a 

shallow minimum in the potential energy curve. In the limiting case there is no 

interaction of the nucleophile in the rate determining step and this can be classed as an 

SN1 mechanism. Doering and Zeiss’ structural hypothesis classed the SN2 and SN1 

mechanism as extremes of a single, merging mechanism.

Intermediate

<ueW

N + RX

NR + XN— R— X

Reaction co-ordinate

Figure 4.3: Potential energy curves for different nucleophilic substitutions.
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4.2.5 Sneen
According to Sneen, all SN1 and SN2 reactions form one mechanism, that of the ion pair 

mechanism.141 ] In this mechanistic description, the substrate first ionises to an 

intermediate ion pair which is then converted to products, Equation 4.4.

RX R+X~ -  k2 -  Products Equation 4.4

The difference between the SN1 and SN2 mechanism is that for the rate of formation for 

the SN1 ion pair, k, is rate determining while for the SN2 mechanism, k2 is rate 

determining, Figure 4.4. The borderline behaviour of a mechanism will exist when the 

magnitude of kj and k2 are equal to each other.[42]

RDS
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REACTION CO-ORDINATE
SN1 Sn2

Figure 4.4: Potential energy curves depicting the different rate determining steps (RDS)

for the SN1 and SN2 nucleophilic substitutions according to Sneen.

47



Chapter 4

4.3 Energy surfaces and the SN1/ SN2 mechanistic borderline
It is possible to construct a 2-dimensional ‘map of alternative’ routes showing the 

position of transition-states and intermediates. The axis can be in bond lengths or more 

usefully as Pauling bond orders.[50] Energy surfaces can be drawn with two of the axis 

representing changing bond lengths during the reaction and an implied third dimension 

of energy. These types of energy surface diagrams are referred to as More O’Ferrall- 

Jencks diagrams[43,44] (MOFJ) and have been used to rationalise observed chemical 

reactivity. In MOFJ diagrams the comers represent the extremes of the reaction where 

(a) are the starting materials, (b) are the products, (c) is the SN1 intermediate (I) triple 

ion comer and (d) is the hypothetical, pentacovalent bonded species, Figure 4.5. 

Progress from reactants to products may occur in principle by a two-step mechanism 

involving the formation of an intermediate as in the classical SN1 mechanism. 

Alternatively, the reaction may occur by a one-step process in which dissociation of the 

leaving group is concerted with the association of the nucleophile, the classical SN2 

mechanism.

X ' + R + + N u' X" + N u - R
n Bond Order i

1

0 1
R-X + N u' [X + R  + Nu]"

Figure 4.5: More O’Ferrall-Jencks energy surface diagram. The comers represent the 
extremes of the reaction where (a) are the starting materials, (b) are the products, (c) is 
the SN1 intermediate (I) triple ion comer and (d) is the hypothetical, pentacovalent 
bonded species.
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The MOFJ diagrams can be used to describe how the mechanism of nucleophilic 

substitution can change from SN2 to SN1 as the nature of the substrate varies. Due to the 

difficulty of studying borderline reactions experimentally, the exact details at this 

transitional point are still unclear; however, various possibilities have been put forward. 

The first is that both mechanisms can coexist within a borderline region (Hughes and 

Ingold)[34] with one being predominant over the other, while at the borderline both are 

present and equal. Experimentally, the suggested evidence comes from the concurrent 

stepwise reactions of /?-methoxybenzyl derivatives, the solvolysis of acyl chlorides and 

the substitution reaction of (p-methoxybenzyl) dimethylsulfonium chloride.[45] Another 

possibility is that the reaction can jump discontinuously from one mechanism to the 

other, with the SN1 intermediate being quite different from the SN2 transition-state. The 

experimental evidence for the ‘discontinuous jump’ in mechanism comes from the 

reactions of various nucleophiles with 1-phenylethyl derivatives.[46] There also exists the 

possibility that one mechanism changes smoothly into the other with the SN1 

intermediate closely resembling the SN2 transition-state (Doering and Zeiss).[47] 

Experimental evidence for this possibility is taken from the nucleophilic substitution by 

azide anion on ring substituted cumyl derivatives.[48]
R-OHi+ + H ,0H20  + R* + H ,0 R-OH2+ + h 2o h 2o  + R" + h 2o

[H20-R-OHr -o h 2+ + h 2o r -o h 2+ + h 2o [H20-R-OH2]+

H20  + R* + H20  
0

r -o h 2+ + h 2o

r - o h 2+ + h 2o  

1
0

0 1n Y -R
[H20-R -0H 2]+

h 2o  + r + + h 2o  
0

r -o h 2+ + h 2o

r - o h 2+ + h 2o  

1
0

0 1n Y -R
[H20-R -0H 2]+

Figure 4.6: More O’Ferrall-Jencks diagrams depicting mechanistic change. The 
changeover from SN2 (a) to SN1 (d) reaction mechanism could occur by an SN2 (b) 
reaction with essentially the same structure as the SN1 intermediate or an SN1 and SN2
(c) pathway running concurrently.
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By making various substitutional changes on the system it is possible to 

computationally study the changeover point in mechanism. The changeover from SN2 

(a) to SN1 (d) reaction mechanism could occur by an SN2 (b) reaction with essentially 

the same structure as the SN1 intermediate or an SN1 and SN2 (c) pathway running 

concurrently, Figure 4.6. The Doering and Zeiss model can be represented by a gradual, 

continuous changeover from (b) to (a).

4.4 Previous work

A series of degenerate SN2 reactions for a range of a-substituted alkyl protonated 

alcohols, Equation 4.5, where R, = H or Me and R2 = H, Me or MeO were previously 

investigated by Barnes, Wilkie and Williams.[49] They calculated gas-phase barrier 

heights and energy surfaces using the AMI semi-empirical MO method.

H20  + CHRjRjOH^ -> +OH2CHR,R2 + H20  Equation 4.5

They concluded from their results that the stability of the carbocation intermediate 

increases as the number of electron-donating groups on the a-carbon is increased. This 

is reflected in the diminishing carbon-oxygen bond orders of the symmetrical transition- 

states.

AMI in vacuo energy surfaces were calculated for the degenerate SN2 reaction for (a) 

MeCH2OH2+ and (b) MeOCH2OH2+ as a function of the making and breaking C--0 bond 

distances (A). The surfaces appear to be similar in their overall form, but the coloured 

energy contours revealed a striking dissimilarity in the region of the SN2 transition-state 

and SN1 intermediate. The methoxymethyl substrate contained a shallow well (0.6 kJ 

mol'1) at the same location of the ethyl transition-state. It appeared that the changeover 

in mechanism occurred in a structurally continuous way as described by the Doering 

and Zeiss model.
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(a) MeCH2OH2+ (b) MeOCH2OH2+
Figure 4.7: AMI in vacuo, energy surfaces for (a) MeCH2OH2" and (b) MeOCH2OH2 . 
Low energies are coloured blue while high energies are coloured red. R represents the 
reactant comer, P the product corner, I the intermediate corner and X marks the position 
of the transit ion-state.

The role of solvation was not included by the above theoretical study. The influence of 

solvent on organic reactions can be both complex and subtle. The ability to dissolve the 

reactants and bring them into intimate contact with one another is only one aspect o f the 

role o f the solvent in a reaction. Solvation involves the electrostatic interaction between 

solvent molecules and solvated species. The differential solvation of a transition-state can 

lower the activation energy for its formation and so increase the rate of reaction. The 

effectiveness of solvation may also depend to some extent on the need for stabilisation. 

The more internal stabilisation that occurs by inductive or resonance charge dispersal 

then the smaller contribution made by the solvent. The role of solvent is an important 

property to be included in any model that attempts to offer insight into experimental data 

which is mainly carried out in solution.
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4.5 Methods

H20  + C R ^R aO lV  -> +OH2CR1R2R3 + H20  Equation 4.6

The bimolecular (SN2) and unimolecular (SN1) solvolysis reactions of increasingly 

alkylated protonated alcohols was studied, Equation 4.6, where R,= H, Me or MeO, R2 

= H or Me, and R3 = H or Me. The AMI semi-empirical Hamiltonian utilising a 

continuum model, COSMO in MOPAC93, was used to model the reaction in water.[11,12] 

Each transition structure was characterised as having only one imaginary frequency. 

The kinetic isotope effects for the series are evaluated from AMI/COSMO geometries 

and Cartesian force constants using the CAMVIB and CAMISO programs.[28]

4.5.1 Pauling bond order

A useful way to interpret bond length displacements is to express them as Pauling bond 

orders n according to the relation n = exp[(r, - rj/c], where r, and rn are lengths for bond 

order of 1 and «.[50] Although a value of 0.3 for the constant c has been widely 

employed, it has been noted elsewhere that this value correlates to changes in bond 

orders > 1, due largely to changes in the degree of 7i-bonding, that a different value is 

more appropriate for changes in bond order < 1 which are largely due to changes in the 

degree of o=-bonding.[51] The proportionality constant c was calculated from the 

transition structure for the degenerate reaction, H20  + CH3OH2+ -» CH3OH2+ + H20 , in 

which n = 0.5 by definition and where r, and rn are the bond length in CH3OH2+ and in 

the Sn2 transition-state, respectively. A value of 0.67 was obtained for c.

4.6 Results
There exists two distinct mechanisms for the displacement of H20  from a saturated 

carbon centre, Equation 4.6, by a nucleophile, H20. The enthalpy of activation for the 

Sn2 mechanism was defined as:

AH* (sn2) = AHf(SN2TS) — {AHf(H20) + AHf(R0H2+)} / kJ m ol1 Equation 4.7 
The enthalpy of activation for the SN1 mechanism was defined as:

AH* (s n d  = AHf(SNl TS) -  AHf(R0H2+) / kJ mol'1. Equation 4.8
Table 4.1 contains the energies of activation for both mechanistic pathways for the 

degenerate reaction, Equation 4.7 and Equation 4.8, together with the transition-state
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carbon-oxygen bond lengths. Table 4.2 contains the transition-state Pauling bond orders 

for both the SN2 and SN1 mechanistic pathways together with the 2° a-deuterium kinetic 

isotope effects, k^k^ at 298.15K for a single deuterium atom.

Table 4.1: AMI/COSMO calculated energy barriers and bond lengths for the SN2 and 
SN1 mechanisms.

R. r 2 r 3
Reactant a h *(Sn2)

/ kJ mol'1
A H \sn,) 

/ kJ mol'1
Sn2

C-O/A
sNi

C~ O/A
H H H Me 91.7 136.1 1.94 3.30

Me H H Et 84.3 104.6 2.08 2.90

Me Me H i-pr 57.6 51.1 2.30 2.73

Me Me Me ‘Bu 31.5 18.1 2.49 2.36

MeO H H MeO 51.2 54.2 2.11 3.01

MeO Me H MeOMe 31.2 24.3 2.24 2.18

Table 4.2: AMI/COSMO calculated Pauling bond orders and kinetic isotope effects for 
the Sn2 and SN1 mechanisms.

Reactant Sn2
flc-o

SN1
flc-o

Sn2
kH/kD

s Ni
kH/kD

Me 0.50 0.07 1.01 1.36

Et 0.41 0.12 1.10 1.28

‘Pr 0.29 0.15 1.17 1.25

‘-Bu 0.22 0.27 * *

MeO 0.39 0.10 1.16 1.29

MeOMe 0.32 0.35 1.15 1.20

4.7 Discussion

4.7.1 Barrier heights

As the substitution of hydrogens by electron-donating methyl groups at the a-carbon 

increases, stabilisation of the carbocation occurs. This leads to a decrease in both the 

SN1 and Sn2 activation barrier heights, Table 4.1. The effect of substituting a single 

methyl group for a proton at the a-carbon, to give a primary carbocation, on the SN2 

barrier height is to lower it by only 7.4 kJ mol'1 as compared to 31.5 kJ mol'1 for the SN1

53



Chapter 4

barrier height. The further addition of a methyl group for another proton, to give a 

secondary carbocation, reduces the barrier heights further, by 26.7 and 53.5 kJ m ol1 for 

the Sn2 and SN1 barrier heights, respectively. The further addition of a methyl group for 

the remaining proton to give a tertiary carbocation, lowers the SN2 and SN1 barrier 

heights by approximately the same amount, 26.1 and 33.0 kJ mol'1, respectively. The 

overall effect of increased alkylation is to decrease the activation energy due to the 

increase in carbocation stabilisation it offers.

The effect of increasing alkylation is far greater for the SN1 than for the SN2 mechanism 

due to the relative needs for transition-state stabilisation. The carbocation-like fragment 

of the Sn2 transition-state is sandwiched between two water molecules (nucleophile and 

leaving group) that stabilise it and so the addition of the methyl-group substituents has 

less effect on the a-carbon. The SN1 transition-state carbocations are only stabilised by 

one water molecule (the leaving group) and so the addition of methyl groups at the a- 

carbon has a relatively larger effect. The substitution of a methoxy group for a proton 

dramatically reduces the barrier heights for the SN2 and SN1 barriers by 40.5 and 81.9 kJ 

mol'1, respectively. The addition of the a-methoxy group causes an increase in 

reactivity,152,531 since its net effect is to donate electrons to the developing positive 

charge at the transition-state by contributions to structures such as

+
OMe OMe
I II

h 2o  c h 2 o h 2 - — ► h 2o  c h 2 o h 2
Equation 4.9

The changeover in mechanism from SN2 to SN1 for the alkyl series occurs between 

protonated ethanol, SN2, and protonated /so-propanol, SN1. The addition of the alkyl 

substituents cause a relative decrease in the SN2 reactivity at the a-carbon.[54,55] This 

shows the same changeover point as Ingold in his studies with alkyl bromides. The 

status of the /-butyl group is consistent with it being inert towards the SN2-reaction: 

steric repulsion between a-carbon substituents and the incoming nucleophile requires 

that in order for the reaction to occur the C-0 bonds must become greatly elongated.1561
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4.7.2 Kinetic isotope effect (KIE)

The magnitude of a secondary a-deuterium kinetic isotope effect for nucleophilic 

substitution depends upon the nature of the nucleophile, leaving group, a-substituent 

and solvent, but is generally used to discriminate between SN2 and SN1 mechanisms for 

a reaction; the former typically shows values close to unity (either normal or inverse) 

while the later usually show larger normal values.[57] The KIE for the substitution of a 

single deuterium for a single proton, Equation 4.10, where D is the deuterated analogue 

at the a-C were calculated at 298.15K, Table 4.2.

H20  + CD RjRpiV  -> ^H aC D ^R j + H20  Equation 4.10

As the stability of the SN2 transition-state increases and it becomes more carbocation- 

like in character, so the transition-state bond orders, «c_0, decrease. This is indicative of 

a progressively ‘looser’ SN2 transition-state. Examination of the calculated a-deuterium 

isotope effects for the SN2 mechanism shows a value that it is close to unity for 

protonated methanol and then increases as the series is descended. This is due to the 

increasing stability of the carbocation which leads to a ‘looser’ SN2 transition-state. 

Examination of the SN1 bond orders shows the reverse trend. As the stability of the 

carbocation increases the SN1 transition-state becomes tighter and the KIE decreases in 

value as the series is descended. The SN2 transition-states for the methoxy alkyl 

substituents give KIE values with magnitudes similar to those usually associated with 

for SN1 mechanisms. These large normal values are due to an open, exploded transition- 

state with a large amount of carbocation character which has freedom for the bending 

motion for the C-H bonds of the formaldehyde moiety.[58]

The KIE values for the SN2 transition-state are small for a ‘tight’ transition-state such as 

in the methyl substrate or relatively large for a ‘loose’ transition-state such as in the iso- 

propyl substrate. A value in this range is usually attributed to a SN1 and not SN2 

mechanism. This implies that when applying KIE to the elucidation of mechanism, 

great care must be taken. The theoretically calculated results are able to reveal results 

that are not accessible via experimental techniques. The kinetic isotope effects for 

reactions, such as the SN1 reaction of a methyl or ethyl compound, and the SN2 reaction 

for the zso-propyl or /-butyl compound can be calculated but are unobserved 

experimentally.
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4.7.3 Energy surfaces

Figure 4.8: Ingold’s imaginary potential surface showing the possible pathways of 
mechanistic change.

An early attempt to explain nucleophilic substitution was proposed by Ingold et at with 

the aid of an imaginary potential surface, Figure 4.8.[34] They assumed the surface to 

have two valleys, A and B, usual for a gas phase reaction with a transition-state at T, but 

also a third valley at C is present (due to ion solvation) together with the pair of ridges 

DEF. Increasing the electron donation to the reaction zone, they expected an increasing 

gradient, negative in the directions 0a and Ob, to be imposed on the original surface. 

This would have the effect of raising the energy of activation AT, forcing the reaction 

path ATB to undergo only a slight displacement away from the origin surface. At a later 

stage along the series, when the increasing tilt has depressed the ridges DEF and largely

flattened the hill TE, the reaction path AT^B will spread out much more widely. This 

would lead to a reduced increase and possibly, an actual decrease in activation energy. 

In certain cases the decrease may set in before the reaction path has become so far 

turned that the representative point runs into valley C, a unimolecular reaction. Ingold’s 

imaginary surface could be regarded as an early ‘simple’ version of a potential energy 

surface used to describe possible mechanisms.

The energy surface proposed by Ingold were imaginary, however, by using modem 

computational methods it is possible to calculate such surfaces for real reactions in 

solution. The energy surface is calculated as a function of the carbon-nucleophile and 

carbon-leaving group bond length or bond order distances, Figure 4.9. As the reactions 

studied are degenerate, only half of the energy surface is calculated and the other half is 

taken as its ‘reflection’. The co-ordinates of the energy surface are plotted using the 

UNIRAS package and the points are interpolated to give a uniform surface. The colours
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represent different energy levels; low energies are coloured blue while high energies are 

coloured red.

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 
Bond O rders

Figure 4.9: The energy surface template for a degenerate reaction. The co-ordinates are 
formed by pairs of values for the bond making and breaking orders.
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Figure 4.10: AMI/COSMO energy surface of ethylchloride/chloride anion in aquo 
shown in bond lengths and bond orders. Low energies are coloured blue while high 
energies are coloured red. t  represents the position of the transition-state, I represents 
the intermediate comer while R and P the reactants and products, respectively.

The imaginary surface proposed in the 1930’s can be compared to a calculated 

AMI /COSMO energy surface for the degenerate ethylchloride/chloride anion in aquo, 

Figure 4.10. The similarities of the surfaces, the predicted ridges, should be noted. The 

conversion of a surface from bond lengths to bond orders dramatically emphasises the
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usefulness of such energy surfaces. In the bond energy surface, the points of interest 

(transition-states and intermediates) are all concentrated in the bottom left comer 

whereas in the bond order surface points of interest are more predominant and spread 

across the surface. The bond order surface shows clearly that there is a possibility of two 

reaction paths (S N1 and Sn2) while the bond length surface shows only one clearly even 

though the same ‘raw’ data is used. Visualisation of the third, energy dimension is 

possible with the reactants at the front, the products at the back and the left hand side 

comer representing the intermediate comer. This is the standard orientation o f energy 

surfaces throughout this thesis.

Bond order, n ^ ,
Nucleophile

Figure 4.11: AMI/COSMO energy surface of ethylchloride/chloride anion in aquo 
shown in 2 and 3D. Low energies are coloured blue while high energies are coloured red. 
t  represents the position of the transition-state, I represents the intermediate comer 
while R and P the reactants and products, respectively.
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Me in vacuo in aquo

solvation energyin vacuo

"Pr in vacuo in aquo solvation energy

l'Bu in vacuo in aquo solvation energy

Figure 4.12: In vacuo, in aquo and solvation energy surfaces. Low energies are coloured 
blue while high energies are coloured red.

solvation energy
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The energy surfaces for the degenerate reactions are calculated for the solvolysis 

reactions of increasingly alkylated protonated alcohols, Equation 4.6. For comparison, 

the in vacuo, in aquo and solvation energy surfaces are calculated. Whether the 

nucleophile is neutral, water, or anionic, chlorine anion, the energy surfaces produced are 

very similar. As the series, methyl, ethyl, /'so-propyl /-butyl is descended, the SN1 comer 

of the in vacuo energy surfaces becomes more stable as the inductive effect of the 

substituent increase and the SN2 transition-state slides towards the SN1 comer, Figure 

4.12. As the same series is descended for the in aquo energy surfaces, the SnI comer 

becomes dramatically stabilised and eventually plateaus out. From the solvation energy 

surfaces it can be seen that the reactants and products are stabilised greatest and then to 

a lesser extent the SnI comer. This is due to both the reactants and products containing 

localised charges that are solvated to a greater extent than if the charge is spread. The 

exception to this is the protonated methanol solvated cation solvation energy surface 

whose SN1 comer (the methyl cation) is stabilised to the greatest extent. This may be due 

to the small cation interacting strongly with the solvent or that COSMO has 

overestimated the solvation stabilisation energy of the methyl cation.

solvation energyin vacuo

MeOMe in vacuo in aquo solvation energy

Figure 4.13: In vacuo, in aquo and solvation energy surfaces. Low energies are coloured 
blue while high energies are coloured red.
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The effect on the energy surface of adding a methoxy group to the in vacuo surface is to 

lower the energy of the SN1 intermediate comer, Figure 4.13. The further addition of a 

methyl group flattens the surface even more. The effect of solvent is to stabilise both 

the SN1 intermediate and pentacovalent comers. The in vacuo energy surface reported 

by Bames, Wilkie and Williams[49] for the methoxymethyl substrate appeared to 

contained a shallow well (0.6 kJ mol'1) at the same location as the ethyl transition-state, 

implying that the changeover in mechanism occurred by a structurally continuous way 

as described by the Doering and Zeiss model. The present calculations show no shallow 

well for either the ethyl or MeO energy surfaces, but only a SN2 saddle point. The 

shallow well was probably an artefact of the method used in the previous work.

The solvated energy surfaces all show two distinct mechanistic pathways as described 

by Ingold and Hughes, one of which is in ascendance over the other. The methyl and 

ethyl substrates are not sufficiently stabilising to allow the SN1 route to be viable and so 

the Sn2 route is favoured. The iso-propyl and /-butyl substrates are sufficiently powerful 

electron-donors for the stabilisation of the SN1 pathway to be lower in energy than the 

Sn2 pathway. The addition of methyl groups to the reacting a-carbon is to great a 

perturbation of the energy surface to show a balanced situation between two coexisting, 

concurrent mechanisms. The Winstein, Doering and Zeiss, Bentley and Schleyer and 

Sneen descriptions of mechanisms either see the SN1 or SN2 as extremes of a single 

merging mechanism or a discontinuous jump from one mechanism to the other. These 

are not seen in any of the energy surfaces.

4.8 Conclusion
The study of the protonated alcohols gave the same trend as Ingold et al. solvolysis 

study of a series of alkylated bromides showing the same point of mechanistic change 

(between the ethyl and wo-propyl substrates). The KIE were in line with predictions; 

small KIE for tight transition-state and large KIE for loose transition-states. The KIE 

values for the SN2 transition-state are small for a tight transition-state (methyl) or 

relatively large for a loose transition-state (/so-propyl) which would usually be 

attributed to the SN1 mechanism. A ‘tight’ transition-state, regardless of whether the
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reaction is SN2 or SN1, will give an inverse or small KIE whereas a ‘loose’ transition- 

state will give a ‘large’ normal KIE.

The AMI/COSMO continuum solvation model would appear to show that the solvent 

stabilises the reactants and products to the greatest extent followed by the SN1 

intermediate comer. What can be seen throughout the series is that two distinct, 

competing mechanistic pathway exist; Ingold’s SN2 and SN1 mechanistic pathways. The 

alternative mechanistic descriptions for changeover such as the Doering and Zeiss’ 

‘merging’ mechanistic pathway or a discontinuous jump from one mechanism to the 

other are not seen in any of the energy surfaces. The conclusion drawn by Bames, 

Wilkie and Williams that the transition changeover in mechanism occurs by Doering 

and Zeiss’ structural hypothesis appears to be incorrect. Their surfaces did not 

encompass enough of the total energy surface to show alternative mechanistic 

possibilities.

Solvent effects are known to have profound influence on the rate of reactions. The bulk 

and specific interactions between solvent molecules and the dissolved ions is an 

important property that requires modelling. COSMO is a continuum solvation model 

that attempts to account for the bulk water interactions but not specific molecular 

interactions. This means that it can not take account of any specific solvent-solute 

interactions such as hydrogen bonds and the stabilisation that it offers. This may lead to 

an under- or over-estimation of any solvent stabilisation. Experimental and theoretical 

evidence has suggested that primary carbocations are transformed by hydration into 

alkoxonium ions solvated by four or five additional water molecules. The /-butyl 

cations are more weakly solvated, however, they still bind four water molecules in their 

hydration sphere.[59] The inclusion of specific solvent-solute interactions by the 

utilisation of a hybrid QM/MM method would give insight into the specific stabilisation 

effect of the solvent. A semi-empirical or ab initio QM/MM method such as the 

GRACE/CHARMM suite of programs should be used to study an appropriate system 

and this is detailed in Chapter 9.[60,15]
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Chapter 5 • Theoretical Modelling of SN2/SN1 Reactivity of 
Benzyl Derivatives: The Identify Reaction of 
Substituted Benzyl Chlorides

5.1 Introduction
Benzyl derivatives are a highly versatile group of synthetic reagents that are commonly 

used to mask alcohols and carboxyl functionality.[61] Nucleophilic substitution reactions 

of benzyl derivatives have been studied for most of this century and it has been noted 

that the mechanism depends upon the nature of the substituent on the aromatic ring.[62] 

As a consequence, the study of these reactions has been central to the development of 

the mechanistic framework for nucleophilic substitution reactions at aliphatic carbon.

A long-standing goal of chemists is to develop models that explain the effects of 

changing structure on the rates and mechanisms of organic reactions. It is especially 

challenging to explain the results of studies of solvolysis reactions and nucleophilic 

substitution reactions of benzyl derivatives.[63] In the past this data has been extensively 

analysed and interpreted.[64] There is general agreement that there are both changes in 

mechanism, from stepwise (SN1) to concerted (SN2), and transition-state structure as the 

substituents on the aromatic ring are made electron-withdrawing relative to p-MeO.

In Chapter 4, the mechanistic changeover of identity reactions of protonated alcohols 

with water in aqueous solution was investigated. It was proposed that the reaction 

always occurred by two competing pathways but that one was predominant. 

Mechanistic changeover would occur at a borderline where the barriers to both 

mechanisms were approximately equal and both mechanisms would therefore coexist 

with neither being in dominance. However, the effect of the addition of a methyl group 

to the reaction was too great a perturbation on the energy surface to allow this 

borderline to be studied in a detailed way.

63



Chapter 5

5.2 Methods
In order to gain a better understanding of the intrinsic characteristics of nucleophilic 

substitution reactions at carbon centres, and in particular the effect of various 

substituents, we studied the nucleophilic substitution ‘identity’ reactions of substituted 

benzyl chlorides, Figure 5.1. This is an ideal system to investigate due to the benzene 

ring acting as a structural probe on which substituents can be placed. These substituents 

can then have an electronic effect on the reacting carbon centre which is far removed 

from that centre therefore causing only a slight perturbation on the energy surface.
_o O

Cl: CH--C1 Cl— CH, ci"j 2 V  2

X = NMe2, NMeH, NH2, OH, MeO, Me, 
CHCH2, H, Br, CHO, CN, and N 02.

x x
Figure 5.1: Substituted benzyl chloride ‘identity’ reaction where X is the p-substituent 
varied.

It is essential to adopt a calculational method capable of providing realistic descriptions 

of the relative energetics of families of reactions involving substituted substrates even if 

not the absolute barriers. The AMI semi-empirical Hamiltonian utilising COSMO,[11] a 

continuum model in MOPAC93,[12] is used to mimic solvation. The SN2 and SN1 

activation energies are calculated for each mechanism. The lowest energy orientation 

for the transition states is obtained with the C-Cl bond vector perpendicular to the 

benzene ring. Such an orientation in the transition-state allows for the overlap of the 

chlorine p-orbitals with the ^-system in the benzene ring lowering the energy of the 

system. Each transition-state structure is characterised as having only one imaginary 

frequency. The CAMVIB and CAMISO programs is used to compute the kinetic 

isotope effects at 298.15K.[28]
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5.3 Results
The activation energy for the nucleophilic substitution identity reactions of p- 

substituted benzyl chlorides for the SN2 and SN1 mechanisms are calculated for a series 

of twelve different substituents, Table 5.1. The enthalpy of activation for the SN2 

mechanism is defined as

AH*(Sn2) = AHf(SN2TS) — {AHf(XBzC]) + AHf(cr)} / kJ mol . Equation 5.1 

The enthalpy of activation for the SN1 mechanism is defined as

AH* (Sn1) = AHf(SNj TS) — AHf(XBzC1) / kJ mol . Equation 5.2

The transition-state bond lengths (A) for the carbon-chlorine, C-Cl, distance for the 

various mechanisms are given together with the Pauling bond orders which are 

calculated in the same manner as described in Chapter 4.

Table 5.1: AMI/COSMO calculated activation energies, kJ mol'1, bond lengths and 
Pauling bond orders for the SN2 and SN1 mechanisms.

Substituent
X

AR*(Sn2) AH*(sNi) Sn2
c-ci/A

SN1
c-ci/A

Sn2
nc-c\

SN1
nc-c\

NMe2 118.6 87.7 2.32 2.69 0.45 0.26

NMeH 117.6 83.3 2.32 2.70 0.45 0.25

n h 2 120.6 77.2 2.32 2.75 0.45 0.20

OH 121.0 111.3 2.30 2.91 0.46 0.19

MeO 121.0 114.4 2.29 2.95 0.46 0.17

Me 121.8 125.3 2.28 3.01 0.47 0.16

c h c h 2 122.3 126.6 2.28 3.03 0.47 0.16

H 123.0 130.6 2.28 3.10 0.47 0.14

Br 125.0 146.7 2.27 3.26 0.48 0.11

CHO 125.5 152.3 2.26 3.33 0.49 0.10

CN 126.1 151.6 2.26 3.35 0.49 0.09

n o 2 128.3 165.3 2.25 3.37 0.50 0.09

Table 5.2 contains the a-deuterium kinetic isotope effect, k^kc, per deuterium atom at 

298.15K together with the calculated transition state-reactant charge difference, Aqbenzyl, 

on the benzyl system. This is defined as the total charge on the benzyl group plus 

substituent at the transition-state minus the total charge on the benzyl group plus 

substituent of the reactants. The relative energy barrier populations are calculated using 

Equation 5.3, where <^AH) is the enthalpy difference between the two transition states, 

R is the ideal gas constant and T is the temperature.
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Relative population, P = exps — — —  > Equation 5.3

Using this approach, the relative population of the lowest energy transition states is 

equal to one. The populations are then normalised, so that the sum of the populations 

P(Sn2) and P(SN1) is equal to one. From these populations, the weighted energy barrier 

can be calculated using Equation 5.4.

AH*Wt = P(Sn2) x AH4 (Sn2) P(Sisrl) x AH* (Sn1j Equation 5.4
The same procedure is used to calculate a weighted kinetic isotope effect. Table 5.3

contains the a-carbon-benzene ring carbon bond lengths, Ca-CAR, for the reactants and

at the transition-state for the various mechanisms together with Pauling bond orders. 

The proportionality constant c = 0.3 was used to calculate the Pauling ^--double bond 

orders.

Table 5.2: AM 1/COSMO calculated secondary a-deuterium kinetic isotope effects, 
kn/kj), benzyl group charges, for the SN2 and SN1 mechanisms, weighted barrier
heights, kJ mol'1, and kinetic isotope effects.

Substituent
X

Sn2
^H/̂ D

SN1
^H/̂ D

Sn2
benzyl

SN1
benzyl

AH’Wt weighted

NMe2 1.02 1.10 0.45 0.83 87.7 1.10

NMeH 1.02 1.11 0.46 0.83 83.3 1.11

n h 2 1.01 1.12 0.46 0.82 77.1 1.12

OH 1.02 1.15 0.45 0.83 111.5 1.15

MeO 1.03 1.16 0.43 0.84 114.8 1.15

Me 1.01 1.17 0.43 0.83 123.0 1.05

c h c h 2 1.02 1.17 0.42 0.83 122.4 1.04

H 1.02 1.19 0.42 0.83 123.3 1.03

Br 1.02 1.19 0.40 0.83 125.0 1.02

CHO 1.02 1.19 0.39 0.84 125.5 1.02

CN 1.02 1.20 0.38 0.84 126.1 1.02

n o 2 1.02 1.22 0.38 0.85 128.3 1.02
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Table 5.3: AMI/COSMO calculated bond lengths and bond orders for the a-carbon- 
benzene ring carbon bond, C^-Car, for the SN2 and SN1 mechanisms.

Substituent
X

Reactant 
O r  Car/A

Sn2
Qx-Car/A

SN1
Qx-Car/A

Sn2

nCa CAR

SN1

Wca‘CAR
NMe2 1.478 1.441 1.368 1.13 1.44

NMeH 1.478 1.441 1.367 1.13 1.44

n h 2 1.478 1.441 1.360 1.13 1.48

OH 1.478 1.445 1.370 1.11 1.43

MeO 1.479 1.449 1.378 1.11 1.40

Me 1.481 1.453 1.385 1.10 1.38

c h c h 2 1.480 1.454 1.384 1.09 1.38

H 1.481 1.454 1.382 1.09 1.39

Br 1.482 1.458 1.387 1.08 1.37

CHO 1.482 1.461 1.391 1.08 1.35

CN 1.482 1.460 1.388 1.08 1.37

n o 2 1.485 1.464 1.396 1.07 1.35

5.4 Discussion

5.4.1 Barrier heights

The calculated activation energies and transition-state bond lengths for the SN2 

mechanism show only small variations in energy in going from electron-donating to 

withdrawing substituents, Table 5.1. Substituted benzyl chlorides that have electron- 

donating substituents at the para position have a lower activation energy than those 

with electron-withdrawing substituents due to their ability to stabilise the developing 

positive charge. The activation energies for the SN1 mechanism show that for the more 

powerful electron-donating substituents, a reduction in the barrier occurs as the 

carbocation transition-state is stabilised. As the series is descended, the more powerful 

electron-withdrawing substituents ceases to have this ability and so the transition-state 

becomes less stable. The decrease in carbocation stability lengthens the SN1 bond at the 

transition-state. The weighted activation energies show a smooth, gradual increase as 

the para substituent is made more electron-withdrawing. Table 5.2 shows that the 

calculated charge difference, Aqbenzy], of the benzyl group charge for the SN2 decreases 

as the transition-state becomes tighter and therefore less carbocation-like.

67



Chapter 5

5.4.2 Kinetic isotope effect (KIE)

The experimental a-deuterium kinetic isotope effects for a series of benzyl chlorides 

with cyanide ion as the nucleophile varied as different substituent were varied. The 

cyanide and solvolysis reactions of m-chlorobenzyl chloride in 55% aqueous methyl 

cellosolve gave typical SN2 kinetic isotope effects, close to unity, whereas the reactions 

of p-methoxybenzyl chloride had high values of 1.25-1.31. This was taken as evidence 

for a pathway involving a carbocation or an ion-pair mechanism. It was then inferred 

that kinetic isotope effect values between unity and that for the carbocation or ion-pair 

mechanism was due to the fact that a dual mechanistic pathway was in operation.1651 The 

effect of substituents on KIEs is to decrease their value as the substituents is made more 

electron-withdrawing.[66] For the bimolecular reaction of thiophenoxide nucleophile and 

substituted benzyl chlorides gave a k^kc, values for the p-methoxy, unsubstituted and p- 

nitro substituent of 1.061,1.045 and 1.19, respectively.

The KIE for the substitution of a deuterium for a proton at the a-C are calculated at 

298.15K, Table 5.2. As the series is descended, the a-deuterium isotope effects for the 

Sn2 mechanism show an approximately constant KIE due to the lack of any substantial 

substituent effect in the SN2 transition state as would be predicted for a constant 

transition state. If the effect of the substituent is substantial, then the variation in isotope 

effect would be greater.[66] The calculated values for the SN2 mechanism are in the same 

region as the experimental SN2 isotope effects for the reaction of various nucleophiles 

with substituted benzyl bromides[67] and the identity reaction of benzyl chloride.[68] As 

the series is ascended, the a-deuterium isotope effects for the SN1 mechanism show a 

decreasing trend towards unity. This is what would be predicted by a varying transition- 

state which becomes tighter and more SN2-like as the electron-donating ability of the 

substituent is increased.
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5.4.3 The SN1/SN2 mechanistic borderline
Energy surfaces can be drawn with two of the axes representing changing bond lengths 

during the reaction and an implied third dimension of energy. The axes are in Pauling 

bond orders and are commonly referred to as More 0 ’Ferrall-Jencks[43,44] diagrams. The 

mechanism of nucleophilic substitution can change from SN1 to SN2 as the nature of the 

substrate varies. In this study it was desirable to investigate the energy surfaces of the 

twelve substituted benzyl chlorides. The range of substituents chosen act as a sensitive 

probe to investigate the changeover point in mechanism as their introduction causes 

only a slight, gradual perturbation of the potential energy surface and so the changeover 

point can be investigated. The AMI/COSMO energy surfaces are generated for the 

nucleophilic displacement reaction of all twelve substituents as described in Chapter 4. 

The energy surfaces show a maximum in the pentavalent comer. The SN2 transition- 

state can be seen on the surfaces going straight across the energy surface from reactants 

to products with a saddle point at the middle of the surface. The saddle point shifts 

away from the associative comer to the dissociative comer as the substituent is made 

more electron-donating. Near the dissociative comer, a slight hilltop can be seen in the 

vicinity of the SN1 transition-state and intermediate. The SN1 transition-state shifts away 

from the dissociative comer back towards the reactant comer as the substituent is made 

more electron-donating.
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NMe2 NMeH

NH2 OH

MeO
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c h c h 2 h

Br CHO

CN N 0 2
Figure 5.2: AMI/COSMO generated energy surfaces depicting a gradual mechanistic 
changeover from SN1 (X = NMe2, NMeH, NH2, OH, MeO) to SN2 (X = CHCH2, H, Br, 
CHO, CN, N 0 2).
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From the activation energies, the changeover of mechanism occurs between X=MeO, 

and X=Me substituents. Here, the difference in activation energies between the SN2 and 

SN1 mechanism is only 3.5 kJ mol'1 for X=Me. All of the surfaces show two distinct 

reaction pathways and none show a single, merging pathway. The X=NMe2, NMeH, 

NH2, OH and MeO substituted benzyl energy surfaces show that these substituents are 

sufficiently powerful electron donors for the SN1 path to be preferred. On the other 

hand, X=CHCH2, H, Br, CHO, CN and N 02 substituted benzyl chlorides are not 

sufficiently stabilising to allow the SN1 route to be viable and so the SN2 route is 

favoured, Figure 5.2. The methyl substituted, X=Me, shows a borderline/intermediate 

case where both SN1 and SN2 mechanisms run concurrently differing only slightly in 

barrier heights. The surfaces before, at and past this transitional point show a ‘see-saw’ 

effect between the SN1 to SN2 reaction mechanisms with the methyl case showing an 

almost balanced situation between two coexisting, concurrent mechanisms.

5.4.4 Structure-activity relationship

The Hammett equation has often been used as a means of correlating structure and 

reactivity of benzylic substrates, and as a mechanistic tool to probe the properties of the 

transition state. Rate constants kx for the reaction of a compound containing an aryl 

group with a substituent X in either the meta or para positions are correlated with 

equilibrium constants k!x for ionisation of similarly substituted benzoic acids, according 

to Equation 5.5.

log (kx/kH) = log ( ^ H) x p  Equation 5.5
The logarithm of the ratio of equilibrium constants on the right hand side of this 

equation is simply the pIC, of the X-substituted benzoic acid (in water at 25°C) relative 

to the benzoic acid itself, which defines the substituent a,; characteristic of each 

substituent group X in a particular series (either meta or para), Equation 5.6.[69]

o-= (pKJ„ -  (pKJx Equation 5.6

Electron-withdrawing substituents have positive values for a.; since they enhance the 

acidity of substituted benzoic acid, whereas electron-donating substituents have 

negative values of <x, since they diminish the acidity of substituted benzoic acid. 

Equation 5.5 is usually rewritten more simply as Equation 5.7.

log(kx/kH) = ap Equation 5.7
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The slope of a linear correlation between log(£x/£H) and cr is the reaction constant, 

which is a measure of the sensitivity of the reaction under consideration to the 

electronic influence of a substituent X, as compared with the influence of that 

substituent on benzoic acid ionisation.

The rate determining step for the SN1 solvolysis of a series of substituted 

phenyldimethylcarbinyl chlorides is the heterolysis of the C-Cl bond leading to the 

formation of a carbocationic intermediate. Since the transition-state is carbocationic in 

nature, the influence of substituents upon the rate constant k is in the opposite direction 

to that for benzoic ionisation, in which a negative charge is being generated; hence p  

has a negative value for the reaction. However, it is observed that strongly electron-

donating substituents in the para position give rate constants for the hydrolysis of

phenyldimethylcarbinyl chlorides in 90% aqueous acetone at 25°C, Equation 5.8, that 

are larger than would be expected by their values according to the linear correlation of 

log(MW  vs- o  for the other substituents. This is because the carbocationic

intermediate, and the transition-state for its formation, can be stabilised more 

effectively by these substituents than is expected, owing to through-conjugation

between the /7-substituent and the benzylic position, Equation 5.9.

(CH3)2C+ (CH3)2C -O H(CHAC—Cl

(C H A C

fast

c r c = ch2

(C H A C

Equation 5.8

Equation 5.9

This resonance effect is not possible in the corresponding /7-substituted benzoic acid. 

The points for the strongly electron-donating substituents in the para position may be 

restored to the linear Hammett correlation by use of a modified substituent constant cf, 

Figure 5.3. The demonstration of a better linear correlation for log(kx/ku) vs. d  than for 

log(kx/kH) vs. a  provides evidence for the mechanistic involvement of a transition-state 

bearing positive charge at the benzylic position.
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Figure 5.3: A Hammett plot vs. a  for the solvolysis of substituted phenyldimethyl­
carbinyl chlorides in 90% aqueous acetone at 25°C.

When substituted benzyl substrates react with negatively charged nucleophiles, U- 

shaped Hammett plots are obtained. The minimum in the Hammett plot occurs in the 

vicinity of the unsubstituted substrate regardless of nucleophile, leaving group or 

solvent. The explanation for U-shaped or curved Hammett plots is that either there is a 

change in mechanism, from SN2 to SN1, or that there is a change in structure of the 

transition-state for a single mechanism with a differing balance of bond formation, such 

that electron-donating substituents cause a shift to a transition-state with more positive 

charge development on the central carbon. Another possible explanation is that different 

substituents act to stabilise the transition-state with a differing balance of polar and 

resonance effects (a two interaction mechanism).1[70]

The linearity of a Hammett plot over a particular range of substituents is usually taken 

as evidence for a single rate limiting step for reactions involving a transition-state of 

essentially constant structure. Observation of Hammett relationships involving two 

intersecting straight lines or that possess significant curvature has been taken as 

evidence for a changeover in mechanism or a change in transition-state structure for a 

single mechanism. For the solvolysis of substituted benzyl tosylates in aqueous acetone 

Hammond et al. found that the data was best represented by a smooth curve for 

substituents ranging from/7-methoxy to /?-nitro.[71]
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2 - p -Me

m-Me

bO 0 -  O

p-F

- 1- ro-Cl

-0.5 0 0.5

Figure 5.4: A Hammett correlation vs. <? for the acetolysis of substituted benzyl p- 
toluene sulphonates showing two linear correlations^301

The acetolysis of substituted benzyl /7-toluene sulphonates produced a curved Hammett 

correlation vs. Figure 5.4. The reaction was said to occur by a single SN2 mechanism 

that is ‘pure’ SN2 when the substituent effect is electron-withdrawing. As the substituent 

is made more electron-donating, the SN2 transition-state is stabilised and starts to 

resemble a carbocation. The SN2 carbocation resembles a SN1 transition-state however 

they still classed the mechanism as SN2.[30]

The curvature of Hammett plots has also been attributed to changes in the amount of 

bond formation and bond rupture at the transition state. If the bond formation is greater 

than the bond rupture at the transition state, the a-carbon will be less positively charged 

at the transition-state as compared to the reactants which means that the reaction would 

be accelerated by electron-withdrawing substituents and subsequently p  will be 

positive. On the other hand, if bond rupture is greater than the bond formation the a- 

carbon will be more positively charged at the transition-state as compared to the 

reactants which means that the reaction would be accelerated by electron-donating 

substituents and subsequently p  will be negative. An important factor in determining 

transition-state structure is the relative bond strengths of the a-carbon-nucleophile and 

a-carbon-leaving group and the way in which the reacting bond is altered by a change 

in substituent. It was proposed by Westaway[66] that a change of substituent on the ot-
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carbon would effect the weaker bond but have considerably less or even no effect on the 

stronger bond. The introduction of a more electron-withdrawing substituent to the aryl 

ring shortens the a-carbon-nucleophile bond and reduces the conjugation between the 

a-carbon and the benzene ring but does not alter the a-carbon-leaving group distance, 

Figure 5.5.

Figure 5.5: The effect of changing the /^-substituent on the transition-state structure for 
Sn2 reactions.

The experimental Hammett correlation vs. crfor the reaction of carbanion nucleophiles 

with a family of N-benzyl-N,N-dimethyl anilinium cations and simply alkyl halides 

possess distinctively U-shaped plots. The U-shaped plot was said to originate due to the 

fact that the structure of the SN2 transition-state were varying as the substituents were 

made to vary.[72] The bimolecular kinetic study of the benzylation of anilines in ethanol 

gave linear Hammett correlations vs. cr on varying the substituents on the aniline but 

showed considerable curvature on varying the benzyl chloride.t73] This reaction was said 

to occur by the SN2 mechanism with a transition-state that varies in tightness as the 

benzyl substituent is varied.

Different substituents interact with the transition-state with differing balance of polar 

and resonance effects. Electron-donating substituents mainly stabilise a cationic 

transition-state through a resonance effect whereas electron-withdrawing substituents 

destabilise the transition-state through a polar effect. The Yukawa-Tsuno[74] equation 

allows for the varying relative amounts of electron donation by resonance to be 

correlated, Equation 5.10, where c? -  cris an empirical measure of the ability of a 

particular substituent to donate electrons by resonance and r+ varies in some manner 

with the varying contributions of resonance effects in different reactions.
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log (kH/kx) = /?(cr+  r+ (ci -  cr)) Equation 5.10

If r+ is 0, then the equation simplifies to Equation 5.7 and when r+ is equal to unity, we

have the obedience of d .  Young and Jencks[70] have shown that by using a modified

Yukawa-Tsuno equation, it is possible to separate out polar and resonance effects, 

Equation 5.11.

log (kH/kx) = p a +  ( d  -  o)) Equation 5.11

The equation is based on separate p  and / /  parameters for the polar and resonance 

effects, respectively. The advantage of the modified Yukawa-Tsuno equation is that /3 

is a direct measure of the contribution of resonance effects to a particular reaction. 

Young and Jencks investigated the reaction between bisulphite and substituted 

acetophenones at 25°C and plotted the bimolecular rates against cr, Figure 5.6, which 

gave a U-shaped curve with a minimum at the unsubstituted acetophenone. The rate 

constants for /?-N02, m-Br and the unsubstituted compound, which are assumed to 

possess no ability to interact by resonance, form a linear series against a  where the 

slope, /?, is a measure of the polar effect of the substituent. The resonance contribution 

of substituents can then be evaluated from the deviation of the points from the linear 

correlation of cr. A correlation of the deviations against { d - d )  gives a value of p  for 

the resonance contribution.

<J
-0.30 - 0.10 0.30 0.50 0.70 0.900.10

1.20 r

1.10 . .

1.00 . .

p-Br
|  0.80 •• 

M
g> 0 . 70 - .  

0.60

*  m-Brp-Cl

deviation from cr 
linear correlation of cr 
U-shaped correlation

p-Me

0.50 ■■

0.40

Figure 5.6: A Hammett plot vs. crfor the bimolecular reaction between bisulphite and
substituted acetophenones at 25°C.
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Therefore, in reactions on benzyl substrates with negatively charged nucleophiles, the 

upward curvature of the Hammett plot for electron-withdrawing substituents occurs 

because the transition-state are stabilised by electron withdrawal through the polar 

effect and the upward curvature of the Hammett plot for electron-donating substituents 

occurs because the transition-state are stabilised by electron donation through the 

resonance effect. The change between strong electron donation and strong electron 

withdrawal will occur at the unsubstituted benzyl chloride, as this where a minimum in 

rate will occur.

Hammett correlations are examples of linear free-energy relationships, since the 

logarithm of a rate constant (or an equilibrium constant) is proportional to a free energy 

of activation ( or of reaction). Equation 5.7 may therefore be recast as

(AGH* -  AGX*) = 2.303RT op  Equation 5.12

which may in turn be expanded to:

(AHh* -  AHX*) -  T(ASh* -  ASX*) = 2.303RT op  Equation 5.13

For substituent X in the para position, the entropy of activation is approximately 

constant so that (ASH* -  ASX*) approximates to 0. The Hammett equation can then be 

rewritten as:

-AHX* = 2.303RT op  -  AHh* Equation 5.14

Figure 5.7. shows a plot of the AMI/COSMO calculated enthalpies of activation (or 

rather the negatives of theses energy differences) against cF5] (a plot against d  gave the 

same correlation as plotting against d). The calculated results show that if a single 

mechanism is in operation, either the SN2 or SN1 mechanism, then the plot would be a 

single, linear line. In this case, two mechanisms are operating giving two separate linear 

portions that crossover at the methyl substituent. The larger magnitude of the Hammett 

plot for SN1 than for SN2 correlation is consistent with the larger change in charge for 

the SN1 mechanism, Table 5.2. The a-carbon-benzene ring bond orders for the SN2 

mechanism are all small in magnitude across the series, Table 5.3. The para substituent 

effect does not have a major effect on the 0 ,- 0 ^  bond for the SN2 mechanism. 

However, as expected, the Cct-CAR bond for the SN1 mechanism possess a great deal of 

double bond character at the transition-state. There is no evidence for a dramatic change 

in resonance effect of the substituents; the bond orders for the Ca-CAR do not change
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smoothly and predictability, but do not cause non-linearity in the SN1 and SN2 

correlations.

a
-0.9 -0.7 -0.5 -0.3 -0.1 0.1 0.3 0.5 0.7

-90 . .n !

-  - 1 0 0 . .  
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a  - l l o i

3 -120

-H- -130 . .
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-150 . .
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-170 . .

Figure 5.7: A Hammett plot vs. cr for the corresponding AM 1/COSMO calculated 
energies, kJ m ol1, SN2 and SN1 mechanisms.
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Figure 5.8: A Hammett plot vs. crfor the corresponding weighted barrier heights, Wt.
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Chapter 6 -Theoretical Modelling of SN2/SN1 Reactivity of 
Benzyl Derivatives: The Reaction of Substituted 
Benzyl Chlorides with Azide Anion

6.1 Introduction
The logical extension to the investigation of the symmetric reaction of substituted 

benzyl chlorides is the investigation of an asymmetric reaction. An extensive study of 

the Sn2 and SN1 reaction mechanisms of substituted benzyl chlorides is undertaken. The 

principal goals of this study is to characterise changes from stepwise to concerted 

reaction mechanisms for aliphatic nucleophilic substitution that occur as the carbocation 

intermediate of the stepwise reaction is destabilised by electron-withdrawing ring 

substituents. In conjunction with experimental data, it may be possible to determine the 

origin for curvature in the Hammett plots of rate data for these reactions and to 

characterise the changes in the transition-state structures that occur as the ring 

substituent is made electron-withdrawing relative to p-MeO.

An experimental investigation was carried out by J. P. Richard on the solvolysis in 20% 

aqueous MeCN and nucleophilic substitution reactions at twenty-four ring substituted 

benzyl derivatives, Equation 6.1.1761 One of the aims of his investigation was to 

determine the cause of curvature that is present in certain Hammett plots of rate data for 

bimolecular nucleophilic substitution reactions, Figure 6.1(a), and for the solvolysis 

reactions at benzyl derivatives, Figure 6.1(b). The L-shaped Hammett plot curvature 

with either cr or d  shows that the transition-state for the these reactions are greatly 

stabilised by electron-donating substituents relative to H and only weakly destabilised 

by electron-withdrawing substituents. None of the data shows severe U-shaped 

curvature due to the electron-donating substituents slowing down the reaction instead of 

speeding them up. The Hammett plots for the bimolecular nucleophilic substitution 

resembles that for solvolysis reaction. This implies that these reactions undergo similar 

changes in transition-state structure in going from electron-donating to withdrawing 

ring substituents.

X = MeO, Me, H, Br or N 02 

Y = MeO, H, Br, CN or N 02 Equation 6.1
Z = H or N 02

z
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Figure 6.1: Hammett plots for the reaction of mono-substituted benzyl chlorides against 
cr for (a) the bimolecular nucleophilic substitution and (b) the solvolysis reaction in 
20% aqueous MeCN at 25°C.

It is postulated that the substrates on the left hand side of the Hammett plot undergo 

reaction by a stepwise mechanism in which the rate limiting step is the trapping of a 

carbocation-leaving group ion-pair by the nucleophile. The stepwise reaction will 

proceed through a carbocation-like transition-state that will be stabilised by electron- 

donating ring substituents. Another possibility is that there is a change in mechanism 

from stepwise to concerted as the electron-withdrawing substituents destabilise the 

transition-state and the SN1 intermediate well disappears forcing a bimolecular reaction, 

i.e. a change in transition-state structure for a single mechanism only. The curvature 

may also be due to the SN1 and SN2 mechanisms running concurrently with one
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mechanism being dominant over the other. As the stability of the carbocation is 

increased, there is an increase in the amount attributed to the SN1 pathway.

Ecr
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Figure 6.2: A Hammett plot for the reaction of the twenty-four different substituted 
benzyl chlorides against Zcrfor (a) the bimolecular nucleophilic substitution and (b) the 
solvolysis reaction in 20% aqueous MeCN at 25°C.

A Hammett plot for the reaction of the twenty-four different substituted benzyl 

chlorides against crfor the bimolecular nucleophilic substitution, Figure 6.2(a), and for 

the solvolysis reaction, Figure 6.2(b), resemble each other. For the bimolecular series, 

only two points lie off the linear correlation; the p-methoxy benzyl chloride and m- 

bromo-p-methoxy benzyl chloride. For the solvolysis series of reactions, two linear 

correlations can be plotted through the data, one being steeper in magnitude than the
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other. The steeper correlation is composed of substituents with the methoxy group in 

the para position.

6.2 Methods

N, CH  ̂ Cl n 3—  CH2 Cl

Y

X = MeO, Me, H, F, CF30  or N 02 

Y = MeO, Me, H, Br, F, CN or N 02

X
Figure 6.3: The m- and p-disubstituted benzyl chloride reaction with azide anion (N3 ) 
where X and Y are the variable substituents.

Computational modelling provides a tool for the investigation of chemical reactivity. In 

order to complement the experimental work carried out by J. P. Richard, the SN2 and 

SN1 activation energies for twenty m,/?-disubstituted benzyl chlorides is undertaken. The 

AMI semi-empirical Hamiltonian utilising COSMO,[111 a continuum model, in 

MOPAC93[12] is used to model the reaction in water. The lowest energy orientation for 

the transition-states are obtained with the C-Cl and C-N bond vector perpendicular to 

the benzene ring. Such an orientation in the transition-state allows for the overlap of the 

p-orbitals on the chlorine and nitrogen with the ^-system in the benzene ring which 

lowers the systems energy. Each of the transition-state structures is characterised as 

having only one imaginary frequency. The CAMVIB and CAMISO programs are used 

to compute the kinetic isotope effects at 298.15K.[28]

6.3 Results
The activation energy for the nucleophilic substitution reactions for the SN2 and SN1 

mechanisms are calculated for the series of the different substituted benzyl chlorides, 

Table 6.1. The enthalpy of activation for the SN2 mechanism is defined as

AH*(Sn2) = AHf (Sn2 TS)— {AHf(XYBzci)+ AHf(N3-}} / kJ m ol'. Equation 6.1

The enthalpy of activation for the SN1 mechanism is defined as

AH* (sn1) = AHf(SNl TS) — AHf(XYBzCi) / kJ m o l E q u a t i o n  6.2 

The transition-state bond lengths (A) for the carbon-chlorine (C-Cl) and carbon-

nitrogen (C-N) distances for the various mechanisms are given together with the
85



Chapter 6

Pauling bond orders which are calculated in the same manner as described in Chapter 4. 

The calculated transition-state-reactant charge difference for the nucleophile, leaving 

and benzyl group at the transition-state are given in Table 6.2. This is defined as the 

total charge on the benzyl group (or nucleophile or leaving group) at the transition-state 

minus the total charge on the benzyl group (or nucleophile or leaving group) of the 

reactants. Table 6.3 contains the a-deuterium and carbon kinetic isotope effect at 

298.15K for both mechanisms. The a-deuterium kinetic isotope effects, kH/kD, are given 

per deuterium atom. Table 6.4 contains the a-carbon-benzene ring carbon bond lengths, 

Q-Car, for the reactants and at the transition-state for the various mechanisms together 

with Pauling bond orders. The proportionality constant c = 0.3 was used to calculate the 

Pauling double bond orders.

Table 6.1: AMI/COSMO calculated activation energies, kJ mol'1, bond lengths and 
Pauling bond orders for the SN2 and SN1 mechanisms.

Substituent 
X Y AH* C -C l/A

Sn2 
C -N /A nc-c\ WC - N AH*

SN1 
C-Cl / A nc-c\

MeO MeO 160.9 2.40 2.10 0.35 0.34 124.7 2.96 0.14
MeO H 157.4 2.42 2.11 0.35 0.34 114.4 2.95 0.17
MeO Br 162.7 2.40 2.10 0.36 0.35 128.4 3.02 0.13
MeO n o 2 165.0 2.36 2.09 0.38 0.35 132.9 3.01 0.13
Me Me 157.6 2.40 2.10 0.35 0.34 122.6 3.00 0.15
Me H 159.5 2.41 2.10 0.35 0.34 125.3 3.01 0.16
Me Br 162.2 2.37 2.09 0.37 0.34 135.3 3.06 0.12
Me n o 2 165.2 2.35 2.08 0.39 0.35 143.6 3.00 0.13
H H 160.5 2.39 2.10 0.36 0.34 130.6 3.10 0.14
H Br 163.7 2.36 2.08 0.38 0.35 137.5 3.04 0.13
H CN 164.6 2.36 2.08 0.38 0.35 144.6 3.01 0.13
H n o 2 166.0 2.34 2.08 0.39 0.35 151.9 3.00 0.13
F H 162.4 2.39 2.09 0.36 0.34 136.6 3.01 0.13
F Br 167.8 2.36 2.08 0.38 0.35 140.9 3.00 0.13
F n o 2 167.4 2.34 2.08 0.39 0.35 155.0 3.07 0.12

c f 3o Br 163.9 2.33 2.07 0.40 0.36 145.1 2.95 0.14
c f 3o n o 2 166.7 2.34 2.08 0.39 0.35 162.1 3.15 0.10
n o 2 Br 168.0 2.29 2.06 0.42 0.36 172.6 3.06 0.12
n o 2 CN 170.6 2.29 2.06 0.42 0.36 174.4 3.25 0.08
n o 2 n o 2 173.5 2.28 2.05 0.43 0.37 177.9 3.15 0.10
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Table 6.2: AMI/COSMO charge distribution at the transition-state for the nucleophile, 
benzyl and leaving group for the SN2 and SN1 mechanisms.

Substituent Sn2 s Ni
X Y 4̂ 7benzyl ^C1 ^C1 ■̂ /benzyl

MeO MeO -0.22 0.47 -0.69 -0.79 0.79
MeO H -0.22 0.46 -0.68 -0.78 0.78
MeO Br -0.22 0.47 -0.69 -0.80 0.80
MeO n o 2 -0.22 0.47 -0.69 -0.81 0.81
Me Me -0.22 0.47 -0.69 -0.81 0.81
Me H -0.22 0.47 -0.69 -0.81 0.81
Me Br -0.23 0.45 -0.68 -0.81 0.81
Me n o 2 -0.23 0.44 -0.67 -0.81 0.81
H H -0.22 0.46 -0.68 -0.80 0.80
H Br -0.23 0.44 -0.67 -0.81 0.81
H CN -0.23 0.44 -0.67 -0.80 0.80
H n o 2 -0.24 0.42 -0.66 -0.81 0.81
F H -0.22 0.46 -0.68 -0.80 0.80
F Br -0.23 0.44 -0.67 -0.81 0.81
F n o 2 -0.24 0.42 -0.66 -0.83 0.83

c f 3o Br -0.25 0.40 -0.65 -0.81 0.81
c f 3o n o 2 -0.24 0.43 -0.66 -0.82 0.82
n o 2 Br -0.25 0.40 -0.65 -0.83 0.83
n o 2 CN -0.25 0.40 -0.65 -0.84 0.84
n o 2 n o 2 -0.25 0.39 -0.64 -0.84 0.84

Table 6.3: AMI/COSMO calculated a-deuterium, kH/kD, and primary carbon kinetic 
isotope effects for the SN2 and SN1 mechanisms.

Substituent
X Y kH/kD

Sn2
1̂ 12/1̂ 14 kH/kD

SN1
1̂ 12/1̂ 14

MeO MeO 1.031 1.004 1.162 1.002
MeO H 1.055 1.002 1.160 1.001
MeO Br 1.031 1.004 1.159 1.003
MeO n o 2 1.031 1.003 1.171 1.004
Me Me 1.053 1.002 1.150 1.003
Me H 1.053 1.002 1.167 1.002
Me Br 1.028 1.002 1.171 1.004
Me n o 2 1.027 1.002 1.167 1.002
H H 1.045 1.002 1.189 1.004
H Br 1.016 1.001 1.172 1.004
H CN 1.003 0.989 1.181 1.005
H n o 2 1.024 1.000 1.182 1.007
F H 1.023 1.003 1.190 1.007
F Br 1.008 1.001 1.175 1.005
F n o 2 1.014 1.000 1.190 1.007

c f 3o Br 1.004 1.000 1.182 1.004
c f 3o n o 2 1.000 1.000 1.195 1.004
n o 2 Br 1.001 0.996 1.210 1.004
n o 2 CN 1.000 0.995 1.207 1.007
n o 2 n o 2 0.995 0.995 1.201 1.001
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Table 6.4: AMI/COSMO calculated bond lengths and bond orders for the a-carbon- 
benzene ring carbon bond, Ca-CAR, for the SN2 and SN1 mechanisms.

Substituent 
X Y

Reactant
Q*"Car/A

Sn2
CctCar/A

SN1
Ccx'Car/A

Sn2

"Câ AR
SN1

n°aCAR
MeO MeO 1.481 1.444 1.378 1.13 1.41
MeO H 1.482 1.443 1.378 1.14 1.41
MeO Br 1.483 1.442 1.379 1.14 1.41
MeO n o 2 1.481 1.441 1.379 1.14 1.40
Me Me 1.480 1.445 1.378 1.12 1.40
Me H 1.480 1.446 1.378 1.12 1.40
Me Br 1.481 1.448 1.382 1.11 1.39
Me n o 2 1.483 1.452 1.391 1.11 1.36
H H 1.481 1.446 1.387 1.12 1.37
H Br 1.482 1.451 1.388 1.11 1.37
H CN 1.481 1.451 1.388 1.11 1.37
H n o 2 1.482 1.454 1.392 1.10 1.35
F H 1.481 1.447 1.380 1.12 1.40
F Br 1.481 1.451 1.383 1.11 1.39
F n o 2 1.481 1.454 1.384 1.10 1.38

c f 3o Br 1.482 1.454 1.385 1.10 1.38
c f 3o n o 2 1.482 1.454 1.387 1.10 1.37
n o 2 Br 1.483 1.461 1.401 1.08 1.31
n o 2 CN 1.485 1.462 1.400 1.08 1.32
n o 2 n o 2 1.484 1.464 1.403 1.07 1.31

6.4 Discussion
In order to investigate the influence of substituents at the meta and para positions of the 

benzyl ring on SN2 and SN1 mechanisms, their activation energies are calculated, Table 

6.1. The results show that the SN2 transition-states are stabilised by electron-donating 

substituents in either the m- or p- positions, and slightly destabilised by electron- 

withdrawing groups. However there is little overall variance in activation energy across 

the series. The m,/?-dinitro substituted benzyl chloride possesses the highest activation 

energy, 173.5 kJ mol"1, while the /?-methoxy derivative possesses the lowest, 157.4 kJ 

mol"1. As the substituents are made more electron-withdrawing, the transition-states 

become tighter as nucleophilic and leaving group stabilisation is required. The p- 

methoxy derivatives posses the loosest transition-state while the />-nitro derivatives 

posses the tightest. In going from electron-donating to withdrawing substituents, there is 

an increase in the transition-state bond order which is reflected in the decrease of Aq for 

the nucleophile, leaving and benzyl group. Neither meta or para substituents have a 

major effect on the Cot-CAR bond for the SN2 mechanism.
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The kinetic isotope effects (KIE) for the substitution of a single deuterium for a proton 

at the a-carbon and the carbon isotope effects are calculated at 298.15K, Table 6.3. The 

Sn2 reaction mechanism proceeds through a transition-state in which the nucleophile 

and leaving group are both partially bonded to the benzylic carbocation. The benzyl 

groups with the more electron-donating substituents have looser transition-states and so 

have a greater a-deuterium KIE than benzyl groups with electron-withdrawing 

substituents. This relationship can be seen with the methoxy substituted benzyl families 

which have the loosest transition-states and the largest a-deuterium KIE whereas m,p- 

dinitro benzyl chloride has the tightest transition-state and the only inverse a-deuterium 

KIE. The carbon isotope effects are not inline with prediction as the calculated results 

show that the tightest transition-states give inverse values.

The SN1 reaction mechanism proceeds through a carbocation transition-state that is 

greatly stabilised by electron-donating groups which interact with the developing 

positive charge. This is reflected in the lower activation energies for benzyl derivatives 

with electron-donating substituents. As the electron-donating ability of substituent is 

replaced by electron-withdrawing substituents, the carbocation stability is reduced. Due 

to this decrease in carbocation stability, the activation energy increases. This manifests 

itself in a difference of approximately 40 kJ mol'1 between the /?-methoxy and /?-nitro 

benzyl families. The greater looseness of the SN1 transition state as compared to the SN2 

is reflected by a greater Aq value for the benzyl and leaving group. The Ca-CAR bond for 

the SN1 mechanism possess a great deal of double bond character at the transition-state. 

As the nature of the electron-withdrawing substituents is increased, the bond between 

carbocation and leaving group increases due to the destabilisation of the carbocation. 

This in turn leads to a looser transition-state which is associated with a large a- 

deuterium KIE. This relationship can be seen with the p-methoxy family which have the 

tightest transition-states and the smallest a-deuterium KIE, whereas the p-nitro family 

possess the loosest transition-state and greatest a-deuterium KIE.
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6.4.1 Structure-activity relationships

The AMI/COSMO calculated energies for the SN2 and SN1 mechanisms for the reaction 

with mono-substituted benzyl chlorides are plotted against the summation of Hammett 

a  values[75] (or rather the negatives of theses energy differences), Figure 6.3(a) and (b). 

The curved Hammett plots for the SN2 mechanism resembles that for SN1 reaction. This 

is because the reactions undergo similar changes in transition-state structure and a 

decrease in reactivity going from electron-donating to withdrawing ring substituents. 

The transition-states on the left hand side of benzyl chloride, a  = 0, are loose with a 

great deal of carbocation character for both the SN1 and SN2 mechanisms.

a
-0.30 -0.10 0.10 0.30 0.50 0.70

-110

-120 . .
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o
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m-NO-
-160 ••
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Figure 6.3: A Hammett plot for the reaction of mono-substituted benzyl chlorides 
against crfor the SN2 and the SN1 reaction mechanisms.

A Hammett plot for the reaction of the twenty different substituted benzyl chlorides 

against the crfor the SN2 and SN1 activation energies, Figure 6.4, do not resemble each 

other. A linear correlation can be plotted through the data for both the SN2 and SN1 

series of reactions. For the calculated results, the crossover of the two linear correlations 

occurs when the substituents are strongly electron-withdrawing, which destabilise the 

carbocation of the SN1 mechanism, and so enforces the SN2 mechanism. The crossover 

point of the two linear correlations for the calculated results would shift to the left if the 

solvent modelled was less polar than water as a decrease in polarity of the solvent 

decreases the rate of the SN1 mechanism. The crossover point of the two linear
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correlations for the calculated results would shift to right if the reaction entropy would 

effect the rate of the SN2 mechanism greater than it would effect the SN1 mechanism.

l a
-0.30 -0.10 0.10 0.30 0.50 0.70 0.90 1.10 1.30 1.50
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Figure 6.4: A Hammett plot for the reaction of twenty substituted benzyl chlorides 
against Zcrfor the ring substituents for the SN2 and the SN1 reaction mechanisms.

Comparing the Hammett correlations for the experimental solvolysis data, Figure 6.2b 

with the calculated plot, Figure 6.4, an obvious similarity is noticed; both contain two 

linear correlations through the data. The shallower, lower linear correlation is due to the 

Sn2 mechanism while the steeper linear correlation is due to the SN1 mechanism. From 

the experimental bimolecular data. The points that lie on the correlation, such as m- 

methoxy benzyl chloride, would react by a ‘pure’ SN2 mechanism while the points that 

lie off the correlation, such as /?-methoxy benzyl chloride, would react by a stepwise 

mechanism.

6.5 Conclusion
It has been demonstrated for the solvolysis reaction that linear correlations originate 

from a single mechanism operating. For solvolysis reactions, where the reaction is 

pseudo-first-order, two separate linear portions occur, one relating to the SN2 

mechanism being dominant, and the other steeper portion relating to the SN1 

mechanism. The L-shaped curvature for the solvolysis reaction is due to the SN1 and 

Sn2 mechanisms running concurrently with one mechanism being dominant over the 

other. As the stability of the carbocation is increases, there is an increase in the amount 

attributed to the SN1 pathway. The calculations performed do not reveal the cause of the 

departure from linearity for the bimolecular data, Figure 6.2(a), for points that lie off the 

linear correlation, such as /?-methoxy benzyl chloride. It has been postulated that
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substrates such as /?-methoxy benzyl chloride undergo the reaction by a stepwise 

mechanism in which the rate limiting step is the trapping of a carbocation-leaving group 

ion-pair by the nucleophile. A quantum mechanical/molecular mechanical (QM/MM) 

model based on the default AMI model in CHARMM[l5] with transition-state 

refinement controlled by an external program, GRACE,[60] could be used to investigate 

the energetics of different rate limiting steps including the trapping of a carbocation- 

leaving group ion-pair.
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Chapter 7- The Transfer of the Methoxycarbonyl Group 
between Isoquinoline and Substituted Pyridines in 
Aqueous Solution

7.1 Introduction
To probe the nature of activated-complex structure and properties is important because 

of the fundamental role of the activated-complex within the transition-state theory of 

chemical reactivity. Experimental mechanistic investigations yield results which are 

generally interrupted in terms of activated-complex structure; for example a non-linear 

Bronsted correlation indicates an intermediate borderline between concerted and 

stepwise mechanisms. It is usually difficult to predict the position of this breakpoint in a 

two-step mechanism. The exception is when the entering and leaving groups have 

similar structures. Assuming that a Bronsted dependence is under investigation for a 

stepwise mechanism involving the nucleophilic (Nu) displacement of the leaving group 

(Lg), Equation 7.1, then each step will have its own Bronsted equation (log &Nu = /^.pIC, 

+ Cn) and the measured rate constant will be governed by Equation 7.2 where k0 is a 

constant, ApK= pKNu - pKLg and = P  - J3A. The p terms refer to the exponents for 

Bronsted-type equations for the individual rate constants in the scheme.

k\ k2
A-Lg + Nu \ ^  Nu-A-Lg ----------- ► A-Nu + Lg Equation 7.1

k.\

koks = k„ 10M* / (1 + 10 -AMpK) Equation 7.2

Equation 7.2 predicts a free energy relationship with two straight lines intersecting at 

ApK = 0, i.e. k ! = k2, when the change in rate limiting step occurs. A Bronsted plot 

must possess sufficient data points spread over a wide range of substitutional 

parameters to enable a reasonable statistical estimation of the slope.[77]

The observation of a Bronsted relationship involving two intersecting straight lines is 

taken as evidence for a change in the rate limiting step. The linearity of a free energy 

relationship is taken as evidence for a single limiting mechanism within the range of 

substituent parameters measured such as pIC,. Therefore a break in a plot would suggest 

a change in mechanism. A Bronsted plot can be seen for the attack of various 

substituted pyridines on 2,4,6-trinitrophenyl acetate,[31] Figure 7.1. The plot comprised
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of two straight lines that intersected. The presence of this break point between two 

linear portions of a free energy relationship is regarded as evidence for the existence of 

the formation or breakdown of an intermediate in a stepwise mechanism.

2

0

102 4 86
PKxpy

Figure 7.1: A Bronsted plot for the attack of substituted pyridines on 2,4,6- 
trinitrophenyl acetate indicating a stepwise mechanism.

An experimental investigation was carried out by Chrystiuk and Williams[78] on transfer 

of the methoxycarbonyl group between isoquinoline and various pyridine nucleophiles, 

Equation 7.3.

X-Oc°2Me + OO Equation 7.3

The study of acyl group transfer reaction in aqueous solution was undertaken using 

polar substituent effects to discriminate between a concerted and stepwise mechanism. 

The methoxycarbonyl group was chosen as it offered a reduction in rate compared to 

other functional groups enabling the kinetic to be followed more easily. Isoquinoline 

was employed as a leaving group because the spectral change enables the reaction to be 

followed at relatively low concentrations. The above considerations are not factors 

when following the reaction computationally. In their study, Chrystiuk and Williams 

came to the conclusion that the reaction was concerted and not stepwise in nature due to 

the fact that their Bronsted plot followed a good linear relationship over a wide plC, 

range, Figure 7.2. A two step mechanism with two transition-states requires a ‘break’ in 

the Bronsted plot at the pKa of isoquinoline. They stated that there was no statistical 

justification for this ‘break’, so a one step, concerted mechanism was proposed.
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ApK=0

Qkx

Figure 7.2: Chrystiuk and Williams’ Bronsted plot for the transfer of the 
methoxycarbonyl group between isoquinoline and various pyridine nucleophiles.

7.2 Mechanistic detail

X" + Y+ + Nu" [x" + Y -N u]
n Bond Order i

0

O-aCo  aa

A ssociative

0
Y -X  + Nu" [ X-Y-Nu ]"

Figure 7.3: More O’Ferrall-Jencks energy surface diagram depicting various 
mechanistic possibilities for the transfer of a carbonyl group where R, P, t  and I 
represent the reactants, products, transition-states and intermediates respectively.

There are three possible mechanisms for the transfer of the carbonyl group between 

reactants and products. If Y is defined as the carbonyl group and X as the leaving group 

which will be substituted by the incoming nucleophile, Nu, then the various
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mechanisms; dissociative (a), associative (b) and concerted (c) can be summarised by 

the use of a More 0 ’Ferrall-Jencks[43,44] diagram, Figure 7.3.

-X' +Nu
Y—X — ► Y+ — ► Y—Nu Equation 7.4

The dissociative mechanism involves the ionisation of the reactants, YX, which is then 

attacked by the nucleophile, Nu, to form the products, Y-Nu, Equation 7.4. The acylium 

ion (RCO+) is known to be stable in the gas phase and is very reactive in nucleophilic 

solvents. The stability of the acylium ion depends on ‘internal stabilisation’ and by the 

substrate possessing a good leaving group. The structure of the carbonyl group can be 

perturbed by the rest of molecule in which it resides. Both inductive and resonance 

effects can alter the electronic distribution in the carbonyl group therefore effecting the 

reactivity of the system. A double bond conjugated with the carbonyl group is a 

resonance stabilised system in which the carbonyl group is less reactive. The occurrence 

of an acylium ion intermediate in solution depends on the factors stabilising it and the 

stability of the leaving group.

+Nu~ _ -X"
Y-X — ► [X-Y-Nu] — ► Y—Nu Equation 7.5

The associative mechanism for the carbonyl group transfer reaction involves the 

formation of a tetrahedral intermediate in which the bond to the incoming group is 

made before the bond to the leaving group is broken, Equation 7.5. The conversion of 

the reaction centre from the trigonal to tetrahedral configuration will occur as the 

nucleophile forms a covalent bond to the carbon atom. This occurs because the carbon- 

oxygen double bond is weaker than the carbon-leaving group bond. The ‘new’ 

tetrahedral intermediate will possess a large amount of negative electron density centred 

on the oxygen therefore solvation of the reaction helps to stabilise the intermediate.

H
MeO—C—OH Equation 7.6

OH
The problem with detecting these tetrahedral intermediates is their rapid decomposition 

to reactants or products. However certain tetrahedral intermediates have been isolated, 

Equation 7.6.[79]

+Nu”
Y-X X-Y—Nu

t  -X"
— ► Y—Nu Equation 7.7

A concerted mechanism will have no intermediates thus will possess only a single 

transition-state, [X-Y-Nu]t_, Equation 7.7.[80] It was thought that carbonyl group transfer
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would not take place by concerted mechanisms as the associative mechanism, 

possessing a tetrahedral intermediate, was thought to be favoured.[811 This is due to the 

fact that a reaction involving the direct displacement of the leaving group as the 

nucleophile attacks, totally ignores the chemical properties of carbonyl group; that of 

addition and the ease of which it can form adducts. A possible transition-state for the 

concerted mechanism has a square planar geometry which would become tetrahedral, 

depending on the advancement of bond formation and fission to the entering and 

leaving group respectively.

A definition of an ‘enforced’ concerted mechanism can be thought of as involving a 

process passing through a structure corresponding to a species which is an intermediate 

but has a negligible barrier to decomposition, Figure 7.4.[82] This enforced concerted 

mechanism (B) could be thought as evolving from a changing condition in a stepwise 

mechanism (A), where the intermediate becomes so unstable its lifetime of 

decomposition is as short as that for a bond vibration (c.a. 10'3s). The enforced 

concerted mechanism is a possible borderline between stepwise and a regular concerted 

mechanism (C).

m3o
(JQv:

R eac tion  C o -o rd in a te

Figure 7.4: A two dimensional energy diagram illustrating a stepwise (A), enforced 
concerted (B) and a regular concerted mechanism (C).
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7.3 Previous work
A theoretical gas-phase simulation of a rate-equilibrium correlation for the 

methoxycarbonyl group transfer between isoquinoline and a range of substituted 

pyridines, Equation 7.3, was carried out by Hammond and Williams.[83,84] An 

experimental Bronsted correlation had been published for a reaction series in aqueous 

solution, Figure 7.2. The presence of a linear correlation between log k (the logarithm of 

the observed second-order rate constant) and pK  ̂ (of the conjugate acid of the 

nucleophile) over a wide range of basicity and the absence of a break point at the pK  ̂of 

isoquinoline were taken as evidence that the reaction proceeds in a concerted fashion 

rather than the usual stepwise addition-elimination mechanism for acyl transfers, Figure 

7.5.

GOOCW
AH'

Reaction co-ordinate

<DCW

Reaction co-ordinate
(a) (b)

Figure 7.5: Energy profile diagrams for (a) SN2 acyl transfer and (b) addition- 
elimination mechanism for acyl transfer.

In the study by Hammond and Williams, the pyridine nucleophiles and isoquinoline 

leaving group were mimicked by ammonia molecules whose proton affinity were 

modulated to reproduce the experimental proton affinity of each base relative to that of 

ammonia. Mimicking was accomplished by placing a pair of oppositely charged dipoles 

on the 3-fold axis of ammonia, on the same side as the hydrogens, with the negative 

charge at a constant distance L = 5.0A from the nitrogen atom, as shown in Equation 

7.8.

H
<r~ I  L ►N
•  • -------------------- v N  Equation 7.8

+q -q Y \ y
H

By adjusting the charge (|q| = 1 or 2) and the dipole separation (/) the basicity of the 

ammonia could be tuned. The proton affinities were calculated as the negative heats of
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reaction, Equation 7.9, where q'q+ indicates a dipole moment and location which were 

the same in the reactant and product species.

NH3. q'q+ +H+ -> NH4+. q q+ Equation 7.9

It was assumed that the contributions from the entropy were essentially constant and 

would not sensibly affect the relative values of AH* and AH. This simplification allows 

the rate-equilibrium correlation to be constructed as a plot of AH1 vs. AH only. In 

practice the plot of the activation enthalpies were plotted against relative proton 

affinities, Figure 7.6. The plot comprised of two straight lines intersecting at the proton 

affinity of isoquinoline. The presence of a break point between two linear portions of a 

free energy relationship is regarded as evidence for the existence of the formation or 

breakdown of an intermediate in a stepwise mechanism. The advantage of the 

computaional study is that it allowed the characterisation of all the steps in the reaction 

profile, i.e. the barrier heights for the addition and elimination steps and the energy of 

the intermediate whereas experimentally only the rate determining step is seen. This 

allowed the generation of two complete intersecting lines in the Bronsted plot.
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Figure 7.6: Bronsted plot of AMI heats of activation for the formation and breakdown 
of the intermediate vs. relative proton affinity of the nucleophile (Hammond & 
Williams).

Hammond & Williams stated that it was important to discover whether the involvement 

of an intermediate in the predicted gas-phase mechanism was merely an artefact of the 

model used or was a true reflection on reality. Their model was deficient in two
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respects. First, it neglected the steric bulk of the pyridines and isoquinoline. Secondly, 

there was no attempt to include the effect of solvation on the system.

7.4 Methods
The transfer of the methoxycarbonyl group between isoquinoline and substituted 

pyridines in aqueous solution was ideal to be subjected to theoretical exploration, 

Equation 7.3. Due to the size of the system, the AMI semi-empirical Hamiltonian in 

MOPAC93[12] was used to model the ‘whole’ reacting system. The main deficiency of 

the earlier theoretical reaction model was that no attempt was made to include the effect 

of solvation on the system. This is addressed here using the continuum model, COSMO, 

to mimic the effects of solvation.[1,] In the transfer reaction of the methoxycarbonyl 

group between isoquinoline and pyridine nucleophiles, we are not dealing with 

substituted aryl compounds so it is appropriate to use a Bronsted rather than the 

Hammett relationship used in Chapter 5 and 6, i.e. using pK^s instead of crvalues.

7.5 Results
The energies for the first transition-state (TS1), the intermediate (INT) and the second 

transition-state (TS2) are calculated for each member of a series where the substituent X 

was varied in the nucleophile, Figure 7.2. The enthalpy of activation for the transition- 

states and intermediate was defined as:

AH* (TS) = AHf(TS) — ( AHf(Reactant) + AHf(Nucleophi|e)) / kJ mol Equation 7.10

Table 7.1 contains the energies of activation for the transition-states and intermediate 

for the reaction together with the carbon-nitrogen bond lengths. Table 7.2 contains 

Pauling bond orders for the reaction where the proportionality constant c is equal to 0.6 

together with the charge on the nucleophile, gNu, defined as the sum of the atomic 

charges on the nucleophilic group.

101



Chapter 7

Table 7.1: AM 1/COSMO calculated energies, kJ mol'1, and bond lengths for the 
reactions of substituted pyridines with //-(methoxycarbonyl) isoquinolinium ion.

X AH* TS1 A/f* jnj A//* TS2 C-N n„ /A
nuT S l

C-Nlg /A
lgT S l

C-Nnu /A
IN T

C-Nlg /A
g IN T

C-Nn„ /A
nuT S 2

C-Nlg /A
gT S2

n h 2 98.5 69.3 75.0 1.868 1.490 1.517 1.584 1.477 1.796

MeO 107.9 91.1 102.1 1.844 1.492 1.538 1.570 1.489 1.822

Me 107.4 91.2 102.6 1.844 1.492 1.542 1.569 1.491 1.826

H 107.7 92.4 103.9 1.831 1.494 1.565 1.565 1.494 1.831

0 0 111.5 101.0 111.5 1.843 1.492 1.543 1.567 1.492 1.827

MeOCO 115.6 109.3 121.9 1.809 1.496 1.561 1.557 1.498 1.842

CN 115.6 106.7 121.6 1.812 1.496 1.573 1.548 1.495 1.853

n o 2 123.6 120.0 135.7 1.784 1.499 1.571 1.551 1.502 1.846

* isoquinoline is the attacking nucleophile

Table 7.2: AM 1/COSMO calculated Pauling bond orders and the charge on the 
nucleophile for the TS1, INT and TS2.

WC - N T S ] n C-N JN T r t C -N  t s 2  ^ N u TS1 ^ N u IN T  ^  N u

n h 2 0.47 0.85 0.91 0.34 0.78 0.86

MeO 0.50 0.84 0.91 0.36 0.76 0.85

Me 0.51 0.84 0.91 0.38 0.77 0.86

H 0.51 0.84 0.91 0.38 0.76 0.86

MeOCO 0.55 0.82 0.92 0.40 0.74 0.87

CN 0.54 0.81 0.92 0.40 0.69 0.87

n o 2 0.57 0.81 0.91 0.43 0.72 0.87

7.6 Discussion

7.6.1 Barrier heights

The examination of the calculated enthalpy of activation for TS1, INT and TS2, shows 

that for the most powerful nucleophile, X=NH2, the first transition-state is the rate 

determining step. As the series is descended to the weakest nucleophile, X=N02, the 

second transition state becomes rate determining, Table 7.1. The reason is that the 

height of the TS1 barrier is related to the nucleophilicity of the attacking nucleophile. 

The electron-donating substituents provide more powerful nucleophiles due to their 

ability to increase the availability of the lone pair for nucleophilic attack. This ability 

decreases as the substituent becomes more electron-withdrawing. The intermediate is 

stabilised greatly by electron-donating substituents that can delocalise the positive
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charge that is formed on the nitrogen, Figure 7.7. The intermediate is lower in energy 

than either the TS1 and TS2 barrier heights. For the nucleophilic attack by p- 

nitropyridine, the TS1 barrier height is only 3.6 kJ mol"1 higher in energy than its 

intermediate. By adding more electron-withdrawing groups to the pyridine ring, it may 

be possible to lower the barrier to such an extent that it could be classed as an 

‘enforced’ concerted mechanism. A further lowering of the barrier would then lead to 

the reaction being classed as a ‘true’ concerted mechanism. Table 7.2 shows that as the 

series is descended, the trend in the bond order, /ic.N, and relative charge, ^Nuc, of TS1 

increases as the bond between the nucleophile and reacting carbon decreases. For TS2, 

the bond order and relative charge for the nucleophile stays constant as the bond length 

is close to that which is in the final product.

Figure 7.7: The possible transfer mechanism of the methoxycarbonyl group between 
isoquinoline and /7-aminopyridine depicting the stabilisation of the intermediate.

7.6.2 Bronsted correlations

The enthalpy for reaction for the proton transfer reaction (PA) where X is a variable 

substituent, Equation 7.11, are calculated and plotted against -AH1, Table 7.3. A plot of 

all the barrier heights for the reaction shows a typical stepwise Bronsted correlation, 

Figure 7.8; The plot shows two intersecting lines with a break at the APA of 

isoquinoline.

+ H3O+ Equation 7.11
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Table 7.3: AMI/COSMO calculated Energies, kJ mol'1, for the reactions of substituted 
pyridines with A-(methoxycarbonyl)isoquinolinium ion.

X -AH \ Si -AH \m -ATT TS2 -AH  p r o d u c t APA

n h 2 -98.5 -69.3 -75.0 48.1 117.3

Me -107.4 -91.2 -102.6 10.7 101.2

H -107.7 -92.4 -103.9 8.6 99.9

CO -111.5 -101.0 -111.5 0.0 94.8

MeOCO -115.6 -109.3 -121.9 -12.9 88.6

CN -115.6 -106.7 -121.6 -11.3 86.7

n o 2 -123.6 -120.0 -135.7 -27.0 78.5

Correlation 0.99 0.99 1.00 0.99

INT

TS2
-70 -

-80

TS1<—>
-100

-H- NHDC
-110

H M e

Isoquinoline-120

MeOCO
CN-130 NO

-140

75 80 85 10090 95 105 110 115 120

APA / kJ m o l'1

Figure 7.8: A stepwise Bronsted plot of the rate determining step for the reaction of 
substituted pyridines with A-(methoxycarbonyl)isoquinolinium ion.
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Figure 7.9: A linear Bronsted plot of the rate determining step for the reaction of 
substituted pyridines with A-(methoxycarbonyl)isoquinolinium ion.

A plot of only the rate determining steps, i.e. the larger barrier heights, for each 

nucleophile gives a Bronsted plot that shows a good linear relationship and correlation 

(0.96) over a wide pK  ̂range, Figure 7.9. This could mistakenly be taken as evidence 

for a concerted reaction mechanism even though the theoretical calculations have 

clearly shown the reaction to be stepwise. It should be noted that a curve could also be 

plotted through the data. In the study by Chrystiuk and Williams the large amount of 

scatter should be noted.

7.7 Conclusion
In the transfer reaction of the methoxycarbonyl group between isoquinoline and 

substituted pyridines in aqueous solution, Chrystiuk and Williams came to the 

conclusion that the reaction was concerted and not stepwise in nature due to the fact that 

their Bronsted plot followed a ‘good’ linear relationship over a wide pIC, range. In both 

the AMI and AMI/COSMO theoretical simulation of the system, the conclusion drawn 

was that the mechanism was stepwise. A Bronsted plot featuring only the rate 

determining step gave a reasonably good linear plot which could wrongly be taken as 

evidence for a concerted mechanism. Great care must be taken when assigning 

mechanisms as to whether a Bronsted plot is linear or possesses a break. From their 

results, Chrystiuk and Williams were correct in stating that there is no statistical 

justification for a stepwise reaction mechanism. However by then inferring that the
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reaction must be concerted may be incorrect. It has been shown that by statistical 

manipulation of the results, incorrect conclusions can be drawn.

The same type of methodology could be used to investigate the nature of change in 

mechanisms, if any, using the either a phosphyl or sulphyl group transfer reactions for 

which experimental results are available.185,86,871 Alternatively, different leaving groups 

or nucleophiles could be investigated. To test the reliability of the COSMO method, a 

simulation that includes specific solvent-solute interactions by the utilisation of a hybrid 

QM/MM method could be used to check the reliability of the COSMO conclusions. A 

semi-empirical QM/MM transition-state refinement method such as the 

GRACE/CHARMM[60,15] suite of programs could be used which would give an insight 

into the important specific stabilisation effect of the solvent[88,891
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Chapter8 - The Evaluation of More O’Ferrall-Jencks and 
Pross-Shaik Models Bimolecular Substitution 
Reactions

8.1 Introduction

In the study of reaction mechanisms it is helpful to be able to predict the effects of 

reactant variation on the transition-state structure. The investigation of nucleophilic 

substitution reactions at benzyl derivatives can be explored using a model based upon 

the properties of quantum chemically calculated energies for reacting systems. The 

changes can be rationalised at a descriptive level using two dimensional reaction co­

ordinate diagrams and a simple model to explain the shifts in transition-state structures 

as developed by More 0'Ferrall-Jencks.[43,44] This model is attractive because of its 

relative simplicity and its ability to rationalise and predict experimental data for a wide 

variety of organic reactions. However, the model is not universally accepted and used. 

Changes in transition-state structure may also be explained by the valence bond 

configuration mixing model of Pross and Shaik,[90] in which the reaction co-ordinate is 

generated by a linear combination of valence bond electronic configurations.

The predictions of the More O'Ferrall-Jencks reaction co-ordinate model and the model 

proposed by Pross and Shaik will be compared with the observations from the 

computational study for the bimolecular substitution reaction at benzyl derivatives. 

These comparisons will allow a determination of the effectiveness of the More 

O'Ferrall-Jencks and Pross and Shaik theories in the prediction and rationalisation of 

structure-reactivity effects on organic reactions and will highlight any deficiencies that 

they possess.

8.1.1 More O’Ferrall-Jencks

A description of a More O’Ferrall-Jencks diagram was provided in Chapter 4. A Moore 

O’Ferrall-Jencks potential energy surface for an SN2 reaction mechanism can be seen in

Figure 8.1. The reactants are designated as C-X and Nuc" for the reactant and 

nucleophile, respectively. The C signifies the a-carbon at the substitution centre of C-X. 

The reactants are at an energy minimum at the front right comer. At the front left comer 

is the triple ion pair, Nuc_+C++X". At the back right comer is the hypothetical
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intermediate comer, [Nuc-C-X]", which has a pentacovalent carbon at its centre. The 

products C-Nuc and X" are at the back left comer. In the SN2 mechanism, the C-X 

bond breaking and C-Nuc bond making process occur at the same time. Therefore the 

reaction co-ordinate (dark heavy line) mns diagonally from the reactant to the product 

comer, with the transition-state (TS), which for simplicity is assumed to be at the 

midpoint.

Figure 8.1: 3-Dimensional energy surface and reaction co-ordinate diagram for the SN2 
reaction mechanism.[91]

The effects of various parameters on the location of the SN2 transition-state can be 

understood from these diagrams.[64] Changing the substituents so as to supply electrons

at the substitution centre will lower the energy of the ion pair comer (Nuc"+C++X~). 

This change will cause a shift of transition-state structure perpendicular to the reaction 

co-ordinate to TS*, Figure 8.2. The new transition-state will be looser than the first one. 

The C-X bond cleavage has proceeded farther and the C-Nuc bond formation bond has 

proceed less than in TS. This would be reflected in greater positive charge on the a- 

carbon and greater negative charge on the leaving group. Replacing the leaving group 

by a better one would be equivalent to lowering the energy along the triple ion-reactant 

edge of the diagram. For the SN2 process, changing to a better leaving group has two 

effects on the movement of the transition-state structure. Movement from the centre of

Nuc-C—X

Nuc

c-x
Bond Order
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the diagram (TS) back along the reaction co-ordinate towards the reactant comer is 

accompanied by perpendicular movement of the reaction co-ordinate towards the triple

ion comer, (Nuc"+C++X~). If both of these motions occur to an equal extent, the net 

result expected is a new transition-state structure at TS**. The new transition-state will 

be looser with respect to the C-Nuc distance and approximately unchanged for the C-X 

distance.

Products Pentacovalent

o
G

<Do
C& 

' c/i•3a3£
TS

TS*U
TS**

Triple ion Reactants

<-----------------  C ------X distance ---------------------►
decrease increase

Figure 8.2: A horizontal plane projection of the SN2 reaction co-ordinate. The transition- 
state TS is shifted to TS* by an increase in the electron donation to the reacting centre 
or to TS** by changing to a better the leaving group or to TS*** by changing to a better 
nucleophile.

The increase in nucleophilicity of the attacking nucleophile means that the reactant- 

pentacovalent comer will be lowered giving rise to a perpendicular motion while 

lowering the product comer will give a parallel motion. A new transition-state at TS*** 

which is the resultant of the perpendicular and parallel vectors. The transition-state will 

be characterised by a reduction in the R-X cleavage and unchanged with respect to the 

C-Nuc distance. As a consequence of the reduction in the R-X cleavage there will be a 

decrease in the charge at both R and X.
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8.1.2 Valence bond configuration model

The changes in transition-state structure can be explained by the valence bond 

configuration mixing model of Pross and Shaik, in which the reaction co-ordinate is 

generated by a linear combination of valence bond electronic configurations.192,931

Nucr + R—X Nuc—R + X:' Equation 8.1

There are four electrons involved in the SN2 reaction mechanism, Equation 8.1, and four 

energetically sensible valence bond forms configuration 8.2a to d, resulting from 

different distributions of these four electrons.. Neither nucleophile (Nuc) or leaving 

group (X) is given a positive charge as both are more electronegative than R. These are 

the four important contributors to the reaction profile.

Nuc:' R- X Nuc- R- :X' Nuc:’ R+ :X“ Nuc- R~ -X 
configuration 8.2 a b c d

For a methyl derivative, the SN2 reaction profile to a first approximation can be built up 

from configuration 8.2a and b only. This is because the ground state of the reactant can 

be described by configuration 8.2a and the ground state of the product by configuration 

8.2b which puts a full negative charge on either the Nuc or X group. Configurations 

8.2c and d place a full positive or negative charge on the CH3 group and are expected 

not to have any significant effect on the reaction co-ordinate because they are of such 

high energy.

At the beginning of the reaction, the nucleophile will be far away from the reactant, 

configuration 8.3a, and at the end of the reaction, the structure corresponding to same 

electronic configuration is shown in configuration 8.3b.

Nuc:" R- -X Nuc- -R-" -X
configuration 8.3 a b

It is important to note that according to this model the Nuc:" structure in configuration 

8.2a always has possession of its two electrons no matter if it is close or far from R. 

There are two reasons why configuration 8.2a increases in energy along the reaction co­

ordinate. First, as the distance between R and X increases, the R-X bond breaks leaving 

the radical X-. Secondly, as the distance between R and Nuc decreases, a three electron

repulsive interaction between Nuc:" and R- is generated. Similarly electron 

configuration 8.2b decreases in energy from the start of the reaction to the end. In this

valence bond structure, X r always has possession of two of its electrons. At the
111



Chapter 8

beginning of the reaction, the structure corresponding to this configuration is given by 

configuration 8.4a at the start and configuration 8.4b at the end. Configuration 8.4b 

does not have the three-electron repulsion that exists in configuration 8.4a as it has a 

bond between Nuc and R.

Nuc- -R- -X" Nuc- -R :X"
configuration 8.4 a b

The changes in energy of configuration 8.2a and b along the reaction co-ordinate for a 

thermoneutral and exothermic reaction can be seen in Figure 8.3. The dashed line in 

each case shows the reaction profile for the reaction. The reaction profile follows the 

potential curve for configuration 8.2a before the transition-state and configuration 8.2b 

after the transition-state. The transition-state is the ‘avoided-crossing’ of the two 

configurations.

N uc- -R : X '

Reaction co-ordinate

-r . - x *

N u c -  -R :X *

Reaction co-ordinate

(a) (b)
Figure 8.3: A simplified SN2 reaction profile from configuration 8.2a reactant to 
configuration 8.2b product. The dashed lines denote the avoided crossing for (a) a 
thermoneutral and (b) an exothermic reaction.

At the transition-state of Equation 8.1 there is a single electron shift from Nuc:" to X. 

This is true since configuration 8.2a Nuc:" has two electrons and X- has one but in 

configuration 8.2a Nuc- has one and X:" has two. The transition-state is the avoided 

crossing of the potential energy curves of configuration 8.2a and b. This is where the 

reacting species can be considered to switch over from configuration 8.2a to b. 

According to this model there is never any charge on R. R has one electron with which 

it forms a bond with X in configuration 8.2a and with which it forms a bond with Nuc 

in configuration 8.2b. Nuc:" has a whole negative charge early on in the reaction while 

X:" has a whole negative charge later on in the reaction. At the transition-state X and 

Nuc, each have half a negative charge. In the exothermic reaction of Figure 8.3b the
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transition-state, in agreement with the Hammond postulate, occurs earlier in the reaction 

co-ordinate.

In Figure 8.3 the energies of configuration 8.2a and b change linearly along the reaction 

co-ordinate. This is an over-simpliflcation and may not be the case. At the start of the 

reaction, when the nucleophile is far from RX and X is close to R, the first excited state 

of the reactants, configuration 8.2b, is bonded as shown in configuration 8.4a. In the 

excited state the nucleophile is a free radical and the extra electron on R is in a three 

electron bond with X. At the end of the reaction the first excited state of the products, 

configuration 8.2a, is bonded as shown in configuration 8.3b. Now the free radical and 

R-Nuc is a three electron bond. If the three electron bonds are stable, which means that 

they are extensively delocalised, the curves may descend less steeply at the edges of the 

diagram than in centre. This situation is shown in Figure 8.4(a). On the other hand if 

they particularly unstable the curves may descend more steeply to the avoided crossing 

as shown Figure 8.4(b).

N u c .  .R . .X *

Reaction co-ordinate

N uc- -R :X *

Reaction co-ordinate

(a) (b)
Figure 8.4: (a) An SN2 profile for the case when the first excited states of the reactant 
and product are stabilised, (b) An SN2 profile for the case when the first excited states of 
the reactant and product are destabilised.

A chemical reaction involves both geometric and electronic reorganisation. The barrier 

to a chemical reaction comes about from the way these two reorganisations are coupled 

together. The barrier arises from the need to distort the reactant structure in such a way 

that simultaneously lowers the energy of the product configuration and raises the energy 

of the reactant configuration to a point at which they are isoenergetic. This geometric 

distortion is the mechanism by which the electronic rearrangement can take place.[94] 

The overall deformation energy required for the reactant to reach its transition-state can 

be partitioned into AEr which is associated with the bond stretch, and into a component
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AE0 which is associated with angular deformation, as shown in Equation 8.5. From their 

calculations the main component of the deformation energy is the AEr term which is 

related to the C-X stretch. It was proposed that there should therefore be possible to 

link, the looseness of a transition-state structure to the magnitude of the reaction 

barrier.[95]

Equation 8.5

H H
The distortion which distinguishes the reactant and the transition-state from each other 

is defined as Ad* = d*-d°. To create a uniform scale of relative C-X stretching for 

different Xs, it was convenient to define the percentage of C-X stretching at the 

transition-state, Equation 8.6.

%CX* = 100 Ad* /d° Equation 8.6

The looseness of a system can be defined as the sum of the percentages for the two C-X 

bonds, as shown in Equation 8.7.

%Z* = 2 (%CX*) Equation 8.7

A large %l} is characteristic of a loose or ‘exploded’ transition-state. A ‘fast’ reaction 

(i.e. small intrinsic barrier) will therefore only require slight distortion to reach its 

transition-state which will be tight. This model maintains that a large distortion energy 

corresponds to a looser or “exploded” transition-state. Therefore reactions with a high 

intrinsic barrier will require a large amount of molecular distortion to reach the 

transition-state which therefore will be loose.[96]

The height of the transition-state depends on four factors. Other factors being equal, 

Figure 8.3 shows that the barrier heights is related to the exothermicity of a reaction.[97]
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The second factor is the degree to which the crossing is avoided. At the point of 

crossing, the two states are of equal energy and therefore they mix into each other 

strongly, causing the lower energy one to be lowered still further and the higher energy 

one to be raised further. Thus the transition-state is at a lower energy than the crossing 

of the two configurations and this difference is termed (3. The third factor is the height 

of the energy barrier between the ground state and excited state curves at the start of the 

reaction co-ordinate. The energy difference in going from the lower to the upper curve, 

is due the fact that an electron must be removed from Nuc and added to R-X. Thus the 

difference in energy between the ground state and excited state depends on I ^ -A r* in 

which INuc is the ionisation potential of the nucleophile and Ar* is the electron affinity 

of R-X. The strength of the three electron bond of the first excited state of the reactants 

can affect the reactivity of the system. As Figure 8.4 shows, that for a given INuc-A rx 

value, if the bond is strong and delocalised, the avoiding crossing will be reached at a 

higher energy than if the bond is weak. The factors that effect the energy of the 

transition-state in SN2 reactions can be summed up as E = / (INuc- Arx)-P- The factor/is 

the fraction of the energy gap I ^ -A r* that is under the avoided crossing. The fraction 

depends on both the shapes of the first excited state curves and on AH of the reaction.[98]

Nuc* *R :X ”

Reaction co-ordinate Reaction co-ordinate

(a) (b)
Figure 8.5: (a) Reactant, product and carbocation configurations involving a moderately 
stable R+. (b) Reactant, product and carbocation configurations where R+ is stable 
enough that an intermediate is formed.

To discuss the SN2 reactions on benzyl derivatives by the Pross and Shaik method, we 

need to build the reaction profile from the original valence bond structures, 

configuration 8.2a to d. However in this case we can not discard configuration 8.2c and 

d as we did for the methyl derivative. For compounds containing an electron donating
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substituent, configuration 8.2c will be important. We can build reaction profiles as seen 

in Figure 8.5 by plotting the energies of configuration 8.2a to d. Configuration 8.2a and 

b will behave as in the SN2 reaction of methyl derivatives. Configuration 8.2c is high in

energy at the start of the reaction but halfway along the reaction co-ordinate when Nucr

draws close to R+ and R+ is now surrounded by two anions, it will possess a potential

energy minimum. As X" departs, the potential energy rises again. Depending on the 

stability of configuration 8.2c at its potential minimum, the potential energies of 

configuration 8.2a to c may vary as shown in Figure 8.5a or the reaction will have a low 

barrier and involve a reaction intermediate whose electronic configuration corresponds 

to configuration 8.2c. When configuration 8.2c is mixed in with configuration 8.2a and 

b, they no longer contribute equally to the transition-state. In Figure 8.5b, the transition- 

state occurs when configuration 8.2a and c are of equal energy but configuration 8.2b is 

still of much higher energy and thus is only a small contributor.

The effects of various parameters on the location of the SN2 transition-state can be 

understood by examining the effects they have on configurational stability. The result of 

increasing the leaving group ability is to lower the energy of configuration 8.2b and c in 

which the R-X bond pair is already delocalised on the leaving group. The stabilisation 

of configuration 8.2b and c leads to an increased bond loosening of the R-X bond since 

both configurations favour a weak R-X linkage. The effect on the Nuc-R bond is less 

clear as configuration 8.2b favours bond formation whereas configuration 8.2c favours 

little Nuc-R bond making. Configuration 8.2b mixes into the transition-state to a 

greater extend than configuration 8.2c due to its greater stability of the former 

configuration. As a consequence the effect of introducing a better leaving group is 

expected to lead to a greater Nuc-R bond formation. The result of increasing the 

nucleophile strength is the lowering of configuration 8.2b since the nucleophile is a 

better donor consequently mixing into the transition-state to a greater extent. The 

configuration 8.2b encourages greater Nuc-R bond formation as well as greater R-X 

bond cleavage.

The effect of ring substituents in the ring will have a significant impact on the relative

stabilities of the different configurations. Configuration 8.2a has a slight positive charge_
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on the carbon which is a reflection of the polar R-X bond. Configurations 8.2b and d 

possess, a slight negative charge on the carbon while configuration 8.2c has a positive 

charge on the carbon. Thus the effect of electron donating groups will be to stabilise 

configuration 8.2c at the expense of the other configurations. The increased 

participation of configuration 8.2c will lead to a looser transition-state for both the 

Nuc-R and R-X bonds, leading to a transition-state with greater positive charge on the 

a-carbon. As configuration 8.2a and b are raised in energy by electron donating groups, 

the Nuc-R and R-X bonds will be weaker and therefore the transition-state will be 

looser.

8.1.3 Method

CH2C1

jT ~ \
Y— k N +

X

X = NH2, H or N 02

Y = NH2, MeO, Me, H, Br, CN or N 02

Figure 8.6: The bimolecular nucleophilic reaction with variable substituted benzyl 
chloride and pyridine nucleophiles.

The reaction chosen for this study is the bimolecular nucleophilic substitution reaction 

of a family of p-amino, unsubstituted and p-nitro benzyl chlorides with varying pyridine 

nucleophiles, Figure 8.6. The various pyridine nucleophiles are chosen so that the 

system will be subjected to nucleophiles with variable nucleophilicity and therefore the 

/?nuc for the different families can be calculated. The AMI semi-empirical Hamiltonian 

utilising COSMO,[11] a continuum model, in MOPAC93,[12] is used to model the reaction 

in water. The CAMVIB and CAMISO programs are used to compute the kinetic isotope 

effects.1281
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8.2 Results
The activation energy for the bimolecular nucleophilic substitution reactions are 

calculated for the series of different substituted benzyl chlorides with varying pyridine 

nucleophile, Table 8.1. The activation energy for the bimolecular transition-state is 

defined as:

AH* (sn2) = AHf(Sn2TS)-{AHf(Y_py) + AHf(X.BzC1)} / kJ mol Equation 8.8

The transition-state bond lengths (A) for the carbon-chlorine (C-Cl) and carbon- 

nitrogen (C-N) distance are given together with the Pauling bond orders which are 

calculated in the same manner as described in Chapter 4. The calculated charge on the 

nucleophile, leaving and benzyl groups at the transition-state are given in Table 8.2. 

The charge on the benzyl group is defined as the total charge on the benzyl group plus 

that of the substituents. Table 8.3 contains the a-deuterium, carbon, chlorine leaving 

group and nitrogen nucleophile kinetic isotope effects at 298.15K. The a-deuterium 

kinetic isotope effects are given per deuterium atom.

Table 8.1: AMI/COSMO calculated activation energies, kJ mol'1, transition-state bond 
lengths and Pauling bond orders.

Substituent
X

Substituent
Y AH* V

C-Cl / A C-Nuc / A
n  C -C I n  C -N u c

n h 2 n h 2 139.6 2.90 2.07 0.15 0.36
n h 2 MeO 140.3 2.91 2.06 0.15 0.37
n h 2 Me 140.6 2.91 2.06 0.15 0.37
n h 2 H 141.7 2.91 2.06 0.15 0.38
n h 2 Br 143.6 2.92 2.04 0.15 0.39
n h 2 CN 145.0 2.93 2.03 0.15 0.40
n h 2 n o 2 147.3 2.94 2.02 0.15 0.40

H n h 2 161.7 2.39 2.05 0.36 0.38
H MeO 162.9 2.40 2.04 0.35 0.39
H Me 163.4 2.40 2.04 0.36 0.39
H H 164.2 2.41 2.04 0.35 0.39
H Br 166.5 2.42 2.03 0.35 0.40
H CN 169.7 2.42 2.02 0.34 0.40
H n o 2 171.0 2.43 2.01 0.34 0.41

n o 2 n h 2 171.1 2.30 2.01 0.42 0.40
n o 2 MeO 172.9 2.31 2.00 0.42 0.41
n o 2 Me 173.2 2.31 2.00 0.42 0.41
n o 2 H 173.9 2.31 2.00 0.42 0.41
n o 2 Br 177.0 2.32 1.99 0.41 0.42
n o 2 CN 180.5 2.32 1.98 0.41 0.43
n o 2 n o 2 182.3 2.33 1.97 0.40 0.44
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Table 8.2: AMI/COSMO charge distribution in the transition-state for the nucleophile,
leaving and benzyl group.

Substituent
X

Substituent
Y

Nucleophile Leaving Group Benzyl Group

n h 2 n h 2 0.16 -0.99 0.83
n h 2 MeO 0.16 -0.99 0.83
n h 2 Me 0.16 -0.99 0.83
n h 2 H 0.16 -0.99 0.83
n h 2 Br 0.18 -0.99 0.81
n h 2 CN 0.18 -0.99 0.80
n h 2 n o 2 0.19 -0.99 0.80

H n h 2 0.17 -0.86 0.69
H MeO 0.19 -0.87 0.68
H Me 0.19 -0.87 0.68
H H 0.19 -0.87 0.68
H Br 0.20 -0.88 0.68
H CN 0.20 -0.88 0.68
H n o 2 0.20 -0.88 0.68

n o 2 n h 2 0.17 -0.81 0.64
n o 2 MeO 0.18 -0.81 0.63
n o 2 Me 0.19 -0.81 0.62
n o 2 H 0.20 -0.81 0.61
n o 2 Br 0.20 -0.81 0.61
n o 2 CN 0.20 -0.80 0.60
n o 2 n o 2 0.20 -0.80 0.60

Table 8.3: AM 1/COSMO calculated a-deuterium, carbon, chlorine leaving group and 
nitrogen nucleophile kinetic isotope effects at 298.15 K.

Substituent
X

Substituent
Y

^hA d kc^/kcH ka35/kci37 kNH/kNi5

n h 2 n h 2 1.035 0.9990 1.0147 0.7998
n h 2 MeO 1.035 0.9974 1.0097 0.8030
n h 2 Me 1.037 0.9974 1.0118 0.8027
n h 2 H 1.037 0.9980 1.0092 0.8022
n h 2 Br 1.038 0.9981 1.0091 0.8025
n h 2 CN 1.037 0.9965 1.0090 0.7980
n h 2 n o 2 1.036 0.9935 1.0088 0.7626

H n h 2 1.009 0.9497 1.0076 0.8031
H MeO 1.010 0.9499 1.0086 0.8020
H Me 1.008 0.9441 1.0079 0.8036
H H 1.011 0.9510 1.0078 0.8013
H Br 1.009 0.9551 1.0093 0.8046
H CN 1.011 0.9560 1.0090 0.8025
H n o 2 1.014 0.9564 1.0084 0.8022

n o 2 n h 2 1.007 1.0028 1.0082 0.8036
n o 2 MeO 1.009 1.0017 1.0069 0.8014
n o 2 Me 1.006 1.0042 1.0102 0.8020
n o 2 H 1.006 1.0023 1.0070 0.8007
n o 2 Br 1.009 1.0081 1.0083 0.8040
n o 2 CN 1.009 1.0094 1.0080 0.7901
n o 2 n o 2 1.009 1.0097 1.0076 0.7618
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8.3 Discussion

8.3.1 Variation of the /^-substituent

The /7-amino substituent lowers the bimolecular activation energy by approximately 20 

kJ mol'1 relative to the unsubstituted benzyl chloride, while the effect of the p-nitro 

substituent is to raise it by approximately 10 kJ mol'1. The p-amino substituent is able to 

stabilise the carbocation character of the transition-state by electron resonance donation, 

Equation 8.9, which removes the positive charge away from the a-carbon, whereas the 

electron withdrawing p-nitro substituent destabilises the transition-state by pulling 

electron density away from the reacting a-carbon centre.

=F
CH;

Equation 8.9

The p-amino stabilisation of the carbocation reacting centre causes the carbon-chlorine 

leaving group and carbon-nitrogen nucleophile bonds to become elongated as 

stabilisation by the nucleophile and leaving group is less required. Also, the removal of 

the positive charge from the a-carbon in the second resonance structure increases the 

repulsion between the Vi negative charges. This gives rise to a transition-state which is 

loose. The effect is largest for the carbon-chlorine bond which is reflected in the p- 

amino families possessing the greatest a-deuterium isotope effect due to their 

transition-state looseness. The p-nitro destabilisation of the carbocation reacting centre 

causes the carbon-chlorine and carbon-nitrogen bonds to become truncated as 

stabilisation by the nucleophile and leaving group is required. This gives rise to a tight 

transition-state which is reflected in the p-nitro families small a-deuterium isotope 

effects that are close to unity.

Since a bond to carbon is always broken in SN2 mechanisms, a carbon isotope effect 

should be observed. Qualitatively a maximum in carbon isotope effect is observed for a 

transition-state in which the nucleophile and leaving group are both bonded to carbon 

with equal strength so the tighter the transition-state the greater the value.[22] The
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calculated carbon isotope effects show that the largest value occurs for the p-nitro 

family which have the tightest transition-states. It would then be predicted that the p- 

amino family would possess the smallest values as their transition-states are the loosest. 

However this is not the case as the unsubstituted benzyl chloride family possess the 

smallest values. The p-amino benzyl family possess the greatest positive benzyl charge 

as it is able to stabilise the charge appropriately whereas the charge for p-nitro benzyl 

family is smaller as it can not stabilise a large positive charge.

8.3.2 Constant chlorine leaving group

The carbon-chlorine bond length shows little variance within a p-substituent benzyl 

family. The comparison between the different families shows that the p-amino family 

possess the loosest carbon-chlorine bond which becomes tighter as you go through to 

the p-nitro substituent. The charge at the transition-state is a direct reflection of the 

tightness or looseness of the system. The negative charge on the chlorine leaving group 

is near unity, a value close to a ‘free’ chloride anion, for the ‘loose’ p-amino benzyl 

family. As the carbon-chlorine bond length decreases and the transition-state tightens, 

going from p-amino to the unsubstituted to the p-nitro family, there is a decrease in 

charge for the chlorine leaving group (i.e. it becomes less negative).

The reactions with strong electron donating groups are able to stabilise the carbocation 

centre, giving rise to more carbon-chlorine bond rupture, and hence larger isotope

effects. The calculated chlorine isotope effects show a maximum value of ^ ,35/1̂ ,37 = 

1.0147 for the reaction between p-amino benzyl chloride and p-amino pyridine which 

possess the loosest carbon-chlorine bond length. Whereas the reaction between p-nitro 

benzyl chloride and p-nitro pyridine which possess the tightest carbon-chlorine bond

length shows a minimum value of ^ ,35/1̂ ,37 = 1.0076. The chlorine leaving group 

isotope effect, shows only slight overall variance between its maximum and minimum 

values, indicating that very accurate results are required for the chlorine isotope effects 

to be a good measurement of transition-state structure.
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8.3.3 Variation of the nucleophile

A nucleophilic species has to be capable of sharing an unpaired electron with the atom 

being attacked. So the greater this ability, the stronger the nucleophile. The nucleophilic 

ability of a species is of great importance in SN2 reactions as it is involved in the rate 

determining step. The nucleophiles used in this study are a family of pyridines whose /?- 

substituents have been made either electron donating or withdrawing. If the p- 

substituent is electron donating then it increases the nucleophilicity of the attacking 

pyridine nucleophile by donating electron density to the attacking nitrogen atom, 

Equation 8.10. If the /7-substituent is made electron withdrawing then it decreases the 

nucleophilicity of the pyridine nucleophile by removing electron density away from the 

attacking nitrogen atom, Equation 8.11.

H
\

H

O
\  +

/ N /N '  /N Equation 8.10

o ;
o

N— ( N N Equation 8.11

The stronger nucleophiles possess electron donating substituents at the /7-substituent 

such as the amino group. This manifests itself in lower activation energies and 

subsequent looser carbon-nucleophile bond lengths at the transition-state. The weaker 

nucleophiles possess electron withdrawing substituents at the /7-substituent such as the 

nitro group. This manifests itself in higher activation energies and subsequent tighter 

carbon-nucleophile bond lengths at the transition-state. The nucleophilic charge at the 

transition-state is positive for all the nucleophiles with the electron donating 

substituents possessing the smallest positive charge. The /7-benzyl substituents have 

little or no effect on the charge of nucleophile at the transition-state. All the nitrogen 

kinetic isotope effects for the substituted nucleophiles are inverse and become more 

inverse as the transition-state tightens.
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8.4 Comparison and criticisms of the transition-state models
A summary of the findings of this theoretical investigation and of the transition-state 

models is given in Table 8.4. The MOFJ and Pross and Shaik models correctly predict 

the changes in transition-state structure by increasing the electron donation to the 

reacting centre. The transition-state will become looser with respect to the carbon- 

leaving and carbon-nucleophile bond which is reflected in the greater positive charge on 

the benzyl group and greater negative charge on the leaving group. The MOFJ theory 

correctly predicts that the increased nucleophilicity of the attacking nucleophile will 

lead to a tighter carbon-leaving group bond whereas the Pross and Shaik model 

incorrectly predicts its loosening.

Table 8.4: A summary of the predicted effects of changing substitutional parameters of 
an Sn2 reaction mechanism by the More O'Ferrall-Jencks and the valence bond 
configuration mixing model of Pross and Shaik and their comparison with the 
calculated results.

Parameters More O'Ferrall-Jencks Pross and Shaik Calculated

Increased leaving 

group ability
Looser C-Nuc 

No effect C-X

Tighter C-Nuc 

Looser C-X
N/A

Increased Looser C-Nuc Tighter C-Nuc Looser C-Nuc

nucleophilicity Tighter C-X Looser C-X Tighter C-X

Electron donating Looser C-Nuc Looser C-Nuc Looser C-Nuc

substituent3 Looser C-X Looser C-X Looser C-X

Electron withdrawing Tighter C-Nuc Looser C-Nuc Tighter C-Nuc

substituent15 Tighter C-X Looser C-X Tighter C-X

N/A = not applicable as leaving group was not varied, a = relative to benzyl chloride and an increase in 
rate, b = relative to benzyl chloride and a decrease in rate, C -X  is the carbon-nucleophile bond and C-X 
is the carbon-leaving group bond.

In the MOFJ model, if the parallel and perpendicular motions are equal, then the 

carbon-leaving bond would tighten and the carbon-nucleophile would be unaffected. 

However, from the asymmetric and symmetric nucleophile-carbon-chlorine stretches, 

the motion in the parallel direction is greater than in the perpendicular direction, Table 

8.5. Therefore, the resultant vector would give rise to a tightening of the carbon-leaving 

group bond. The effect of destabilising the benzyl carbocation by electron withdrawing 

ring substituents is to increase the bonding of the benzylic carbon to both the
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nucleophile and leaving group which decreases the positive charge at the benzylic 

carbocation. The MOFJ model correctly predicts the tightening of the transition-state 

whereas the Pross and Shaik model incorrectly predicts transition-state loosening.

Table 8.5: Selected asymmetric and symmetric nucleophile-carbon-chlorine bond 
stretches, cm"1.

Reactant Nucleophile asymmetric symmetric

p-amino benzyl chloride pyridine -445.8 976.2

benzyl chloride pyridine -589.0 974.5

/7-nitro benzyl chloride pyridine -691.5 973.0

In a polar reaction, the dissociative comer in a MOFJ diagram refers to a highly ionic 

species. In nucleophilic reactions, this comer is the triple ion (Nuc:" R+ :X") and in 

proton transfers the triple ion (B:' H+ :A'). In the gas phase, such structures are 300- 

1250 kJ mol"1 higher in energy than radical structures such as (Nuc:“ R- -X) and (B:‘ H-

•A) due to the high energy cost of ionisation in the gas phase. A perpendicular cross 

section from the associative to dissociative comer of a MOFJ diagram for the identity 

reaction X" + CH3X —» XCH3 + X" can be seen in Figure 8.7a. The transition-state may

correlate with either the triple ion ( N u c C H 3+ :X") or with the (Nuc:" CH3- -X) 

fragments. The gas phase triple ion will lie higher in energy by a gap whose value is

(Ir-A x), i.e. the ionisation potential of CH3- minus the electron affinity of X-. This gap 

is typically 300-800 kJ mol"1 depending on X. Pross and Shaik argued that in the gas

phase, the identity of the dissociative comer is said to be (Nuc:" CH3- -X) (and its mirror 

image) and not a triple ion.
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X: + R+ :X"

><P
X: + R  :X

X: + R+ :X"

X: + R  :X

[ ( X - R - X ) ]

Perpendicular cross section Perpendicular cross section

a b
Figure 8.7: a) In the gas phase, the dissociative comer of an identity SN2 reaction 
showing that it can not be the triple ion species, b) The effect of solvent on the nature of 
the dissociative comer. The dashed lines represents the avoided crossing.

In solution the triple ion will be more strongly solvated than the (Nuc:" CH3- X) 

fragments. This ‘solvent assisted’ crossing can be seen in Figure 8.7b. However, the 

curvature of the surface along the perpendicular mode will continue to be influenced by 

the neutral fragments, and changes in the energy of the carbocation may have 

unpredictable effects upon the energy of the transition-state. According to Pross and 

Shaik, the role of the looseness of the dissociative comer is no longer unambiguous. 

Since the fragments may be either negatively, neutral or positively charged, there is no 

straightforward relationship between the charge at the transition-state and its looseness. 

This conclusion conflicts with the calculated results that show that the looser the 

transition-state is, the greater the positive charge on the benzyl system and the greater 

negative charge on the leaving group.

The MOFJ diagrammatic model and the qualitative valence bond curve crossing model 

of Pross and Shaik each predict that the transition-state for nucleophilic substitution 

reactions at benzyl derivatives will change as the benzyl carbocation is destabilised by 

electron withdrawing ring substituents. However, the changes predicted by the two 

models differ. The MOFJ treatment predicts a shift away from the triple ion comer 

towards the centre of the diagram. According to the conventional view, this corresponds 

to a decrease in the positive charge at the benzylic carbon and by a tightening of the 

transition-state with an increase in the bonding of the benzylic carbon to both the
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nucleophile and leaving group. This would lead to an increase in the value of J3mc for the 

reaction.

The Pross and Shaik model predicts that destabilisation of the benzyl carbocation

decreases the contribution of the valence bond structure (Nuc:"R+:X") to the transition- 

state with a consequent decrease in positive charge at the benzylic carbon. However, 

this model maintains that slow reactions (i.e. those with high intrinsic barriers) require a 

large amount of molecular distortion to reach the transition-state, which is therefore 

loose. Thus a change to a more electron withdrawing substituent which would cause a 

decrease in the rate of a nucleophilic substitution reaction would result in a looser 

transition-state. This would lead to a decrease in the value of /?mc for the reaction.

O.N—̂  \  NC— \  B> I *- MK>—^  \

-130

= 0.203-140

-150

-160 --

<  -170 ,P n u c  = 0-302

-180 --

-190
120105 110 11580 85 90 95 10075

APA / kJ mol1
Figure 8.8: Bronsted plot of AMI/COSMO (negative) heats of activation vs. relative 
proton affinity of the nucleophile.

The calculated results show that the effect of destabilising the benzyl carbocation by 

electron withdrawing ring substituents is to increase the bonding of the benzylic carbon 

to both the nucleophile and leaving group which decreases the positive charge at the 

benzylic carbon. To determine the value of J3mc the negative activation enthalpies vs. 

relative proton affinity are plotted, Figure 8.8. The j3mc values for the reaction show an 

increase as the benzyl carbocation is destabilised by the addition of election 

withdrawing groups. The calculated J3nuc values conform to the predicted MOFJ 

diagrammatic model and not to the valence bond curve crossing model of Pross and 

Shaik.
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The looseness of the leaving group for a non-identity reaction is defined as the 

percentage of elongation of X at the transition-state relative to the reactant bond length, 

Equation 8.12. The looseness of the nucleophile is defined as the percentage of 

elongation of Y at the transition-state relative to the product bond length, Equation 8.13.

%CX* = 100% [(d*cx -  d°cx /d°cx] Equation 8.12

%CY* = 100% [(d*cY -  d°CY /d°CY] Equation 8.13

The looseness of a system can then be defined as the sum of the percentages for the two 

bonds, as shown in Equation 8.14.

%L* = %CXt + %CY* Equation 8.14

Table 8.6: The looseness of transition-states, %V, as defined by Pross and Shaik

Nucleophile 
Substituent Y

p-NH2 family 
%L*

p -H family 
%L*

p -N 0 2 family 
%L*

n h 2 104.8 74.2 66.8
MeO 103.8 73.6 66.0
Me 103.6 73.5 65.9
H 103.5 •73.9 66.0
Br 102.5 73.5 65.5
CN 102.3 73.2 64.8
NO, 101.8 73.1 64.4

The Pross and Shaik definition of looseness are calculated for the studied reaction, 

Table 8.6. Figure 8.9 is a plot of %L*, vs. activation energy for the AMI/COSMO data. 

The plot contains variation of both nucleophile and p-substituent effect on the benzyl 

ring. This is the opposite to the Pross and Shaik model in which the transition-state 

looseness increases as the activation energy increases. The conflicting results imply that 

either their definition of transition-state looseness is incorrect or that the link between 

the deformation energy and activation energy of a system is not a simple linear 

correlation.
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Figure 8.9: A plot of transition-state looseness, %L*, vs. activation energy, AH*/kJ mol1. 

8.5 Conclusion
The predicted effects of changing substitutional parameters of an SN2 reaction 

mechanism by the More O’Ferrall-Jencks and the valence bond configuration mixing 

model of Pross and Shaik and their comparison with the calculated results are 

summarised in Table 8.4. In conclusion, the Pross and Shaik model does not correctly 

predict all of the effects of changing a wide ranging substitutional parameters, whereas 

the MOFJ model does. The Pross and Shaik model fails dramatically with its prediction 

of transition-state loosening when the benzyl group is destabilised, whereas the MOFJ 

model correctly predicts that transition-state tightening would occur. The correlation of 

barrier height (deformation energy) to transition-state ‘looseness’ is dependant on their 

definition of ‘looseness’. The Pross and Shaik percentage definition of looseness has 

come under recent criticism in relating the decreasing value of secondary kinetic 

isotopes effects to transition-state looseness.[27]

The participation of solvent stabilisation is unclear in both models. To what extent does 

the solvent stabilises the reactants, products or transition-state? Is there preferential 

stabilisation of one species over the other? The overall effect of solvation can be 

mimicked by a continuum method such as COSMO, however for the real structural role 

of solvent stabilisation to become apparent, a QM/MM investigation would have to be 

carried out. The Pross and Shaik model is primarily based on the methyl transfer 

reactions with identical nucleophile and leaving groups. The findings from these
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calculations and their relationship with experimental results have been used to explain 

other, non-related systems. The effect of varying parameters such as leaving group, 

nucleophile or substituent on a benzyl ring may or may not have the same effect as 

varying the corresponding parameters in a simple methyl transfer reaction.
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Chapter9 - Bimolecular Transition-states for Simple 
Alkyl Chlorides

9.1 Introduction
Nucleophilic substitution is one of the most important synthetic reactions in organic 

chemistry. Hughes and Ingold recognised that a variety of nucleophilic substitution 

reactions were related by common mechanisms.[32] A logical extension of the 

calculation of semi-empirical continuum activation energies for the solvolysis reaction 

for a series of protonated alcohols (see Chapter 4) was the inclusion of explicit solvent 

molecules. It has been previously shown that this can be achieved by the use of a 

mixture of molecular mechanics for the solvent and various levels of quantum 

mechanics for the reaction system.[99] In this study we shall look at the bimolecular 

solvolysis of a series of simple chloroalkanes in aqueous solution. This will be achieved 

by using a variety of computational methods whose trends will be compared to 

available experimental kinetic isotope effects.

9.2 Methods
The calculations are performed using continuum and quantum mechanical/molecular 

mechanical models. The AMI/COSMO quantum mechanical method is used to describe 

a continuum model.111,121 The quantum mechanical/molecular mechanical (QM/MM) 

model is based on the default AMI model in CHARMM.[15] The QM/MM models and 

the transition-state refinement are controlled by an external program that has been 

developed in our laboratory by A. J. Turner, GRACE.[60] The transition-state from AMI 

QM/MM is used to initiate QM/MM modelling with the MP2/6-31G* method. The 

MP2/6-31G* method is chosen as the starting point because work by Turner has shown 

that, after an extensive search at various levels of restricted Hartree Fock theory, no 

saddle point for the aqueous solvolysis of chloromethane could be located. The 

TIP3P[100] molecular mechanics model is used for all waters except the water involved 

in the nucleophilic attack, which is treated quantum mechanically. The CAMVIB and 

CAMISO programs are used to compute the kinetic isotope effects.[28]
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9.2.1 GRACE

GRACE is based on a mathematical program whose functions have been oriented to the 

needs of QM/MM modelling.[101] The main interface of GRACE is via a tool control 

language which is a structured programming language. It provides a sophisticated 

‘nerve centre’ which uses external codes as well as its own internal algorithms. 

Visualisation codes are not part of GRACE; however, it can interface with programs 

such as XMol[102] or RasMol[I03] via a series of pdb files which can be read and 

animated. This makes the visualisation of eigenvectors during saddle point location 

possible ensuring that the correct mode is followed. The interface with GAMESS- 

UK[104] operates as part of the ab initio QM/MM modelling method in GRACE. When 

the energy and gradient of a QM/MM system is required, GRACE constructs an 

appropriate input deck for GAMESS-UK, runs the code and then parses out the energy 

and gradients from the log file. The molecular mechanics components of the QM/MM 

function are then constructed via an interface with CHARMM. (See Appendix B for 

more details on GRACE)

9.2.2 AMI/COSMO

A reaction profile of the SN2 nucleophilic substitution reaction is computed using the 

AMI/COSMO method and the approximate saddle point geometry is used initiate a 

saddle search. Once a transition-state is located, a set of ‘valence’ internal co-ordinates 

is then generated using GRACE and CAMVIB which remove the rotational and 

translational contamination from the hessian before the kinetic isotope effects are 

computed by CAMISO.

9.2.3 AMI QM/MM
One approach to model a reaction in solution is to use a combined quantum mechanical 

(QM) and molecular mechanical (MM) method, Figure 9.1. This ‘water droplet’ method 

is split into two regions. One region, the reacting core, contains all the reacting atoms of 

interest. The atoms in the reacting core are subjected to the quantum mechanical 

simulation. The surrounding region contains all the atoms outside the reacting core. In 

this case they are solvent molecules. A convenient way to describe the behaviour of a 

system being studied with a hybrid potential, as in CHARMM, is to use a notation 

involving an effective Hamiltonian, / /eff.[105] In this formulation, the energy of the
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system at a given configuration of the atoms, E, is obtained by solving the time- 

independent Schrodinger equation, which has the form:

H ^9 (r„ R „  ,RU) =  E{Ra , Rum r ,R .R u ) Equation 9.1

where and Ra stand for the co-ordinates of the electrons and the nuclei in the QM 

region and RM for the co-ordinates of the atoms in the MM region, respectively, i^is the 

wavefunction whose square gives the electron density in the system.

QM region

Figure 9.1: A schematic of a simple QM/MM system into its various regions.

The total energy of the system can be written as:

^eff= ^ qm ^ qm/mm Equation 9.2

where HQM is the quantum mechanical and HMM is the molecular mechanical energy.

is the interaction energy between the QM and MM parts of the system which is 

described by the Hamiltonian, The MM Hamiltonian, HMM, has the interactions

between MM atoms only and can be equated to the standard molecular mechanics 

energy, EMM. This will itself consist of the sum of independent energies, such as the 

‘bonded’ bond, angle and dihedral terms and the non-bonded electrostatic and Lennard- 

Jones interactions, Equation 9.3.

=  =  ^ b o n d  ^a n g le  +  ^dihedral +  -^Coulomb +  -^Lennard-Jones Equation 9.3

The MM atoms are represented by partial charges and van der Waals spheres centred at 

the atoms centre, through which the atoms interact at long range. They are linked by 

harmonic bond and other internal co-ordinates through which they interact at short 

range and which determine the connectivity of the molecule.
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The QM Hamiltonian, HQM, incorporates the nuclear-electron attractions as well as the 

electron-electron repulsions in the QM system:

where Za is the charge on nucleus a and rxy is the distance between particles x and y. The 

subscripts (/, j)  and {a, b) refer to electrons and nuclei, respectively. CHARMM can 

either use the AM1[8] or MNDO semi-empirical methods to describe the QM region. 

The method uses a valence-electron, minimum basis set approximation so that the QM 

system is comprised of fixed cores made up of the nuclei and inner shell of electrons, 

plus the valence shell electrons which are treated quantum mechanically. The valence 

electrons occupy MOs made up of linear combinations of Slater-type orbitals and only 

the minimum basis set is used. In the cases studied in this thesis, all the reacting atoms 

in the system are treated QM and MM is used to describe the solvent. This means the 

term, HQim1M, is due entirely to the non-bonded interactions between the QM and MM 

atoms. This interaction energy can be written as:

and j. The subscript i in Equation 9.5 refers to a QM electron and the subscript a  to a 

QM nucleus. The subscript M indicates a MM nucleus and is its partial atomic 

charge. The term describes the QM and MM electron, nuclear and van der Waals 

interactions. The second and third term in the equation do not involve electronic co­

ordinates and so can be calculated in a straight forward manner (i.e. they are constant 

for a given nuclear configuration).

The TIP3P MM model was used for all solvent water molecules. The TIP3P uses a total 

of three sites for the electrostatic interaction sites and a rigid water geometry. There are 

partial positive charges on the hydrogen atoms which are balanced by a negative charge 

on the oxygen atom. The van der Waals interaction between water molecules is 

computed using a Lennard-Jones function with a single interaction point per molecule 

centred on the oxygen atom; no van der Waals interactions involving the hydrogen 

atoms are calculated.

Equation 9.4

qm/mm Equation 9.5

Where Z represents the charge of the QM atom and R is the distance between electrons i
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9.2.3.1 Two zone optimiser

Slow cycling ‘core’
(space-filling atoms)

Fast cycling 
Environment’

(liquorice atoms)

Figure 9.2: A diagram of the two zone optimiser: the fast cycling ‘environment’ 
attempts to maintain a gradient of zero while it searches for a stationary point as defined 
by the slow cycling ‘core’.

The optimisations at AMI QM/MM are divided into two zones, Figure 9.2. One of the 

zones can be thought of as a fast cycling ‘environment’ to the second, slow cycling zone 

which is referred to as the ‘core’. In this thesis the ‘core’ refers to the reaction system 

i.e. chloroalkane + nucleophile. The algorithm attempts to maintain the gradient of the 

environment at zero and the potential energy at a minimum. It then searches for a saddle 

point in the degrees of geometric freedom as defined by the core. Before the energy and 

gradient used for the core is evaluated, the environment is optimised to a minimum. 

This means that the number of cycles of the optimiser acting on the environment is 

much greater than that for the core. Due to the fact that the environment is being 

constantly minimised, only the hessian matrix for the core needs to be stored and 

maintained. The ABNR[15] optimiser is used to store a diagonal hessian and a small 

number of the previous steps and gradient vectors. The ABNR optimiser is chosen due 

to its residency in CHARMM. Once the transition-state is resolved, its hessian matrix is 

then computed containing the core and any water molecules which are within 2.5A of 

the core. A smaller hessian with just the core atoms is used to start an intrinsic reaction 

co-ordinate (IRC) calculation in which the environment is continually relaxed.1211 The 

core atoms follow the mass weighted reaction co-ordinate down from the saddle point 

to reactants. A few steps of the ABNR optimiser are required to lower the gradient, and 

the resultant structure is then used to compute a reactant hessian matrix. For 

completion, a forward IRC to the products is carried out.
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To initially set up the system, the solute is hydrated within a 15A radius TIP3P water 

sphere centred on the carbon atoms of the solute molecule. It is then divided into the 

QM and MM regions: the solute molecules are included into the QM zone, while all the 

water molecules were treated by MM. The resulting molecular system is a pseudo­

sphere of a total amount of ca. 500 water molecules. To obtain an initial guess of the 

Sn2 transition-state, a reaction profile of the SN2 nucleophilic substitution is computed 

and the geometry of the approximate saddle point is then used to initiate a saddle search 

using a two zone optimiser in GRACE.

The exception to this was for /-butyl chloride. After a C-Cl bond separation of 

approximately 2.9A is achieved, the chloride would abstract a proton from the cationic

/-butyl fragment to give H+ + Cl“ and /so-butylene. This problem of proton abstraction 

from a /-butyl carbocation has also been seen by Hartsough and Merz, when 

investigating the unimolecular solvolysis of /-butyl chloride by a QM/MM approach.1106] 

The elimination reaction has been taken as evidence for elimination proceeding from an 

ion-pair.[107] The elimination reaction seen by Hartsough and Merz’s and our simulation 

may be an artefact of the limited size of the QM region in the hybrid calculations. 

Hartsough and Merz’s method of stopping the proton abstraction was to constrain the 

plane of the three methyl carbons to be perpendicular to the C-Cl bond axis throughout 

the simulation. Our approach to QM/MM modelling is to allow as much geometric 

freedom as possible for the reacting system and so the constraining of major bonds is 

considered to be unacceptable in this case. To initiate the saddle search for /-butyl 

chloride, the transition-state geometry derived from AM 1/COSMO method is used.

9.2.4 Ab initio QM/MM

The located structures for the saddle point from the AMI QM/MM calculations are used 

to initiate the ab initio QM/MM calculations. It should be noted that due to the 

computational expense of having 500 TIP3P water molecules, only 200 are used in the 

ab initio calculations. The ab initio QM/MM model is controlled by GRACE using the 

GAMESS-UK package and CHARMM in conjunction with a three zone QM/MM 

optimiser. The QM/MM potential energy function is generated from three main 

components; the electrostatic/quantum, bonded/van der Waals and the ‘non-polarising’
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term, Figure 9.4. The electrostatic/quantum term is made up of contributions for the 

polarising MM interactions with itself and the quantum atoms, plus the QM atoms 

interaction with themselves. The Hartree Fock molecular orbital theory with and 

without second order Moller Plesset perturbation theory is used in this simulation. The 

bonded/van der Waals component of the QM/MM energy function contains all the 

bonded MM interactions between the polarising MM atoms with themselves and the 

van der Waals interaction between the polarising MM atoms with themselves and with 

the QM atoms.
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Non-polarising
Figure 9.3: A diagrammatic model of the QM/MM potentials main components. The 
electrostatic, van der Waals and non-polarising term.
The van der Waals terms are computed by the MM package. All normal interactions in 

the MM part of the system, and interactions between the MM section and the QM 

section are included. The non-polarising contribution to the potential energy function 

contains all point charge electrostatic interactions and all van der Waals interactions 

between the non-polarising atoms (outside the line) and the polarising MM and QM 

atoms (inside the line). It also contains the entire MM force field components for 

interactions between the non-polarising atoms and themselves. Each QM/MM function 

evaluation requires a call to GAMESS-UK to acquire the QM terms, a call to GRACE'S 

coulombic algorithm term to remove unwanted coulombic interaction energy and two 

calls to CHARMM to get the rest of the MM terms.
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9.2.4.1 Three zone optimiser
The ab initio QM/MM system can be broken down into three zones: a QM, a MM 

polarising environment and a MM non-polarising environment, Figure 9.4. All the core 

atoms are treated quantum mechanically. Any water molecules which are within 3.5A 

of the core are treated as being in a polarising environment. The atoms in the polarising 

environment are allowed to ‘polarise’ the atoms in the QM zone. The remaining atoms 

are treated as being in an unpolarising environment. The saddle searching was 

performed using a three zone search algorithm. The semi-empirical QM/MM model 

located saddle points by only including the QM atoms in the core. If this methodology 

was continued then the ‘core’ would contain the atoms for both the QM and the 

polarising zones. This would significantly increase the size of the hessian matrix, and 

cause problems for the optimiser in following and maintaining the correct mode.

Non-Polarising
‘Environment’

(liquorice atoms with w hite background)

‘core’
(space-filling atoms)

Polarising ‘Environment’
(liquorice atoms with grey background)

Figure 9.4: A representation of the three zone ab initio QM/MM method containing a 
QM, a MM polarising environment and a MM non-polarising environment.

For the ab initio QM/MM optimisation, a third zone is required. This third zone allows 

the core to contain just the QM atoms and none of the MM polarised environment 

atoms. The conjugate gradient optimiser by Powell is used to optimise the polarised 

environment atoms to a minimum for each step of the slow cycling P-RFO 

optimiser.11081 For each step of the polarised environment optimiser, the non-polarised 

environment atoms are optimised to a minimum using the ABNR optimiser. Once the 

saddle point has been located, the intrinsic reaction co-ordinate is computed Hessian 

matrices are calculated in the same manner as for the AMI QM/MM calculations 

however using the three zone instead of two zone QM/MM model.
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9.3 Results
The reaction studied by the different solvent models was the bimolecular nucleophilic 

solvolysis reaction of a series of increasingly substituted chloroalkanes, Equation 9.6, 

where R = methyl, ethyl, wo-propyl and /-butyl.

RC1 + H20  -> ROH2+ + Cl" Equation 9.6

The activation energies, transition-state bond lengths and Pauling bond orders for the 

different solvent models are given in Tables 9.1-3, together with the a-deuterium, 

primary carbon and p-deuterium kinetic isotope effects. The a-deuterium kinetic 

isotope effects reported are per deuterium atom and the P-deuterium kinetic isotope 

effects are per deuterated methyl group, both at 298.15 K. Due to the computational 

expense of locating the transition-state for /so-propyl and /-butyl chloride at the ab 

initio level, transition-state resolution was not fully completed.

Table 9.1: Calculated bonded lengths, bond orders for the transition-state, activation 
energies and kinetic isotope effect for the studied series at AM 1/COSMO.
AMI / COSMO Bond Length Bond Order AH*/

R group R -C l/A R -O /A WR-C1 WR-0 kJ mol"1 w kcH-j/kcD.,
Me 2.295 1.832 0.44 0.53 134.6 0.96 1.104 *

Et 2.419 1.903 0.36 0.47 132.4 0.99 1.100 1.13

'"Pr 2.654 2.010 0.24 0.39 125.8 1.08 1.078 1.22

‘"Bu 3.333 2.035 0.08 0.38 104.9 * 1.046 1.28

Table 9.2: Calculated bonded lengths, bond orders for the transition-state, activation 
energies and kinetic isotope effect for the studied series at AMI QM/MM.
AMI QM/MM Bond Length Bond Order AH*/

R group R-Cl / A R -O /A WR-CI n K-0 kJ mol'1 kn/ko kc,2/kcH kcH-,/kcD3
Me 2.343 1.692 0.40 0.67 179.9 0.94 1.117 *

Et 2.464 1.764 0.33 0.59 149.0 0.98 1.115 1.17

‘"Pr 2.702 1.842 0.22 0.52 135.8 1.08 1.094 1.25

l"Bu 3.108 1.960 0.11 0.43 108.8 * 1.054 1.33
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Table 9.3: Calculated bonded lengths, bond orders for the transition-state, activation 
energies and kinetic isotope effect for the studied series at ab initio QM/MM.

Ab initio QM/MM 
R group

Bond Length
r -c i /A  r -o /A

Bond Order
n R-Cl n R-0

AE* / 
kJ mol'1 ^H/ko kc12/kc14 hcĤ /hcD,

Me (HF/3-21G) 2.022 2.384 0.69 0.21 12.3 0.972 1.095 *

Me (HF/6-31G*) 2.189 2.260 0.52 0.26 51.8 0.984 1.089 *

Et (HF/6-31G*) 2.599 2.115 0.26 0.33 180.7 1.052 1.089 0.98

Me (MP2/6-31G*) 2.182 2.086 0.53 0.35 103.8 0.965 1.107 *

Et (MP2/6-31G*) 2.487 2.093 0.32 0.34 81.2 1.014 1.092 1.06

'P r (MP2/6-31G*) 2.509 2.055 0.31 0.36 - - - -

AE*: The energy difference between the reactants and transition-state. For ab initio QM/MM this 
represents the difference in relaxation energy of the MM force field and the difference in total electronic 
+ nuclear repulsion energy for the quantum mechanical force field and the QM/MM interaction energy.
MP2: 6-31G* basis set used restricted Hartree Fock with MP2 electron correlation on all orbitals.

9.4 Discussion

9.4.1 Experimental results

The experimental a-deuterium kinetic isotope effects for the solvolysis reactions for 

haloalkanes were measured by Robertson et al.[l09] The a-deuterium kinetic isotope 

effects per deuterium atom for a series of bromoalkanes were determined at 298.15 K as 

0.96, 0.99 and 1.08 for methyl, ethyl and wo-propyl respectively. The a-deuterium 

kinetic isotope effect for methyl chloride was measured at 0.97 per deuterium atom. The 

p-deuterium kinetic isotope effect for ethyl bromide (1.03), /so-propyl bromide (1.16) 

and /-butyl chloride (1.35) were measured per deuterated methyl group. It is empirically 

possible to convert kinetic isotope effects for the bromo to the chloro substituted atom. 

This alters the bromoalkanes experimental values to 1.00 and 1.09 for ethyl and iso­

propyl respectively, for the pseudo-chloride a-deuterium kinetic isotope effect. The 

enthalpy of activation for the aqueous solvolysis of methyl chloride had been 

experimental determined by Robertson as 100.42 kJ mol'1.
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9.4.2 AMI/COSMO

'fgrnmaati
i*r»

f-0
"Pr "Bu

Figure 9.5: AMI/COSMO in aquo energy surfaces for the reaction, RC1 + H2O —» 
ROH2+ + Cl“ where R = Met, Et, "Pr or "Bu. Low energies are coloured blue while high 
energies are coloured red.

The AMI/COSMO energy surfaces shown in Figure 9.5 were produced as described in 

Chapter 4. The only difference is that the whole surface had to be calculated as the 

energy surfaces are asymmetrical. The reactants, RC1 + H20 , are positioned at the front

of the energy surface with the products, ROH2+ + Cl", positioned at the back comer. 

The left hand side o f the energy surface is the dissociative comer, H20  + R+ + Cl", and 

at the right hand side is the associative corner, [H20-R-C1]+. Due to the asymmetry of 

the reaction, the surfaces are ‘skewed’. From the energy surfaces, it can be seen that the 

energy of the dissociative comer decreases as the carbocation is stabilised by the addition 

of methyl groups to the a-carbon. This has the effect of shifting the position of the SN2 

transition-state towards this comer. The SnI mechanistic pathway can also be seen on
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the energy surfaces. The SN2 activation energies show a decrease in height as the series is 

descended with each additional methyl substituent placed on the a-carbon, Table 9.1. In 

going from methyl to /-butyl, the SN2 transition-state becomes looser.

The a-deuterium kinetic isotope effect for solvolysis reactions are useful criteria of the 

degree of nucleophilic participation by the solvent in the rate determining step, since 

typical Sn2 reactions show effects near unity while reactions more SNl-like in character 

show effects greater than 1.15.[110] The calculated a-deuterium isotope effects are inverse 

for methyl and ethyl, and greater than unity for iso-propyl. The value for iso-propyl 

approaches a value that has been attributed to an ‘exploded’ Sn2 transition-state or for a 

reaction that is classed as having a ‘borderline’ mechanism. The increase in stability of 

the carbocation along the series methyl, ethyl, iso-propyl and /-butyl is associated with an 

increase in both the inductive effect and hyperconjugation. This is reflected by the 

increase in the p-deuterium isotope effect as the series is descended. Since a bond to 

carbon is always broken in SN1 and SN2 mechanisms, a carbon isotope effect should be 

observed.1111] Qualitatively a maximum in carbon isotope effect is observed for a 

transition-state in which the nucleophile and leaving group are both bonded to carbon 

with equal strength. The magnitude of the isotope effect at the maximum will also 

depend on the stiffness of the stretching and bonding motion of the C-H bonds. This is 

particular important in a ‘loose’ transition-state where there is a possibility of the 

inductive effect, conjugation or hyperconjugation. In the AMI/COSMO series, the 

maximum carbon isotope effect is for methyl which has the tightest transition-state and it 

then falls through the series as the transition-state becomes looser.
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9.4.3 AMI QM/MM
The activation energy for the SN2 mechanism decreases as the series is descended with 

each additional methyl substituent placed on the a-carbon, Table 9.2. In going from 

methyl to /-butyl, the transition-state becomes looser with the C-Cl bond for /-butyl 

becoming greatly elongated ‘Swl-like’ in length.1'051 However the animation of the 

transition vectors shows the involvement of both the nucleophile and leaving group, i.e. a 

bimolecular reaction, Figure 9.6. It should be noted that the involvement of the leaving 

group does actually decrease as the series is descended and the transition-state becomes 

more Swl-like. The C -0  bond also increases in length down the series, but to a lesser 

extent.

Figure 9.6: The ‘animation’ snapshots transition vectors at AMI QM/MM.

The AMI/COSMO energy surfaces shows that the SnI as well as the Sn2 pathways 

coexisted. In the AMI QM/MM series, the bimolecular transition-state was not 

specifically targeted for resolution. The AMI QM/MM transition-states are similar to the
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AMI/COSMO structures and would therefore be positioned at a similar ‘Sn2’ location 

on the energy surface. The calculated a-deuterium isotope effects for the series are 

inverse for methyl and ethyl, but greater than unity for iso-propyl. The value for /50-  

propyl approaches a value that has been attributed to an ‘exploded’ SN2 transition-state 

or for a reaction that is classed as having a borderline mechanism. The increase in the p- 

deuterium isotope effect from ethyl to /-butyl is a consequence of this increase in 

hyperconjugation as methyl groups are added. In the AMI QM/MM series, the maximum 

carbon isotope effect is seen for methyl which has the tightest transition-state, it then 

falls through the series as the transition-state becomes looser.

9.4.3.1 Nucleophile and leaving group solvent structures
One o f the main advantages of QM/MM over continuum modelling is the fact that it 

involves specific solvent molecule interactions which can give insight into the structural 

stabilisation that solvation offers as the reaction proceeds. The figures shown are only 

snapshots of stationary points. They are not unique stationary points but can each be 

regarded as one member of a large family or group o f similar stationary points. For 

clarity, the majority of solvent molecules have been removed.

Figure 9.7: (a) Solvated water nucleophile and (b) the solvated chloride leaving group at 
AMI QM/MM.

The structure of the solvated water nucleophile at AMI QM/MM shows four strong 

hydrogen bonds to the solvent, Figure 9.7(a). Each of the hydrogens on the QM water 

creates one strong hydrogen bond while the two lone pairs on the oxygen o f the QM

QM Water

(a) (b)
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water creates one strong hydrogen bond to each of the solvent molecules. The structure 

of the solvated chloride leaving group at AMI QM/MM possesses seven strong 

hydrogen bonds to the solvent, Figure 9.7(b), as determined by the CF— HOH 

distances.

9.4.3.2 Reactant complex solvent structure

2 . 3 1 31.925

1 .9 9 3

2 .3 7 4

Figure 9.8: The solvated reactant complex o f /-butyl chloride at AMI QM/MM.

The reactant complex at AMI QM/MM has a total of four strong hydrogen bonds 

associated with it, Figure 9.8. As compared with the solvated water nucleophile, the 

complexed nucleophile shows that it has lost one water molecule which was donating a 

hydrogen bond to one of its lone pairs. The alkyl halide has only one ‘close’ water 

molecule associated with it, which is a water molecule hydrogen bonded to the chlorine 

atom. This picture is consistently repeated throughout the series for the reactant 

complex.
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9.4.3.3 Transition-state solvent structures

2 .1 8 3

2 .0 1 0 2 .0 S 22 .0 0 5

Me

"Pr "Bu
Figure 9.9: The solvated transition-state structures at AMI QM/MM for R = Me, Et, "Pr
and "Bu.

The snapshots of the transition-states show all solvent molecules any atom of which lies 

within 2.8A of the core (reacting system). The examination of the transition-state 

structures at AMI QM/MM show a common orientation of solvent around the 

nucleophile and leaving group, Figure 9.9. The negatively charged leaving group accepts 

hydrogen-bonds to three (or four in the case o f /-butyl) water molecules, whereas the 

positively nucleophile remains a hydrogen-bond donor to two waters but is not involved 

as a hydrogen-acceptor. What is apparent from the structures is that there are no close 

waters associated with the methyl substituents on the a-carbon atom. There appears to 

be a linkage between the nucleophile and leaving group by a system of ‘water chains’ in 

the first solvation shell, Figure 9.10.
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Figure 9.10: The solvated transition-state structures at AMI QM/MM for R = Me, E t ,1 
Pr and ‘"Bu depicting water chains (blue coloured solvent waters).
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9.4.4 Ab initio QM/MM

Tumer[60] had stated that the MP2/6-31G* method was chosen as the starting level of 

theory because after he carried out an extensive search at various levels of restricted 

Hartree Fock theory, no saddle point could be located. However by ‘backtracking’ using 

the MP2/6-31G* structure as the initial starting point, it was possible to locate the 

transition-states at the 3-21G and 6-31G* Hartree Fock level. The activation energy for 

the Sn2 mechanism increases as each additional methyl substituent is placed on the a- 

carbon, Table 9.3, at the HF/6-31G* level whereas, common with the semi-empirical 

methods, it decreases for the series at the MP2/6-31G* level. The comparison of the 

experimental activation energy for the aqueous solvolysis of methyl chloride is in good 

agreement with the MP2 calculated result whereas the Hartree Fock barriers are to low.

In going from methyl to zso-propyl, the transition-states become looser. The extent to 

which the C-Cl bond has dissociated at the transition-state is less in the ab initio 

QM/MM than either of the semi-empirical methods. Whereas the extent to which the C- 

O bond has dissociated at the transition-state is more in the ab initio QM/MM than 

either of the semi-empirical methods. The calculated a-deuterium isotope effect is 

inverse for methyl and greater than unity for ethyl whereas the semi-empirical methods 

both gave ethyl an inverse a-deuterium isotope effect. The MP2/6-31G* calculated a- 

deuterium kinetic isotope effects give the same qualitative trend for the series as 

experimental results. The MP2/6-31G* calculated kinetic isotope effect for bimolecular 

solvolysis of methyl chloride is in perfect agreement with experiment and the calculated 

result for the rest of the series is also in very good agreement with the pseudo isotope 

effects. The HF/6-31G* calculated isotope results show the poorest correlation with the 

experimental results. It should be noted that the HF/3-21G calculated result gives a good 

agreement with the experimental isotope effect however the calculated barrier height is 

far to low.
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9.4.4.1 Nucleophile and Reactant complex solvent structure

1.752

1.726 d * o
QM

water

a b
Figure 9.11: (a) Solvated water nucleophile and (b) the solvated reactant complex at 
MP2/6-31G* QM/MM.

The structure of the solvated water nucleophile at MP2 QM/MM shows four strong

creates one strong hydrogen bond while the two lone pairs on the oxygen of the QM 

water create one strong hydrogen bond to each of the solvent molecules. As compared 

with AMI QM/MM, the nucleophile to solvent hydrogen bonds are much shorter in 

distance at the MP2 QM/MM level of theory. The reactant complex at MP2 QM/MM 

possesses four strong hydrogen bonds, Figure 9.11b. As compared with the solvated 

water nucleophile, the complexed nucleophile again shows that it has lost one water 

molecule which was donating a hydrogen-bond to one o f its lone pair. The alkyl halide 

possesses a greater number of water molecules associated with its chlorine atom as 

compared to AMI QM/MM.

hydrogen bonds to the solvent, Figure 9.11a. Each of the hydrogens on the QM water
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9.4.4.2 Transition-state solvent structures
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Figure 9.12: The solvated transition-state structures for R = Me, Et and ''Pr at MP2/6- 
31G* QM/MM.

The examination of the MP2 QM/MM transition-state structures shows that the number 

of solvent molecules encompassed within a 2.8A radius of the core has significantly 

increased, Figure 9.12. For the methyl and ethyl transition-states, the leaving group has 

four ‘close’ hydrogen bonding water molecules surrounding it whilst the nucleophile has 

three. Whereas for iso-propyl, the leaving group has five ‘close’ hydrogen bonding water 

molecules surrounding the chloride anion.
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9.5 Conclusion
The close similarity of the results obtained by use of the COSMO continuum method to 

those obtained by the QM/MM method, seems to indicate that in certain cases the 

AMI/COSMO results can be used to predict or even initiate the AMI QM/MM model. 

This was demonstrated in the location of the /-butyl transition-state which otherwise 

would have resulted in an elimination and not a substitution reaction. The COSMO and 

AMI QM/MM methods are in close agreement with one another in structure and kinetic 

isotope effect. The reaction modelled at the ab initio (MP2/6-31G*) QM/MM level are 

in excellent agreement with the available experimental kinetic isotope effects and 

activation energy.

The main advantage of the QM/MM over continuum methods is the insight into the role 

solvent stabilisation that they present as demonstrated by the changing solvent co­

ordination number of the nucleophile as the reaction proceeds. The Hartree Fock level 

of theory gave poor results as compared to the MP2 and semi-empirical results. Despite 

the much greater computational cost of the MP2/6-31G* QM/MM method (e.g. 12 

months of continuous calculations on a dedicated DEC-alpha workstation for a single 

Sn2 transition-state!) as compared to semi-empirical, it would appear that for the 

reactions studied, its use is justifiable in order to produce results in agreement with 

experiment.

kl k2
RX R+X- ^  ^  R-H

k- k-'
x- ^  R+ + X-

k--
J i

k4 ks k6 k 7
r r r

RS RS RS RS
Figure 9.13: The unimolecular pathway depicting the possible roles of ion-pairs in a 
mechanistic pathway.
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The AMI/COSMO energy surfaces reveal the possibility of alternative pathways for 

nucleophilic substitution. The work carried out in this simulation has only included the 

Sn2 and not the SN1 mechanistic pathway. The elucidation of the SN1 pathway would 

lend itself to comparison with the results obtained in this SN2 study. The SN1 pathway 

according to Winstein, Figure 9.13, would be best studied by a QM/MM method as it 

could show any ion-pairing that may occur as the leaving group dissociates/1121
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Chapter 10 - The Solvolysis of Methoxymethylchloride

10.1 Introduction
Methoxymethylchloride is known to decompose with rapidity in solvolytic and SN2 

reactions.[ll3] The kinetic isotope effect for the solvolytic reaction has been 

experimentally measured and interpreted in various conflicting ways. The 

methoxymethyl group is an interesting group to study as sterically it resembles a 

primary halide whereas electronically, it resembles a tertiary halide due to the 

possibility of transition-state charge stabilisation, Equation 10.1.

Equation 10.1
H20

OMe
I

CH.

OMe

Cl —
+

H20 CH, Cl

Hughes and Ingold postulated, but never proved, that the aqueous solvolysis of the 

primary halide, methoxymethyl chloride, would be found to belong to the unimolecular 

category.[34] Experimental evidence for the rate of ethanolysis of 

methoxymethylchloride in the presence of excess ethoxide ion suggests that the reaction 

is bimolecular in nature.[114] In a study by Jones and Thornton, they assumed that the 

difference between an SN2 and SN1 mechanism was the ‘tightness’ of the transition- 

state. They measured the a-deuterium isotope effect for solvolysis of 

methoxymethylchloride to be 1.24 ± 0.08 per deuterium atom in 2-propanol at 273.15K. 

The large magnitude of this isotope effect would usually be associated with a ‘loose’, 

SN1 transition-state, Equation 10.2, whereas if the value was inverse or close to unity, it 

would be associated with a ‘tight’, SN2 transition-state, Equation 10.3. They concluded 

from their study that the transition-state for methoxymethylchloride is like that for the 

solvolysis of /-butyl chloride. That is, the transition-state is ‘loose’ with a great deal of 

carbocation character even though sterically there is a possibility of a tight, SN2 

transition-state.

*

+ c h 3o c h 2ci

OMe
I

S C H .- -Cl

s + c h 3o c h 2ci

+

OMe
I

s- - c h 2-ci

Equation 10.2

Equation 10.3

S = Solvent
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On the investigation of the bimolecular substitution reaction on acetals by Kirby,[115] it 

was concluded that there was a good deal of evidence that nucleophilic substitutions at 

centres with strongly electron-donating substituents are characterised by large a- 

deuterium isotope effects, for SN2 as well as SN1 mechanisms. This infers that caution 

must be taken when attributing kinetic isotope effects to mechanisms. Unlike Jones and 

Thornton, they attributed the transition-state to be an ‘exploded’ SN2 transition-state due 

to the variance of the kinetic isotope effect when the nucleophile varied. They described 

the ‘exploded’ transition-state as either an unusually open transition-state for an SN2 

displacement reaction or as an oxocarbenium ion that is stabilised by weak interactions 

with the nucleophile and leaving group/1161 The large isotope effect is used to support 

the idea of an open, exploded transition-state with a large amount of oxocarbenium ion 

character which has freedom for the bending motion for the C-H bonds of the 

formaldehyde moiety.

The valence bond configuration mixing model,[97] discussed in Chapter 8, was used by 

Shaik to investigate the transition-state for methoxymethylchloride reaction/941 The 

conclusions drawn from their model was that the transition-state will involve substantial 

carbocation character due to the stability of the triple-ion configuration,

[N:_(CH3OCH2)+:X"], induced by the methoxy group. The relationship between 

molecular distortion and activation energy plays an important role in the Pross and 

Shaik model. If a reaction is slow, it will require a large amount of molecular distortion, 

relative to the reactants, whereas if the reaction is fast, it does not. The solvolysis 

reaction of methoxymethylchloride reaction is reported to be faster than the reaction for 

methyl case which is known to have a ‘tight’ transition-state. Therefore according to the 

model, the transition-state will be tighter than for the corresponding unsubstituted 

substrate.

10.2 Methods
The aim of this simulation is to investigate the aqueous solvolysis of 

methoxymethylchloride, Equation 10.4, which will be achieved by using a variety of 

computational methods. The location of saddle points for the bimolecular solvolysis of 

methoxymethylchloride in aqueous solution using semi-empirical continuum and semi- 

empirical QM/MM modelling is undertaken. The calculated isotope effects are
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compared to the experimental kinetic isotope effect and the structural information 

gained is used to indicate whether the transition-state is ‘tight’ or ‘loose’.

H20  +  CH30CH2C1 ► CH3OCH25 h 2+  Cl" Equation 10.4
The AMl/COSMO[11,12] model is used for the continuum treatment of solvation. The 

QM/MM model is based on the default AMI model in CHARMM[15] with the 

subsequent transition-state refinement controlled by GRACE.[601 The TIP3P molecular 

mechanics model is used for all waters except the water involved in the nucleophilic 

attack which is treated quantum mechanically. A detailed description of the 

computational methods employed can be read in Chapter 9. The CAMVIB and 

CAMISO programs are used to compute the kinetic isotope effects.[28]

10.3 Results
The calculated results for the solvolysis of methoxymethylchloride from the various 

computational methods are given in Table 10.1. The transition-state bond lengths (A) 

and Pauling bond orders for the carbon-chlorine (C-Cl), carbon-oxygen (C-O) and the 

a-carbon-methoxy carbon bond lengths, (C-OMe) are given as well as the C-OMe bond 

length for the reactants; also given are the enthalpy of activation and a-deuterium 

kinetic isotope effects per deuterium atom at 275.15 K. The Pauling bond orders are 

calculated with the proportionality constant, c, equal to 0.6 for the cr-bonds and 0.3 for 

the -̂-bonds.

Table 10.1: Calculated bonded lengths and bond orders for the SN2 transition-states for 
the solvolysis of methoxymethylchloride together with the calculated activation 
energies, kJ mol'1, and a-deuterium kinetic isotope effect.

Method TS
c-ci/A

TS
C-O/A

Reactant
C-OMe/A

TS
C-OMe/A

Bond Orders
n C-C\ n C -0  ^ C -O M e AH* kH//kD

AMI/COSMO 2.515 1.934 1.400 1.327 0.30 0.45 1.28 58.4 1.03

AMI QM/MM 2.579 2.032 1.400 1.308 0.27 0.38 1.36 53.7 1.04

AMI QM/MM 3.298 3.567 1.400 1.285 0.08 0.03 1.46 66.0 1.25

10.4 Discussion

In their study, Jones and Thornton measured the a-deuterium isotope effect for 

solvolysis of methoxymethylchloride to be 1.24 ± 0.08 per deuterium atom in 2- 

propanol at 273.15 K. They also measured the enthalpy of activation, and entropy 

of activation, JS*, in 2-propanol, to be 44.8 ± 2.5 kJ mol'1 and -120.5 ± 6.7 J K'1 mol'1,
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respectively. The AMI/COSMO method resolved a bimolecular transition-state for the 

solvolysis of methoxymethylchloride, Table 10.1. The transition-state possesses a great 

deal of bonding from the nucleophile and leaving group towards the a-carbon which 

gives rise to a tight transition-state, and an a-deuterium kinetic isotope effect associated 

with a Sn2 mechanism, a value close to unity. The calculated enthalpy of activation is 

approximately 10 kJ mol'1 too high compared with the experimental value.

The AMI QM/MM method resolved two sets of bimolecular transition-states for the 

solvolysis of methoxymethylchloride. From the bond orders, one transition-state can be 

regarded as being ‘tight’ while the other is ‘loose’. The ‘tight’ transition-state possesses 

a great deal of bonding from the nucleophile and leaving group towards the a-carbon 

which gives rise to an a-deuterium kinetic isotope effect associated with a typical SN2 

mechanism. The ‘loose’ transition-state possesses little bonding from the nucleophile or 

leaving group towards the a-carbon which gives rise to an a-deuterium kinetic isotope 

effect associated with an SNl-like mechanism. The calculated loose KIE of kH/kD = 1.25, 

is in very good agreement with the experimentally determined result of kH/kD = 1.24 ± 

0.08. However, the activation energy for the tighter transition-state is much closer to 

experiment than that for the loose one. The double bond character of the a-carbon- 

methoxy carbon bond, C-OMe, Equation 10.1, for the loose transition-state is reflected 

in the greater bond order for that bond. The QM/MM model resolved two bimolecular 

transition states whereas the continuum model only resolved one. This is because the 

continuum model can not describe specific solvent-solute interactions that stabilise a 

transition-state and so it only the tighter of the two transition-states was resolved.

10.5 The examination of solvent structures
One of the main advantages of QM/MM over continuum modelling is the fact that it 

involves specific solvent molecule interactions which can give insight into the structural 

stabilisation that solvation offers as the reaction proceeds. The snapshots show all 

solvent molecules any atom of which lies within 2.8A of the core (reacting system). It 

should be noted that these are ‘snapshots’ and not unique transition-state structures.
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10.5.1 Reactant complex structure

< * >»
2 . 4 6 3

2 . 3 6 6

Figure 10.1: The solvated methoxymethylchloride and nucleophile reactant complex at 
AMI QM/MM.

The reaction complex at AMI QM/MM has three hydrogen bonds associated with the 

nucleophile; three ‘loose’ hydrogen bonds associated with the chlorine of the reactant 

and one hydrogen bond associated with the oxygen on the methoxy group, Figure 10.1.

10.5.2 Transition-state structures

Figure 10.2: The ‘tight’ transition-state for the solvolysis of methoxymethylchloride at 
AMI QM/MM, its ‘animated’ snapshot.

The ‘tight’ transition-state at AMI QM/MM possesses three hydrogen bonds associated 

with the nucleophile and four with the leaving group which have become ‘tighter’ as 

compared to the reactant-complex while the hydrogen bond associated with the oxygen 

on the methoxy group has disappeared, Figure 10.2. The ‘tight’ animated transition-state
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motion vector shows the involvement o f both the nucleophile and leaving group in the 

transition-state.

2 095 
2.164

2.160’

2.165

Figure 10.3: The ‘loose’ bimolecular transition-state structure for the solvolysis of 
methoxymethylchloride at AMI QM/MM, its ‘animated’ snapshot.

The ‘loose’ transition-state at AMI QM/MM, possesses three hydrogen bonds 

associated with the nucleophile and seven hydrogen bonds associated with the leaving 

group, an increase of three, which have become ‘tighter’, Figure 10.3. The ‘loose’ 

bimolecular animated transition-state motion vector shows that the nucleophile is mainly 

involved with only slight participation of the leaving group. However, the reaction is still 

bimolecular.

10.5.3 Product complex structure

? .  1 10

119 2 . '1 2 2

2 . 144

2 .0 9 4

(a) tight (b) loose
Figure 10.4: The solvated protonated alcohol and leaving group structure at AMI 
QM/MM from the resultant forward IRC paths for (a) the tight and (b) the loose 
transition-states.
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The protonated alcohol that resulted from the IRC for the tight transition-state has three 

water molecules associated with the product complex water molecule, Figure 10.4a. 

These are less tightly bound than in the transition-state. The leaving group now has five 

waters surrounding it, Figure 10.4a, but no water molecules between itself and the 

product. The protonated alcohol that resulted from the IRC for the loose transition-state 

has three water molecules associated with the product complex water molecule, Figure 

10.4b. Again, these are less tightly bound than in the transition-state. The leaving group 

now has eight waters surrounding it but no water molecules between itself and the 

product.

10.6 Conclusion
The AMI/COSMO model resolved a transition-state that was close to the experimental 

enthalpy of activation but whose calculated KIE was not. The AM1/TIP3P model 

resolved two transition-state; one tight and the other loose. The loose transition-state 

was close to the experimental isotope effect. Even though sterically there is a possibility 

of a tight, Sn2 transition-state, the AMI QM/MM study shows that the transition-state is 

‘loose’ with a great deal of carbocation character.

The QM/MM model resolved two bimolecular transition states whereas the continuum 

model only resolved one. As the continuum model can not describe specific solvent- 

solute interactions that stabilise a transition-state and so it only the tighter of the two 

transition-states was resolved. The inclusion of specific solvation interaction to describe 

reaction mechanisms is an important feature of QM/MM modelling. Great care must be 

taken when initially setting up the system. Achieving a ‘realistic’ solvent packing in the 

first shell is of vital importance when setting up the system.
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Chapter 11- Transition-state Structural Refinement with 
GRACE and CHARMM: Modelling of Glycoside 
Hydrolysis in Aqueous Solution Using a Combined 
Quantum/Classical Method

11.1 Introduction

Glycoside hydrolyses are important bio-organic processes whose mechanisms are of 

considerable interest to physical organic chemists. Glycoside hydrolysis teeters on the 

brink between a stepwise and concerted mechanism. A hybrid quantum/molecular 

mechanical simulation of a glycoside hydrolysis model in aqueous solution was under 

taken by Barnes and Williams.[99] They used the CHARMM QM/MM program to obtain 

an energy surface showing two distinct reaction pathways.[15] The comparison of 

experimental data with their calculated isotope effects indicated that the preferred 

mechanism was stepwise. Barnes and Williams obtained their transition-states by a grid 

searching methodology which could be thought of as ‘unrefined’ transition-states.

The multifunctional program GRACE[60] which was developed by our group employs 

the ‘eigenvector-following’ method for location of transition structures in association 

with a subset-Hessian approach (see Chapter 9 for more detail). The use of GRACE 

allows the location of ‘true’ or ‘refined’ saddle points for a proposed mechanisms as 

characterised by a single imaginary vibrational frequency. These ‘refined’ saddle points 

are used in this chapter to calculate kinetic isotope effects for comparison with 

experimental results to elucidate the mechanism, and to re-evaluate the results of Barnes 

and Williams.

The basic mechanistic chemistry of the non-enzymic hydrolysis of simple pyranosidic 

and furanosidic O-glycosides was established by the mid-70’s.[ll7] Evidence exists 

suggesting that the hydrolysis of N-glycosidic bonds occurs with a considerable 

oxycarbenium character in the ribose ring at the transition-state. Experimental evidence 

for the existence of oxycarbenium character was based on a large a-deuterium 

secondary effect for the acid catalysed solvolysis of inosine and adenosine.[ll8] The 

oxycarbenium ion is indicative of a stepwise or ‘exploded’ concerted transition-state. 

For the oxycarbenium ion to exist, it must be stabilised internally or by the surrounding
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solvent. It is therefore critical that the solvent is described by a discrete method that 

allows a detailed description of the solvent structure.

Stepwise (SN1)

Concerted (SN2)

Stepwise
Preassociation

H20

Figure 11.1: Pathways for the hydrolysis of simple glycosides.

A simple glycoside may undergo hydrolysis by three mechanisms, Figure 11.1. The 

stepwise DN + AN (SN1) mechanism involves rate determining heterolysis of the 

aglycone leaving group, forming a glycosyl cation which is then subject to nucleophilic 

attack. The concerted ANDN (SN2) mechanism involves a bond to the nucleophile being 

formed as the bond to the leaving group is broken. The stepwise DN*AN (SN1) pre­

association mechanism is similar to the DN + AN (SN1) one with the nucleophile 

appearing in the rate determining step only as a ‘spectator’. Schramm et al. measured 

experimentally kinetic isotope effects for the acid-catalysed hydrolysis of adenosine 

monophosphate, Figure 11.2, with isotopic substitution at four positions.[119] They 

concluded from their measured kinetic isotope effects, Table 11.2, that the reaction 

mechanism was stepwise in nature.

n h 2

"OH

OH

0 3P0

OH
O-

 OH

OH
 OH

OH

Figure 11.2: The hydrolysis of adenosine monophosphate.
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n h 2

+N

OH
11.3a 11.3b

Figure 11.3: Adenosine monophosphate and its computational model; (a) represents the 
carbon-nitrogen leaving group distance, (b) represents the carbon-oxygen nucleophile 
distance and the (*) represents the various points of isotopic substitution.

To reduce the computational expense, a ‘model’ system of the acid-catalysed hydrolysis 

of adenosine monophosphate was used, Figure 11.3b. Barnes and Williams used the 

CHARMM QM/MM program to obtain the energy surface shown in Figure 11.4. The 

model structure was used to calculate each point on the grid. The points were formed by 

pairs of values for the making bond (C-Nu) to the nucleophilic water molecule and the 

breaking bond (C-Lg) to the aglycone leaving group at 0.2A intervals. The transition- 

state structures were located accurately by a fine grained (0.02A) grid search around the 

approximate saddle points. The topology of the resulting surface revealed a sharp saddle 

point leading from the reactant valley into a shallow bowl, corresponding to an 

intermediate, from which the product valley was reached by traversing a second broad 

saddle region; this suggests a stepwise DN*AN pre-association mechanism. However the 

surface also shows the presence of a second, separate pathway leading directly to the 

products across the ridge from the reactants valley thereby suggested a concerted DNAN 

mechanism. They concluded the possibility existed for both the stepwise DN*AN and 

concerted ANDN mechanisms. The agreement between calculated and experimental 

kinetic isotope effects indicated that the preferred mechanism was stepwise.
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Figure 11.4: The QM/MM energy surface for the model of the acid-catalysed hydrolysis 
of adenosine monophosphate (Nu = water nucleophile; Lg = aglycone leaving group).

The aim of this simulation is to locate "true’ saddle points for the proposed mechanisms 

for the model of the acid-catalysed hydrolysis of adenosine monophosphate characterised 

by a single imaginary vibrational frequency. The calculated isotope effects are compared 

to experimental values in an attempt to elucidate the mechanism that relates to the 

experimentally obtained results.

11.2 Methods

A hybrid QM/MM computational study for the model of the glycoside hydrolysis in 

aqueous solution was undertaken. The study involves the acid-hydrolysis of the model 

compound embedded in a 15A radius o f ca. 500 water molecules, Figure 11.5. The 

reacting system is treated by the AMI semi-empirical molecular orbital method whilst the 

solvent water molecules are described by the TIP3P empirical potential^1001 Approximate 

transition-states are obtained using the CHARMM program and then refined by GRACE. 

The kinetic isotope effects are calculated using the CAMVIB and CAMISO programs.1281
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Figure 11.5: A snapshot of the adenosine monophosphate model embedded in a 15A 
radius of ca. 500 water molecules.

11.3 Results

Table 11.1: Calculated bonded lengths and Pauling bond orders for the transition-state 
and the enthalpy o f reaction for the acid-catalysed hydrolysis of adenosine 
monophosphate model.

Mechanism Bond Length 

C -N /A

Bond Length 

C-O/ A

Bond Order

Ĉ-N

Bond Order

«c-o

Relative Energy 

kJ/mol'1

Concerted 2.081 2.363 0.38 0.24 158.2

Stepwise TS1 2.146 2.827 0.34 0.11 171.6

Stepwise INT 2.610 2.357 0.16 0.24 143.1

Stepwise TS2 2.735 2.132 0.13 0.35 167.0

The transition-states for the various mechanisms were obtained and refined by GRACE, 

Table 11.1. The transition-state bond lengths (A) and Pauling bond orders for the 

carbon-nitrogen (C-N) leaving group distance and carbon-oxygen (C-O) nucleophile 

distance for the various mechanisms are given. The Pauling bond orders are calculated as 

described in Chapter 4 using the reactant bond length for the equilibrium bond length and 

a value of 0.6 for the constant c. The relative energies are calculated as the energy 

difference between the reactant complex and each of the species. For the stepwise 

mechanism, the energies for the first transition-state (TS1), the intermediate (INT) and
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the second transition-state (TS2) are given. The kinetic isotope effects are calculated at 

323.15 K, Table 11.2. The experimental and the 'grid’ search results for the various 

isotopic substitutions are also given.

Table 11.2: Experimental kinetic isotope effect for the acid-catalysed hydrolysis of 
adenosine monophosphate in 2 mol dm° HC1 at 50°C and the QM/MM calculated results 
for the model.

QM/MM GRID1" 1 QM/MM GRACE

Isotope Effect Experimental Concerted Stepwise Concerted Stepwise TS1 Stepwise TS2

o Z o 1.044 ±0 .003 1.044 1.045 1.101 1.042 1.039

1° ,5n 1.030 ± 0 .002 1.028 1.028 1.042 1.024 1.022

2° p-2H 1.077 ± 0 .002 1.071 1.074 1.123 1.093 1.068

2° a - 3H 1.216 ± 0 .004 1.164 1.211 1.321 1.235 1.186

rms. error 0.026 0.003 0.064 0.013 0.016

11.4 D iscussion

The GRACE hybrid QM/MM computational study of the model for glycoside hydrolysis 

in aqueous solution resolved various transition-states for the concerted and stepwise 

mechanisms. The concerted ‘animated’ transition-state shows the involvement o f both 

the nucleophile and leaving group in the transition vector, Figure 11.6. The stepwise TS1 

'animated’ transition-state shows the main involvement of leaving group and little motion 

of the nucleophile in the transition vector while the stepwise TS2 ‘animated’ transition- 

state shows the main involvement of nucleophile and little motion of the leaving group.

Concerted Stepwise TS1 Stepwise TS2

Figure 11.6: The ‘animated’ transition-state o f the glycoside hydrolysis for the concerted 
and stepwise mechanisms.
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As Barnes and Williams’ QM/MM energy surface showed, two reaction pathways are 

possible. From the calculated barrier heights, the concerted mechanism is favoured over 

the stepwise mechanism by 13.3 kJ mol"1. The concerted transition-state does not 

resemble an ‘exploded’ transition-state such that can be seen for the solvolysis of D- 

glucopyranosyl derivatives or methoxymethyl chloride.[113,1201 The bonding to the leaving 

group in the stepwise mechanism is much looser than that found in the concerted 

mechanism, whereas the bond to the nucleophile is much shorter. The effect of the water 

molecule in the stepwise mechanism is initially to stabilise the transition-state (TS1) by 

forming a strong hydrogen bond to hydroxyl group on the glycosyl ring. The proximity 

of the water molecule to the formed oxycarbenium intermediate (INT) is then ideal for 

the subsequent nucleophilic attack to the glycosyl cation (TS2).

A test of any theoretically determined structure is how well it reproduces experimental 

results. The isotopic substitutions offer information about the change in bonding of that 

atom in the transition-state. The calculated kinetic isotope effect for each mechanism is 

given in Table 11.2 for iso topic substitution at four separate positions. The experimental 

and the calculated CHARMM grid search kinetic isotope effects are also given. The 

carbon and nitrogen isotope effects are larger for the concerted mechanism due to the 

fact that the bonding to the leaving group is greater in the concerted transition-state than 

the stepwise one. Both the secondary a-tritium and the secondary P-deuterium effect for 

the concerted mechanism is greater than that for the stepwise mechanism. These results 

are contrary to the conventional expectation that the isotope effect for a concerted 

mechanism is close to unity. If correct, this would question the validity of assigning 

mechanisms to reactions solely on their kinetic isotope effects. Schramm et al. assigned 

the stepwise mechanism to this reaction due to the large values of their experimental 

kinetic isotope effects.

The secondary p-deuterium effect is related to the relative hyperconjugation of the 

transition-state. The value for the concerted mechanism is greater than that for the 

stepwise mechanism because of the larger carbon-nitrogen bond dissociation in the 

concerted transition-state i.e. greater oxycarbenium character. Barnes and Williams’ grid
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calculated results closely resembled the experimental kinetic isotope effects differing only 

for the concerted secondary a-tritium effect. This was the criterion by which Barnes and 

Williams’ concluded that the preferred mechanism was stepwise. The 

GRACE/CHARMM calculated kinetic isotope effects for the stepwise mechanism are 

much closer to the experimental values than that calculated for the concerted mechanism 

suggesting that the preferred mechanism is indeed stepwise, despite the relative values of 

the calculated barriers for the two pathways.

11.5 The examination of solvent structures
One of the main advantages of QM/MM over continuum modelling is the fact that it 

involves specific solvent molecule interactions which can give insight into the structural 

stabilisation that solvation offers. The figures shown are only snapshots o f stationary 

points. They are not unique stationary points but can be regarded as members of a large 

family or group of similar stationary points. A slight reorganisation of a single solvent 

molecule may perturb the system so that a new transition-state structure results. This 

‘new’ transition-state may or may not be similar in energy and structure to the ‘old’ 

transition-state.

11.5.1 Reactant complex structure

QM nucleophile
QM nucleophile

Figure 11.7: The solvated reactant complex at AMI QM/MM.

169



Chapter 11

The nucleophile in the solvated reactant complex possesses three strong hydrogen bonds; 

one to the hydrogen, another to its oxygen and one to the hydroxyl oxygen of the 

glycosyl group, Figure 11.7.

11.5.2 Transition-state structures

Figure 11.8: A snapshot of the concerted

QM  nucleophile

. 8 6 3

transition-states’ first solvation shell.

At the concerted transition-state, each of the hydrogens on the QM nucleophile creates a 

strong hydrogen bond to the solvent while one of its lone pairs on the oxygen accepts a 

strong hydrogen bond from the hydroxyl on the glycosyls’ ring. The other lone pair is 

orientated towards the reacting a-carbon centre, Figure 11.8. The hydroxyl group 

possesses two strong hydrogen bonds; one from the nucleophile and the other from a 

solvent molecule to the hydroxyls’ oxygen.

I

1377 .

7.065

2 .7 IQ  2 .0 6 9  7 .1 0 5

'■ - * k i .  r a n

QM nucleophile

TS1
QM nucleophile

INT

tQM nucleophile 
TS2

Figure 11.9: A snapshot of the stepwise mechanisms’ stationary points.
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At the stepwise transition-state (TS1) the attacking nucleophile possesses a strong 

hydrogen bond towards the hydroxyl group on the glycosyl cation and two others to the 

surrounding ‘bulk' solvent, Figure 11.9. The density of the first solvation shell is greatest 

at the intermediate stationary point (INT) due to the fact that it requires the greatest 

solvent stabilisation. This is reflected in the tighter hydrogen bonds from the surrounding 

solvent molecules for the intermediate stationary point. As the reaction progresses, the 

solvation o f the nucleophile decreases in the act of becoming bonded to the a-carbon.

11.5.3 Product complex structure

Figure 11.10: The solvated protonated alcohol and leaving group structure at AMI 
QM/MM.

The solvated glycosyl cation possesses a series of tight ‘water chains’ between the 

hydroxyl and protonated hydroxyl groups, Figure 11.10. The nitrogen groups on the 

aglycone leaving group all possess strong hydrogen bonds.

11.6 Conclusion

In line with the study by Barnes and Williams’, the GRACE/CHARMM calculated 

kinetic isotope effects indicated that the stepwise resolved mechanism was the preferred 

mechanism. The difference between the Barnes and Williams’ and GRACE calculated 

isotope effects, relating to slightly different transition-states, lends credence to the 

existence o f a ‘family’ or group of similar transition-states for a single mechanisms which 

is dependant on the solvent structure. The bonding to the leaving group in the stepwise 

mechanism is much looser than that found in the concerted mechanism, whereas the bond 

to the nucleophile is much shorter. This causes the considerable oxycarbenium character

9
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for both the stepwise and concerted mechanisms in the ribose ring at transition-state 

which is manifests itself in the value for the secondary p-deuterium effect. The value for 

the concerted mechanism’s secondary a-tritium effect and secondary a-deuterium is 

greater than that for the stepwise mechanism. The calculated isotope effects for the 

mechanisms, questions the validity of assigning mechanistic categories to reactions solely 

on their kinetic isotope effects. The model chosen to mimic the glycoside hydrolysis 

reaction totally neglects the possible effect that the phosphate group can have on the 

reaction/1211 The effect of the phosphate group may be to destabilise or stabilise one of 

the pathways so that only one mechanism is viable. A study involving the ‘whole’ system, 

Figure 11.2, would attempt to address the problem of whether the phosphate group has 

an effect or not.
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Chapter 12 -Electronic Insight into Three-membered Rings

12.1 Introduction

The introduction of an exocyclic double bond onto a three-membered ring such as 

oxirane leads to compounds with an even larger ring-strain energy.tl22] Oxiranones (a- 

lactones) fall into this category of compounds, being very unstable, highly reactive 

intermediates, and therefore difficult to isolate. This instability is due to the possibility 

of facile ring opening to a dipolar, zwitterionic species. The intermediacy of an a- 

lactone in halide elimination from a-halocarboxylates has been found to be dependent 

on the substituents attached to the a-carbon and on the properties of the solvent.[123] This 

intermediate has been described as a zwitterion,[l24] an a-lactone[125] or an a-lactone 

possessing much ionic character.[126] MP2=full/6-311++G(d,p) calculations, both in the 

gas-phase and in solution using single-point calculations at IPCM by Firth-Clark et 

a/.[l27] have suggested that the intermediate is a-lactone in character. Firth-Clark et al 

used hydroxyoxiranone as a model for a possible intermediate which might be involved 

in the heterolysis of glycosides of N-acetyl-a-D-neuraminic acid. They concluded that 

hydroxyoxiranone is an a-lactone with a long C-O bond length of 1.568A for the anti- 

hydroxyoxiranone isomer.

Interest in the reactivities of small three-membered rings has led to the calculation of 

the standard enthalpies of formation of oxirane, oxiranone, cyclopropanone and 

hydroxyoxiranone at QCISD(t)=full/6-311++G(2df,p)//MP2=full/6-311++G(d,p) to an 

accuracy of ±10 kJ mol'1.11281 Substituting these values into appropriate isodesmic 

equations allowed the calculation of the strain energies, kJ mol'1, relative to oxirane. 

The results indicate hydroxyoxiranone (104) < cyclopropane (114) < oxirane (115) < 

oxiranone (169) < cyclopropanone (181). It appears that, hydroxyoxiranone has a 

significantly low strain energy as compared to oxiranone.

O
II

Cyclopropane Cyclopropanone Oxirane

Figure 12.1: Three-membered rings studied.
Oxiranone Hydroxyoxiranone
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The structural properties of these compounds are a very interesting topic which can now 

be addressed using Bader’s ‘atoms in molecules’ theory to compute the electronic 

topological characteristics^1291 The investigation of the role of solvent is carried out 

using a self-consistent isodensity polarised continuum model. By this means it is 

possible to rationalise the structure and bonding in a series of three-membered rings, 

Figure 12.1, and offer an explanation to hydroxyoxiranone’s curiously low strain 

energy.

12.2 Methods
All calculations were carried out using Gaussian 94.[18] Gas-phase geometry 

optimisations were performed without any symmetry constraints at the Hartree-Fock 

level using the 6-31+G(d,p) basis set with MP2 electron correlation. The effects of 

aqueous solvation upon structure were determined by means of geometry optimisation 

using a self-consistent isodensity polarised continuum model (SCI-PCM) at the Hartree- 

Fock level using the 6-31+G(d,p) basis set with a dielectric constant of 78.36 for water. 

Single-point energies were then calculated at MP2/6-31+G(d,p). The self-consistent 

reaction field method models the solvent as a continuum of uniform dielectric constant. 

The SCI-PCM method includes the effects of solvation in the solution to the self- 

consistent field problem. The solute charge distribution is allowed to be polarised by the 

reaction field and the calculation is iterated until self-consistency is achieved. The 

electron topology was determined using the AIMPAC series of programs which invokes 

Bader’s ‘theory of atoms in molecules’.

12.3 Atoms in molecules analysis
Matter is composed of atoms. This is a consequence of the manner in which electrons 

are distributed throughout space in an attractive field exerted by the nuclei. These nuclei 

act as point attractors immersed in a cloud of negative charge, the electron density. This 

electron density describes the manner in which the electronic charge is distributed 

throughout real space determining the appearance and form of matter. The structure and 

bonding of molecules can best be described in terms of topological characteristics of the 

electron density (/?), its Laplacian ( V2p) and the ellipticity (s) of the molecules bonds.
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12.3.1 Electron density, p

The electron density, p{r), is a physical quantity having a definite value at each point in 

space. It is a scalar field over three dimensional space. The topological properties of this 

scalar field are conveniently summarised in terms of the number and type of points 

called critical points. The structure of bonds is made more evident and amenable to 

analysis through the study of the associated gradient vector of the charge density, Vfif). 

A representation of Tines of force’ is a display of a vector field. The properties of a 

vector field are characterised by associating a direction as well as a magnitude with 

each point in space. The display of f?p(x) for a molecule makes visible the definitions 

of its atoms and of a particular set of lines linking certain pairs of nuclei within the 

molecule.

12.3.2 Critical points

There are four possible kinds of stable critical points in fix), each being associated with 

an important topological element of structure. The distribution of charge within a 

molecular system is an indication of the forces acting within the system. Dominant 

among these is the attractive force exerted by the nuclei, a consequence of the localised 

nature of the nuclear charge. This interaction is responsible for the most important 

topological property exhibited by the molecular charge distribution in a many electron 

system: that of p(x) exhibiting a local maximum only at positions of the nuclei. Whether 

it is a maximum, minimum or a saddle point, each of the topological features of fix) has 

associated with it a point in space called a critical point. At this point, denoted by the 

position vector, rc, the first derivatives of p(x) i.e. Vfix) = 0, where Vp denotes the 

operation in Equation 12.1. Whether a function is a maximum or minimum at an 

extremum is determined by the sign of its second derivative.

Vp = i Spldz. + j Spldf + k Sp/Sz Equation 12.1

A bond critical point can be found between every pair of nuclei which are considered to 

be linked by a chemical bond. Here the electron density is at a maximum at position 

vector, rc, and a minimum perpendicular to the bond. A ring critical point is formed 

when nuclei are linked together to form a ring. Here the charge density at this point is at 

a minimum at rc, and a maximum perpendicular to the plane. An example of this can be 

seen in diborane, B2H6, Figure 12.2.
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9.2.1 GRACE

GRACE is based on a mathematical program whose functions have been oriented to the 

needs of QM/MM modelling/1011 The main interface of GRACE is via a tool control 

language which is a structured programming language. It provides a sophisticated 

‘nerve centre’ which uses external codes as well as its own internal algorithms. 

Visualisation codes are not part of GRACE; however, it can interface with programs 

such as XMol[102] or RasMof1031 via a series of pdb files which can be read and 

animated. This makes the visualisation of eigenvectors during saddle point location 

possible ensuring that the correct mode is followed. The interface with GAMESS- 

UK[104] operates as part of the ab initio QM/MM modelling method in GRACE. When 

the energy and gradient of a QM/MM system is required, GRACE constructs an 

appropriate input deck for GAMESS-UK, runs the code and then parses out the energy 

and gradients from the log file. The molecular mechanics components of the QM/MM 

function are then constructed via an interface with CHARMM. (See Appendix B for 

more details on GRACE)

9.2.2 AMI/COSMO

A reaction profile of the SN2 nucleophilic substitution reaction is computed using the 

AMI/COSMO method and the approximate saddle point geometry is used initiate a 

saddle search. Once a transition-state is located, a set of ‘valence’ internal co-ordinates 

is then generated using GRACE and CAMVIB which remove the rotational and 

translational contamination from the hessian before the kinetic isotope effects are 

computed by CAMISO.

9.2.3 AMI QM/MM
One approach to model a reaction in solution is to use a combined quantum mechanical 

(QM) and molecular mechanical (MM) method, Figure 9.1. This ‘water droplet’ method 

is split into two regions. One region, the reacting core, contains all the reacting atoms of 

interest. The atoms in the reacting core are subjected to the quantum mechanical 

simulation. The surrounding region contains all the atoms outside the reacting core. In 

this case they are solvent molecules. A convenient way to describe the behaviour of a 

system being studied with a hybrid potential, as in CHARMM, is to use a notation 

involving an effective Hamiltonian, //efr-[I°51 In this formulation, the energy of the
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H H H
Figure 12.2: Structure of diborane showing a ring critical point denoted by •.

A cage critical point can be found when the charge density is a local minimum at the 

centre of the cage structure as in tetrahedrane, C4H4. Finally, there is a critical point 

located over an atom which is a maximum of electron density. Here the Coulombic 

potential becomes infinitely negative when an electron and nucleus coalesce (i.e. this is 

the electron density around an atoms nucleus).

12.3.3 TheLaplacian

The value of the quantity F /?, called the Laplacian of p  in Equation 12.2 is denoted by: 

t fp  = V*Vp= + S rfld f  + S/fl8z2 Equation 12.2

The Laplacian ( Pfp  ) of the electron density recovers the shell structure of an atom by 

displaying a corresponding number of alternating shells of charge concentration and 

charge depletion. The uniform sphere of charge concentration present in the valence 

shell of a free atom is distorted upon chemical combination to form local maxima and 

minima. This scalar function, F*/?, measures the local concentration of charge. A 

negative value of the function at some point implies a higher value of the density 

compared to the immediate surroundings, and vice versa for positive values of F?/?.[130] 

A covalent bond implies that there is a build-up of charge at the bond critical point, and 

therefore it will have a ‘large’ negative value of F/?, whereas a large positive value at 

the bond critical point would be a characteristic of an ionic bond, a hydrogen bond or a 

van der Waals molecule.[131] This can be seen in the Laplacian diagrams for a covalent 

hydrogen molecule ( F*/? = -1.24) and the ionic interaction between lithium fluoride 

( Flp  = +0.63). The Laplacian contour diagram shows that for the hydrogen molecule 

the electron density is equally spread between the hydrogen atoms whereas in lithium 

fluoride, the electron density is distributed towards the more electronegative fluorine 

atom, Figure 12.3.
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Laplacian for the Hydrogen Molecule Laplacian for Lithium Fluoride
Figure 12.3: Jn vacuo contour line diagrams of the calculated [MP2/6-31+G(d,p)] 
Laplacian concentration. The red and blue lines are regions in which electron charge is 
concentrated or depleted, respectively.

12.3.4 Ellipticity, e

The ellipticity, s, measures the asymmetry between the two principal curvatures (A/, Ai) 

o f electron density perpendicular to the bond and is defined as s  = A1IA2 - 1. In a single 

bond, such as the C-C bond in ethane, s  = 0, as there is no asymmetry of electron density 

perpendicular to the plane. Higher values o f e can be found for the C=C double bond in 

ethene s  = 0.41, as this ethene bond possess 7r-electron density perpendicular to the 

plane. Therefore s  can be used as a measure of 7r-character of a bond.'1321

12.3.5 Bond path and angle deviation

It is possible to define the lines of maximum electron density between two nuclei, usually 

called bond paths. The bond path, rb, is defined as the line of maximum electron density 

between two nuclei. This will not usually coincide with the geometrical bond path, re, 

which is a straight line drawn between the nuclei.[ 1331 The bond angle path, a b, is 

calculated by the angle generated between tangents to the bond path at some nucleus. 

The difference between the geometrical bond angle, a a, at some nucleus and the bond 

path angle, a b, may be used to quantify strain, Aa, Figure 12.4.

178



Chapter 12

Figure 12.4: Geometrical and bond parameters of a typical three-membered ring. The 
bond paths are indicated by the dashed lines and a a is the geometric angle, a b is the 
bond path angle, re is the geometric distance, rb is the bond path length and P is the bond 
critical point.

12.3.6 Bader Charges

Integrated properties were calculated using PROAIMV, a subprogram of the AIMPAC 

suite. The boundaries of an atomic subsystem (Q) are defined such that the subsystem

obeys the ‘zero-flux’ condition, Equation 12.3, for all points r on the surface (n is a

vector normal to this surface).

Fyb(r)*n(r) = 0 Equation 12.3

Sub-systems so defined obey the Virial theorem. A property density, pA(r), 

corresponding to an observable, A, can be integrated over the basin defined by the zero- 

flux surface to yield the atomic expectation value of A, Equation 12.4. In this fashion, it 

is possible to evaluate atomic properties such as populations and charges.

A(Q) = J drpA(r) Equation 12.4
Q

In this chapter we focus on the net charge on an atom which is given by the sum of the 

nuclear charge and the electron population of the atom. For example, if the atomic basin 

of oxygen contains 8.5 electrons, then its net charge is -0.5.
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12.4 Results
The effect of solvation upon several structures was determined by means of geometry 

optimisation using a self-consistent isodensity polarised continuum model. The energies 

of all the in vacuo gas and in aquo structures are given in Table 12.1. Table 12.2 

contains the ring critical points (RCP), bond lengths, bond path lengths electron density 

(p ), Laplacian and ellipticity (s) of the studied three-membered rings for the carbon -  

carbon and carbon -  oxygen bonds. Table 12.3 contains the bond path angles (Aa) for 

the series while Table 12.4 contains the Bader and Mulliken charges for the carbon and 

oxygen atoms.

Table 12.1: Calculated energies for the studied series
In vacuo

HF/6-31+G(d,p) MP2/6-31 +G(d,p)

In

HF/6-31+G(d,p)

aquo

MP2/6-31 +G(d,p)b

Cyclopropane -117.071002 -117.503207 -117.072144 -117.503993

Cyclopropanone -190.735657 -191.325978 -190.746440 -191.329836

Oxirane -152.876471 -153.346287 -152.884272 -153.349314

Oxiranone -226.570261 -227.205337 -226.587392 -227.208238

anti-Hydroxyoxiranone -301.434385 -302.254943

gauche-Hydroxyoxiranone -301.433783 -302.252983 -301.460374 -302.261256

a energies in hartrees = 1 hartree = 2625 kJ mol-l,b single point energy.
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Table 12.2: Critical point analysis for carbon -  carbon and carbon -  oxygen bonds.
In vacuo [MP2/6-31+G(d,p)] In aquo [MP2/6-31+G(d,p)]

Bond RCP

p(r)

Bond 
Length /A

Bond Path 
Length /A P(r) *P(r) £ RCP

P(r)

Bond 
Length / A

Bond Path 
Length /A P(r) *p(r) £

Cyclopropane Q - C 2 0.198 1.507 1.514 0.238 -0.431 0.450 0.204 1.500 1.508 Q241 -0.523 0.500

Cyclopropanone C i - C 2 0.190 1.471 1.484 0.265 -0.582 0.223 0.199 1.456 1.472 0.282 -0.742 0.227

c , - c 3 1.577 1.581 0.209 -0.294 0.621 1.561 1.567 0.221 -0.391 0.580

c3- o 1 1.218 1.218 0.395 +0.338 0.048 1.188 1.188 0.282 +0.742 0.227

Oxirane c , - c 2 0.209 1.468 1.484 0.256 -0.576 0.255 0.224 1.451 1.473 0.273 -0.689 0.268

c , - 0 , 1.446 1.449 0.244 -0.388 0.710 1.412 1.415 0.254 -0.433 1.208

Oxiranone c, — C2 0.197 1.450 1.471 0.275 -0.660 0.108 NCP 1.429 1.456 0.291 -0.837 0.115

c1- o l 1.567 1.624 0.197 +0.107 6.592 1.501 NCP NCP NCP NCP

C2 — 0! 1.346 1.352 0.303 -0.364 0.228 1.296 1.299 0.337 +0.120 0.356

C2 — 0 2 1.204 1.204 0.410 +0.268 0.102 1.178 1.179 0.443 +0.495 0.075

a/zfz-Hydroxyoxiranone c , - c 2 NCP 1.454 1.473 0.280 -0.692 0.103

C.-0, 1.582 NCP NCP NCP NCP

C2 -  0 , 1.344 1.352 0.304 -0.366 0.152

c2- o 2 1.207 1.207 0.407 +0.241 0.104

gazzc/ze-Hydroxyoxiranone c , - c 2 NCP 1.450 1.470 0.282 -0.712 0.117 NCP 1.433 1.462 0.301 -0.897 0.132

Q-o, 1.572 NCP NCP NCP NCP 1.519 NCP NCP NCP NCP

c2-o, 1.346 1.349 0.302 -0.362 0.177 1.294 1.296 0.339 +0.126 0.294

c2- o 2 1.205 1.205 0.409 +0.265 0.108 1.179 1.179 0.442 +0.493 0.076

p(r)=  e / aQ3 = 1.081 x 1 0 ^  Cm'^, &p(r) = e / a0  ̂= 3.8611 x 10^2 cm^, ^is dimensionless, NCP = No Critical Point Detected, RCP = Ring Critical Point.
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Table 12.3: Bond path angles (Aa) for the cyclic series.

Angle

In vacuo 

A„(deg)

In aquo 

Aa(deg)

Cyclopropane C - C - C 16.1 18.2

Cyclopropanone C] — C2 — c 3 20.5 23.0

C] — C3 — c 2 18.4 20.8

Oxirane C, -  C2 -  0 , 10.3 11.1

C, -  0 ,  -  c 2 13.2 13.1

O xiranone Q - Q - O , 10.0 14.5

C2 -  C, -  0 , -19.3

C, -  0 !  -  c 2 2.5

a«/z-Hydroxyoxiranone C, -  C2 — 0 , 11.6

gawc/ze-Hydroxyoxiranone C, -  C2 -  0 , 10.6 14.6

Table 12.4: Bader and Mulliken charges.
In vacuo In aquo

Atom Bader

Charges

M ulliken

Charges

Bader

Charges

M ulliken

Charges

Cyclopropane C +0.02 -0.29 +0.09 -0.29

Cyclopropanone C, -0.03 -0.21 +0.06 +0.15

c 3 +1.04 +0.11 +1.18 +0.28

o , -1.11 -0.39 -1.37 -0.58

Oxirane c , +0.43 -0.09 +0.62 -0.05

o , -0.91 -0.39 -1.21 -0.51

O xiranone c , +0.29 -0.06 +0.47 +0.03

c 2 +1.65 +0.46 +2.00 +0.61

o , -0.91 -0.33 -1.23 -0.46

o 2 -1.15 -0.43 -1.40 -0.62

an//-H ydroxyoxiranone c , +0.87 +0.24

c 2 +1.64 +0.44

o , -0.91 -0.34

o 2 -1.15 -0.43

gauc/ze-Hydroxyoxiranone c , +0.87 +0.16 +1.15 +0.36

C2 +1.67 +0.54 +2.02 +0.69

o , -0.91 -0.33 -1.24 -0.49

0 2 -1.15 -0.43 -1.40 -0.62
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12.5 Discussion
To obtain a point of reference for values using Bader’s theory, a series of simple, non- 

cyclic molecules were studied at MP2/6-31+G(d,p), Table 12.5.

Table 12.5: Table of values for simple molecules at MP2/6-31+G(d,p).
M olecule Bond ?P(T) £ B ader Charges

C

CH3CH3 C - C -0.669 0.00 +0.23

c h 2=c h 2 C =  C -1.108 0.41 +0.05

C o , o 2

c h 3o h C - O , -0.261 0.01 +0.78 -1.24

HCHO C = 0 , +0.364 0.08 +1.26 -1.26

H CO O H C - O , -0.270 0.11 +1.93 -1.30

C = 0 2 +0.115 0.11 -1.35

c , c 2 o , o 2

CH 3C H 2OH C , - C 2 -0.735 0.04 +0.21 +0.73

C2 — 0 , -0.248 0.02 -1.24

c h 3c h o c , — c 2 -0.802 0.04 +0.18 +1.19

C2 = o , +0.298 0.07 -1.30

c h 3c o o h c , — c 2 -0.788 0.05 +0.21 +1.82

C2 — o , -0.335 0.12 -1.28

c 2 = 0 2 +0.111 0.13 -1.35

The ellipticity for a C-C single bond in ethane has a value of 0 while the C=C double 

bond in ethene has a value of 0.41 This is due to ^-character of the double bond in 

ethene. The values for a C-O single bond are close to that for a C-C single bond. When 

the C=0 and C-O bond are attached to the same carbon, the value of s for both bonds 

increases. The analysis of simple molecules shows that the Laplacian for the carbonyl 

group (C=0) is positive whereas for the carbon-oxygen single bond (C-O) it is negative. 

The Bader charges on the oxygen in C=0 or C-O bonds are approximately equal. The 

negative charge of the oxygen is counterbalanced by the positive charge on the carbon 

atom. If the carbon is attached to a methyl group some of this positive charge is passed 

onto the carbon of the methyl group.
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12.5.1 Atoms in molecules analysis

The moleculargraphs of cyclopropane, cyclopropanone, oxirane, oxiranone and 

hydroxyoxiranone were obtained from MP2 electron densities. Bond path lengths are in 

Angstroms and bond path angles are in degrees. The geometrical bond lengths and bond 

angles are given within parentheses. ( • )  denotes the electron densities (e a.u.'3) at the 

bond critical point while (A) denotes a ring critical point, ( • )  denotes a carbon atom, (O ) 

denotes a oxygen atom and the ellipticities are given in square brackets. The hydrogen 

atoms are omitted for simplicity. In the Laplacian contour diagrams, the red and the blue 

lines are regions in which electron charge is concentrated or depleted, respectively.

12.5.1.1 Cyclopropane

(1.507 /A)

Figure 12.5: In vacuo moleculargraph and contour line diagram of the calculated 
Laplacian concentrations for cyclopropane.

The prototype system for a strained three-membered ring is considered to be 

cyclopropane. The C-C bond path lengths (1.514A) are slightly longer than the 

interatomic distances (1.507A). The strain o f the system is evident in the bond path 

angles which are larger than the conventional bond angles by 16.1°. Although highly 

strained, with a strain energy of 114 kJ m ol1, topologically it possesses a ring critical 

point with a density o f 0.198. The density of the bond critical points are larger and 

positioned away from the ring critical point creating a stable, closed ring system. The 

bond ellipticities of 0.450 are slightly greater than ethene indicating a significant 71- 

character in C-C the bonding.
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Contour line diagrams of the calculated Laplacian concentrations show spheres of charge 

concentration and depletion surrounding each atom in a molecule. These spheres have 

been associated with inner core and outer valence electrons. The spheres are distorted in 

ways which provide insight into electronic and bonding patterns.11341 If the nuclei are 

linked to form a ring, then a ring critical point is found in its interior. From the gas-phase 

diagram of the Laplacian, a ring critical point can be found at the centre of cyclopropane, 

Figure 12.5. The Laplacian for C-C bonds are all negative showing the covalent 

character of the bonding. The effect o f solvation on the system is to increase the electron 

density at the critical points which is then reflected in the increased value of their bond 

ellipticities. This increase in the electron density causes the bonds to bow outwards in the 

plane of the bonds, increasing the bond path angles and hence strain of the system, 

Figure 12.6.

(1.500 /A)

Figure 12.6: In aquo moleculargraph and contour line diagram of the calculated 
Laplacian concentrations for cyclopropane.
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12.5. /. 2 Cyclopropanone
0.209

[0 .621]

1.581 
(1 577) 0.265

[0 .223]
1.218

( 1.218)

0.395
[0 .048]

0.190
1.484

( 14 7 1 )
85.3 ’

(64 .8‘

(M
1

Figure 12.7: In vacuo moleculargraph and contour line diagram of the calculated 
Laplacian concentrations for cyclopropanone.

In comparison to cyclopropane, there is now a significant decrease in the difference 

between the density of the ring critical point, 0.190, and that of the apex C-C bond 

critical point, 0.209. The base and apex bond path lengths of the C-C bonds are all 

greater than the bond lengths, producing a larger curvature in the bond path angle 85.3° 

and in the maximum electron density path. The ellipticity in the apex C-C bond has also 

increased to 0.621, Figure 12.7. This produces an overall more strained system than 

cyclopropane. The Laplacian for the carbonyl group (C=0) is positive implying a 

resonance, ionic character of the bond which is reflected in the Bader charges on carbon 

(+1.04) and oxygen (-1.11) atoms. This is a standard position for all carbonyl groups. 

The effect of solvation on the system is to increase the electron density at the critical 

points of all the bonds. This is reflected in the increase of the value for bond ellipticities, 

Figure 12.8.

0.221
[0 .580 ]

1.567
( 1.561) 0.282

[0 .227]
.188

78 .4°
157 .6°)0.282

[0 .227]
0.199

1.472
( 1.456 )

87 .9°
(64 .9°)

Figure 12.8: In aquo moleculargraph and contour line diagram of the calculated 
Laplacian concentrations for cyclopropanone.

186



Chapter 12

12.5.1.3 Oxirane

0.244
[0.710]

1.449
( 1 .4 4 6 )0.209

0.255 1.484
[0.256] (1.468)

Figure 12.9: In vacuo moleculargraph and contour line diagram of the calculated 
Laplacian concentrations for oxirane.

Oxirane is isoelectronic with cyclopropane possessing a similar strain energy. The bond 

path length of the C-C bond is slightly elongated. Like cyclopropane, there is a 

significant difference between the density in the ring critical point, 0.209, and that at the 

C-O bond critical point, 0.244, or at the C-C bond critical point, 0.256. The difference in 

the bond path angles in oxirane, CCO (10.3°) and COC (13.2°) are less than in 

cyclopropane. The Laplacian for all the bonds are negative showing the covalent 

character of the bonding, Figure 12.9. The ellipticity of the C-O bond (0.710) as 

compared to the C-C (0.256) shows that the 7i-electron density is preferentially 

accumulated along the C-O bond axis. The effect of solvation on the system is to 

increase the electron density of all the bond critical points and at its ring critical point, 

Figure 12.10, and the ellipticity if the C-O bonds.

0.254
[1.208]

1.415
1.412)0.224

0.273 1.473
[0.268] (1.451)

Figure 12.10: In aquo moleculargraph and contour line diagram of the calculated
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Laplacian concentrations for oxirane.

12.5.1.4 Oxiranone

f  62 1 ° \
(59.6°)

0.197
[6.592]

0.303
[0.228]

1.624
1.567)

0.197 1.352
(1.346)

77.9°
(67.9°;

33.9°
(53.2°)

1.204
(1.204)

0.275
[0.108]

1.471
1.450)

0.410
[0 . 102]

Figure 12.11: In vacuo moleculargraph and contour line diagram of the calculated 
Laplacian concentrations for oxiranone.

The bonding in oxiranone is very interesting. The Ci-Oi bond is of unusual length 

(1.567A). However, comparing it to the even longer bond path length (1.624A), there is 

a difference of 0.057A. The opening of a ring structure is the result of the coalescing o f a 

ring and bond critical point. The positive curvature o f the ring annihilates the in-plane 

negative curvature of the bond point to yield a zero curvature characteristic of an 

unstable critical point. This decrease in magnitude of negative curvature and its eventual 

disappearance means that the £ of the bond which is to be broken increases dramatically 

becoming infinite at the geometry of the bifurcation point. Thus a structure possessing a 

bond with an unusually high s  is potentially unstable.1135] This can be seen for the Ci-Oi 

bond in oxiranone which has a very large s, (6.592), Figure 12.11. The value of the 

electron density at the Ci-Oi bond critical point and oxiranones ring critical point only 

differ in energy by 0.0002 e a.u'3. This implies a nearly flat bottomed trough in the 

distribution of electron density linking these two critical points. Of the systems studied, 

oxiranone is the only one that has a negative bond path angle (-19.3°). This infers that 

the electron density of the bond bows inwards. The Ci-Oi bond critical point possesses 

an appreciable electron density and a positive Laplacian which is indicative of a closed 

shell, ionic interaction. Oxiranone in the gas-phase can be best described as a closed ring, 

a-lactone which possesses an ionic character between the Ci and Oi atoms.
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0.337
[0.356]

1.296
(1.299)

80.3°
(68.7°)

1.179
(1 .178)

0.291
[0.115]

1.456
(1.429)

0.443s
[0.075]

Figure 12.12: In aquo moleculargraph and contour line diagram of the calculated 
Laplacian concentrations for oxiranone.

In solution, the geometrical bond length of the Ci-Oi bond is 1.501 A. This is a 

reasonable distance for a C-O bond in a cyclic system. However, in solution there is no 

critical point found between these atoms. The inclusion of solvent effects causes the 

migration o f the ring point along the trough to coalesce with the bond critical point, 

yielding an open structure, Figure 12.12. This open structure can best be described as a 

ring-opened, zwitterion, as there is no bonding interaction between the Ci and Oi atoms. 

The Laplacian of the C2-O 1 bond changes from negative to positive indicating a double 

bond type structure and resonance effect for the carboxylate moiety.
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12.5.1. 5  Hydroxy oxiranone

0.304
[0.152]

1.352
(1.344)

80.3°
(68.7°).

1.207
(1.207)

0.280
[0.103]

1.473
(1.454)

0.407s-
[0.104]

a/7//'-Hydro xyo xiranone

gawc/ze-Hydroxyoxiranone

Figure 12.13 In vacuo moleculargraph and contour line diagram of the calculated 
Laplacian concentrations for hydroxyoxiranone.

The anti-isomer has slightly lower energy than the gauche-isomer by 5 kJ mol'1. The 

surface delocalisation of <7-electrons leads to the enhancement of stabilisation in three- 

membered rings. Substituents with a-electron-withdrawing ability remove electrons from 

the surface orbital of ring system thus destabilising the ring. Therefore substituents with 

a-electron-donating ability push electrons into the ring system increasing ring stability. 

The electron-donating hydroxy substituent in hydroxyoxiranone preferentially stabilises 

the Ci carbon by delocalising the positive charge to such an extent that no 

Ci-O] interaction exists. This leads to an open zwitterionic and rather than a cyclic a - 

lactone structure for hydroxyoxiranone, Figure 12.13. Three-membered rings have a 

great deal of angle strain, since 60° angles represent a large departure from the 

tetrahedral angle of 109.5°. The ring opening of a three-membered ring such as 

hydroxyoxiranone will relieve this strain giving it significantly lower strain energy. The 

effect of solvation on the system is to increase the overall zwitterionic character o f the
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system, Figure 12.14. This can be seen in the positive Laplacian for both C-0 bonds 

showing a delocalisation of electron density over both oxygens and an increase in the 

carbonyl nature of the bonding.

Figure 12.14 In aquo moleculargraph and contour line diagram of the calculated 
Laplacian concentrations for hydroxyoxiranone.

12.6 Conclusion

Baders Theory of atoms’ in molecules shows that cyclopropane, cyclopropanone and 

oxirane are all closed-ring systems in the gas-phase, whereas hydroxyoxiranone is an 

open ring system and should be classed as a zwitterion. Oxiranone is an intermediate case 

where the Bader analysis of the bonding in the gas-phase suggests that it is an a-lactone 

possessing much ionic character. In solution, cyclopropane, cyclopropanone and oxirane 

are still all closed ring systems, whereas oxiranone and hydroxyoxiranone are open ring 

systems that should be classed as zwitterions and not a-lactones. The opening of 

hydroxyoxiranone’s ring structure relieves the ring-strain in this system and this gives 

rise to its significantly lower strain energy. As previously stated, oxiranone and 

substituted oxiranones have been described as zwitterionic, as a a-lactone or as a a - 

lactone possessing much ionic character. Each o f the above descriptions are valid for 

certain systems. If the substituent is electron-donating such as NH2 then this stabilises the 

zwitterionic over the a-lactone form. Therefore the compound is best described as 

zwitterion. If the substituent is electron-withdrawing such as N 0 2 then this destabilises 

the zwitterionic over the a-lactone form. Therefore the compound is best described as an 

a-lactone. In changing from the zwitterionic over to the a-lactone form, there must be a

132] (1.433) 1

0.445s
[0.076]

gowc/ie-Hydroxyoxiranone
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transitional point which is best described as an a-lactone possessing much ionic 

character. If the strain energy of nitro (a-lactone) and amino-oxiranone (zwitterion) 

where calculated, then the nitro would have a greater strain energy while the amino 

would be less stained, relative to oxiranone.
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Chapter 13- Conclusions and Future Work

13.1 Attainment of Goals
The aim of this thesis was to show that modem computational techniques can be used to 

help understand and interpret fundamental chemical processes in solution using a 

mixture of ab initio and semi-empirical levels of theory along side continuum and 

hybrid quantum mechanical/molecular mechanical descriptions of aqueous solutions. 

This has been achieved, and the following objectives have been completed:

• examination the effect of solvation upon the mechanism of a reaction.

• interpretation the effects of secondary kinetic isotopes.

• assessment of structure-reactivity relationships.

• evaluation of transition-state models.

13.2 Nucleophilic substitution
Nucleophilic substitution of protonated alcohols have been studied using the 

AMI/COSMO method. The results showed the same qualitative trend as Ingold et aV s 

experimental solvolysis study of a series of alkylated bromides indicating the same 

mechanistic changeover between the ethyl and /so-propyl substrates. From the 

calculated results, it has been shown that small KIEs are indicative of tight transition- 

states and large KIEs correspond to loose transition-states, regardless of the mechanism. 

This questions the validity of assigning mechanistic categories to reactions solely on 

examining the KIEs.

13.3 Mechanistic changeover

Mechanistic changeover occurs at a point where barriers to two mechanisms are 

approximately equal and both mechanisms would therefore coexist with neither being in 

dominance. The AMI/COSMO energy surfaces for the identity reactions of protonated 

alcohols showed that two distinct, competing mechanistic pathways exist. These 

correspond to Ingold’s SN2 and SN1 mechanistic pathways. The alternative mechanistic 

descriptions for changeover such as the Doering and Zeiss’ ‘merging’ mechanistic 

pathway or a discontinuous jump from one mechanism to the other were not seen in any
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of the energy surfaces. The effect of adding a methyl group to the reaction was too great 

a perturbation on the energy surface to allow this borderline to be studied in detail. 

Therefore, the identity reaction of substituted benzyl chlorides was used to investigate 

the precise point of mechanistic changeover. The methyl substituted benzyl chloride 

showed a borderline case where both SN1 and SN2 mechanisms run concurrently 

differing only slightly in activation energy. Before, at and past this transitional point, 

the surfaces showed a ‘see-saw’ effect between the SN2 to SN1 reaction mechanisms. 

None of the surfaces showed a single mechanism operating.

13.4 Structure-reactivity relationships

13.4.1 Hammett Correlations

It was demonstrated for the studied reaction, that Linear correlations in Hammett plots 

were shown to originate from a single mechanism operating. For solvolysis reactions, 

where the reaction was pseudo-first-order, two separate linear portions occur, one 

relating to the SN2 mechanism being dominant, and the second steeper portion relating 

to the SN1 mechanism. The L-shaped curvature for solvolysis reactions is due to the SN1 

and Sn2 mechanisms running concurrently with one mechanism being dominant over 

the other. There were several cases were the experimental SN2 data departed from 

linearity, such as /?-methoxy benzyl chloride. However, the computational calculations 

performed do not reveal the cause of the departure.

It has been postulated that substrates such as /?-methoxy benzyl chloride undergo the 

reaction by a stepwise mechanism in which the rate limiting step is the trapping of a 

carbocation-leaving group ion-pair by the nucleophile. In order to investigate this 

further, a quantum mechanical/molecular mechanical model using the 

GRACE/CHARMM methodology could be used to study the energetics of different rate 

limiting steps including the trapping of a carbocation-leaving group ion-pair.
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13.4.2 Bronsted Correlations

Chrystiuk and Williams concluded that the reaction involving the transfer of the 

methoxycarbonyl group between isoquinoline and substituted pyridines in aqueous 

solution was concerted and not stepwise in nature due to the fact that their Bronsted plot 

followed a ‘good’ linear relationship over a wide pIC, range. However, the 

AM 1/COSMO theoretical simulation of the system in this thesis concluded that the 

mechanism was stepwise. A Bronsted plot featuring only the rate determining step gave 

a reasonably good linear plot which could wrongly be taken as evidence for a concerted 

mechanism. This shows that great care must be taken when assigning mechanisms on 

the basis of Bronsted plots. To test the reliability of the COSMO method, a simulation 

could be used that includes specific solvent-solute interactions by the utilisation of a 

hybrid QM/MM method. A semi-empirical QM/MM transition-state refinement method 

such as the GRACE/CHARMM suite of programs could be used to provide an insight 

into the important specific stabilisation effect of the solvent. The same type of study 

could be used to investigate the nature of change in mechanisms, if any, using either 

phosphyl or sulphyl group transfer reactions for which experimental results are 

available. Different leaving groups or nucleophiles could also be investigated.

13.5 Transition-state models
The calculated results showed that the Pross and Shaik model does not correctly predict 

all of the effects of changing a wide range of substitutional parameters, whereas the 

MOFJ model does if great care is taken. The Pross and Shaik model failed due to the 

apparent incorrect relationship between the barrier height (deformation energy) and 

transition-state ‘looseness’. The calculation of the Pross and Shaik deformation energy 

neglects the role that the nucleophile plays in a reaction, which must be incorrect.

The participation of solvent stabilisation is unclear in both models. It would be 

beneficial to examine the extent that the solvent stabilises the reactants, products or 

transition-state and whether there is preferential stabilisation of one species over the 

other. The overall effect of solvation can be mimicked by a continuum method such as 

COSMO. However for the real structural role of solvent stabilisation to become 

apparent, a QM/MM investigation would have to be carried out.
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13.6 Quantum mechanical and molecular mechanical modelling (QM/MM)
Comparison of the semi-empirical and ab initio QM/MM models for kinetic isotope 

effect calculations showed that there is a benefit in using ab initio methods. The 

calculated ab initio QM/MM kinetic isotope effects were in excellent agreement with 

available experimental kinetic isotope effects. However, the use of ab initio QM/MM 

techniques is very computational expensive and therefore its use must be ‘chemically 

justifiable’. Modelling the solvolysis of methoxymethyl chloride suggested that 

transition-states in QM/MM modelling should be seen as a family of transition-states 

rather than as a single transition-state structure. This begs the question of how many 

members are there in a family. The advantage of QM/MM over continuum modelling is 

that it allows the importance of specific solvation interaction to described when 

investigating mechanisms. Great care must be taken when initially setting up the system 

as this can affect the final result. How ‘realistic’ solvent packing is achieved in the first 

solvation shell is therefore vitally important and this is an area that would need to be 

addressed in future work.

13.7 Bader analysis
Baders ‘theory of atoms in molecules’ showed that cyclopropane, cyclopropanone and 

oxirane are all closed ring systems in the gas phase, whereas hydroxyoxiranone is an 

open ring system and should be classed as a zwitterion. Oxiranone was shown to be an 

intermediate case, using the Bader analysis, as the bonding in the gas phase suggests 

that it is an a-lactone possessing much ionic character. In solution, cyclopropane, 

cyclopropanone and oxirane were still all closed ring systems, whereas oxiranone and 

hydroxyoxiranone are open ring systems, that should be classed as zwitterions and not 

a-lactones. Hydroxyoxiranone’s significantly low strain energy was due to the fact that 

the open ring structure relieves the ring strain of this system. In general, if the 

substituent is electron-withdrawing then the zwitterionic is destabilised more than the 

a-lactone form.

An area of future work involving these ring systems is the inclusion of specific solvent- 

solute interactions by the utilisation of a hybrid QM/MM method. This would give 

insight into the specific stabilisation effect of the solvent. As the compounds are
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‘small’, an ab initio QM/MM method such as the GRACE/CHARMM/GAMESS-UK 

suite of programs could be used. The Bader analysis has been used to describe bonding 

of ground-state species only. Further investigation of reaction mechanisms using Bader 

analysis could be carried out involving ring compounds or to investigate the degree of 

ion-pairing that may occur as the leaving group is dissociated in unimolecular 

nucleophilic substitution reactions.
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Appendix A - Data for Chapter 4 Energy Surfaces
The data for the energy surfaces in Chapter 4 are given below for, RC1 + H20  —> ROH2+ 

+ Cl", where R= methyl, ethyl, lso'propyl and ‘‘butyl. The first and second columns are 

the bond orders and the third column is the energy in kJ mol"1.

Gas-phase energy surfaces

Methyl Ethyl

1.0 1.0 568.7 0.5 0.6 343.8 1.0 1.0 589.4 0.5 0.6 305.5
0.9 1.0 527.2 0.4 0.6 334.1 0.9 1.0 543.9 0.4 0.6 284.5
0.8 1.0 491.6 0.3 0.6 329.1 0.8 1.0 503.8 0.3 0.6 269.1
0.7 1.0 450.1 0.2 0.6 335.1 0.7 1.0 456.2 0.2 0.6 264.4
0.6 1.0 404.4 0.1 0.6 345.9 0.6 1.0 402.8 0.1 0.6 267.2
0.5 1.0 361.9 0.0 0.6 363.7 0.5 1.0 352.2 0.0 0.6 286.2
0.4 1.0 321.0 0.5 0.5 343.4 0.4 1.0 301.9 0.5 0.5 295.2
0.3 1.0 295.6 0.4 0.5 343.8 0.3 1.0 267.0 0.4 0.5 283.2
0.2 1.0 290.7 0.3 0.5 346.0 0.2 1.0 251.6 0.3 0.5 274.2
0.1 1.0 298.4 0.2 0.5 355.8 0.1 1.0 248.2 0.2 0.5 273.4
0.0 1.0 313.8 0.1 0.5 367.8 0.0 1.0 262.3 0.1 0.5 277.9
0.9 0.9 490.6 0.0 0.5 387.0 0.9 0.9 502.7 0.0 0.5 298.7
0.8 0.9 460.0 0.4 0.4 354.9 0.8 0.9 467.3 0.4 0.4 281.0
0.7 0.9 425.0 0.3 0.4 365.9 0.7 0.9 425.9 0.3 0.4 279.1
0.6 0.9 386.7 0.2 0.4 380.1 0.6 0.9 379.6 0.2 0.4 282.8
0.5 0.9 351.1 0.1 0.4 393.9 0.5 0.9 335.6 0.1 0.4 289.2
0.4 0.9 316.3 0.0 0.4 414.9 0.4 0.9 291.2 0.0 0.4 311.3
0.3 0.9 294.9 0.3 0.3 385.0 0.3 0.9 260.5 0.3 0.3 283.3
0.2 0.9 292.4 0.2 0.3 403.6 0.2 0.9 247.1 0.2 0.3 290.7
0.1 0.9 300.6 0.1 0.3 419.3 0.1 0.9 244.9 0.1 0.3 297.4
0.0 0.9 316.2 0.0 0.3 442.6 0.0 0.9 260.0 0.0 0.3 322.2
0.8 0.8 434.5 0.2 0.2 425.2 0.8 0.8 436.8 0.2 0.2 301.2
0.7 0.8 406.2 0.1 0.2 442.3 0.7 0.8 401.7 0.1 0.2 307.3
0.6 0.8 375.3 0.0 0.2 467.5 0.6 0.8 362.6 0.0 0.2 326.1
0.5 0.8 346.6 0.1 0.1 457.1 0.5 0.8 325.3 0.1 0.1 317.3
0.4 0.8 318.2 0.0 0.1 483.5 0.4 0.8 287.0 0.0 0.1 334.1
0.3 0.8 301.0 0.0 0.0 495.0 0.3 0.8 260.5 0.0 0.0 356.0
0.2 0.8 300.7 0.2 0.8 249.1
0.1 0.8 309.6 0.1 0.8 248.2
0.0 0.8 325.5 0.0 0.8 264.3
0.7 0.7 386.0 0.7 0.7 374.5
0.6 0.7 364.6 0.6 0.7 344.5
0.5 0.7 344.6 0.5 0.7 315.6
0.4 0.7 324.8 0.4 0.7 285.5
0.3 0.7 312.9 0.3 0.7 263.9
0.2 0.7 315.6 0.2 0.7 255.5
0.1 0.7 325.3 0.1 0.7 256.3
0.0 0.7 341.9 0.0 0.7 273.7
0.6 0.6 353.8 0.6 0.6 324.8

a 2
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iso'Propyl

1.0 1.0 599.4 0.4 0.6 247.8
0.9 1.0 552.0 0.3 0.6 224.9
0.8 1.0 510.5 0.2 0.6 215.8
0.7 1.0 461.5 0.1 0.6 218.5
0.6 1.0 404.5 0.0 0.6 232.0
0.5 1.0 353.7 0.5 0.5 259.3
0.4 1.0 301.2 0.4 0.5 239.4
0.3 1.0 261.9 0.3 0.5 221.4
0.2 1.0 241.2 0.2 0.5 215.0
0.1 1.0 241.2 0.1 0.5 218.5
0.0 1.0 251.3 0.0 0.5 233.3
0.9 0.9 507.7 0.4 0.4 226.5
0.8 0.9 469.5 0.3 0.4 217.0
0.7 0.9 425.3 0.2 0.4 213.9
0.6 0.9 376.3 0.1 0.4 218.3
0.5 0.9 329.3 0.0 0.4 233.0
0.4 0.9 281.4 0.3 0.3 211.3
0.3 0.9 245.4 0.2 0.3 211.3
0.2 0.9 227.6 0.1 0.3 216.5
0.1 0.9 228.4 0.0 0.3 210.7
0.0 0.9 238.9 0.2 0.2 212.2
0.8 0.8 435.1 0.1 0.2 217.1
0.7 0.8 395.8 0.0 0.2 230.0
0.6 0.8 352.8 0.1 0.1 221.5
0.5 0.8 311.8 0.0 0.1 237.1
0.4 0.8 268.7 0.0 0.0 253.4
0.3 0.8 236.2
0.2 0.8 221.1
0.1 0.8 222.5
0.0 0.8 233.6
0.7 0.7 351.2
0.6 0.7 301.2
0.5 0.7 275.8
0.4 0.7 247.8
0.3 0.7 224.9
0.2 0.7 215.8
0.1 0.7 218.5
0.0 0.7 232.0
0.6 0.6 301.2
0.5 0.6 275.8

‘Butyl

1.0 1.0 650.9 0.4 0.6 234.3
0.9 1.0 599.9 0.3 0.6 200.7
0.8 1.0 553.1 0.2 0.6 177.5
0.7 1.0 496.0 0.1 0.6 168.8
0.6 1.0 429.8 0.0 0.6 177.1
0.5 1.0 365.3 0.5 0.5 249.4
0.4 1.0 297.3 0.4 0.5 219.6
0.3 1.0 243.7 0.3 0.5 193.8
0.2 1.0 207.4 0.2 0.5 172.7
0.1 1.0 183.8 0.1 0.5 168.1
0.0 1.0 173.6 0.0 0.5 186.2
0.9 0.9 553.2 0.4 0.4 198.5
0.8 0.9 511.4 0.3 0.4 176.8
0.7 0.9 460.9 0.2 0.4 165.7
0.6 0.9 402.3 0.1 0.4 165.9
0.5 0.9 343.2 0.0 0.4 166.1
0.4 0.9 280.1 0.3 0.3 163.9
0.3 0.9 229.4 0.2 0.3 156.8
0.2 0.9 194.6 0.1 0.3 158.9
0.1 0.9 173.3 0.0 0.3 175.2
0.0 0.9 170.5 0.2 0.2 153.9
0.8 0.8 472.2 0.1 0.2 155.3
0.7 0.8 425.5 0.0 0.2 170.6
0.6 0.8 371.9 0.1 0.1 153.6
0.5 0.8 319.3 0.0 0.1 166.6
0.4 0.8 263.0 0.0 0.0 178.9
0.3 0.8 218.8
0.2 0.8 187.3
0.1 0.8 169.6
0.0 0.8 163.6
0.7 0.7 387.6
0.6 0.7 342.6
0.5 0.7 298.1
0.4 0.7 249.7
0.3 0.7 211.0
0.2 0.7 182.0
0.1 0.7 168.7
0.0 0.7 174.5
0.6 0.6 309.2
0.5 0.6 275.1
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‘“ 'Propyl ‘Butyl

1.0 1.0 329.0 0.2 0.6 -45.4 1.0 1.0 -255.1 0.2 0.6 -242.1
0.9 1.0 283.0 0.1 0.6 -44.7 0.9 1.0 -254.2 0.1 0.6 -247.8
0.8 1.0 240.5 0.0 0.6 -52.75 0.8 1.0 -253.3 0.0 0.6 -257.4
0.7 1.0 190.9 0.5 0.5 -1.10 0.7 1.0 -257.7 0.5 0.5 -240.9
0.6 1.0 134.6 0.4 0.5 -19.38 0.6 1.0 -259.6 0.4 0.5 -240.5
0.5 1.0 80.4 0.3 0.5 -33.44 0.5 1.0 -261.9 0.3 0.5 -241.4
0.4 1.0 23.6 0.2 0.5 -40.4 0.4 1.0 -265.2 0.2 0.5 -240.2
0.3 1.0 -19.6 0.1 0.5 -38.6 0.3 1.0 -268.5 0.1 0.5 -242.3
0.2 1.0 -44.1 0.0 0.5 -44.45 0.2 1.0 -267.6 0.0 0.5 -258.7
0.1 1.0 -51.7 0.4 0.4 -26.8 0.1 1.0 -269.8 0.4 0.4 -237.9
0.0 1.0 -59.1 0.3 0.4 -34.93 0.0 1.0 -268.9 0.3 0.4 -234.7
0.9 0.9 242.7 0.2 0.4 -37.01 0.9 0.9 -251.8 0.2 0.4 -235.9
0.8 0.9 200.1 0.1 0.4 -33.08 0.8 0.9 -252.8 0.1 0.4 -239.2
0.7 0.9 155.9 0.0 0.4 -43.01 0.7 0.9 -258.2 0.0 0.4 -240.5
0.6 0.9 106.0 0.3 0.3 -35.02 0.6 0.9 -261.6 0.3 0.3 -231.5
0.5 0.9 57.8 0.2 0.3 -33.9 0.5 0.9 -263.0 0.2 0.3 -231.8
0.4 0.9 7.131 0.1 0.3 -37.43 0.4 0.9 -264.1 0.1 0.3 -233.6
0.3 0.9 -31.5 0.0 0.3 -43.14 0.3 0.9 -265.2 0.0 0.3 -253.4
0.2 0.9 -52.8 0.2 0.2 -30.82 0.2 0.9 -264.9 0.2 0.2 -228.6
0.1 0.9 -57.7 0.1 0.2 -34.19 0.1 0.9 -262.4 0.1 0.2 -228.8
0.0 0.9 -65.6 0.0 0.2 -39.38 0.0 0.9 -267.2 0.0 0.2 -251.7
0.8 0.8 168.5 0.1 0.1 -31.4 0.8 0.8 -245.0 0.1 0.1 -228.6
0.7 0.8 127.8 0.0 0.1 -36.82 0.7 0.8 -253.0 0.0 0.1 -244.7
0.6 0.8 84.8 0.0 0.0 -47.6 0.6 0.8 -253.8 0.0 0.0 -268.4
0.5 0.8 43.3 0.5 0.8 -255.7
0.4 0.8 -1.3 0.4 0.8 -257.4
0.3 0.8 -35.3 0.3 0.8 -259.0

0.2 0.8 -54.35 0.2 0.8 -257.8
0.1 0.8 -57.91 0.1 0.8 -254.7
0.0 0.8 -64.2 0.0 0.8 -255.9
0.7 0.7 58.209 0.7 0.7 -251.1
0.6 0.7 33.756 0.6 0.7 -251.2
0.5 0.7 -52.21 0.5 0.7 -251.5
0.4 0.7 -45.63 0.4 0.7 -252.4
0.3 0.7 -55.4 0.3 0.7 -252.5
0.2 0.7 -54.7 0.2 0.7 -250.3

0.1 0.7 -52.75 0.1 0.7 -249.1
0 0.7 -62.75 0.0 0.7 -258.4

0.6 0.6 38.209 0.6 0.6 -241.5
0.5 0.6 13.756 0.5 0.6 -246.4
0.4 0.6 -12.21 0.4 0.6 -244.4
0.3 0.6 -35.63 0.3 0.6 -243.
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AppendixB- GRACE  

Overview
GRACE can be thought of as an acronym for General Reprogrammable Algebraic 

Chemistry Engine. The GRACE software package was developed by a Ph.D. student of 

the Williams’ research group, A. J. Turner. It provides a wide range of functionality for 

the location and characterisation of transition structures in hybrid QM/MM treatments 

of large, flexible systems involving several thousand degrees of freedom. It may be 

used in conjunction with CHARMM to perform semi-empirical QM/MM calculations 

or as an interface between CHARMM and CADPAC or GAMESS-UK for ab initio 

QM/MM calculations.

GRACE employs the ‘eigenvector-following’ method for the location of transition 

structures in association with a subset-Hessian approach (see Chapter 9). It permits 

calculation of the vibrational frequencies for the ‘core’ within the ‘environment’ of a 

larger system. The distinction between core and environment in this sense is completely 

separate from the choice of the QM and MM subsystems. GRACE can also perform 

intrinsic reaction co-ordinate calculations from a first-order saddle-point, and thus 

allows rigorous characterisation of a transition-state for very large systems.

GRACE contains a ‘flexible free format file parser extract’ for importation of data from 

other programs. In conjunction with the native file and list manipulation tools in TCL, 

this allows it to overcome many of the translation and compatibility problems faced by 

modem computational chemists. As well as having a z-matrix to Cartesian co-ordinate 

converter, GRACE can autogenerate valence co-ordinates, and translate these into 

CHARMM co-ordinates, for analysis and constraints use. This system has also 

interfaced with I. H. Williams’ CAMVIB and CAMISO vibrational analysis programs. 

GRACE contains routines to fit MM point charges to the QM/MM coloumbic term and 

resolve lone-pairs which allows more realistic interpolation of QM/MM functions by 

pure MM functions.
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The current features in GRACE: • Semi-empirical QM/MM

• Ab initio QM/MM

Transition-state searching

Intrinsic reaction co-ordinate

Internal co-ordinate generation

Lone pair location

Hessian computation

Charge fitting

Frequency calculations

Kinetic isotope effect calculations

Structured programming language for future

developmental additions

GRACE - a QM/MM modelling brain

R a sM o l

X M O l

GRACE QM

GAM ESS UK F u t u r e  A d d i t i o n s

CADPAC
CHARMM

GAUSSIAN

Figure B.l: GRACE is based on a mathematical program whose functions have been 
oriented to the needs of the computational chemist.

GRACE can be viewed as a QM/MM modelling brain, Figure B.l. The code contains

very few internal energy functions, with the majority functions coming from external

codes. The QM/MM and visualisation codes are not an in-built component of GRACE,

however the algorithms and structures in GRACE allow control over external programs

to facilitate a synergy between them, and allow novel modelling approaches. GRACE-

QM is a possible future extension of GRACE which could have a native semi-empirical

QM/MM method instead of using that from CHARMM.
B3
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TCL - the language of GRACE
The main interface of GRACE is via a tool control language (TCL) which is a 

structured programming language. Cache technology is used to mirror either 

CHARMM or CHARMM functions into TCL. The free format data structures and 

input/output abilities of GRACE allow it to interface with QM packages like CADPAC, 

GAMESS-UK or GAUSSIAN with its own systems or CHARMM. The most 

sophisticated built-in user interface is between GRACE and CHARMM. When GRACE 

is using CHARMM, CHARMM is run as a ‘child process’ to TCL. By routing all 

commands that are unrecognised by TCL, and all commands that start with a capital 

letter into CHARMM, the programming language of CHARMM is completely 

integrated into the TCL language.

CHARMM data structures, such as the position and gradient arrays are ‘reflected’ into 

TCL arrays. When these arrays are accessed in TCL, GRACE keeps track of whether 

the TCL arrays need updating from CHARMM. In the reverse direction, before 

CHARMM performs any task, GRACE will check to see whether it needs to update 

CHARMM’s data structures from TCL. This means that the CHARMM data structures 

can be interfaced with the optimisers and analysis tools in GRACE. In the work where 

the AMI QM/MM method in CHARMM has been used, GRACE has treated both the 

QM and MM atoms identically. It has been the job of CHARMM to generate the 

appropriate QM/MM function and gradient. The interfaces with CADPAC and 

GAMES S-UK is less sophisticated. It operates as part of the ab initio QM/MM 

modelling method in GRACE. When the energy and gradient of a QM/MM system is 

required, GRACE constructs an appropriate input deck for either GAMES S-UK or 

CADPAC, runs that code and parses out the energy and gradients from either the punch 

or the log file. The MM components of the QM/MM function are then constructed via 

the interface with CHARMM. None of this requires any interface with the QM/MM 

methodologies in CHARMM.
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la - a stand alone interpreter
One of the programs launched by GRACE is the linear algebra algorithm or la. This 

code is a stand alone interpreter written in FORTRAN. It contains most of the linear 

algebra and optimisation methods plus some other functions. The TCL part of GRACE 

controls la by launching it as a ‘child process’ as it does CHARMM. TCL sends 

instructions to la as a simple alphanumeric data stream, la then returns TCL executable 

code which instructs the TCL interpreter to fill its arrays with information or to perform 

various functions, like acquiring energies and gradients. The transfer of many of 

GRACE’S vital algorithms to la makes these functions available to programs written in 

other languages. This improves the long term viability of these algorithms in the event 

that TCL becomes obsolete.

in_core - information flow management
To avoid problems with compiling code written in C with that written in FORTRAN, 

the communication between CHARMM and TCL is handled using UNIX pipes. Under 

UNIX, FORTRAN unit 5 is always allocated to the standard input pipe and unit 6 to 

standard output. This method creates a problem of flow control. If TCL is trying to 

write to CHARMM’s input whilst CHARMM is trying to write to its output, 

CHARMM’s output pipe will not be read by TCL. This will cause the CHARMM 

process to be halted at which point it will perform no more reading, and so the TCL 

process will also be halted. in_core prevents this by acting as a memory buffer between 

TCL and CHARMM. TCL communicates to injoore's standard input whilst in_core’s 

standard output talks to CHARMM’s standard input. in_core stores the information 

from TCL in memory until it is sent an instruction to flush this information to 

CHARMM. This allows TCL and CHARMM to run asynchronously. As in_core is a 

separate process to CHARMM, it could be written in C without compiler portability 

problems. C allows it to take advantage of dynamic memory management to store 

considerable amounts of data. Memory is allocated exponentially to avoid excessive 

calls to malloc.
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Available optimisers
GRACE contains a wide range of optimisation algorithms. The TCL user interface 

makes them very flexible and easily interchangeable.

IbfgsiA low-memory second-order optimiser using the same technology that is behind 

the ‘work horse’ ABNR optimiser in CHARMM.

Powell:An auto-restarting conjugate gradients method implemented in TCL.

P-RFO:Mode following optimiser based on the implementation by J. Baker. This 

extremely robust optimiser can search for minima, or other saddle points, whilst 

interfacing with GRACE'S linear algebra systems to allow complex optimisation 

strategies.

As new optimisation algorithms and updates become available, they can be ported into 

GRACE.

Visualisation
Visualisation codes are not in-built components of GRACE; however, it can interface 

with programs such as XMol or RasMol via a series of pdb files that can be read and 

animated. This makes the visualisation of eigenvectors during saddle point location 

possible, ensuring that the correct mode is followed. The interface with RasMol is of a 

similar type to that with CHARMM. This allows a ‘programmable’ visualisation 

method. The interface lets the RasMol images be updated as the GRACE code runs 

which lets the evolution of the chemical model be viewed interactively. The interface 

with XMol is via the writing out of pdb files which XMol can then read. The major 

purpose behind this is to take advantage of the animation and measuring facilities in 

XMol. GRACE can produce a pdb file containing several structures which XMol can 

then show as an animation. This method has been used heavily for the viewing of 

eigenvectors of the hessian matrix during saddle point location.
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An example GRACE script for a transition-state search
The script below is for the location of the transition-state for the bimolecular solvolysis 

reaction of lso'propyl chloride, (CH3)2CHC1 + H20  —» (CH3)2CHOH2+ + Cl-.
source $env(GRACE_LIB)/grace.tcl 
set GLOBAL(scratch) -/propyl 
initi
PRNL6
WRNL6
! BEGIN RTF--------
Read rtf card
* a simple rtf for propylcl + 0H2 + TIP3P

24 1
MASS 4 HT 
MASS 12 CT 
MASS 28 CL 
MASS 75 OT

\

1.000 ! H-bonding hydrogen 
12.010 I Carbon
35.000 ! Cl
15.999 ITIP3P oxygen

ITIP3P
RESITIP3 0.000
GROUP
ATOM OH2 OT -0.83400
ATOM H1 HT 0.41700
ATOM H2 HT 0.41700

Set location of GRACE files 
Set scratch disk location 
Initialise GRACE
Set CHARMM print and warning levels 

Introduction of your CHARMM commands
Note that at the start of a line, uppercase refers to CHARMM commands 
and lowercase refer to GRACE commands

Information on atom types used in simulation

TIP3P water information

BOND OH2 H1 OH2 H2 H1 H2 
ANGLE H1 OH2 H2 
ACCEPTOR OH2
PATCHING FIRST NONE LAST NONE

RESI PRO 0.0 
GROUP
ATOM CR1 CT -0.1 HM1 HM2 HM3
ATOM XCL CL -0.2 \ I /
ATOM CM1 CT -0.2 H01 CM1
ATOM CM2 CT -0.2 \ I
ATOM HD1 HT 0.1 OT1--  CR1 —XCL
ATOM HM1 HT 0.1 / I \
ATOM HM2 HT 0.1 H02 HD1 CM2
ATOM HM3 HT 0.1 / I \
ATOM HM4 HT 0.1 HM4HM5HM6
ATOM HM5 HT 0.1
ATOM HM6 HT 0.1
ATOM OT1 OT -0.5
ATOM H01 HT 0.25
ATOM H02 HT 0.25

Propyl Chloride + nucleophilic water information such as:
Name of residue and total charge on quantum system
Atom labelling, atom type, specific atom charge and connectivity data for
quick reference

END

Read para card
* Simple parameters propylcl + H20

BONDS 
HT OT 
HT HT

450.0
0.0

0.9572
1.5139

ANGLES
HT OT HT 55.0 

DIHEDRALS

104.52

NONBONDED nbxmod 5 atom cdiel shift vatom vdistance vswitch 
CUTNB 40.0 ctofnb 38.0 ctonnb 36.0 eps 1.0 e14fac 1.0 wmin 1.0

CT
HT
CL
OT

END

0.000000
0.000000
0.000000
0.000000

-0.080000
-0.046000
-0.126620
-0.152100

2.060000! All carbons 
0.224500 I H bond H 
2.144580! Chlorine 
1.768200 ITIP3P OXYGEN

Read sequence card 
* simple

End of CHARMM structure and parameter data 

Read in sequence information
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1
PRO
Generate PRT setup

Read sequence TIP3 494
Generate SOLV setup noangle nodihedral

Open unit 10 read form name propyl_ts_inp.pdb 
Read coor pdb unit 10 
Close unit 10

Nbonds atoms switch cutnb 40.00 ctofnb 39.00 ctonnb 35.00 
Updat inbfrq 1000 ihbfrq 0 cutnb 999.0 ctonnb 997.0 ctofnb 998.0 Cdie

Quan sele resi PRO end ami charge 0

PmIO
WmIO

wait

proc frelax xvec\ gvec {

upvar $xvec xparam $gvec grad
global X Y Z WMAI DX DY DZ PARA QMSTART

qmmm silent unmake_pos=xparam 
Seal xref stor 1 
Seal yref stor 2 
Seal zref stor 3 
Cons fix sele core end 
Seal zref reca 3 
Seal yref reca 2 
Seal xref reca 1 
Pml 5
Mini abnr nstep 5000 tolg 0.005 step 0.0001 nprint 1000 
PmIO
Seal xref stor 1 
Seal yref stor 2 
Seal zref stor 3 
Cons fix sele none end 
Seal zref reca 3 
Seal yref reca 2 
Seal xref reca 1 
set X(1)

set f [fcharmm xparam grad]

Quick 112 
setdl $PARA(DIST)
Quick 1 2
setd2 $PARA(DIST) 
puts"+++ Distance 1-12 = $d1" 
puts"+++ Distance 1-2 = $d2" 
flush stdout 
return $f}

qmmm\
fmm=all

Pml 5
Defi core sele resi PRO end 
PmIO
acquire_selection selection=core var=lcore 
puts "Selected atoms and types" 
foreach i $lcore {
puts "$IUPC($i) $i $RESI($i) $RESN($i)"
}
flush stdout

The system contains only two segments PRT (QM) and SOLV (MM) made 
up from the PRO and TIP3P residues, respectively

Now read in the sequence for the 494 TIP3P water molecules

Now read in the co-ordinates of the MM & QM atoms from an external pdb 
file

Set non-bonding interactions and proximity warnings

Select residue that will be the QM system, set the charge (0) and 
computaional method (AM1)

Wait for CHARMM to do it bit before we move on, or the output of grace 
and CHARMM get confused

Set up procedure to perform relaxed environment functions. This 
procedure computes the f and g from fcharmm and then minimises the rest 
of the system around it, you must make the defined ‘core’ selection to 
represent the part of the system that is in the hessian, for this procedure to 
work
Update the position and gradient vectors to xparam and grad

Always relax environment totally first set up core positions use the silent 
option so it does not print out lots of useless information. Start the initial 
environment optimisation using the ABNR optimiser.

Get energy and gradient, the energy will be the total energy, but the 
gradient vector will only span the sub set defined by the QM/MM statement

Ask GRACE to instruct CHARMM to print out the bond lengths between 
bonds of interest

Define the parts of the QM/MM system. Grace does not 'know1 if you have 
parts of the CHARMM system AM1 or not, so first make everything fixed 
MM

Here we make the ‘core’ definition and set Pml high so we can see if it has 
worked
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Appendix B

Seal xref stor 1 
Seal yref stor 2 
Seal zref stor 3 
Cons fix sele core end 
Seal zref reca 3 
Seal yref reca 2 
Seal xref reca 1 
Pml 5
Mini abnr nstep 5000 tolg 0.001 step 0.0001 nprint 20 
PmIO
Seal xref stor 1 
Seal yref stor 2 
Seal zref stor 3 
Cons fix sele none end 
Seal zref reca 3 
Seal yref reca 2 
Seal xref reca 1 
set X(1)

qmmm\ 
mm=core \ 
make_pos=pos \ 
start 

gethess \ 
func=fcharmm \ 
position=pos \
dump_name=$GLOBAL(scratch)/hess.dump\ 
hessian=h 

la symm matrix=h result=h 
la eign matrix=h 
pmatrix matrix=values

optimise \ 
position=pos \ 
func=frelax \ 
nfunc=100000 \ 
omin=0.800 \ 
osmin=0.001 \ 
rmin=0.90 \ 
rmax=1.10\ 
step=0.001 \ 
maxstep=0.01 \ 
mode=1\ 
lock \
dump_name=$GLOBAL(scratch)/ts.dump\
method=ef\
hessian=h \
toler=0.3

xyz>p x=X y=Y z=Z p=final _pos 
array>list array=fi n al_pos list=lp 
array>list array=h list=lh 
la eign matrix=h 
array>list array=roots list=lr

Open unit 67 write form name propyljs.pdb 
Write coor pdb unit 67
* pdb of the transition-state for propylcl + H20
*

Close unit 67 

exit

Now make the core bit movable MM and then generate a position vector 
for it, so GRACE 'internally' knows the parts that are movable.

Carry out an energy minimisations using the ABNR optimiser

Diagonalise martix 

Print out roots values

Perform an EF search for a transition-state

Follow mode 1, hopefully this is the right mode otherwise we can stop the 
simulation, change the mode to the correct one and then restart it.
'dump' can be used to restart the simulation or used to view the mode that 
is being followed.

Write out a pdb file of the final transition-state structure

All done.
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