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ABSTRACT

The project is concerned with a detailed investigation of the shear wave 
magnetometer initially proposed by Squire &  Gibbs1. The magnetic field is measured 
via the magnetoelastic effect in amorphous magnetic ribbon material, using the phase 
of an ultrasonic shear wave. The amorphous ribbon shear wave assembly is known as 
the magnetic transducer. The magnetometer is a closed loop system which holds the 
amorphous alloy magnetic field transducer at zero field via a magnetic feedback loop. 
The closed loop system has the advantage of producing a linear system with a large 
dynamic range that is less sensitive to internal variations within the system electronics. 
The work was undertaken in order to investigate the operation of the magnetometer 
system and suggest improvements to optimise its performance.

A review of magnetic field measurement technology is made in order to place the 
system in perspective with other measurement techniques. Reviews of the 
magnetomechanical properties of amorphous ribbon and the propagation of 
magnetoelastic waves are also made as they represent essential background to the 
technique.

A study of the effect of an applied magnetic field on shear waves travelling along 
amorphous ribbon is made. The shear waves were found to display both a change in 
amplitude and a change in the total phase along the ribbon for a change in magnetic field. 
This is fully characterised.

Two models are developed to investigate the operation of the closed loop system. 
The linear response model examines the combined effects of both the amplitude and 
phase responses. These are approximated to by simple linear functions. The model 
demonstrated that the response of the magnetometer to magnetic field is highly dependent 
on the absolute phase change along the magnetic transducer.

The second model investigates the potential effects of changes in the absolute 
temperature on the magnetometer system. The results suggested a simple phase feedback 
temperature correction loop which is implemented and characterised.

The electronic components making up the system are characterised and optimised 
and generic points between different models of the same instrument discussed. The 
operation of the feedback loop is investigated.

The current ultimate performance of the system was measured as lOOpT/H zm at 
1Hz with a temperature coefficient of 9.5nT/°C.

Squire P.T. &  Gibbs M .R .J .: "Shear-wave magnclomctty using metallic glass ribbon.", Electron. Leu., 
23, pp!47-148,1987.
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NOM ENCLATURE

General Magnetic Parameters.
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H
M

B

Mo

X

D
E k

Kn
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B

0
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P
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Magnetic field.

Magnetisation.

Magnetic Induction.

Permeability of free space.

Susceptibility.

Demagnetising factor (p56).

Anisotropy energy.

Anisotropy constants.

Stress.

Saturation magnetostriction. 

Magnetostriction quadratic coefficient. 

Internal friction.

Magnetoelastic coupling constant.

Magnetoelastic coupling coefficient.

Magnetic moment orientation angles, 
(defined specifically where used in text.)

Elastic-Wave Parameters.

Units.

Am'1

Am'1

Tesla

H m 1

Jm'3

Jm'3

Nm'2

-2__2A m

Jm'

Radians
/

Degrees

M Shear modulus. Nm'2

E Young’s modulus. Nm'2

K Fractional change in shear modulus with applied field. A ‘m

C , v s Shear-wave velocity. ms'1

t Time s

CO Shear-wave oscillation frequency. Rads/s

X Shear-wave wave length. m

$0 Phase change along ribbon. Radians

L Length of ribbon. m

P Density. Kgm'3



(1 Thickness of ribbon/film m

A Cross sectional area of ribbon/film m'2

Svstem Model Parameters.

H0 Externa! field to be measured. Am'1
h Modulation field. Am'1

RMS current producing modulation field. A

O)0 Shear wave propagation frequency. Rads/s

Modulation field frequency. Rads/s

Shear-wave propagation amplitude. V

A 2 Shear-wave received amplitude. V

p Mixer (phase detector) gain p=kA,. -

v mi, Mixer (phase detector) output. V

X Normalised field to be measured x=H(/h. -

3l Amplitude of the shear-waves for no applied field. V

bl Normalised linear amplitude response coefficient. A 'rn

Cj Field shift related to coercivity. Am'1

d, Normalised quadratic amplitude response coefficient. A'2m2

e, Quadratic component of field shift. Am'1

a2 Instrumentation phase offset Radians

b2 Linear Phase response coefficient Rads/Am'1

c2 Field shift related to coercivity. Am'1

d2 Quadratic phase response coefficient. Rads/A2m‘2

e2 Qu adratic component of field shift. Am'1

K Feedback loop gain of magnetometer system. -

T Lock-in amplifier time constant. s

ĉff Feedback loop effective time constant. s

T Temperature °C (or 
Kelvin)

L r Transducer length at a fixed arbitrary temperature. m

Mr Shear modulus at a fixed arbitrary temperature. Nm'2

V T Transducer Volume at a fixed arbitrary temperature. 3m

oc, Coefficient of linear expansion ° c '

02 Temperature coefficient for shear modulus



y Quadratic coefficient describing the fie ld  dependence o f A '2m‘ 
the shear modulus

11 Grouped constants r\ =  (a 2- a , ) /2

V Grouped constant \|/ = (2C() + y)l I„

X n - Y n Fourier coefficients
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1 IN TR O D U C TIO N .

1.1 Aim of Study.

Many techniques have been developed for measuring magnetic fields. The method 

employed depends on the field range to be measured. Low magnetic field measurements 

are presently dominated by rugged relatively simple fluxgate magnetometers which 

through continual development over the past 30 years have attained a large dynamic 

field range with a minimum detectable magnetic field or noise floor in the order of some 

tens of picoteslas. More specialised techniques have been developed which can measure 

very low magnetic fields. These devices were initially developed for the measurement 

of the magnetic properties of materials although in many cases their application has 

diversified. The most sensitive and possibly the best known of these instruments are the 

SQUID magnetometers with noise floors in the order of a few femtoteslas. All the 

specialised techniques, however, tend to be limited by either their complexity or small 

dynamic ranges.

This study has been concerned with a novel method for measuring magnetic fields. 

The shear-wave magnetometer was initially proposed by Squire &  Gibbs [1987a] as a 

technique which could possibly out-perform fluxgate magnetometers but retain a basic 

simplicity in design and ruggedness in construction. The aim of this work was to optimise 

the proposed system for the measurement of magnetic fields and to pin-point limiting 

factors in its operation.

The principle of operation of any magnetometer can be separated into two distinct 

regions into which investigations can be undertaken:

1. The physical quantity on which the magnetic measurement is based.

2. The method employed for extracting a measurement of the magnetic field from 

the physical quantity.
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The work carried out was broadly separated into these two areas. The physical 

quantity was the magnetic behaviour of iron-based amorphous transition metal-metalloid 

alloys andean be quantified in the behaviour of the shear-wave magnetometer’s magnetic 

transducer element. The remaining area is encompassed by the instrumentation system 

used to extract a measurement from the transducer element.

The remainder of this chapter covers a brief introduction to metallic glasses and 

their properties which relate to sensor applications. This is followed by an outline of the 

underlying principle behind the Shear-wave magnetometer. The ensuing chapter goes 

on to review low field magnetic field measurement. This is followed by a more detailed 

examination of the magnetomechanical and mechanical properties of the amorphous 

alloy related to the operation of the Shear-wave magnetometer. The investigations 

undertaken on the Shear-wave magnetometer are then presented and discussed.

1.2 Properties of Amorphous Metal Alloys for Sensor Applications.

A sensor or transducer is a device which transforms one physical phenomenon into 

a different physical quantity. In general a transducer is employed to transform a quantity 

which is difficult to measure directly into one which can be more easily manipulated. 

In the case of magnetic field measurements the desired result would be to produce an 

electrical signal, such as a voltage, which is proportional to the applied magnetic field. 

Amorphous metal alloys or metallic glasses exhibit a range of magnetomechanical 

properties. This is a transformation from a magnetic effect to a mechanical effect and in 

many cases has an accompanying inverse effect. Metallic glasses would therefore appear 

to be ideal transducer materials for a variety of sensor applications.

Iron-based amorphous transition metal-metalloids are alloys which typically 

contain anything from 40 to 80 atomic percent of Iron with the remainder of the 

composition being made up of proportions of elements such as nickel, cobalt,
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molybdenum, manganese, chromium, silicon, boron or carbon. The alloys can be formed 

by a variety of techniques which tend to rely on the rapid quenching of the molten alloy 

in the liquid phase. This produces a structure with an atomic arrangement which did not 

have time before solidification to form into a more favourable crystalline lattice. In 

general the materials considered here were produced commercially by a melt spinning 

technique in which the molten alloy is forced onto the surface of a cooled rapidly 

revolving wheel. This produces long ribbons of material with typical minimum thickness 

dimensions of 15fim to 30|im and widths of up to 200mm. Limitations in the minimum 

attainable thickness are mainly of a mechanical nature such as controlling the separation 

between the spinning wheel and the molten alloy injection nozzle. On a laboratory scale 

however, materials as thin as 3|im have been achieved, Yagi ct al [1988] and Choh et 

al [1992]. The limitations on the maximum thickness and ribbon width come about 

mainly due to problems in achieving the required cooling rate of 106Ks'1 for the mass of 

material in question. Consideration is also given in chapter 4 to amorphous materials 

produced by sputter deposition. Methods of producing amorphous alloys are covered 

more extensively by Liebermann [1983] and Moorjani and Coey [1984]. An introduction 

to the sputter deposition of thin films can be found in Stuart [1983].

The mechanism of formation of the amorphous alloy produces an amorphous phase 

which is metastable with respect to both crystallisation and structural relaxation. The 

rate of change tends to be negligible at ambient temperatures but increases for higher 

temperatures approaching the crystallisation temperature. The amorphous phase can be 

stabilised by the introduction of solute atoms into the atomic arrangement such as silicon 

and carbon. These have the effect of inhibiting the migration and rearrangement of the 

atoms in the amorphous phase to that of a crystalline structure.

The mechanical properties of amorphous alloys result directly from the absence of 

grain boundaries in the amorphous phase unlike polycrystalline alloys. They are very

3



hard and flexible having yield strengths of 1500 to 2000 MPa, Boll [1989]. They tend 

to resist corrosion as there are no preferentially oxidised grain boundaries. Both 

mechanical and magnetic properties can also be tailored through compositional changes 

as the alloys are stable over a wide compositional range. Heat treatment of the material 

can also be used to modify the properties of the material although this causes 

enbrittlement of the alloy which reduces the number of potential applications. Chen 

[1983] reviews the changes in physical properties of metallic glasses during heat 

treatments. The dimensions of the available material do not tend to restrict their 

applications to magnetic sensors and in the case of the Shear-wave magnetometer is of 

a positive advantage. This is discussed in terms of the demagnetising field in chapter 3. 

The following sections outline the magnetic properties of the amorphous alloys pertinent 

to magnetic sensor applications. A review of amorphous alloys and sensing applications 

was given by Hernando et al [1988J.

1.2.1 Magnetisation Curves.

The magnetisation curve of a ferromagnetic material can be used to illustrate a 

number of magnetic parameters. These parameters are useful in quantifying the magnetic 

behaviour of a material. Figure 1.1 shows a general magnetisation curve or hysteresis 

loop of the magnetisation of a material against the field applied to it.

M s, this is the saturation magnetisation and corresponds to the rotation of all the 

magnetic moments into the direction of the applied field. The absence of grain boundaries 

which would produce magnetic domain pinning sites and a low crystalline anisotropy 

result in amorphous alloys being magnetically soft. The susceptibility % of a soft magnetic 

material is high and is defined in equation 1.1. Where H is the applied field and M  the 

magnetisation.

4



The differential susceptibility is the slope of the magnetisation curve at any field 

H  and is zero when the material is in magnetic saturation. The initial susceptibility is 

given by the value of the differential susceptibility on the initial magnetisation curve, 

Figure 1.1b, when the magnetisation and applied field are both zero, Jiles [1991]. A  

material with a high susceptibility is desirable for the production of Fluxgate 

magnetometers. This property of amorphous alloys has been implemented in these types 

of sensors by a number of authors Engelter [1986], Mermelstein [1986a] &  [1992] and 

Nielsen et a l [1990].

The magnetic induction of a material B is given by equation 1.2. p*, is the 

permeability of free space.

B = JT0 ( H + M) 1-2

In an amorphous alloy the saturation induction Bs approximates to B, = p^M as a

direct consequence of the high susceptibility.

H  c in Figure 1.1 is the coercivity. This is the field needed to reduce the magnetisation 

to zero from saturation and is distinct from the coercive field which is the magnetic field 

needed to reduce the magnetisation to zero from an arbitrary level.

M r is the remanent magnetisation, the magnetisation of the material when the 

applied field is reduced to zero after having first driven the material into saturation. The 

remanence ratio is given by the ratio of the remanent magnetisation to the saturation 

magnetisation.



Figure 1.1a Shows an idealised major hysteresis loop.

1.1b Shows the initial magnetisation curve from zero applied field to magnetic 

saturation of the magnetisation. The parameters depicted in the figures 

are discussed in the text.

The energy loss per unit volume of the material in taking the material through a 

complete magnetisation cycle is also shown in Figure 1.1. This loss includes eddy current 

losses if the magnetisation cycle is not traversed quasi-statically, Cullity [1972]. Eddy 

current losses in amorphous alloys are not as pronounced as for polycrystalline iron as 

iron-based amorphous alloys have resistivities an order of magnitude greater than that

6



for Iron, Rao [1983].

Ek as defined in Figure 1.1 is the anisotropy energy and is the energy per unit 

volume required to rotate all the magnetic moments into the direction of the applied 

field. This has associated with it an anisotropy field H k which is the magnitude of the 

applied field which rotates all the moments into its direction. The anisotropy energy can 

be divided into a number of separate contributing energies, Crystal, Shape, Stress, 

Induced and Exchange. Crystal anisotropy tends to be negligible in amorphous alloys 

because of the absence of any long range order. As the name suggests the anisotropy 

energies have associated directionalities. The total anisotropy energy will be the tensor 

sum of these and in general will define an axis of minimum energy known as the easy 

axis. Magnetic moments will tend to lie in the easy axis because of this favourable energy 

minimum. Rotation out of the easy axis into a different magnetisation direction requires 

energy input. In general for a well defined uniaxial anisotropy the anisotropy energy at 

an angle ()) away from the easy axis is given by equation 1.3, where K n are constants, 

Jakubovics [1987].

Ek = I “ uKnsin2>  13

In general in as cast amorphous alloy ribbons the main contribution to the anisotropy 

is from cast in stresses, Hodson [1986]. The casting stresses can be removed in an 

annealing process leaving a sample with shape dominated anisotropy. An easy axis can 

then be defined by a field annealing process discussed more fully in chapter 3.

1.2.2 Magnetostriction.

When a ferromagnet is magnetised or cooled from the paramagnetic state to a 

temperature below its Curie point it invariably undergoes a change in its dimensions. 

The dimensional change can be divided up into three contributing effects.

7



1. In the case of cooling to a temperature below the Curie temperature the effect 

is known as spontaneous magnetostriction.

2. Forced volume magnetostriction is the change in volume of the material with 

applied field and may reach values as high as several percent. This however, is only 

significant at high fields or as the temperature approaches absolute zero, Moorjani and 

Coey [1984J. Volume magnetostriction, therefore has little relevance to practical device 

applications.

3. The more important effect for sensor applications is the change in strain 

experienced on the application of a magnetic field and was first observed by Joule [ 1842]. 

The expansion of a material in an applied field is generally referred to as positive 

magnetostriction. In some cases notably Nickel negative magnetostriction occurs and a 

contraction is observed. The converse of magnetostriction is the stress contribution to 

the anisotropy energy. For a positively magnetostrictive material such as a high Iron 

content amorphous alloy, applying a tensile stress produces an easy axis parallel to it. 

The contribution to the anisotropy energyEa in the direction 0 from the applied stress o 

is given by equation 1.4, Cullity [1972].

3 , !-4
E0 = -A,tCTSin 0

Xs is the saturation magnetostriction, the fractional change in length between a

demagnetised material and the material at magnetic saturation measured along the 

direction of the applied field. For an isotropic medium such as an amorphous alloy with 

no well defined easy axis the magnetostriction at an angle 0 from the field direction is 

given by equation 1.5, Jiles [1991].

8



r
cos20 - -  

V 3 y

1.5

Where Xs is the saturation magnetostriction along the direction of magnetisation.

The magnetostriction of materials is very structure sensitive which makes it difficult 

to produce a general expression for the relation between magnetostriction and field. For 

a material with a uniaxial anisotropy and a field applied perpendicular to this an 

expression for the magnetostriction in terms of the magnetisation can be formulated, 

equation 1.6 Jiles [1991].

i.6

\ M * j

Figure 1.2 shows the magnetostriction measured along the direction of the applied 

field for a ribbon of commercially available amorphous alloy magnetised along the long 

axis. The sample had an induced uniaxial anisotropy in the plane of the ribbon, 

perpendicular to the long axis, obtained through field annealing, Thomas [1990J. The 

magnetostriction about zero field is quadratic in behaviour and can be described by a 

quadratic coefficient Cq, Thomas [1991]. A high quadratic coefficient is synonymous 

with very pronounced changes in the magnetostriction with magnetic field. This effect 

has been employed by a number of authors to produce magnetostrictive magnetometers, 

Dandridge et al [1980], Kersey et al [ 1984], Pratt et a l [1984] and Pantinakis and Jackson 

[1986].
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Figure 1.2 Change in length with applied field for a ribbon field annealed across its 

width. (VAC0040 Fe40Ni40B20 Transverse Field Annealed 350°C for 

40min).

1.2.3 Field Dependence of the Elastic Moduli.

The elastic moduli of ferromagnetic materials are field dependent as a direct result 

of their magnetostriction. The change in Young’s modulus AE, when a demagnetised 

sample of a ferromagnetic material is magnetically saturated is of the order of six percent 

for Nickel and less than one percent for pure Iron, Cullity [1972]. The change in the 

Young’s modulus for an amorphous alloy however, can be of the order of eighty percent
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and depends on the composition and the heat treatment the alloy has undergone, Berry 

andPritchet [1976a].

On the application of a stress to a demagnetised specimen both elastic and 

magnetoelastic strain are produced and the Young’s modulus in the demagnetised state 

is given by equation 1.7.

E = - ° -
d P + P0 el ' c me

Where G is the stress, £e, the elastic strain and £,ne the magnetoelastic strain. For a

magnetically saturated specimen the magnetoelastic strain is zero as no further domain 

rotation occurs and the Young’s modulus in this case is given by equation 1.8.

a  L8

e”be]

The fractional change in the Young’s modulus is thus given by equation 1.9, Cullity 

[1972].

AE _ Es -  Ed _ £me 
Ed Ed 8ei

1.9

For an isotropic material the AE effect or fractional change in Young’s modulus

can be related to oither elastic moduli such as the shear modulus through Poisson’s ratio 

v. The shear moduilus \1 is given by equation 1.10, Thurston [1964].

| l i  = 2 ( 1 + v ) E  110

An example (of the typical form of the field dependence of the Young’s modulus 

in an amorphous alloy is shown in Figure 1.3, Thomas [1990]. The field dependent
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modulus normalised to the modulus at magnetic saturation is an even function with 

applied fields. The alloy used was the same as that used to produce Figure 1.2 and has 

undergone a similar magnetic anneal.

The AE effect has been employed mainly in the construction of variable signal 

delay lines and examples of such devices can be seen in Webb et al [1979] and Imamuta 

et al [1985]. The principle of the variable delay line is the underlying basis for the 

operation of the Shear-wave magnetometer.

,0

,9

0.8 -

0.7-

-2000  0 2000

H (A/m]

Figure 1.3 Change in Young’s modulus with applied field for a ribbon annealed 

across its width. (VAC0040 Fe40Ni40B20 T.F.A. 350°C 10 min)
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1.2.4 The Shear-wave Magnetometer.

The Shear-wave magnetometer is based on the magnetoelastic effect and 

specifically the magnetic field dependence of the shear modulus. The technique depends 

on the change in the propagation velocity of an elastic wave in a medium if  the elastic 

moduli of the medium change. Amorphous metal alloys would appear ideal for this type 

of transducer application as the large changes in elastic moduli with applied field suggests 

a large change in the propagation velocity of elastic waves along a length of amorphous 

ribbon.

1.2.4.1 Underlying Principles of Operation.

The elastic waves in solids are normally combinations of many modes and types 

of modes. The longitudinal and flexural groups of modes depend on two elastic moduli 

whereas the shear modes depend only on one elastic modulus. I f  shear-waves are 

launched along a ribbon and the ribbon is below a certain thickness, it is possible to 

restrict the modes present to the point where only the nondispersive zero order shear-wave 

is propagated, Meeker and Meitzler [1964]. The transverse shear-wave velocity in the 

medium is then given by equation 1.11, where fi is the shear modulus of the material 

and p its density.

Shear-waves can be launched along a ribbon using a piezoelectric transducer 

bonded to the ribbon surface. This is a conventional method for launching shear-waves 

in thin ribbon shear mode strip delay lines, May [1964]. Figure 1.4 depicts a ribbon of 

material of length L with two piezoelectric transducers mounted at each end. The 

transducers are manufactured so that their polarisation direction is along their long axis.

1.11
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The transducer Tj is shown as the transmitter and when a sinusoidally varying electric 

field is applied across it, it propagates shear-waves along the ribbon. The transducer T 2 

transforms the phase shifted shear wave back to a sinusoidal signal after transmission 

along the ribbon. The whole assembly of piezoelectric transducers and ribbon is referred 

to as the magnetic field transducer.

Ti T2
Transmitter amorphous ribbon Receiver

L

Figure 1.4 Schematic of the magnetic field transducer.

A measurement of the magnetic field can be achieved by measuring the change in 

the velocity of the shear-wave along the ribbon via a measurement of the change in the 

phase of the wave detected by the piezoelectric transducer T 2. The phase difference 

between the two transducers for a wave travelling along a length of ribbon is given by 

equation 1.12.

14



A coL f p(b = —  = coLA / -  
c \  JI

1.12

For an amorphous alloy both the elastic moduli and the length of the sample are 

dependent on the magnetic field applied. The change in phase observed at the 

piezoelectric transducer T 2 on the application of a magnetic field is thus given by equation 

1.13.

A<(> =
n h

T
2 3L 1 3ji 

_L3H_ jd5H_
AH

1.13

Where (l/L )0L /d H ) is the fractional change in length per unit applied field and

( 1 /jj,) (3|_i/3H) is the fractional change in the shear modulus per unit applied field. 

Examination of the illustrative field dependences of magnetostriction and Young’s 

modulus in figure 1.2 and figure 1.3 respectively would suggest that as the fractional 

change in length with applied field is much smaller than the field dependent modulus, 

the magnetostriction term could be ignored. The field dependent phase change would 

then be given by equation 1.14.

A(J) = 7lL

X
1 3(1 

|ll3 H

1.14
AH

The magnetic field transducer thus performs a transformation from a magnetic field 

measurement to a phase measurement.
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1.2.4.2 Practical Shear-wave Magnetometer.

Figure 1.5 shows a schematic diagram of the closed loop Shear-wave magnetometer 

system as described by Squire and Gibbs [ 1988a]. The magnetic field transducer consists 

of a length of amorphous ribbon with piezoelectric transducers T, and T 2 bonded to the 

amorphous ribbon using either silver-loaded epoxy or cyanoacrylate adhesive.

Solenoids

US/J/SJS//S77777SS777/SS;//7S7S/JJJS/SJSSS/S/ X

rf source
PHASE

DETECTOR

mixer
Field

feedback modulation 
source a)„

ref.L0CKHN
AMPLIFIER

Figure 1.5 Closed loop shear wave magnetometer system.



The typical phase dependence with magnetic field, observed about zero applied 

field, for a shear wave travelling along the amorphous alloy ribbon is shown in Figure 

1.6. The phase response is an even function with magnetic field as a direct consequence 

of the even nature of the elastic modulus dependence on magnetic field. <J)0 is the fixed 

phase shift for the length of ribbon L and A(J) is the additional magnetically induced phase 

shift for any applied field H. Thermal and mechanical noise produce unacceptably high 

phase noise if  the system is operated at d.c. The phase is thus modulated by applying a 

low frequency oscillating magnetic field to the amorphous ribbon via a solenoid coil. 

The application of the modulation signal at a fixed field of H 0 is also depicted on Figure

1.6 along with the resultant field modulated phase. H 0 is the external magnetic field 

which is to be measured and h is the modulation amplitude or depth, at the modulation 

frequency co0. The even nature of the phase response about zero field gives a modulated 

phase output which put simply consists of a Fourier series of the modulation signal. The 

magnitude of the harmonic terms depends on the exact nature of the phase response and 

the magnitude of H„.

The important features of the modulated phase response can best be considered if 

for simplicity the phase response is assumed to be linear. When no external field is 

applied to the transducer arrangement the modulated phase consists purely of a term at 

twice the modulation frequency. I f  the externally applied field is greater than the 

modulation depth then the modulated phase is at the modulation frequency. I f  the 

externally applied field is less than the modulation depth but not zero then the modulated 

phase consists of a field dependent fourier series containing a term at the modulation 

frquency as well as higher harmonics.
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E

Figure 1.6 Magnetic field transducer phase characteristic.

The field modulated phase change is detected using a double balanced mixer. The 

operation of an ideal mixer is to multiply the two input waveforms. I f  the drive signal 

for transducer T j is taken as the reference or local oscillator signal equation 1.15 and 

the output from the transducer T 2, equation 1.16, is applied to the signal input of the 

mixer then the output of the mixer is given by equation 1.17.

V ^ A j C O S C O t  L15

V 2 = A2cos(cot+(|)0 + A(|>) J*16
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kA A  !•*'
v n,ix = - J - 2  [ cos(2cot-+ <()„■+ A<(>) + cos(<>0-+ A<t>) ] 

A<l>=/(H0 + hsina)n,t)

k is a constant associated with the gain of the mixer and co is the oscillation frequency

of the shear-waves. Ignoring high frequency terms the output of the mixer is a function 

of the fixed phase and the field dependent phase which is modulated at a frequency com. 

The output of the mixer is thus a function of the phase change and contains a term at com 

which can be measured using a lock-in amplifier referenced to the modulation frequency. 

The form of the lock-in amplifier output is shown in Figure 1.7. The output of the lock-in 

amplifier is used to drive a solenoid in a field nulling feedback loop configuration. Any 

shift away from the null field condition on the phase response will be detected as a term 

at the modulation frequency by the lock-in amplifier. Provided the lock-in amplifier 

reference phase iis correctly selected a corresponding nulling field is generated in the 

feedback solenoid; this nulls the applied field and maintains the operation of the system 

about the zero field position on the phase response. The current in the feedback loop is 

thus a direct lineair measure of the applied field. The magnetometer is a vector device 

which can measure fields at frequencies down to d.c. The dynamic range of the 

magnetometer system is limited only by the ability of the lock-in amplifier to drive the 

feedback loop.
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Figure 1.7 Lock-in amplifier output voltage against applied field

1.2.4.3 Performance of the Shear-wave magnetometer.

A minimum detectable field of the order of 2.5pT has been proposed for 

shear-waves at a frequency of 20MHz propagating along a im  length of ribbon (Squire 

and Gibbs [1987a]). A conservative estimate of 0.025 per (A/m) for the fractional change 

of the shear modulus with applied field was made from figures available on binary alloys, 

Kikuchi et a l [1978], In practice Squire and Gibbs [1988a] have achieved results of the 

order of 2.5nT in a bandwidth of 1.6Hz, with a drift of similar order over the recording 

time of three minutes. This result was achieved using a 25cm length of ’as received’
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Fe4oNi4oB20 (VAC0040) amorphous ribbon. In proposing the minimum detectable field 

an estimate was made of the fractional change in shear modulus per unit applied field. 

For as-received material this is quite small and thus will affect the sensitivity. Although 

the field annealed ribbons are more favourable for this application because of their 

increased response to magnetic field, the increased magnetoelastic coupling brings about 

a large attenuation of the shear-waves in the annealed ribbons and a loss of the field 

dependent phase response possibly due to stresses introduced in mounting the transducer 

arrangement, Kiss et a l [1989]. For both ’as received’ and annealed ribbons there is a 

steep fall off of the received amplitude at high frequencies which limits the operation 

frequency of the system, Tsuya et a l [1977] and Squire and Gibbs [1988a]. The phase 

noise as measured by Squire and Gibbs [1988a] was, however, substantially lower than 

that used in the estimation of the magnetometers performance. The previous effects are 

discussed further in chapters 3 and 4.
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2 R E V IE W  OF LO W  FIELD  M A G N ETIC  M EASUREM ENTS.

2.1 Introduction.

The science of magnetic field measurement has been well developed for a number 

of years. There are numerous techniques, none of which are universally applicable to all 

types of measurements. The choice of technique is governed mainly by the field range 

to be measured; this can be anything from a few femtoteslas up to a few Tesla. Other 

considerations include temperature, large background field fluctuations, very stable field 

environments, fixed or swept fields, short or long time observations and cost.

Three review papers concerning magnetic measurements were presented at the 12th 

Annual Conference On Magnetism And Magnetic Materials, Dwight [1967], Foner 

[1967] and Humphrey [1967]. These papers serve as a good review of the development 

of magnetic field measurement up to that time. They were supplemented by a further 

review by Foner [1981] which emphasized that the basic principles had remained the 

same but had been refined and augmented by novel developments. This refinement has 

continued over the past decade and an increased interest has been shown in utilising the 

favourable magnetic properties of amorphous metal alloys. Mermelstein [1986a], 

Engelter [1986], Nielsen et a l [1990] and Sobhendu et al [1992] have used amorphous 

alloys in an attempt to improve established measurement techniques. New methods have 

also been developed such as the magnetostrictive magnetometers, Pantinakis and Jackson 

[1986] and Mermelstein and Dandridge [1987a]. Another device which relies on the 

large magnetic field dependent strain is the Fibre Optic Magnetometer which was 

proposed from work carried out by Yariv and Winsor [1980J. The Shear-wave 

Magnetometer which is the focus of this study can also be grouped with these new devices 

and relies on the field dependence of the shear modulus p..

The following chapter reviews well established techniques in the low field region,

22



such as the fluxgate magnetometer, the resonance magnetometer and thin film 

magnetometers which have minimum sensitivities in the picotesla and nanotesla ranges, 

and the SQUID magnetometer which lias minimum sensitivities in the femtotesla range. 

These low field technologies are studied so as to demonstrate the present state of the art 

in this field region and to emphasise the importance of the studies being carried out on 

the Shear-wave magnetometer and the strain dependent magnetometers which are also 

covered in this review. These technologies are being developed with the intention of 

obtaining a measurement technique which can reliably and cheaply cover the field range 

between the SQUID magnetometer and the fluxgate magnetometer and other devices.

2.2 Fluxgate Magnetometer.

2.2.1 Basic Fluxgate Operation.

The Fluxgate magnetometer is based on the variation of the permeability of a core 

of magnetic material. The basic Fluxgate sensor consists of a core of magnetic material 

surrounded by a pick-up coil as shown in Figure 2.1.

sec

Equivalent
ellipsoid

Figure 2.1 The basic Fluxgate arrangement, after Primdahl 11979J.
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The exterral field H cx along the core axis produces a magnetic flux BA in the core 

of cross sectiond area A. I f  the permeability ^  of the core material is changed, the flux 

changes and a voltage V scc is induced in the pick up coil given by equation 2.1

dB 2.1
V' = nA

dt

B is proportional to Bcx for small Bex and the factor of proportionality fia is the

apparent permeability, equation 2.2. The apparent permeability depends on the core 

material and on the geometrical shape of the core. The effects of the material geometry 

are discussed in chapter 3.3. A theoretical and experimental treatment of this effect is 

given by Primdahl [1979] and Primdahl et al [1989].

B = u B 11r a  cx

Figure 2.2 shows a typical magnetisation curve for a ferrite material. The slope |ia

varies periodically when a periodically changing magnetising field H  is applied. This 

can be achieved in the arrangement shown in Figure 2.1 using a drive coil also 

surrounding the core. The drive field also has the effect of inducing a large voltage in 

the pick-up coil. One method for overcoming this large induced signal is to use a sensor 

arrangement known as a Vacquier sensor which was developed in the early 1940s 

(Gordon and Brown [1972]); other sensor arrangements are also used and will be 

discussed later. The Vacquier sensor consists of two oppositely magnetised cores placed 

inside the same pick-up coil so that the opposed magnetisations cancel and the only flux 

change is that caused by the constant external field H cx, the field to be measured and the 

changing permeability pa.
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0 2 T -

0 -5  mT

Figure 2.2 Typical magnetisation curve B against fX0H for a ferrite core, after 

Primdahl [1979]

Combining equation 2.1 and equation 2.2 we obtain the output voltage across the 

pick-up coil as a function of the external magnetic field Bcx and the time varying 

permeability |i„ equation 2.3.

d  m 2.3

I f  the driving field H is assumed to change sinusoidally then it is possible to derive 

the form of the changing permeability from Figure 2.2. The permeability waveform is 

shown in Figure 2.3 along with that of the drive field.
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The permeability is a periodic function, whose period is half that of the driving 

field, containing the second and higher even harmonics of the drive field. This is a 

consequence of the permeability passing through its maximum near the zero crossings 

of the drive field. Due to hysteresis the peaks of |ia occur A(J) after the zero crossing of 

H , where A(|> is given by equation 2.4.

270

Figure 2.3 Apparent permeability and driving magnetic field H as functions of 

time, after Primdahl [1979].



F^ is the driving field corresponding to the point of inflection of the magnetisation 

curve, and H0 is the driving amplitude of magnetising signal.

The | L i a  function can be approximated by a cosine waveform of twice the drive 

frequency shown in equation 2.5 with a phase delay A(|) relative to the drive waveform.

The second harmonic of the output voltage is thus directly proportional to the field 

to be detected. A d.c. signal can be recovered by mixing V sec with a second harmonic 

signal obtained from the drive signal.

2.2.2 Practical Fluxgate Sensors.

Numerous sensor geometries have been developed to produce the required variation 

in core permeability. One of the first arrangements to be used was a ring core sensor, 

Aschenbrenner and Gonbau [1936J. The ring core arrangement is shown in Figure 2.4 

along with the Vacquier and Forster sensors which were developed in the early 1940s. 

Single core sensors, despite the presence of a large unbalanced flux, have also been 

extensively used.

All the sensors mentioned above have the magnetising field H parallel to the 

external field Bcx and as a result are normally classified as parallel sensors. Sensors can 

also be constructed which have the magnetising field orthogonal to the external field, 

the pick-up coil is decoupled from the magnetising field and thus the magnetising field 

does not induce a large voltage in the pick-up coil and only a single core is needed. 

Figure 2.5 shows some examples of orthogonal sensors.

Ra~ o
\ l J

Substitution of equation 2.5 into equation 2.3 gives equation 2.6.

]I

2.5
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Figure 2.4 a) Single core, b) Vacquier, c) Forster, d) Aschenbrenner and Goubau 

[1936], after Primdahl [1979]
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Figure 2.5 Orthogonal sensors a) Alldredge, b) Schonstedt.



The sensors discussed above can all utilise the second harmonic detection technique 

described earlier. In practical magnetometers the d.c. signal obtained from the mixing 

process is used in a feedback arrangement to drive a field nulling coil surrounding the 

core so that the core does not become saturated in high fields. Other techniques have 

also been developed for obtaining the magnitude of the detected field: for instance the 

difference between the positive and negative peak values of the output, Acuna and 

Pellerin [1969J.

In all the cases considered the sensors detect the vector component of the magnetic 

field; they tend to be small, rugged and relatively simple as well as covering a large field 

range when used in a feedback configuration. More comprehensive reviews of the 

fluxgate magnetometers operation can be found in Gordon and Brown [1972] and 

Primdahl [1979J.

2.2.3 Sensor Noise.

The noise observed from a fluxgate magnetometer can be divided into three 

contributions

1) Johnson noise for constant temperature and magnetisation current I.

2) Barkhausen noise for changing magnetisation current.

3) Thermal noise due to fluctuations in the ambient temperature.

The Johnson noise which is independent of frequency is dominated by the 

Barkhausen noise which is frequency dependent and is normally referred to as the 1/f 

noise although the exponent is not always found to be equal to -1 and can range from 

-0.6 to -1.5. As a result of the 1//<X dependence a noise measurement is not really useful 

unless the upper and lower frequency range in which the measurement was taken is 

stated, Snare and McPherron [1973].

Fluxgate magnetometers have been under development for a number of years and
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as a result many noise measurements have been reported. Table 2.1 gives an outline 

including recent measurements taken on magnetometers implementing amorphous 

alloys in their construction as well as commercially available magnetometers. The 

frequency range stated is that in which the measured RMS noise amplitude was taken. 

Wherever possible a computed RMS noise amplitude for a normalised frequency range 

is provided so that a comparison between magnetometers can be made. The computed 

RMS noise was calculated by preforming an integration over the frequency range 

assuming a 1/f dependence for the noise spectrum, Snare and McPherron [1973]. The 

figure can only be taken as a guide as in some of the cases the spectrum does not have 

a 1/f dependence.

A direct comparison of the results shown in T  able 2.1 is difficult because no standard 

method for recording the sensor noise has been adopted. The computed RMS noise 

provides a guide but should not be taken as an absolute measure of the sensor noise and 

unfortunately can only be calculated from RMS noise figures taken within a stated 

frequency range. Peak to peak measurements cannot be converted exactly into RMS 

figures due to the 1//° nature of the noise spectrum. Table 2.1 does however demonstrate 

some important trends, amorphous alloy based sensors do not yet out perform the earlier 

fluxgate sensors but have attained similar order of magnitude minimum detectable fields. 

Most notable of these is the sensor developed by Nielsen e ta l[  1991 ] which has overcome 

some of the earlier operating temperature limitations of Shirae [1984]. Also of interest 

is that the commercially available sensors only attain noise levels in the upper noise 

region of the much earlier research devices, Bagg [1988]. Although recent sensors do 

not appear to out-perform earlier sensors of Lanzerotti [1973] and Snare and McPherron 

[1973], the time that has passed since these measurements were taken and the ambiguity
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between the noie measurement techniques must label the more recent measurement of 

Shirae [1984], ISkrod et al [1985], Ripka et al [1990] and Nielsen et a l [1991] to be the 

present state of tie art.
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Table 2.1 Reported fluxgate sensor noise performances.

Reference Dale Sensor
type

frequency range 

(Hz)

Measured RMS 
noise 

amplitude / pT 
f,-f2

Computed RMS 
noise 

amplitude /  pT 
0.01-10 Hz

Scouten 1972 Ring-core "d.c." to 1 35 p-p -

Dyal & 
Gordon

1973 Ring-core 0.01 - 10 40 p-p -

Lanzeroui 1973 Double-rod 0.002 - 
0.126

- 14

Snare &  

McPherron
1973 Ring-core 2x103 - 

0.5
- 8

Candidi el a l 1974 tubular core 0.02 - 5 260 290

Acuna 1974 Ring-core 0.025 - 
12.5

13 14

Hedgecock 1975 Helical 0.01 -2.5 70 78

McPherron
e ta l

1975 Double-rod 103 - 1 85 85

Shirae 1984 Amorphous
Te=50"C

0.1 - 16 2.5 3.5

Takeuchi and Harada 1984 Amorphous "d.c." to 0.05 130 -

Narod et a l 1985 Amorphous 0.05 - 6 22 32

Mermelstein 1986a Amorphous "d.c." to 1 15000 -

Engelter 1986 Amorphous Sensor BW 
0-22

5000 p-p -

Mermelstein 
et a l

1987 Amorphous BW=2.5 120 -

Primdahl el a l 1989 Ring-core 0.02 - 1 100 180

Nielsen et al 1990 Amorphous
hairpin

0.1 -0.5 133 276

Ripka et a l 1990 Annular circles 0.01 - 1 50 p-p -

Gershenson 1991 High temp.
super

conducting

0.2-1 150 650

Nielsen el a l 1991 Amorphous 0.05 - 6 17 25

Sobhendu et a l 1992 Amorphous "d.c." - 10000 -

Dowty 
LNMS/1 

Bagg [1988]

* Ring-core 
a.c. Only

Sensor BW 
0.005 - 10

250

Thom EMi 
LNS1-3 

Bagg [1988]

* Ring-core 
a.c. only

Sensor BW 
0.006- 1.1

2400 p-p “

Thom EMI 
LNR2-3HB 
Bagg [1988]

Ring-core 0.2 - 10 320 p-p
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The temperature dependence of the output of fluxgate magnetometers has been 

shown to be proportional to the field being measured, Trigg et a l [1971]. Temperature 

coefficients for ring core sensors have been measured and are in the order of 5 x 10"5/°C, 

Primdahl [1970] and Trigg eta l [1971]. Although for small field the magnetometer drift 

is small, for a magnetometer subjected to larger fields such as the earth’s field the drift 

would be considerable, some 1 - 10 nT/°C. Methods for achieving temperature 

stabilisation at high measurement fields have been suggested, Primdahl [1979]. A simple 

electronic temperature compensation technique suggested by Primdahl [1970] has been 

shown to reduce the temperature coefficient by at least an order of magnitude. This would 

reduce temperature fluctuations to less than lnT/°C which is concurrent with recent 

commercial drift figures of ±0.3nT/°C, Willcock [1992].

2.3 Resonance Magnetometers.

2.3.1 Basic Resonance Magnetometers.

Resonance magnetometers make use of the resonant response of an atomic or 

molecular system subjected to a static magnetic field 1I0 generally in the presence of a 

secondary oscillating field H l cos cor. The principle originally arose from the Zeeman 

effect which showed that characteristic atomic frequencies can be magnetic field 

dependent.

For simplicity we shall consider a spin one half system in which the internal state 

can be described by a magnetisation vector M , Hartmann [1972]. This magnetisation is 

perturbed by a number of factors such as the external magnetic field, the static component 

of which will be considered to define the Z axis of a reference frame. Equation 2.7 defines 

the total external magnetic field

H = H0+ H l cos co? 27

33



The system will posses two energy levels due to H c, m = ± 1 /2  separated by an 

energy difference shown in Figure 2.6 and given by equation 2.8

*a>0 =  * m / / 0 2-8

m = +  1/2

Figure 2.6 Energy levels for a spin one half system y<  0, Hartmann [1972].

yis known as the gyromagnetic ratio, and is positive or negative constant dependent

on the atomic system. Relaxation processes also act on M  driving it to an equilibrium 

value M r with a relaxation time T r. It is also possible to orientate the system via optical 

pumping which produces an equilibrium magnetisation M p in a time T p. M p is different 

to M r and if  both are acting on the system then the magnetisation will attain an equilibrium 

value M c, shown in equation 2.9, in a time T, equation 2.10.
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It can be sluwn that the equation governing the magnetisation M  is given by 

equation 2.11.

dM  1 2-n
—— = y(M  x H ) —  ( M - M c) 
dt x

The solution of equation 2.11 can take many forms depending on the relative 

orientations of the magnetisations.

I f  we consider M e parallel to H0, Hj small and along the x axis as in Figure 2.7a 

and that C0o»^ then the solution to equation 11 has a resonance for co = co0 and the

resonance frequency co0 is related to the amplitude of the static field by equation 2.12.

co0 =  lYl H0 2-12

A magnetometer which depends on this type of response is known as a Tuned 

resonance magnetometer.

I f  we now consider M e directed along the x axis and H , parallel to H 0 as in Figure 

2.7b, the solution of equation 11 can give a response similar to that shown in Figure 2.8 

centred around H o=0 with AH 0 = 2/| y| t. In the central region of the curve the amplitude 

of the response is directly proportional to the external field. A magnetometer which 

depends on this type of response is known as an Incremental resonance magnetometer. 

A more complete review of resonance magnetometers is given by Hartmann [1972] and 

also in Grivet and Mainer [1967].



X 0 X

Figure 2.7 a) M c parallel to H0 b) M c along x axis, Hartmann [1972].

 ̂ 6S

AH

Figure 2.8 Response curve of the incremental resonance magnetometer, Hartmann 

[1972].

36



2.3.2 Performance of Resonance Magnetometers.

The field region of interest for resonance magnetometers lies in the region 

lOfT^Ho^OmT. This is an enormous field range and cannot be covered by a single 

magnetometer. The dynamic range of resonance magnetometers is limited in the case 

of the tuned resonance magnetometer by difficulties encountered with the electronics 

necessary to accommodate a large frequency range . The incremental magnetometer 

range is limited by the turning points in the response curve at the extremes of AH  where 

the response is no longer single valued. Although the underlying theory is somewhat 

involved, resonance magnetometers are now fairly well understood. They are essentially 

scalar devices sensitive to the amplitude of the static magnetic field and not its direction. 

It is, however, possible to retrieve information about the field direction by applying test 

fields from mutually orthogonal Helmholtz coils surrounding the sensor.

The first practical resonance magnetometer appeared in 1953 and was a non 

optically pumped, tuned resonance device making use of the magnetic resonance of 

protons in water. The sensitivity of a tuned resonance device depends on the width of 

the resonance peak and in the case of the proton magnetometer the practical limit for the 

sensitivity is in the order of O.lnT, Hartmann [1972]. The proton magnetometer does, 

however, possess one of the best accuracies of the resonance devices in that the value 

of the field obtained from the device agrees closely to that of a calibrating field calculated 

in an absolute manner. Improvements on the sensitivity can be achieved by optical 

pumping which has the effect of narrowing the response peak as well as increasing the 

signal to noise ratio. The proton magnetometer is not continuously driven as in the 

optically pumped magnetometer and there is thus a degradation in the signal to noise 

ratio. Sensitivities in the region of 3pT can be achieved for the optically pumped 

magnetometer although with less accuracy, Bloom [1962]. Work has continued on 

refining resonance magnetometers and the specification for two of the more recent
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devices are shown in Table 2.2.

Incremental resonance magnetometers have the ability to work down to zero field 

levels, as an amplitude and not a resonance is being observed and for this reason tend 

to be used as a null field detectors of very high sensitivity. Sensitivities of down to 30fT 

have been reported, Dupont-Roc et a l [1969].

Table 2.2 Recent resonance magnetometer specifications.

Reference Date Type of 
sensor

Operating 
field range 

pT

Measured RMS 
noise 

amplitude /  
pTÎ JJTz

White noise 
bandwidth /  Hz

Drift

Kemevez and 
Glenat

1991 Scalar 2 0 - 7 0 10 0.0001 -0.1 None

Duret et al 1991 Vector ±65 160 0 - 2 5 None

2.4 Magnetic Thin-film Magnetometers.

2.4.1 Magnetic Thin-filins.

Magnetic thin films are of the order of 20-500nm thick and are normally made of 

non-magnetostrictive Ni-Fe alloys which have been vapour deposited onto a glass 

substrate in the presence of a parallel magnetic field to the substrate. These thin films 

possess several unique properties which include the absence of domain walls, a well 

defined uniaxial anisotropy with an easy axis of magnetisation parallel to the field present 

during film deposition, low eddy current losses and high sheet resistivity.

Along the easy axis a square hysteresis loop can be observed with coercivity H c in 

the order of 160-400Am'1. Measurements along the orthogonal hard axis yield a nearly 

closed hysteresis loop which exhibits magnetic saturation at positive and negative fields 

equal to the anisotropy field H k. The simplest description of the magnetisation process
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in thin films is to assume that the film is a single domain in which all magnetic changes 

occur by the rotation of M  under the influence of the uniaxial anisotropy energy and the 

applied field (Irons and Schwee [1972J). The form of the hysteresis loop is thus due to 

the rotation of the magnetisation vector M  from the easy axis into the hard axis when a 

field equal to H k is applied along the hard axis. When the field is removed the 

magnetisation rotates back to its stable position along the easy axis. The magnetisation 

remains in the plane of the film due to the large demagnetising factor normal to the plane 

of the film.

2.4.2 Thin-filin Magnetometers.

There are numerous types of thin film magnetometers which rely on various 

principles for their operation. The more common systems will be covered briefly, 

highlighting the basic principles of operation.

Typel The first reported thin film magnetometer consisted of a thin film element with a 

sinusoidal excitation field applied along its hard axis with an amplitude greater than H k, 

West et a l [1963]. I f  no field is present along the easy axis, then in the region of the 

sinusoid when it decreases from H k to 0 the magnetisation in half of the film will rotate 

to the positive easy axis direction and the other half to the negative easy axis direction. 

In this case there will be no net flux along the easy axis direction. If, however, there is 

a field to be measured along the positive easy axis direction then the majority of the flux 

will rotate in this direction and a signal will be observed in a pick-up coil along the easy 

axis with a frequency twice that of the sinusoid along the hard axis.

Typell The theory of operation of this magnetometer was explained by Castro and Stucki 

[1966]. Basically it relies on an excitation field along the easy axis. The field to be
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measured is applied along the hard axis and determines the direction of rotation of the 

magnetisation and hence the phase of the output signal.

T y p e lll A bias field is applied along the hard axis with a mean value H k causing the 

magnetisation to be very sensitive to a modulation field along the easy. The magnetisation 

thus oscillates about the hard axis typically with an amplitude that depends on the 

amplitude of the modulation and is typically in the order of 30°. In the absence of a field 

to be measured along the easy axis the rectified signal from a pick-up coil along the easy 

axis contains even harmonics of the modulation frequency but no component at the 

modulation frequency. I f  a field is then applied along the easy axis a fundamental 

component will appear in the rectified output with an amplitude proportional to the 

applied field and a phase which is determined by the direction of the applied field.

TypelV  Proposed by Bader and Fussel [1965] this magnetometer relies on a small 

modulation field along the hard axis H„ which causes the magnetisation to rotate from 

the easy axis. This produces a hard axis component given by equation 2.13 from Irons 

and Schwee [1972J.

Where H B is a bias field along the easy axis and H the field to be measured also 

applied along the easy axis. The hard axis permeability is then a function of the unknown 

field, equation 2.14.

MHh 2.13

M h Hk + Hb + H

R HoM 2.14

Hk + HB + H
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TypeV  A thin film is biased near ferromagnetic resonance and the impedance which is 

proportional to the unknown field is measured. The field to be measured and the bias 

field are directed at right angles to an exciting field all three lying in the plane of the 

film. The film is placed between the conductors of a shorted section of stripline to provide 

a circuit impedance of 50Q when the film is at ferromagnetic resonance. The bias field 

is then adjusted so that the real part of the impedance is about half this. The real part of 

the impedance is then monitored and is a measure of the unknown field, Schwee and 

Irons [1968].

TypeV I  Abadeer and Ellis [1971] proposed a magnetometer with two excitation fields 

at different frequencies superimposed along the easy axis and the field to be measured 

along the hard axis.

T y p eV II Instead of an excitation field a current is passed down the thin film and a change 

in resistance observed is used as a measure of the applied field. The magnetoresistive 

effect comes about due to spin orbit coupling, the distortion of the electron orbits in an 

applied field brings about an increased scattering of the conduction electrons and thus 

a change in the resistance. Resistance changes for Ni-Fe films are typically of the order 

of 2-3% but can be increased by the addition of Cobalt to the film. This increases the 

resistance change to approximately 4%, Dibbern [1983]. Much greater changes in the 

resistance can be observed in multilayered media such as a Co/Cu layered structure. The 

Giant magnetoresistive effect however, tends to be comparitively magnetically hard 

reaching saturation for fields of the order of one Tesla, Greig et a l [1992].

Magnetoresistive sensors can be mabe compact and respond rapidly to changes in 

field. This made them ideal for magnetic recording applications, Smith [1991], or rotary 

sensors, Campbell [1990]. For these applications the fields to be detected are relatively
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high and a high spatial resolution is required. The maximum reported field resolution 

for a high sensitivity magnetic field measuring device is of the order of 0.6nT/VHz, Pant 

and Krahn [1991].

2.4.3 Thin-film  Magnetometer Performance.

Table 2.3 gives a summary of the performances of the various configurations of 

magnetometers that have been discussed. The TypelV magnetometer has a low noise, 

low power requirement and is fairly simple in construction, as a result it is the only 

thin-film magnetometer that has been produced in quantity. Magnetoresistive 

magnetometers are becoming more extensively used but mainly for magnetic recording 

applications although their compact size and relatively simple accompanying circuitry 

make them very competitive as magnetic field sensing devices. The noise in the 

magnetometers is mainly due to the noise in the electronics and to temperature effects 

which dominate the residual film noise. All the thin film magnetometers are vector 

devices.
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Table 2.3 Thin-film magnetometer noise levels

Type Reference Date Detection 

limit /  nT

Bandwidth 

used Hz

I West et al 1963 0.1 1

II Castro and Stucki 1966 1.0 1

I I I Frank 1966 1.0 1

IV Bader and Fussel 1965 0.1 1

V Schwee and Irons 1968 10 108

V I Abadeer and Ellis 1971 50 -

V II Paul et al 1970 1.0 103

Hoffman el al 1984 1 at 1

Pant and Krahn 1991 0-6/Vh 7 -

2.5 SQUID Magnetometers.

Superconducting Quantum Interference Devices or SQUIDs are superconducting 

devices which, with their associated circuitry are vector magnetic flux sensors of very 

high sensitivity. Consideration will only be given to the performance of SQUID devices 

and some of the limiting factors in their operation, as the detailed theory of their operation 

is outside the scope of this review and is covered extensively in dedicated reviews by 

Gallop and Petley [1976], Koch [1989] and Swithenby [1980].
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2.5.1 SQUID Magnetometer Performance and Limitations.

The SQUID magnetometer has an intrinsic maximum sensitivity due to quantum 

limitations of the order of 2 flW H z, Swithenby [1980]. This intrinsic sensitivity has not 

as yet been achieved although sensitivities in the order of 10fT/VHz were obtained by 

Cohen and Kaufman [1975]. To achieve such high sensitivities large background fields 

must be removed by extensively shielding the sensor and the field to be measured. Field 

measurements can be carried out in the presence of large background field but with 

reduced sensitivity.

A major limiting factor in the use of SQUID magnetometers is the necessity for a 

superconducting environment. The design and construction of containment vessels for 

the liquid helium coolant is thus a critical factor. An important consideration is the 

minimisation of the frequency of replenishing the helium reservoir and with modern 

Dewars can be as infrequent as 100 days, Davis et 0 / [1977J. SQUID Dewars invariably 

use radiation shields to achieve a high temperature stability in order to avoid magnetic 

interference caused by the temperature dependent paramagnetic or nuclear magnetism 

of the Dewars. The radiation shields are cooled by the helium vapour boiled off from 

the main helium reservoir. Liquid nitrogen is avoided as a coolant because the bubbling 

of the nitrogen introduces additional noise from paramagnetic dissolved oxygen. High 

temperature SQUID magnetometers employing nitrogen as a coolant have been 

constructed but high degrees of mechanical stability are required to obtain a minimum
i

field noise of 0.6pT/VHz at 10Hz which has a f  2 dependence up to 100Hz, Miklich et 

al [1990] and 0.9pT/VHz white noise above 0.3Hz and a ~t dependence below 0.3Hz, Y i 

Zhang e ta l[  1992].

SQUID magnetometer systems as a result of these limitations tend to be very
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complex with the further disadvantages that it is necessary for the Dewar to remain 

approximately upright and that the overall cost of the magnetometer system tends to be 

excessively high.

2.6 Amorphous Alloy Strain Dependent Magnetometers.

Three types of Amorphous alloy magnetometers will be considered here. Other 

strain dependent magnetometers have been developed which rely on the large 

magnetostrictions observed in rare earth-iron intermetallic compounds, Chung et al 

[1992] and have achieved sensitivities in the order of 200pT, Chung et a l [1991], 

however, apart from this brief mention they will not be covered here. Two of the 

amorphous alloy magnetometers rely on direct measurements of the magnetostriction 

of amorphous alloys, Pantinakis and Jackson [1986] and Dandridge et a l [1980]. The 

third technique proposed by Mermelstein and Dandridge [1987a] relies on the field 

dependent coupling between the magnetisation and the strain modes. All three 

magnetometers are vector devices measuring the longitudinal field component in the 

plane of ribbon, Mermelstein and Dandridge [1987b]. This is by no means a complete 

survey but is intended to give some insight into the present state of the technology of 

the amorphous alloy based strain dependent magnetometers.

2.6.1 Basic Optical Fibre Magnetometer.

The optical fibre magnetometer is based on the magnetostriction exhibited by an 

amorphous alloy. I f  an amorphous alloy ribbon has a well defined magnetic easy axis 

then the strain observed in the ribbon about H=0 takes the form shown in Figure 1.2 and 

follows the coherent rotation model of Livingston [1982] with a quadratic coefficient 

Cq for small field defined in equation 2.15. The coherent rotation model will be more 

fully discussed in chapter 3.
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where H is perpendicular to the easy axis, Cq = (3/2) (V ^ k ) and,A. = 8/// ,XS is the

saturation magnetostriction, Hk is the anisotropy field, 8/ is the length change and I the 

length of the ribbon. For large fields the strain no longer conforms to the coherent rotation 

model but eventually reaches a saturation value.

I f  the ribbon is subjected to a magnetic field of the form of equation 2.16 then the 

strain in the sample at the oscillation frequency ooin of I Iac along the direction of H about

H=0 is given by substituting for the magnetic field in to the differential strain equation

obtained from the differential of the coherent rotation approximation with respect to II. 

The field modulated strain is then given by equation 2.17.

H = Hdc + Hac sin comt 2.16

^„, = 2C(|coinHi,cHdccoscolnt 2.17

The expression for the modulated strain is only valid in the region where the strain 

obeys the coherent rotation model. Over large field ranges the strain at 0)m follows the 

curve shown in Figure 2.9. The peaks in Figure 2.9 occur at the points of inflection of 

the curve shown in Figure 1.2 as the ribbon approaches magnetic saturation.

AA,  A (p

magnetizing field, H

Figure 2.9 A. C. Strain observed in amorphous alloy ribbon, after Kersey etal [1985]



I f  H ac is a modulation field of known amplitude then the external magnetic field 

H dc is directly proportional to the strain observed in the ribbon between the points of 

inflection of Figure 1.2. By bonding an optical fibre to the ribbon the magnetostriction 

is coupled to the fibre. The change in length of the fibre can then be measured 

interferometrically.

2.6.2 Optical Fibre Magnetometer Performance.

The first experimental optical fibre magnetometer was reported by Dandridge et 

al [1980]. The sensing element consisted of an optical fibre with nickel or metallic glass 

magnetostrictive material directly deposited onto the fibre. Detection of the strain 

induced in the fibre was accomplished by phase tracking techniques. A sensitivity of 

InT  per metre of sensor in a 0.5m sensor at 100Hz was achieved. The main disadvantage 

with this system was the limited dynamic range achievable due to the sensor element 

approaching magnetic saturation. The dynamic range can be improved as well as 

removing variations in the sensitivity due to hysteresis effects by incorporating the 

magnetometer in a closed loop feedback system as demonstrated by Kersey eta l [1984], 

The closed loop system maintains the operation of the system about the H=0 position 

of Figure 2.9 by feeding back a control current to a coil surrounding the sensor which 

nulls the applied field. Sensitivities of 1.25nT/m in a 0.5m sensor at frequencies below 

2Hz with a dynamic range greater than 105, Kersey et al [1984], and 50pT/m in a 0.5m 

sensor at frequencies from d.c. to =20Hz were achieved, Kersey et a l [1985]. A 

fundamental limit calculated from the interferometer noise floor of 3fT has been proposed 

for the minimum detectable field that can be measured using the D.C. optical fibre 

magnetometer, Bucholtz et al [1987a] from interferometer limitations discussed by 

Dandridge et a l [1982]. Other limitations are also introduced from thermal strain and 

eddy currents, Mermelstein [1985]. The effect of external nonmagnetic perturbations
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such as stress and acceleration which effect the magnitude of the quadratic coefficient 

have been investigated by Bucholtz eta l [1988]. The maximum sensitivity has probably 

not yet been achieved because of reductions in the quadratic coefficient by locally 

induced stress due to the fibre alloy bond and by demagnetisation factors, Bucholtz et 

al [1985] and [1987bJ. Over long periods of time, the long-term drift characteristics of 

the magnetometer set limits on the reproducibility and hence the accuracy of magnetic 

field measurements. The long term stability of these sensors is about an order of 

magnitude greater than their noise floors with lOnT for a 0.1m sensor over 13hrs being 

achieved by Koo et al [1986]. The temperature coefficient of expansion for amorphous 

alloys is of the same order of magnitude as the magnetostriction and so the obvious 

limitation to stability is the thermal drift associated with the linear expansion of the 

materials.

Table 2.4a summarises the development of the D.C. Optical Fibre magnetometer. 

Dynamic ranges are not stated as the only published data was that of Kersey et a l [1984]. 

O f less significance here is the A.C. Optical Fibre magnetometer summarised in Table 

2.4b. The results obtained by Bucholtz et al [1989a] are significant however because of 

the large measurement bandwidth over which the sensor has a white noise frequency 

spectrum.
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Table 2.4a Summary of the development of the D.C. Optical Fibre magnetometer.

Reference Date Sensor Type 

(Amorphous)

Field 

Resolution / 

nT

Active 

length of 

material /  

m

Field 

Resolution 

nT/m of 

material

Bandwidth for 

noise 

measurement 

/H z

Dandridge et al 1980 Ribbon 2 0.5 1 at 100

Pratt et al 1984 Ribbon 10 0.1 1 "d.c" to 1

Kersey et al 1984 Ribbon 2.5 0.25 0.625 -

Kersey et al 1985 Ribbon 0.1 0.5 0.05 "d.c." to 20

Mermelstein 1986a Ribbon

Cylinder

2.6 - - "d.c." to 1

Koo et al 1986 Ribbon 4 0.05 0.2 -

Bucholtz et al 1987a Ribbon - - at 10

- - at 0.1

Koo et al 1989 Wire 1„„/VHz 0.05 0.05 H i at 1

Dagenais et al 1989 Ribbon

Cylinder

0.013/VHz - - at 1

0.046/VHz - - at 0.1

Vohra and Bucholtz 1991 Ribbon 5/VHz 0.005 0.025/VHz 0.025 - 10
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Table 2.4b Summary of the development of the A.C. Optical Fibre magnetometer.

Reference Date Sensor Type 

(Amorphous) 

"a.c." 

operation only

Field 

Resolution / 

nT

Active 

length of 

material /  

m

Field 

Resolution 

nT/m of 

material

Bandwidth for 

noise 

measurement 

/H z

Bucholtz et al 1989

a

Ribbon

Cylinder

0.026 - - 0.1 - 106

Bucholtz et al 1989

b

Ribbon

Cylinder

7X10'6a /Hz - at 34X103

Davis el al 1992 Ribbon 0.018/VHz - - 103- 5X104

2.6.3 Piezoelectic Signal Recovery Magnetometer.

This magnetometer is identical in operation to the closed loop optical fibre 

magnetometer with the exception that the strain in the amorphous alloy sensor is detected 

by a piezoelectric transducer and not the complex optical arrangement of the Optical 

Fibre magnetometer , Pantinakis and Jackson [1986]. A sensitivity of 0.2nT/VHz for a 

0.17m sensor at low frequencies was achieved.

2.6.4 Magnetisation and Strain Mode Coupled Magnetometer.

The operation of this magnetometer is based on the field dependent coupling 

between the magnetisation and the strain modes of an amorphous metal alloy 

Mermelstein [1986c]. I f  an oscillating stress is applied to a magnetostrictive ribbon an 

oscillating magnetisation is generated in the ribbon. The amplitude of the oscillating 

magnetisation is proportional to the external field applied to the ribbon. The oscillating 

stress is applied to the ribbon by placing the ribbon on a piezoelectric substrate with a
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highly viscous liquid interface between the ribbon and substrate. The magnetisation 

oscillations can be detected by a pick-up coil surrounding the ribbon and the amplitude 

of the signal measured, Mermelstein and Dandridge [1987a].

A fundamental limit to the resolution of this device has been calculated to be 

~5fT/VHz from thermal fluctuations of the magnetisation. This limit is reduced however, 

to 0. lpT/^H z by Johnson noise in the pick-up coil, Mermelstein and Dandridge [1987c]. 

In practice the minimum detectable field was found to be 8pT/VHz at 1Hz with an 

approximate  ̂rise in the noise floor, Mermelstein [1992]. The minimum detectable field 

at 5mHz was approximately 104pT/VHz. The sensor element is inexpensive and easily 

constructed with relatively simple processing electronics due to the intrinsic linearity of 

the response of the magnetostrictive amorphous alloy. The magnetometer can also be 

easily configured to measure first and second order field gradients but with reduced 

sensitivity in each case, Mermelstein and Dandridge [1988] &  [1990].

2.7 Comparison of Magnetometer Sensitivities.

A precise comparison of the different magnetometer performances is hindered by 

the different formats in which the sensitivities are presented. Figure 2.10 does however 

provide an approximate guide to the present state of the magnetic measurement 

techniques discussed in this chapter. The data was extracted from published noise power 

spectrums for the different magnetometers except the fluxgate of Nielsen et al [1991]*. 

In this case the noise spectrum was assumed to have a 1/f dependence and the spectrum 

was then approximately calculated from the published noise power density.

The solid lines in Figure 2.10 represent fitted curves to the data obtained from the 

published spectra. In all cases the function chosen was that shown in equation 2.18 with 

parameters optimised for each data set. The fitted curve was only plotted over the range 

of available data. Table 2.5 summarises the calculated coefficients for each fit.

51



Fi
el

d 
R

es
o

lu
ti

o
n

 
( 

T
/H

z
17

2 1 0 '5

10'7

10' ’

10' "

1 0 "3

10‘ 15

■Earths D.C. Geomagnetic Field

B
— r

10'3 10'1 10 103 10 

Frequency ( Hz )

1 ' 1
5 10 '

Figure 2.10 Published magnetometer noise spectrums.

A  SQUID magnetometer - Cohen and Kaufman [1975].

B Ideal SQUID magnetometer - Swithenby [1980].

C Fluxgate magnetometer - Nielsen et al [1991].

D  Magnetisation Strain mode - Mermelstein [1992].

E D.C. Fibre Optic magnetometer - Dagenais et a l [1989].

F A.C. Fibre Optic magnetometer - Bucholtz et al [1989].

G Resonance Magnetometer - Duret et al [1991].

H  Amorphous Wire based Fibre Optic Magnetometer - Koo et a l [1989]
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N(/) = a f + C

Table 2.5 Summary of the coefficients for the fitted curves.

2.18

Curve Coefficient

1 0 12a b 10'12C

C 1.53 -0.51 -

D 2.62. -0.68 5.31

E 7.25 -0.60 5.68

H 1100 -1.07 94.5

Figure 2.10 illustrates that in general appart from the SQUID magnetometer a sub 

PicoTesla resolution has not yet been achieved. In all the cases discussed there are 

limitations in the commercial viability of the magnetometers brought about by the 

measurement techniques employed. For example the SQUID magnetometer requires a 

superconducting environment, the Fibre Optic magnetometer is optically quite complex 

and there is some uncertainty of the stability of the viscous bond with time and 

temperature for the strain mode coupled magnetometer. The inherent simplicity of the 

Shear-wave magnetometer thus gives it the potential to compete with all of these 

magnetic field measurement techniques.
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3 M E C H A N IC A L  AND M A G N ETO M EC H A N IC A L PROPERTIES

OF AMORPHOUS ALLO Y RIBBONS. 

3.1 Introduction.

The following chapter briefly reviews the mechanical and magnetomechanical 

properties of the amorphous alloy ribbons. The effects pertinent to the operation of the 

Shear-wave magnetometer only are considered expanding on aspects already introduced 

in chapter 1 in order to place the various effects in perspective. The subject of creating 

an easy axis for magnetisation within the material through induced anisotropy is 

introduced. The effects of the ribbon dimensions and surface features on the anisotropy 

and the hysteresis loop parameters are then discussed. This is followed by a study of the 

effect the induced easy axis has on both the magnetostriction and the elastic moduli and 

finally the degree of magnetoelastic coupling and magnetoelastic damping are examined.

3.2 Induced Anisotropy Through Magnetic Annealing.

The idea that amorphous alloys are not isotropic in their behaviour but are in-fact 

anisotropic was introduced in chapter 1 in terms of an easy axis with an energy minimum 

into which the magnetic moments of the material will tend to lie. The glassy structure 

itself is macroscopically isotropic and therefore the amorphous alloy should have no 

intrinsic magnetic anisotropy. From examination of structural evidence in terms of a 

dense random packed structure (DRP) Egami [1981] has shown that the structure 

demonstrates considerable short range order which can produce localised easy axes 

within the material. In the production of amorphous alloy ribbon considerable stresses 

are frozen into the structure due to differential cooling rates . These stresses have the 

effect of producing a stress induced anisotropy with an easy axis along the length of the 

ribbon. This effect can also be overwhelmed by more localised stress centres which
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produce complex localised macroscopic magnetic states. The stress anisotropy can be 

removed by annealing the ribbon which induces thermal relaxation of the stresses within 

the structure and is commonly referred to as a stress relief, Luborsky et a l [1975J. On 

completion of the stress relief the dominant anisotropy is that induced by the physical 

dimensions of the sample. In this case the easy axis tends to lie along the long axis of 

the ribbon due to demagnetising effects. The shape induced anisotropy is discussed in 

terms of the demagnetising field and the shape factor in chapter 3.3.

The anisotropy of the material can be further tailored by the process of field 

annealing. Field annealing induces an easy axis in the direction of a magnetic field which 

is applied during the annealing process. The phenomenon of field annealing can be 

accounted for by the selective replacement of single atoms in the DRP structure such as 

to bias the initially random distribution of atomic anisotropies from the short range order, 

Becker [1978]. The temperature of the anneal must be below the Curie point of the alloy 

yet high enough and applied for a suitably long time to impart enough thermal energy 

so that substantial atomic diffusion can occur. The field applied in order to develop the 

maximum anisotropy must be large enough to magnetically saturate the sample. The 

exact magnitude of the annealing parameters to produce an optimum field anneal has 

been covered by a number of authors. Thomas [1991] presents a comprehensive survey 

of the effects of field annealing commercially available iron-based amorphous materials. 

The process of magnetic annealing has also been shown by Berry and Pritchet [1975a] 

to be reversible. I f  the sample is further annealed then it will return to the stressed relieved 

configuration if  no field is applied. I f  a field is applied then the easy axis will be redefined 

into the direction of the present applied field. The reversibility of the field annealing 

process limits the potential operating temperature of devices employing prepared 

samples as over a period of time the imparted thermal energy will corrupt the annealed 

state. Gibbs [1990] has reviewed other methods for controlling anisotropy and has
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indicated that stress annealing (Nielsen eta l [1985]) and surface crystallisation (Ok and 

Morrish [1981a] &  [1981b]) are promising as alternative methods. Surface crystallised 

amorphous materials have the disadvantage that surface crystallites tend to encourage 

crystal growth throughtout the bulk of the material. The considerably greater anisotropy 

energies induced via surface crystallisation compared to other methods has the advantage 

of producing a less strain dependent material which will be perturbed less easily by 

external strain. Brugel e ta l[  1988] have suggesting that this treatment along with its non 

reversibility would be advantageous for device applications.

3.3 Physical Dimensions and Surface Features of Amorphous Ribbons.

The dimensions of the amorphous ribbon sample and the surface features observed 

on amorphous ribbons can play a considerable role in contributing to the overall 

anisotropy of the sample. The shape anisotropy has its origins in the demagnetising field. 

I f  a ferromagnetic body is placed in an applied field, because of the discontinuity at the 

surfaces of the normal component of magnetisation an effect at the end surfaces that 

resembles free magnetic poles in opposition to the applied field is observed. The internal 

field within the specimen Hj is then given by equation 3.1 where H 0 is the applied field 

and H d the demagnetising field.

H, =  H 0- H d 3.1

The magnitude of the demagnetising field depends on both the magnetisation of 

the sample and the sample dimensions. The demagnetising field is normally expressed

in terms of the product of a shape dependent demagnetising factor D and the

magnetisation of the material M , equation 3.2.

H d = D M  3.2
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The magnitude of D depends very much on the separation of the end surfaces of 

the sample. I f  these are closely spaced then the demagnetising factor tends to be large 

whereas if  they are widely separated then D is small. In the case of a length of amorphous 

ribbon where the length is much greater than the width the demagnetisation factor for 

an applied field along the long axis would be much smaller than that for a field applied 

transversely across the width. Ribbon material thus has a shape anisotropy with an easy 

axis along the long axis of the ribbon. For an ideal stressed relieved amorphous ribbon 

this would be the predominant anisotropy. The calculation of the demagnetising factor 

is a geometric problem which becomes complicated for even the simple ribbon case. A 

useful approximation to the ribbon geometry used throughout this work is to assume an 

ellipsoid with semi axis a corresponding to the long axis of the ribbon, b corresponding 

to the width and a ribbon thickness c ( a>b»c ). The demagnetising factors for general 

ellipsoid figures were calculated by Osborn [1945].

The surfaces of as cast amorphous ribbon material are not optically smooth but 

exhibit surface features which effect its magnetic properties. The casting process 

produces two topologically different faces. The face that was in contact with the 

quenching wheel exhibits a distribution of irregular indentations of various dimensions 

elongated in the casting direction which come about due to air pockets being trapped 

between the wheel and the ribbon during formation. The free surface is much smoother 

but shows some elongated features reflecting the structure on the wheel surface. An 

excellent illustration of this can be seen in the optical micrographs taken by Lemcke 

[1989]. The differential cooling rates caused by the air pockets produce stress in the 

ribbon and the air pockets themselves produce a non uniform surface magnetisation 

which results in a uniaxial surface shape anisotropy which contributes to the overall 

anisotropy. Ding et a l [1990] have investigated the effects of polishing the surfaces of 

amorphous Fe78Si9B13 and have demonstrated over an order of magnitude decrease in
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the anisotropy of as cast ribbon on improving the surface finish. Surface features also 

influence the dependence of the hysteresis loop parameters H c and Br on the thickness 

of the ribbon. I f  the thickness of an amorphous ribbon is reduced either in the formation 

process or post production by either chemical or mechanical processes then the coercivity. 

is seen to increase and the remanent field decrease, the material becomes magnetically 

harder due to an increase in the surface pinning of domains, Kulik et al [1991]. Becker 

[1981] observed that on initial etching of the prepared amorphous ribbons the coercivity 

for different alloy compositions rapidly increased or decreased before settling to a 

relationship H c°c 1/d, where d is the ribbon thickness. This was explained in terms of the 

sum of two different pinning contributions from the topologically different surfaces. I f  

the total pinning from the surfaces of the cast material is greater than the pinning from 

the identical surfaces of the etched material then the coercivity initially falls. The 

converse of this also holds explaining an initial sharp rise in the coercivity. The effect 

of the thickness of the material on the propagation of elastic waves is discussed in chapter 

4.

3.4 Magnetostriction and Elastic Moduli.

An introduction to the idea of magnetostriction and a change in the elastic moduli 

with applied field was presented in chapter 1. The magnetostriction and the elastic moduli 

are intrinsically linked through the field dependent strain of the material under 

consideration. These effects have been investigated for a varied range of alloy 

compositions by many authors, Berry and Pritchet [1975a], Mitchell et a l [1979], 

Baczewski et a l [1984] and Gibbs [1991] to name but a few. Gibbs [1992] has recently 

presented a review in which he considers the development of magnetostrictive materials 

and celebrates 150 years since the discovery of magnetostriction by Joule [1842]. The 

techniques used to observe the phenomena vary considerably. One method for measuring
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changes in the elastic moduli, specifically the Young’s modulus is the vibrating reed 

described by Berry and Pritchet [1975bJ. The apparatus allows mechanical damping and 

resonant frequency measurements to be made on the ribbon in its flexural modes of 

vibration. From these measurements the changes in Young’s modulus and the damping 

coefficient for the alloys can be calculated. The damping coefficient is discussed in 

chapter 3.5. Mechanical damping occurs due to the dissipation of mechanical energy 

from stress induced domain movement. The magnetostriction can be measured by a 

number of methods; an example of an indirect method is to measure the magnetisation 

of the sample under strain, Spano et al [1982]. Examples of direct measurement 

techniques are measurements using a strain gauge bonded to the sample, O ’Handley 

[1977], or a Fibre-Optic Dilatometer as described by Squire and Gibbs [1987b]. Thomas 

and Gibbs [1992] account for the larger observed values of magnetostriction from the 

fibre-Optic method in terms of a free sample with no perturbations imposed on it due to 

bonding strains. In this respect the direct measurement of magnetostriction using this 

method would seem to be the more appropriate giving the response of the unloaded 

material.

Observations of the effect of field annealing on the magnitude of both the 

magnetostriction and the change in Young’s modulus for an Fe-P-C amorphous alloy 

were made by Berry and Pritchet [1975a]. Starting with a sample that had undergone a 

stress relief anneal to obtain a reference state, transverse (across the width of the ribbon) 

and longitudinal (along the ribbon length) magnetic field anneals were performed. The 

magnetostriction and the change in the Young’s modulus were measured in terms of 

their field dependence for a magnetic field applied longitudinally along the prepared 

ribbon. It was apparent from their work that the longitudinal anneal suppressed the overall 

change in the magnitude of both the Young’s modulus and the magnetostriction. The 

transverse anneal, however, had the result of increasing the magnitude of both field
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dependent effects. The differences between the two preparations were explained in terms 

of the induced easy axis of magnetisation lying parallel to the annealing field. For the 

transverse field annealed material the demagnetised state has domains with 

magnetisation vectors which tend to align parallel to the easy direction separated by 180° 

walls as seen in Figure 3.1.

/M S
/V ?  , H

Ha NNEAL

Figure 3.1 Domain configuration of an idealised transverse field annealed ribbon, 

After Wun-Fogle et al 119891.

When a magnetic field is applied along the easy axis direction the change in Young’s 

modulus tend to be small as 180° domain walls are not stress active and the magnetic 

domains are not susceptible to rotation. When the magnetic field is applied perpendicular 

to the easy axis the rotation of the magnetic moments into the direction of the applied 

field as depicted in Figure 3.1 must be accompanied by domain rotation or growth. This 

enhances the stress sensitivity and causes an increase in the magnitude of the field 

dependent Young’s modulus. Livingston f 19821 proposed a simple model to explain the
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magnetic phenomena in transversely annealed amorphous alloys. The model was based 

on the coherent rotation of the magnetic moments when a magnetic field is applied 

longitudinally along the ribbon axis perpendicular to the induced easy axis. Squire [1990] 

presented a more generic model for an induced easy axis at an arbitrary angle in the 

ribbon plane rather than perpendicular to the long axis. Figure 3.2 shows the general 

magnetic state for which the model returns expressions for the magnetisation, 

engineering magnetostriction and the field dependence of the Young’s modulus. 0 

defines the orientation of the induced easy axis from the ribbons longitudinal axis, a  and 

H are the longitudinal stress and applied magnetic field respectively and x is the mean 

wall displacement. The angles (j), and (J)2 are the angles of the neighbouring magnetic 

moment from the easy axis. The engineering magnetostriction is defined in equation 3.3, 

Datta et al [1984]. 0, is the initial angle of magnetisation from the ribbon axis and 0/  the 

angle of magnetisation on the application of a magnetic field.

Xc =  ~  Xs(cos2 Gf -  cos2 0 (.)
3.3

a

> H

Figure 3.2 Magnetic domain structure assumed by Squire [1990).
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The proposed model included contributions to the free energy density from the 

uniaxial anisotropy Ua, magnetostatic energy Um, magnetoelastic energy Uc and the 

domain wall energy Uw. The total free energy density is thus given by equation 3.4.

u = u. + uni+uc + u, 3.4

Expressions for the physical parameters are obtained by minimising the free energy 

with respects to the moment orientation angles c|), and (|>2 and the domain wall 

displacement x such that equation 3.3 is satisfied.

au _ au _ au 35
0(1)! d(]>2 0 X

The three equations obtained from the above relations can be solved simultaneously 

to give <}),, cj)2 and x in terms of the applied field and the material parameters. The field 

dependence of the Young’s modulus was calculated by the same method as Livingston 

[1982J by defining the Young’s modulus as shown in equation 3.6.

1 _  5e  3 6

E -  do

A similar solution to that of Livingston ] 1982] is returned but with an additional 

factor F(li;0,y); this is a function of the reduced field li given by the applied field divided 

by the anisotropy field, the easy axis direction 0 and the reduced strain energy given by 

equation 3.7 where K is the anisotropy energy.

3 3/7
Y “ 4~K~
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The normalised variation in the Young’s modulus is then given by equation 3.8. Es is 

the modulus at magnetic saturation

Es- E  AE 9 ^ E s ^ 38

- E -  = t  = girF(h;e’T)

The function F(h;0,y) for a range of easy axis orientations and no applied stress 

(y= 0) is shown in Figure 3.3. The discontinuity observed for 0 = 80° was explained by 

Squire [1989] in terms of moments flipping from angles greater than 90° to the applied 

field to angles less than 90° as the applied field is increased in magnitude. The observation 

of the discontinuity, the disagreement with measured data for the magnitude of AE/E at 

zero applied field and the form of the curve at the anisotropy field prompted the 

introduction of a spread in both the magnetic moments and the easy axis direction to the 

model in terms of a Gaussian distribution, Squire [1989]. The model was then found to 

account for all the salient features observed in the experimental data. Figure 3.4 

demonstrates the typical experimentally observed field dependences for one particular 

amorphous alloy composition. The data was obtained using a vibrating reed method and 

a number of separate samples were produced. Each sample was annealed in a magnetic 

field to produce the required easy axis orientation after undergoing an initial stress relief, 

Thomas [1991].

The most important magnetostriction parameter in terms of device applications 

that can be obtained from the model is the quadratic coefficient for small field about 

H=0. The zero stress condition is only considered as the expression becomes over 

complicated for non zero stress. The result obtained for the intrinsic quadratic coefficient 

C Q is shown in equation 3.9. This is the quadratic coefficient defined in terms of the 

magnetisation rather than the applied field and allows comparisons between different
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h

Figure 3.3 Function used in the calculation of the change in Young’s modulus with 

applied field from Squire 11990].

materials to be undertaken without having to account for effects caused by sample 

geometries, c is the ratio of the susceptibility for a longitudinally annealed sample to 

that of a transversely annealed sample.

3 (c -  1) sin22 0 -2  sin2 9cos 20 r u
2 2(sin20+ccos20)2 W

Experimentally measured magnetostriction curves obtained from the same samples 

used to produce Figure 3.4 are shown in Figure 3.5. The measurements were carried out 

using the Fibre-Optic dilatometer and are reproduced from Thomas [1991]. For both the 

magnetostriction and the field dependent Young’s modulus both the Squire and
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Livingston models predict a maximum in the magnitudes of both effect for samples 

which have an in-plane induced easy axis perpendicular to the applied field direction. 

This would appear to be confirmed by the results of Figure 3.4 and Figure 3.5. This 

finding along with equation 3.6 and equation 3.7 would suggest that to obtain an optimum 

overall response to an applied field a low anisotropy energy coupled with a high saturation 

magnetostriction and a perpendicular in-plane easy axis would be desirable. This is borne 

out in the work carried out on magnetostriction by Thomas [1991] in which he states; 

"It was concluded that a high anisotropy constant is not essential for maximum Xe, rather 

that the anisotropy be sufficiently developed to produce a uniaxial character."

0.9

E/E Anneal angle key

0.8
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6 0 '

75 '
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0.7
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Figure 3.4 Normalised field dependence of the Young’s modulus for a range of 

induced easy axis directions (VAC0040 Fe40Ni40B20), Thomas [1991].
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Figure 3.5 Field dependence of the engineering magnetostriction for a range of 

induced easy axis directions (VAC0040 Fe40Ni40B20), Thomas [1991].

A detailed study of the compositional dependence of an amorphous alloy on both 

the magnitudes and forms of the Young’s modulus and the magnetostriction is beyond 

the scope of this short review. The effects can be studied briefly in so far as presenting 

experimental data on a range of alloy compositions. Reported data on the observed 

variations in the Young’s modulus for different alloys that have been transversely field 

annealed are shown in Table 3.1. Table 3.2 summarises the maximum observed 

engineering magnetostriction and the quadratic coefficients for range of alloy 

compositions which have also undergone a transverse field anneal. Two values for each 

alloy composition are shown in Table 3.1 for the Young’s modulus and are normalised

66



against the saturation Young’s modulus Es. These values along with the bias field value 

at which the minimum in modulus was observed were calculated where possible from 

the published data. The presented form of the data represents a concise approach to 

comparing responses from different materials. The minimum in the modulus ratio 

demonstrates the overall magnitude of the change in the Young’s modulus. The absolute 

value of the modulus ratio at zero field along with the modulus minimum field value 

give an indication of whether a well defined transverse easy axis has been induced. For 

a well defined transverse easy axis with a minimised spread in moments Squire and 

Gibbs [1989] predict a near unity value for the zero field modulus ratio. The bias field 

for the minimum modulus ratio gives an indication of the anisotropy field and thus the 

size of the induced anisotropy which would have to be reasonably large in order to 

produce a well defined easy axis. Taking into account these issues it would appear that 

the annealing treatment carried out by Brouha and van der Borst [ 1979] has not produced 

a well defined easy axis whereas the treatments undertaken by Berry and Pritchet [1975a] 

and Gibbs [1991] were more successful. For sensor applications and especially for the 

Shear-wave magnetometer the overall magnitude of the change in the modulus is of less 

importance than how sensitive the modulus is to a small change in field. Consideration 

of all three material values quoted in Table 3.1 would suggest that for instance, although 

the overall change in the magnitude for the Young’s modulus is greater for the material 

studied by Berry and Pritchet [1975a], the annealing process carried out on the material 

studied by Gibbs [1991] produced a sharper response. Similarly examination of the data 

of Mitchell et al [1979] shows a sharper response for the Fe-Si-B alloy than for the 

Fe-Co-B alloy investigated by these authors. Detailed investigation of the effects of 

increasing the cobalt content in Iron based amorphous alloys were carried out by Arai 

&  Tsuya [1978]. Iron based alloys with low cobalt content exhibit large variations in the 

Young’s modulus and the magnetostriction. Both of these effects are rapidly reduced
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with increased cobalt content. Cobalt based alloys are not considered here as they have 

small negative magnetostriction and subsequently low values for the change in the 

Young’s modulus with applied field, Baczewski eta l [1984J. The largest overall change 

in the magnitude of the Young’s modulus was observed by Wun-Fogle et a l [1986] in 

a smooth surface variant of the commercially available alloy METGLAS 2605SC.

The change in the shear modulus of amorphous alloys with applied field can be 

measured using a torsional pendulum arrangement as described by Atalay and Squire 

[1992a]. The field dependent shear modulus of amorphous wires have been extensively 

investigated. The composition of the Amorphous wires Fe77 5Si7 5B15 is similar to that of 

the commercially available amorphous ribbon METGLAS 2605S2. Comparative 

measurement between the field dependence of the Young’s modulus and the shear 

modulus have shown that they both retain the same qualitative features, Atalay and 

Squire [1991a]. This is as would be expected from the link between the two moduli 

through Poisson’s ratio. Optimally annealed samples of the amorphous wire have been 

shown to have a similar overall AE effect to METGLAS 2605S2 with E(>/Es= 0.92, Emjn/Es= 

0.4 at a field H= 250 A/m and a engineering magnetostriction of Xe= 55 ppm, a radial 

domain structure perpendicular to the long axis of the wire has been proposed to account 

for this, Atalay and Squire [1992b]. The minimum observed in the shear modulus was 

0.2 for optimally prepared material. The field dependent shear modulus of amorphous 

ribbons have been less extensively investigated. The non symmetric axial geometry of 

the ribbons introduces complications into the torsional pendulum measurements in the 

form of longitudinally induced stresses, Madurga etal [ 1984]. Kiss et a l [1989] however, 

have carried out measurements on transversely annealed ribbons of composition 

Fe78Si10B12. The normalised shear modulus was found to exhibit considerable hysteresis 

with applied field with a minimum of 0.44 at 500 A/m and 0.6 for no applied field. The 

hysteresis and the overall magnitude of the shear modulus change were seen to decrease
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rapidly with the application of a tensile stress with the minimum in the modulus shifting 

towards larger magnetic fields. This is demonstrated in Figure 3.6 which shows the stress 

dependence for a field annealed alloy. High frequency measurement of both the Young’s 

modulus and the shear modulus were undertaken by Kobelev and Soifer [1986] using a 

pulse echo technique on untreated METGLAS 2605SC. For a shear wave transmitted 

along the ribbon a minimum was observed in the velocity from which the normalised 

shear modulus was calculated to be 0.9 at a longitudinally applied field of 550 A/m. The 

zero field modulus was 0.95 of the saturation modulus.
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Table 3.1 Reported Young’s modulus variations with field for transverse field

annealed alloys.

Alloy
Eo
K

Emin
"iT

Field for

minimum 
H /  A m 1

Reference

F^sPisQo 0.91 0.56 560 Berry & Pritchet [1975a]

Fe4oNi40P 14̂ 6 
METGLAS 2826

0.88 0.71 320 Berry &  Pritchet [1976a]

F^gSiiO®^ 
“ METGLAS 2605S2

- 0.34 - Arai &  Tsuya [1978]

Fe71Co9B2o - 0.31 280

Mitchell et al [1979]
METGLAS 2605

- 0.61 160

Fe78Si10Bi2 
“ METGLAS 2605S2

- 0.36 144

Fe8oSi5Bi5 0.21 0.18 20 Brouha &  van der Borst [1979]

FeglSi3>5B13i5C2 

METGLAS 2605SC

- 0.16 

0.09 *

“

Wun-Fogle et al [1986] 

* Smooth surfaced alloy.Fe78Si9B13 

METGLAS 2605S2

- 0.19

0.15*

*

Fe8iSi3i5B135C2 
METGLAS 2605SC

0.82 0.44 500 Kobelev et al [1987]

6̂80.2̂ 2̂̂ 13.8® 14
METGLAS 2605S3A

0.65 0.49 100 Duhaj &  Kaczkowski [1991]

Fe40Ni4oB2o
VAC0040

0.99 0.74 120 Gibbs [1991]
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Table 3.2 Reported values of the engineering magnetostriction for transverse field

annealed alloys

Alloy

ppm

Cq

10'17(A'2m2)

Reference

40 - Berry &  Pritchet [1975a]

Fe81Si3.5B13.5C2 

METGLAS 2605SC

61.5 4.01

FeygSigBja

METGLAS 2605S2

60.9 4.01 Thomas [1991]

Fe4oNi38Mo4B 18 

METGLAS 2826MB

23.8 5.86

F e ^ N ^ B *

VAC0040

29 5.81

Fe8o.2Cr2Si3.8B14 

METGLAS 2605S3A

30 - Duhaj &  Kaczkowski [1991]
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Figure 3.6 Stress dependence of the shear modulus in field annealed Fe78Si10B 12 

amorphous alloy, after Kiss et al [1989J.

3.5 Magnetomechanical Damping.

The field dependence of the Young’s modulus is a direct result of the coupling 

between the magnetic field and the strain which produces a rotation of the domains within 

the ribbon. The domain movements are responsible for a further effect, a magnetic 

contribution to the total internal friction of relaxation and hysteretic types. These can be 

observed as a damping of either an elastic wave travelling along the amorphous ribbon 

Kobelev and Soifer [1986], or a decay in the free vibration of a vibrating reed, Berry 

and Pritchet [1976a]. A measure of the internal friction Q '1 can be obtained from the 

damping decrement 8 as defined by Malkinski and Malkinski [1990] provided the 

damping is not large i.e. Q'1« l, equation 3.10.
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The damping decrement can be calculated from die ratio of the initial peak 

amplitude of the oscillation V0 to the peak height of the nlh oscillation V n as in equation

The internal friction has a high degree of correlation with the field dependent elastic 

moduli. A maximum can be observed in the internal friction at a bias field that 

corresponds to the minimum in the normalised elastic modulus this is demonstrated in 

Figure 3.7. Table 3.3 shows reported magnitudes of the main features of the field 

dependent damping curve for a number of different alloy compositions. Q 'f0 is the 

damping at zero applied field, Q 's that at saturation and the maximum observed

damping at the bias field I I h.

The usual approach to describing the mechanical damping is to consider the 

contributions from three mechanisms which have a frequency dependence and would 

thus be expected to return different magnitudes for the overall damping over a range of 

frequencies;

Magnetomechanical hysteresis which is associated with the irreversible movement of 

magnetic domain walls under the action of stress. It is stress amplitude dependent and 

independent of frequency, Nowick and Berry 119721.

Macroscopic eddy currents are produced by changes in the magnetisation of the sample 

under the influence of elastic stresses (moment rotation). For low frequencies macro 

eddy currents are proportional to the frequency of the magnetisation changes whereas 

for higher frequencies they are dependent on l / 'I f .

3.11.

3.11

73



Microscopic eddy currents are caused by changes in the local magnetisation which are 

not identical to the changes in the macroscopic magnetisation. This is a direct result of 

the magnetic domain structure. Micro eddy currents are proportional to the frequency 

of magnetisation changes.

These mechanisms have been used to describe the origins of the damping for various 

measurement techniques. Macroscopic and Microscopic eddy current rely on moment 

rotation and thus would be expected to be influenced by similar process to that of the 

Elastic modulus. The Magnetomechanical hysteresis, however, would be more 

dependent on the pinning of domain walls. Both Atalay and Squire [1991] and Kiss et 

al [1988] carried out measurements utilising a torsional pendulum at low frequencies 

and have attributed the major loss to magnetomechanical hysteresis. Pulse echo 

measurements are carried out at high frequencies and are thus dominated by macroscopic 

and microscopic eddy currents. Kobelev and Soifer [1986] have separated these two 

effects by considering the zero applied field case in which only micro eddy currents 

make a contribution. Their results demonstrate that the micro eddy current contribution 

is dominant not only for the zero field case but also when the elastic wave is propagated 

in the same direction as the applied field. For an elastic wave propagated perpendicular 

to the applied field macroscopic eddy currents predominate. The vibrating reed 

measurements are carried out at intermediate frequencies and contain contributions from 

all three mechanisms as well as an anomalous hysteretic loss for a zero applied field, 

Berry and Pritchet [1976b]. In all cases, however, the form of the field dependence 

follows that of the elastic modulus and all the alloys reviewed irrespective of the 

measurement technique exhibit comparable changes in the internal friction within the 

same order of magnitude.
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Figure 3.7 Internal friction Q 1 and normalised Young’s modulus dependences on 

bias field for as cast Fe81Si4B15, after Kaczkowski and Malkinski [1984].
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Table 3.3 Reported magnitudes for magnetomechanical damping

Alloy Composition Measurement

technique

Q ’o

x io 3
Q 1.

x io 3
Q '«

XIO3

Hb
Am 1

Annealed stale Reference

t*e»iSi3jBI3i3C2
METGLAS 

2605SC

Pulse echo 60

Q'o-Q'.

95

Q'1n.«-Q'1.

800 As cast Kobelev and Soifer [1986]

FevjSijoB^

"METGLAS

2605S2

Torsional

pendulum

40 8 62 70 Transverse

anneal

Kiss et a l [1988]

Vibrating reed 2 3 10 560 Transverse

anneal

Berry and Pritchet [1976a]

Fe„Si4B1j Resonance/ 

Antiresonance

10 1 17 70 As cast Kaczkowski and Malkinski 

[1984]

F&njSiyjUu

WIRE

Torsional

pendulum

12.5 4 33 300 Optimally

Annealed

Atalay and Squire 11991]

3.6 Magnetoelastic Coupling Constant.

The magnetoelastic coupling constant k is the fractional transfer between magnetic 

and mechanical energy and is therefore intrinsically linked to the field dependent elastic 

moduli. The field dependence of the coupling constant once again takes the form of the 

field dependant modulus with a maximum in coupling less than unity occuring at the 

same bias field as the minimum in the elastic modulus. I f  E0=ES then with no applied 

bias field there is no magnetoelastic coupling and the coupling constant is zero. As the 

applied field magnetically saturates the material the coupling constant falls to a saturation 

value which is less than the maximum value. Consideration of the moment rotation model
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yields an expression for the coupling constant, equation 3.12. This equation is valid for 

fields less than the anisotropy field and the coupling constant is a maximum when the 

applied field is equal to the anisotropy field, Livingston [1982].

k  = 1 +
9X?E.H2

3.12

<  1

This expression contains identical parameters in a similar functional form to that 

obtained by Livingston for the field dependent modulus. An optimisation of the field 

dependent modulus would therefore on this basis be expected to optimise the energy 

transfer giving maximum coupling constants. Examination of Table 3.4 demonstrates 

that in the as-cast state values for the coupling constant are typically of a similar order 

of magnitude to those for crystalline magnetostrictive materials. Crystalline 

magnetostrictive materials have coupling constants which are typically of the order of 

k=0.3. Transverse field annealing to induce a perpendicular easy axis considerably 

enhances these values in some cases to values greater than those obtained for 

piezo-electric transducers where the electromechanical coupling constants are of the 

order of k=0.7-0.8, Berlincourt et al [ 1964]. It should be noted, however, that the indirect 

measurement of k as in those of Wun-Fogle eta l [1986] will tend to give inflated values 

for the coupling constant O ’Dell [1982].

As would be expected from the measurements of both the Young’s modulus and 

the magnetostriction the coupling constant for Cobalt based alloys are small (k=0.17), 

Baczewski et al [1984], whereas Iron based alloys with low Cobalt content can exhibit 

large coupling constants. By far the largest magnetoelastic coupling is observed after 

field annealing in a transverse field commercially available METGLAS 2605## alloys.
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Where ## denotes a number of different identifiers. This is in line with their large 

saturation magnetostriction and field dependent elastic modulus observed in Table 3.1 

and Table 3.2.
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Table 3.4 Reported coupling constants for a range of alloy compositions

Alloy m̂ax Field for 
maximum 
H / A m 1

Annealed state Reference

Fe78Si10B12 
«METGLAS 2605S2

0.72 - Transverse anneal Arai &  Tsuya [1978]

Fe71Co9B2o 0.81 270

Transverse anneal Mitchel et al [1979]Fe^B^ 
METGLAS 2605

0.62 150

Fe78Si10B12 
“ METGLAS 2605S2

0.82 150

FegoSisBis
“ METGLAS 2605S3

0.85 70 Transverse anneal

Brouha &  van der Borst [1979]0.47 100 As quenched

FCsoSiioBjo 0.54 150 Transverse anneal

0.35 400 As quenched

Fe4oNi38Mo4B18 
METGLAS 2826MB

0.5 65

Transverse anneal Anderson [1982]Fe78Si9B13 
METGLAS 2605S2

>0.9 80

Fe79Si5B16 
METGLAS 2605S3

>0.9 80

Fe81Si3 5CB]3 5C2 

METGLAS 2605SC

0.92

0.95*

-

Transverse

anneal

Wun-Fogle el al [1986] 

* Smooth surfaced alloy.Fe78Si9B,3 

METGLAS 2605S2

0.90

0.92*

-

Fe80.2Cr2Si38B14 
METGLAS 2605S3A

0.52 100 stress relieved Duhaj and Kaczkowski [1991]
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4 M A G N ETO ELA STIC  W AVES IN  AMORPHOUS RIBBONS.

4.1 Introduction.

Elastic waves are coupled to the magnetic field through the magnetomechanical 

coupling constant. When elastic waves are transmitted through an amorphous material 

the propagation of the waves is influenced by the magnetomechanical properties of the 

material. In the presence of a magnetic field the elastic waves have a field dependent 

phase velocity through the elastic modulus dependence and a field dependent attenuation 

from the magnetomechanical damping. A brief overview of the wave propagation modes 

in magnetic material is given in order to identify the form of the desired oscillation for 

the shear wave magnetometer. The magnetic field dependent velocity and attenuation 

are then considered. Consideration is also given to a technique for modelling the 

behaviour of magnetoelastic waves. Finally some of the results obtained from the model 

are compared with the experimentally observed data.

4.2 Propagation Modes of Magnetoelastic Waves.

The solution of the wave equation in elastic media yields many different modes of 

propagation depending on the geometry and boundary conditions of the medium. A  

rigourous treatment of elastic waves would be overly complicated and unjustified here. 

A simple consideration of the various degrees of freedom of a propagation medium yields 

two distinct groups of modes pertinent to the geometries encountered in magnetoelastic 

wave devices. Typically magnetoelastic wave device geometries are either of the ribbon 

form, Imamura &  Sasaki [1984], or amorphous magnetic films deposited on non 

magnetic substrates, Webb et al [1979]. Two distinct groups of modes are observed in 

the two different media. Amorphous ribbons can be considered as plates or slabs of 

infinite extent with a finite thickness. In the slab like media of the ribbons bulk waves
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predominate and are of the Lamb extensional and flexural type modes and the shear 

modes. These three modes are illustrated in Figure 4.1a. In the case where these modes 

are coupled to the magnetic field they are commonly referred to as EM EW s, FM EW s  

and SMEWs respectively. When a film is deposited on a substrate the substrate thickness 

in general tends to be far greater than the film thickness. The boundary conditions for 

the solution of the wave equation are simplified if the substrate is assumed to be of 

infinite thickness. The device can then be considered as being a half space medium in 

which surface acoustic waves of the Rayleigh or Love types predominate, Ewing et al 

[1957J. These devices lend themselves to high frequency applications as at high 

frequencies (f0>5()MHz) the penetration depth is relatively small and most of the elastic 

energy is concentrated in the magnetoelastic surface layer, Matthews and van de Vaart 

[1969]. Magnetically coupled surface waves are commonly abbreviated in the literature 

to MS AW. The two types of MS A W  modes are illustrated in Figure 4.1b.

Extensional Mode SURFACE ACOUSTIC WAVES

X3 Flexural Mode
k

Rayleigh wave

Shear Mode

Love wave

Figure 4.1a Illustration of the particle displacements of elastic waves in a slab. 

4.1b Illustration of the fundamental surface acoustic waves.
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In general the different magnetoelastic wave modes are dispersive in nature having 

phase and group velocities which depend on the frequency of propagation. I f  the waves 

are being propagated through material with ribbon geometries i.e. thin slabs, there is 

also a frequency limit below which the phase and group velocities for a particular mode 

become imaginary. The frequency at which this occurs is known as the cut-off frequency. 

Oscillation modes at frequencies below their cut-off frequency decay exponentially and 

are not propagated through the material. A special case occurs however, for the zeroth 

order shear mode in which the phase and group velocities are independent of frequency 

and in the absence of magnetoelastic coupling are equal to V s the characteristic transverse 

shear wave velocity. This mode is also related to only one elastic modulus whereas both 

the flexural and extensional modes depend on two elastic moduli. The zeroth order shear 

mode is thus non-dispersive and can be propagated through a ribbon down to zero 

frequency. This is illustrated in Figure 4.2 which shows the frequency spectrum for the 

lower order shear modes in an infinite plate, co is the propagation frequency, d the 

thickness of the slab and the product yd the propagation constant for the oscillations 

from the standard exponential notation for a wave propagated along the z axis depicted 

in equation 4.1

U, =  A ei(7Z' <ol) 41
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tud/V,

Higher modes

Zeroth mode

0.0

Figure 4.2 Frequency spectrum for shear modes in an infinite plate, after Meeker 

and Meitzler [1964]

The absense of a cut-off frequency for the zeroth order shear mode means that for 

the correct choice of ribbon geometry only this mode will be propagated and the ribbon 

will be free of the unwanted dispersive modes. The cut-off frequencies for shear wave 

modes propagating in a slab medium are given by equation 4.2, where n is an integer 

related to the order of the shear mode (n=0,l>2...etc).

cod

In the case of amorphous ribbons of typical thickness 25fim the transverse shear 

wave velocity is of the order of Skms'1 and as a result the zeroth order shear mode can
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be propagated without higher modes up to frequencies in the order of 60MHz provided 

the appropriate transducer arrangement is employed, Berlincourt et a l [1964] and May 

[1964]. For very long ribbons however the interactions of the elastic wave with the edges 

of the ribbon can become appreciable. This results in dispersive modes which are in the 

zeroth shear mode with respect to the thickness direction travelling along the ribbon 

reflecting back and forth between the edges, Meitzler [1964].

4.3 Attenuation of Magnetoelastic Waves in Amorphous Alloy.

In order to optimise the signal to noise ratio of the shear wave magnetometer system 

it is desirable to maximise the frequency of propagation of the elastic waves and at the 

same time minimise the loss due to attenuation, Squire and Gibbs [1988b]. Therefore, 

it would appear that two aspects of the attenuation are important in the application of 

amorphous material to elastic wave devices: the dependence of the attenuation of the 

elastic waves with propagation frequency and the field dependent attenuation. Tsuya et 

al [1977] and Squire and Gibbs [1988b] have both studied the effects of the propagation 

frequency in "as received" and field annealed amorphous ribbons. Tsuya et a l [1977] 

studied the attenuation properties of longitudinal Love type MEWs in Fe78Si10B12 

amorphous alloy whereas Squire and Gibbs [1988] concentrated their investigations on 

pulsed shear wave propagation along METGLAS 2826MB (Fe40Ni38Mo4B18) to obtain 

data specifically for the shear wave magnetometer application. In both cases the 

attenuation was seen to increase rapidly above a few mega-Hertz and followed the 

attenuation relationship shown in equation 4.3 which is commonly found for delay lines 

using polycrystalline metals, Meitzler [1964].

a  = a /T b / 4 4,3
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a  is the attenuation constant and /  the frequency. The constant a depends on

hysteresis losses in the material. For polycrystalline materials b is related to scattering 

at grain boundaries and topological surface features. To explain the attenuation observed 

in amorphous ribbon where no grain boundaries are present Squire and Gibbs suggested 

that scattering could occur at domain boundaries. The results obtained by Squire and 

Gibbs [1988] are shown in terms of the relative amplitudes of successive shear wave 

pulses in Figure 4.3 and show clearly the detrimental effects of the 1 //*  term for 

high-frequency operation.

0.5

Relative
Amplitude

A \!  Aq

□ Field Annealed  
o A s -R e c e iv e d

0.01

0.5 5
Frequency /  MHz

Figure 4.3 The frequency dependence of shear wave transmission along METGLAS  

2826MB amorphous ribbon.
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Kobelev and Soifer [1986] made experimental observations on the magnetic field 

dependence of the propagation of both Lamb and shear waves in METGLAS 2605SC 

(Fe8i 5Si3 5B13 5C2) and observed that in both cases for waves transmitted along a ribbon 

the field dependence was of the same form as the magnetoelastic damping for a magnetic 

field applied along the ribbon length. The maximum attenuation occurred at the same 

applied field as the maximum magnetoelastic coupling. Squire and Gibbs [1988] 

observed a sharp initial increase in the attenuation for the "as received" ribbons compared 

with the field annealed material. This was possibly due to a large moment distribution 

in the "as received" ribbon with a much greater percentage of the more easily rotated 

45° moments than in the transversely field annealed material. The field annealed material 

was also observed to exhibit considerably less scattering because of the removal of local 

stress centres in the accompanying stress relief. However, the stress relief along with 

the field anneal increases the magnitude of the magnetoelastic coupling and thus the 

overall attenuation of the magnetoelastic wave, Greenough and Schulze [1990]. Inoue 

[1985a] has presented a model for predicting the behaviour of MEWs in thin conducting 

plates which have a uniaxial in-plane anisotropy. This model will be discussed in more 

detail in chapter 4.5. The model predicts that for the three types of bulk magnetoelastic 

waves by far the greatest attenuation is observed in the flexural mode, the shear modes 

being damped the least. A large attenuation of the propagated waves suggest a high 

degree of magnetomechanical coupling and hence a pronounced field dependence of the 

velocity. Large coupling and hence large velocity changes are always realised at the 

expense of losses.
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4.4 Velocity Dependence of Magnetoelastic Waves on the Magnetic 

Field.

As would be expected from the dependence of the elastic moduli on the applied 

field the magnetoelastic wave velocity is a function of applied field. The maximum 

change observed in the velocity is also a function of the frequency of the oscillations 

and depends on the magnetoelastic wave mode being propagated. Arai et a l [1976] 

observed that for the longitudinal modes in Fe78P13C7 amorphous ribbon there was a 

decrease in the observed magnitude from approximately 12% velocity change with 

applied field at 100kHz to less than 4% at 1MHz. The low frequency response agreed 

well with their observed change in the magnitude of the elastic modulus. The loss in 

response can be explained in terms of an increase in the magnetomechanical damping. 

Examination of the effect of varying the thickness of Fe78Si12B10 ribbon on the delay 

properties between 500kHz and 10MHz was carried out by Arai and Tsuya [1978]. The 

thicker ribbons i.e. 20|im had a variable delay time which had a maximum change in 

magnitude of 20% at 500kHz. The delay decreased with increasing frequency and was 

approximately proportional to I l f .  This would point towards micro eddy current damping 

as being the main mechanism contributing to the decrease in the observed velocity 

changes in amorphous ribbons in this frequency range, Imamura and Sasaki [1984]. 

Inoue [1989] proposed that this loss in response was actually due to dynamic 

demagnetising fields. These are caused by gradients in the magnetisation associated with 

the longitudinal MEWs which increase with increasing frequency. It was suggested that 

micro eddy current damping only played a part at higher frequencies of the order of a 

few tens of mega-Hertz.

The field dependence of longitudinal MEWs in the tens of kilo Hertz frequency 

band along transversely field annealed Fe4oNi40B20 (VAC0040) has been studied by 

Imamura and Sasaki [1984] and Imamura et al [1985]. The results agreed closely with
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those predicted from consideration of the uniaxial induced anisotropy. A maximum 

velocity change observed was for longitudinal waves at 60kHz and was of the order of 

a 20% change at an applied field close to the anisotropy field. Kobelev and Soifer [1986] 

investigated the longitudinal and shear mode magnetic field dependence at 5MHz. As 

with the low frequency longitudinal response the shear mode response follows a similar 

form to that of the field dependent modulus with a maximum velocity change with field 

of approximately 4%. The longitudinal mode response at this frequency has fallen to 

below a 2% change in the velocity. Inoue [1989] has indicated that EMEWs are 

favourable for M EW  devices operating at low frequencies and FMEWs and SMEWs for 

high frequency operation with the constraint that the flexural mode is dispersive. The 

velocity dependence on applied magnetic field in METGLAS 2605CO (Fe67Co18SinB14) 

is shown in Figure 4.4 for both the extensional and the shear modes as a function of 

propagation frequency, Inoue et al [1985b]. The results clearly show the similarity of 

the response to that of the elastic modulus response. The reduction in the extensional 

mode response with increasing frequency is also evident.
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The delay properties of magnetoelastic surface wave devices have been studied by 

both Webb eta l [1979J and to a far greater extent by lnoue et a l [1984], [1986], [1987a], 

[1987b], [1987c], [1989] &  [1990]. Webb etal [1979] studied the delay field dependent 

velocity change in Fe-B electron beam co-evaporated films of the order of a micron in 

thickness on piezoelectric substrates. A maximum velocity change of 0.03% for a 

140MHz M SAW  was obtained. A predominant problem with M SAW  devices is 

restricting the M SAW  to the magnetic layer and thus achieving the maximum 

magnetomechanical coupling. An extension of the model for MEWs to account for the 

behaviour of MSAWs in a half space media, lnoue et al [1984] &  [1985], demonstrated 

that to obtain the optimum change in the MSAW velocity two requirements had to be 

fulfilled: a large oscillation frequency and film thickness to restrict the M SAW  to the 

magnetic layer and a maximum magnetomechanical coupling in the magnetic layer. A 

maximum velocity change for such a device was observed to be approximately 10% for 

an Fe-Co-B sputter deposited film with MSAWs propagated at 30MHz, lnoue et al 

[1987a]. lnoue et a l [1987b] concluded from experimental and theoretical observations 

that the main limiting factor for such devices was the attenuation of the MSAWs brought 

about by eddy current damping at these frequencies. On a theoretical basis lnoue et al 

[1985] demonstrated a fall in the response from 24.6% for a nonconducting medium to 

5.6% for a conducting medium. A multilayered device consisting of magnetic layers 

sandwiched between insulating layers was suggested as an alternative device 

configuration. This reduces eddy currents while maintaining a thick magnetically active 

layer. lnoue et a l [1987c] analysed the behaviour of this configuration for an in-plane 

anisotropy perpendicular to the propagation direction with a further adaptation to his 

model. The effect of the thickness and number of insulating layers on the field dependence 

of the propagation velocity and attenuation was examined for a fixed overall film  

thickness, lnoue et a l [1990]. The important parameter was found to be the number of
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insulating layers, with an optimum of 15 insulating layers of 0.5pm thickness in a total 

film thickness of 15p.m. This was the optimum point for a balance between minimum 

attenuation and maximum velocity change. A velocity change of 40% was predicted. 

Experimental observations have demonstrated that on introducing a single insulating 

layer the attenuation was reduced from 28dB/cm to 13dB/cm although only a 0.85% 

change in velocity with applied field was seen, lnoue [1989].

4.5 Theoretical Analysis of Magnetoelastic Waves in a Magnetic Slab.

4.5.1 Introduction.

With the current interest in controllable delay lines and acoustic wave devices a 

great deal of attention has been given to the modelling of magnetoelastic waves in 

magnetic materials in order to predict the behaviour of such devices. The behaviour of 

magnetoelastic Love wave propagation was studied by van der Vaart [1971] in metal 

coated layered substrates whereas Ganguly et al [1976] concentrated on surface acoustic 

waves in a magnetic film piezoelectric substrate configuration. Ganguly et a l [1978] 

have also studied magnetoelastic surface waves in highly magnetostrictive cubic crystals. 

Elastic wave propagation has also been modelled in ribbon type geometries by Tsuya 

and Arai [1977]. The geometry selected was an infinitely thin ribbon of infinite length 

but finite width in which they used quasi-static approximations for determining the 

magnetisation vectors. These approximations become invalid for high frequencies as 

not only does the wavelength of the M EW  approach the thickness of the ribbon but the 

magnetisation has a dynamic spin nature in the high frequency region. Consideration 

will therefore be given here to the approach adopted by lnoue and his co-authors. As 

with Ganguly et a l [1976] &  [1978], lnoue eta l have employed the matrix technique for 

solving the wave equations in different media. This technique was proposed by Fahmy 

and Adler [1973] as a means of simplifying the solution of acoustoelectric waves in
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multilayered structures made up of materials of arbitrary anisotropy, piezoelectricity and 

conductivity. This technique was adopted in order to predict the operating properties of 

multilayered SAW devices as variable delay media, lnoue et al [1987c] &  [1990] and 

lnoue [1989]. Before progressing to the more complicated multilayered structures 

however, consideration was given to the geometries of greater interest to this work. 

Initially loss terms were ignored and the M EW  propagation in a non conducting magnetic 

slab of finite thickness and infinite extent was modelled, Fujii et a l [1982] and lnoue et 

a l [1983]. This was then extended to include conducting magnetic material so that the 

extent of the eddy current damping could be studied, lnoue [1985a]. In its final form the 

model takes into consideration the behaviour of a conducting magnetic ribbon material 

which is isotropic apart from a magnetic in-plane uniaxial anisotropy. The magnetisation 

vector is also coupled to both the applied magnetic field and the elastic waves, further 

to the work of Tsuya and Arai [1977].

The studies undertaken on the model by lnoue et a l did not include investigation 

into the suggested optimum configuration for device performance, an in-plane anistropy 

perpendicular to the wave propagation vector. Although the model does not take into 

account any effects from magnetic domain walls the fact that the model could potentially 

elucidate between eddy current damping and the loss mechanisms suggested by Squire 

and Gibbs [1988] along with the omission of studies into an in-plane perpendicular 

anisotropy prompted further investigations in to the model’s behaviour to be carried out.

4.5.2 Outline of the Magnetoelastic Wave Model.

An outline is given here of the model proposed by lnoue et al [1982]. The starting 

equations are presented along with boundary conditions and the method adopted for 

solving the numerical calculations. A more detailed description of the model is best 

obtained from lnoue et a l [1983] and lnoue [1989].
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The transmission medium can be described using cartesian coordinates (x,,x2,x3) 

as being of infinite extent in the Xj, x2 plane but with a finite thickness d in the x3 direction. 

The infinite slab is positioned about the origin in the x3 direction such that the material 

extends from the origin to x3=d. This geometry is shown in Figure 4.5.

x 3

Magnetostrictive Slab
Bias Field

Easy Axis

Figure 4.5 Infinite slab geometry used for the analysis of magnetoelastic waves.

The bias field H b is applied parallel to the direction of the wave motion denoted 

by the wave vector k, in the xt direction. A uniaxial anisotropy within the material is 

represented by an easy axis direction at an angle p to the wave motion in the xlf x2 plane. 

The direction of the static magnetisation vector M 0 is obtained by considering the
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coherent rotation of the magnetic moments in an applied field. The angle defining the 

direction of the magnetisation in the x1( x2 plane <J> is obtained from the solution of 

equation 4.4 where H k is the anisotropy field, Stoner and Wohlfarth [1947].

4.4

The dynamic precessional motion of the resultant magnetisation M = (M 1,M 2,M 3) 

is obtained from considering the spin motion of the dynamic part of the magnetisation 

vector m=(mj,m2,m3) given by equation 4.5. y is the gyromagnetic ratio (the ratio of the 

magnetic moment of the system to its angular momentum) and hd^h^h^hj) is the total 

effective internal field due to the magnetisation fluctuations caused by the wave motion.

The effective field can be calculated from the differential of the free energy density 

with respects to the magnetisation vector ni as shown in equation 4.6. The free energy 

density e consists of contributing terms from the uniaxial anisotropy energy £*, the 

magnetoelastic energy eH due to an externally applied field, the magnetostatic energy 

due to the demagnetising field 8d, the magnetoelastic coupling energy and the elastic 

energy ee as shown in equation 4.7.

4.5
—  = -y (M  x hcrr +  m x H J

3e 4.6

3 m

8 8 k +  8 H +  8 d +  8 me +  8 e
4.7
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The elastic energy term has no effect on the effective field but must be included 

as elastic waves are being considered and in this respects must contribute to the solution 

of the wave equation. Substituting for the individual terms in the free energy equation 

yields equation 4.8. The i-j* components of the strain tensor Sy can be obtained from 

equation 4.9 where u ^ U j,^ ,^ ) is the particle displacement vector for the elastic waves 

from their equilibrium sites. X and |i are the Lame elastic constants for the medium and 

B the magnetoelastic coupling coefficient as defined by Kittel [1949]. hd is the 

demagnetising field and is related to the magnetic potential \j/ by hd=-V\jr.

8 =  - K  sin2((|) -  p)

- | ! o m  • hd

r i  i  j  4 .8
+ I H|-(^+2^)Sfi + XSiiSjj + -^S2}

^du: du ^
S - I

ij 2

4.9

The second equation of motion important to the system describes the particle 

displacements within the medium and is simply the elastic wave equation , p being the 

density, as shown in equation 4.10.

iiu „  t-io
-  V . T
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The stress tensor is related to the free energy through the strain tensor as shown in 

equation 4.11.

3e 4.11

I f  the magnetoelastic waves are consider as travelling in the X! direction then all 

the variables must be of the standard time dependent wave form exp/(ktXi + k3x3-cot) 

with co the angular frequency of the oscillations. The magnetoelastic waves must satisfy 

both the magnetic and the mechanical boundary conditions at the slab surfaces x3=0 and 

x3=d. At the free surface boundaries the stress vanishes andT i3~T23—T 33-0 . Magnetically 

the boundary conditions are met by the magnetic potential satisfying the Maxwell 

equation V • B = i^V  • (lid + in) = 0 and if \|/,n is the potential within the slab and \j/°ul the 

potential in free space beyond the surfaces then equation 4.12 and equation 4.13 must 

also be satisfied.

With the conditions that = 0 and \j/out —»0 for | x3| —»<x>, \j/°ut is given for 

x3<0 and x3>d by equation 4.14 and equation 4.15.

3 l|/oul 4.12

3\ir  3\|/out 4.13

3xi 3x

\j/out(x1,x 3) = \|/in(x15d)e kl(*3 d) x3> d

Xj/^XpX-j) = \|/in(x1,0 )6+klX3 x3< 0

4.14

4.15
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According to the matrix approach of Fahmy and Adler [1973] the equations of 

motion for the system can be written as a matrix differential equation of the form shown 

in equation 4.16.

3xj 416

s r 1*  -  0

xj is the state vector where the subscript j denotes the plane perpendicular to Xj or

the direction of action. xj is a ten dimensional vector and in the case of the x3 direction 

,U i,U2,U3,A1,A2]1. A=(A ,,A2,A3) is the magnetic vector potential 

given by V  x h = /(coa/C£)A, CL being the velocity of light and a  the conductivity of the 

slab. Pj are the (10X10) state matrices of the system. In general each element of the state 

matrix is a function of the wave vector k and the frequency. The solution of the differential 

equation to obtain the depth variation of the MEWs through the slab is given by equation 

4.17.

x3(x3) = O 3(x3)x3(0) = / 3V(0) 4'17
According to the matrix approach, with the inclusion of the boundary conditions 

nontrivial solutions require that the upper right hand quadrant of the matrix d>3(h) is zero. 

This is written compactly in equation 4.18 as,

|[d>3(h )] j  = 0 418

The magnetoelastic wave dispersion can be found by constructing 0 3(x3) and

solving the determinant numerically via an iterative process to obtain the values of the 

complex wave number which satisfies the relation.
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4.5.3 Prediction of Magnetoelastic Waves Properties for a 

Perpendicular In-Plane Anisotropy.

The model for magnetoelastic waves in a magnetic slab was implemented from an 

incomplete listing of the computer code used by lnoue [1989]. The code was written in 

the FORTRAN computer language. Two routines were missing from the code, a matrix 

multiplication routine which for hardware reasons was originally written by lnoue 

specifically for the computer used in his analysis and a determinant evaluation routine 

readily available in Subroutine software libraries. The results presented here were 

calculated using a Gould NP1 computer system, a matrix multiplication routine being 

incorporated into the original code and the determinant evaluation being under taken 

with a FORTRAN subroutine from the Numerical Algorithms Group Ltd FORTRAN  

subroutine library (NAG library). The studies undertaken by lnoue [1985a], lnoue e ta l 

[1985b] and lnoue [ 1989] comprised an examination of the effect of changing the model 

parameters for an arbitrary amorphous alloy. The effect of the magnitude of the 

magnetoelastic coupling coefficient B and of the conductivity a  on the field dependent 

velocity and attenuation of the magnetoelastic waves for a range of in-plane anisotropy 

directions were of main interest. lnoue [1985b] did not examine the wave transmission 

characteristics for an inplane easy axis perpendicular to the propagation direction. This 

study therefore concentrates on the velocity and attenuation field dependences in an 

amorphous slab with the material parameters of METGLAS 2605S2 with an easy axis 

perpendicular to the wave motion. This material and configuration demonstrated 

exceptional field responses for magnetoelastic responses in the review of experimental 

data in the previous chapter.

The validity of the amended code was initially checked using the data and results 

of lnoue et a l [1985b] and lnoue [1989]. The model parameters used for the evaluation 

of the transmission characteristics of the METGLAS 2605S2 for the field dependences
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are shown in Table 4.1 and are readily available in the literature. The magnetisation 

direction <|) was calculated from the magnitude of the applied field Hb and the easy axis 

direction p using a program written separately in order to solve equation 4.4. The easy 

axis direction was chosen as 89.9° in order to avoid possible computational instabilities 

in the solution indicated by lnoue et a l [1986].

Table 4.1 Parameters adopted for the modelling of magnetoelastic waves in 

METGLAS 2605S2.

Parameter Value Units

Anisotropy energy Ku 50 Jm'3

Magnetoelastic Coupling 

coefficient

B 1.7X106 Jm'3

Film Thickness d 25 pm

Saturation Magnetisation M, 1.26X106 Am'1

Density P 7180 Kgm'3

Conductivity o 7.7X105 Q - W

Transverse Phase velocity c, 3X103 ms'1

Longitudinal Phase velocity c, 5.6X103 ms'1

Easy Axis direction P 89.9 Degrees

Oscillation Frequency f 1.0 MHz

The dispersion relation for the magnetoelastic waves in the infinite slab using the 

parameters shown in Table 4.1 with H ,/H K=0.1 is shown in Figure 4.6. The normalised 

propagation velocity is plotted against the oscillation frequency. T  wo easy axis directions 

are shown, the perpendicular easy axis and one at 45° to the wave propagation direction.
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In both cases the three observed modes are plotted EMEW , FM EW  and SMEW. The 

FM EW  is dispersive in nature along with the EM EW  at high frequencies whereas the 

SMEW  is nondispersive and has a velocity equal to the transverse shear wave velocity. 

Figure 4.7 shows the calculated velocity against field response for the shear 

magnetoelastic waves of interest to this study. The responses for both the perpendicular 

easy axis and an easy axis at 85° to the propagation direction are shown. Figure 4.8 is 

the attenuation constant or the complex part of the wave vector against applied field for 

the perpendicular anisotropy. The dotted lines in both Figure 4.7 and Figure 4.8 represent 

an extrapolation of the limited data and as a result there is some uncertainty of the exact 

relationships in these regions. Two important features concerning the model can be 

observed from these figures. In the case of the velocity response, although of a similar 

form to the elastic modulus variations discussed earlier, the main change occurs at the 

anisotropy field and not between zero applied field and the anisotropy field. This 

observation disagrees with the experimental evidence of Kobelev and Soifer [1986] and 

lnoue [1985b] for shear waves in amorphous ribbons. This also disagrees with the field 

responses seen for the other propagation modes, Imamura and Sasaki [1984] and 

Imamura eta l [1985] forextensional modes and Webb et al [1979] for magneto surface 

acoustic waves which also have a field dependence similar to the elastic modulus 

dependence. The attenuation constant also disagrees with the experimental data with the 

attenuation tending rapidly towards zero for fields less than the anisotropy field. This 

disagreement with the experimental observations means that without further detailed 

examination into the limiting effects on the model, the model was of little use for 

investigating the effects outlined in chapter 4.4.1. The implementation of the model was 

not pursued further due to time constraints.
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Figure 4.6 Magnetoelastic wave dispersion calculated from the slab model of 

METGLAS 2605S2 after lnoue [1989].
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Figure 4.7 Velocity against field response of shear waves calculated from the slab 

model of METGLAS 2605S2 after lnoue [1989].
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Figure 4.8 Attenuation against field response of magnetoelastic shear waves 

calculated from the slab model ofMETGLAS 2605S2 after lnoue [1989].
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5 AM ORPHOUS A LLO Y M A G N E TIC  TRANSDUCERS.

5.1 Introduction.

This chapter presents and discusses the results of the assessment of the amorphous 

alloy magnetic transducers used throughout the study of the shear wave magnetometer. 

The studies described here were carried out on notionally ’as-cast’ amorphous ribbons, 

as a concurrent study of the transducer properties of field annealed amorphous alloys 

was undertaken by Bassir [1991a]. The construction of the amorphous alloy shear wave 

magnetic transducers is initially described. This is followed by a brief summary of the 

work carried out by Bassir [ 199 laj. The measurements undertaken on the ’as-received’ 

alloy magnetic transducers are finally presented and discussed.

5.2 Magnetic Field Sensor Assemblies.

The continuous wave (CW) shear wave magnetic transducer arrangement 

employed in the operation of the shear wave magnetometer was introduced in chapter 

1. The magnetic transducer consists essentially of a length of amorphous ribbon along 

which the shear waves are propagated and are influenced by the applied magnetic field 

through the magnetoelastic coupling. The shear waves are propagated along the ribbon 

and received using piezoelectric transducers in the length expanded bar configuration 

of Berlincourt et a l [1964] with the polarisation direction along the x axis with a length 

1 and width and thickness dimensions of w and t respectively as shown in Figure 5.1. 

The transducers are bonded onto the surface of the ribbon and the mechanical shearing 

processes of the transducer is coupled to the ribbon. This produces shear waves which 

propagate with a wave vector in the z direction along the ribbon and is widely accepted 

as a means of propagating shear waves in shear mode strip delay lines, May [1964].

The mechanical resonance of the piezoelectric transducer depicted in Figure 5.1
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can be represented in terms of an equivalent electrical resonance circuit as shown in 

Figure 5.2. This is the equivalent circuit for the unloaded piezoelectric resonator as 

described by Berlincourt [1964]. The capacitance C0 is the fixed capacitance between 

the upper and lower electrode faces. C and L  are the resonant components of the circuit 

and R represents a combination of the loss and the radiation resistance of the transducer.

Figure 5.1 Piezoelectric length expanded bar with the electric field perpendicular to 

the length.

Figure 5.2 Approximate equivalent circuit for an unloaded piezoelectric resonator.
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Although the equivalent circuit shown in Figure 5.2 is of the simplest form and 

does not take account of any mass loading effects from the mounting of the transducer 

to the amorphous ribbon it is useful in illustrating the necessary properties for optimising 

the transducer operation. O f most importance to the optimisation of the transducer are 

the resonant frequency and also the impedance of the transducer at the resonant 

frequency. This information is most readily available from examination of the real and 

imaginary parts of the impedance plots against frequency. Consideration of the real and 

imaginary parts of the equivalent circuit gives the following expressions for the 

impedance. The real part is given in equation 5.1 and the imaginary part in equation 5.2.

Graphs of the real and imaginary components of the impedance against angular 

frequency are shown in Figure 5.3a and Figure 5.3b respectively. The conditions plotted 

are for C 0=C=R=L=1. The graphs show clearly the circuit resonance. This occurs for 

the parallel configuration of the piezoelectric resonator at a maximum in the real 

component of the impedance. In order to maximise the amplitude of the received signal 

and essentially reduce the insertion loss the two transducers should be as closely matched 

in their resonances as possible. The main contribution to the insertion loss is then that 

due to the transmission along the ribbon. The insertion loss is the ratio of the signal 

obtained at the output to that applied at the input of a delay line.
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Figure 5.3b Representation of the real 5.3a and the imaginary 5.3b component of the 

impedance against angular frequency for the piezoelectric resonator.
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A further consideration for the optimisation of the transducers is matching the 

impedance of the transmitter transducer to the drive oscillator so that maximum power 

is transferred to the transducer. In the case of the receiver a maximum signal amplitude 

is required and so matching to the real component of impedance is undesirable. Important 

to the receiver operation, however, is the matching of the imaginary component of the 

impedance to the load connected to the transducer. A rough matching to the load was 

achieved using an inductive termination. The two components of transmitter transducer 

impedance at resonance can be readily extracted from the measured impedance against 

frequency plots. The matching of the transducer impedance to the drive impedance can 

then be achieved by employing a transformer as depicted in Figure 5.4. In Figure 5.4 

the capacitance C and the resistance R represent the real and imaginary component of 

the impedance respectively. The transformer is used to cancel out the capacitive 

imaginary part of the impedance by tuning the magnitude of the reactance of the inductive 

secondary winding of the transformer to be equal to the magnitude of the reactance of 

the capacitive transducer at the resonance frequency of the transducer to satisfy the 

condition in equation 5.3. This produces a solely real impedance which from classical 

optimum power transfer considerations must then be matched so that it is equal to the 

purely real output impedance of the drive oscillator. The matching of the source and 

load resistances can be achieved by performing an impedance transform by adjusting 

the turns ratio of the transfomier primary coil to that of the secondary coil. Provided the 

reactance of the primary coil of the transformer is far greater than its resistance at the 

resonance frequency of the transducer, the impedance matching condition is given by 

equation 5.4 where N is the turns ratio of the secondary winding to that of the primary 

winding. The optimum matching condition for any particular transmitter depends on its 

resonant frequency and the value of the two components of impedance at this frequency 

and for this reason the matching can differ vastly from one transducer to another.
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Optimum matching of the transmitter has not been undertaken throughout this study 

although rough matching of the receiver to the load was always carried out. In the cases 

where transmitter matching has been undertaken this will be stated.

Figure 5.4 Source to drive transducer optimum power matching circuit.

l 2 =
5.3

n  = - v ; £
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5.4

Two different types of transducer material have been employed to propagate the 

shear waves a lead titanate-lead zirconate solid solution, specifically PZT5A andPZT7A, 

and lithium niobate (L iN b03). The two materials both have high piezoelectric coupling
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factors for the shear mode, k15=0.61 for the L iN b03 and k ls=0.68 for PZT5A (Quartz 

k=0.1). Lithium niobate also has a smaller piezoelectric strain constant than PZT5A  

although both are comparatively large compared to other piezoelectric materials 

(d15=68pCN'1 for L iN b 03, dls=584pCN1 for PZT5A and d=2.3pCN1 for Quartz), 

Berlincourt [1971]. The piezoelectric strain constant relates the shearing strain of the 

transducer to the electric field applied across it. The resonant frequency of the materials 

is dictated by the thickness t of the transducers and is inversely proportional to the 

thickness. The less important dimensions of the transducers are the length 1 and the width 

w. For high transducer efficiency l>^»w where X is wavelength of the shear waves and 

w>2t. For all cases 1=12.5mm and the width condition was fulfilled, Bassir [1991a]. 

Lithium niobate and PZT differ most in that their resonant frequencies for an equivalent 

thickness of material are not the same. Lithium niobate resonates at a higher frequency 

than the same sized PZT transducer. PZT was used for investigations carried out at 

frequencies about and below 1MHz. At these frequencies the thickness of the PZT is 

small enough to present a minimal mass loading to the ribbon. At higher frequencies 

where the PZT transducers would be fragile as well as difficult to manufacture because 

of their thickness, lithium niobate was used. The PZT transducers used in this study were 

the same as used by Bassir [1991a] whereas the lithium niobate transducers used were 

"matched pairs" precision cut to have identical free unloaded resonances. These 

transducers were supplied by Gooch and Housego Ltd with silvered electrodes deposited 

on the opposing faces y=0 and y=t in Figure 5.1. This differs from Bassir [1991a] who 

manufactured his own lithium niobate transducers. Figure 5.5 shows the thickness 

dependence of the free resonance of the two different types of material, Bassir [1991a], 

and also includes the lithium niobate transducer data supplied by Gooch and Housego 

Ltd.
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Figure 5.5 Free resonance dependence on the transducer thickness for PZT and 

lithium niobate transducers.

The transducers were bonded to the amorphous ribbon using either silver loaded 

epoxy resin or cyanoacrylate adhesive at a separation L  between the transducers. When 

referring to a transducer arrangement the quoted length will be the separation between 

the transducers. In general the magnetic material extended less than 1cm beyond the 

transducers for bonding to the Tico pad™. For the non silvered transducers a top electrode 

was also constructed by applying a thin film of silver loaded epoxy. The epoxy is also 

used to bond the electrode lead wire to the surface. The bottom electrode surface was 

the surface in contact with the amorphous ribbon and in this case the covered area of the 

ribbon itself makes up the bottom electrode. The electrode lead wire for the bottom 

electrode was directly soldered to the amorphous ribbon so that the ribbon became the

110



ground plane for both the transmitting and receiving electrodes. For all the cases to be 

considered here the non silvered transducers were bonded to the ribbon using silver 

epoxy, whereas, for the silvered transducers cyanoacrylate was used. This also included 

the attachment of the lead wire to the top electrode. Figure 5.6a and Figure 5.6b show 

the impedance variations with frequency for a PZT5A transducer bonded to amorphous 

ribbon using silver epoxy and is notionally taken as the shear wave transmitter Figure 

5.6c and Figure 5.6d show a different PZT5A transducer that has been cut to equivalent 

dimensions as that of Figure 5.6a in order to have an equivalent resonance frequency so 

as to act as a receiver T 2 in the magnetic transducer arrangement. Figure 5.6c and Figure 

5.6d also clearly show the non-reproducability of the silver epoxy bond in remounting 

the transducers. The reproducibility of the cyanoacrylate bond for the Gooch and 

Housego lithium niobate transducers would be expected to be superior to that of the 

silver epoxy bond because of the reduced complexity in achieving the bond, however, 

Figure 5.7a and Figure 5.7b show this not to be the case. Figures 5.7 also demonstrate 

a poor match between the resonant frequencies of the receiver and transmitter as well 

as a shift from the specified resonant frequencies of 1MHz. Obviously the bond is not 

as reproducible as would be expected and the mechanical loading of the mounted 

transducers disrupts the free resonance frequency. (The accuracy of the specifications 

supplied by Gooch and Housego Ltd was not checked). The PZT5A transducers of 

Figures 5.6 are of an exceptional match and more typically resonance frequency matching 

similar to those of Figures 5.7 were observed. In general the non matched resonance 

frequencies of the transducers made it essential to test the operation of the whole magnetic 

transducer assembly in situ to obtain a minimum insertion loss. This examination allowed 

the received signal to be maximised by experimentally selecting the transmitter and its 

operating frequency from comparisons of the operation of both the premounted 

transducers. The impedance plots could then be used to match the transmitter impedance
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to the source at the selected frequency. In general the optimum transmitter was the 

transducer with the sharpest and most pronounced resonance peak and the receiver the 

transducer with a broader band resonance
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Figure 5.6b Real a) and Imaginary b) components of Impedance against frequency 

for a PZT5A transmitter
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The continuous wave magnetic transducer element of amorphous ribbon and 

piezoelectric transducers was supported by a transducer mount as shown in Figure 5.8. 

The amorphous ribbon was bonded to the Tico pad™, which was cut to an approximate 

thickness of 5mm, using an impact adhesive. The pads supported the amorphous ribbon 

above the transducer support arm and also acted as shear wave absorbers preventing 

undesirable reflection from the ribbon ends. The lead wires from the piezoelectric 

transducers were connected to aluminium core coaxial cable cables and the earth lead 

was attached to the amorphous ribbon behind the transducers on the area bonded to the 

Tico pad™.

Figure 5.8 Magnetic transducer head sensor assembly.

When examining the properties of long lengths of ribbon with transducer 

separations greater than 10cm the ribbon was allowed to sag between the end supports 

so that at its centre it was supported just above the support arm. Allowing the longer 

ribbons to sag minimised the axial stress experienced by the ribbon. An axial stress tends
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to align the magnetic moments along the length of the ribbon and essentially place the 

ribbon in a slate of high magnetomechanical damping. This affect was not as prevalent 

in the shorter ribbons as they are essentially self-supporting between the end supports. 

The insertion loss was seen to decrease for large applied stresses as would be expected, 

although a reduction in the shear modulus response was then observed, see chapter 3.

5.3 Investigations on Field Annealed Amorphous Ribbon Transducers.

The field annealing studies undertaken by Bassir 11991a) &  [ 1991 bj concentrated 

on the study of transversly annealed and stressed relieved materials. The material of 

main interest was METGLAS 2605S2 (Fe78Si9B,,) because of the large Young’s modulus 

dependence on field observed for the transverse field annealed materials, see chapter 3. 

Other materials examined included METGLAS 2826MB and VAC 0040. The annealing 

process was carried out using a process similar to that of Thomas f 1991]. The apparatus 

consisted of a large water cooled electromagnet capable of producing a magnetic flux 

density of the order of 0.17T perpendicular to two rectangular pole pieces 46cm long 

separated by an air gap of 5.5cm. The measurement of the flux density was carried out 

at a position along the long axis halfway between the ends of the pole pieces. This flux 

density falls to 0 .145T 18cm in either direction along the long axis from this position 

i.e. 5cm from each end perpendicular to the pole faces. The ribbon to be annealed was 

sandwiched between two rectangular bars of aluminium to which a chromel-alumel 

thermocouple was attached to monitor the temperature. This arrangement was then 

placed in a Pyrex tube positioned between the magnet pole pieces and hot air blown 

along the tube to heat the sample. The ribbons were annealed just below their Curie 

temperature (Tc=415°C for 2605S2 T a=410°C) for a time long enough for a well defined 

in-plane anisotropy to be induced (usually 1 hr), see Thomas 11991J. The anneal time 

was taken as the time between achieving a stable anneal temperature and switching off
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the heater element. The whole arrangement was allowed to cool in a stream of cool air.

The introduction of an in-plane anisotropy enhances not only the field dependence 

of the elastic moduli but also the magnetomechanieal coupling and the field dependent 

magnetomechanical damping. Bassir 11991 b] discovered early on that field annealed 

materials did not perform well in the continuous wave mode transducers described in 

chapter 5.2. Although the field annealing process reduces the base line noise of the 

magnetoelastic waves through the removal of cast in local inhomogeneities, the increased 

sensitivity to mounting stresses and reflection and attenuation at 90° domain walls 

severely degraded the output signal of the magnetic field transducer. Bassir [1991a], 

therefore, concentrated his work on optimising the received amplitude and the increased 

amplitude response to magnetic field of the shear waves for field annealed material first 

observed by Squire and Gibbs [ 1988b |. This was investigated for both a continuous 

and a pulsed mode of operation along the field annealed amorphous ribbons. Stress 

relieved amorphous ribbon did not display the initial sharp fall in amplitude observed 

in the field annealed materials by Squire and Gibbs 11988bJ.

Bassir [ 1991 a| proposed that domain walls act upon ultrasonic waves in a similar 

way to grain boundaries in polycrystalline materials. Reflection and scattering at domain 

walls can be observed as noise, however, the direction of the applied field anneal with 

respects to the direction of the particle displacement is the factor which strongly affects 

the attenuation by absorption. Figure 5.9 shows the general propagation configuration 

for the shear waves with a particle displacement Vj in the plane with a wave vector k at 

an angle a  to the direction of the field anneal.
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Figure 5.9 General configuration for shear waves interacting with domain walls.

The optimum value for the angle a  comes from a number of considerations. For 

oc=90° the attenuation is high due to scattering and reflection; this is the normal 

configuration considered. For a=0° the attenuation from scattering and reflection is 

severely reduced but the wave front will be perforated by the domain walls and will have 

regions of low and high pressure. I f  the domains are considered as being rectangular the 

tensile stresses from the shear wave will have the greatest effect at an incident angle of 

a=45° to the domain wall. Also of importance are the creation of the induced anisotropy 

perpendicular to the applied field direction to facilitate the largest overall field response 

and also the minimising of demagnetising affects by retaining favourable ribbon 

dimensions. Figure 5.10a and Figure 5.10b show the pulse response and continuous wave 

transducer arrangements respectively that were adopted by Bassir [ 1991 aj. The incident 

angle of 45° onto the ribbon edge also has the advantage of minimising the possibility
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of losses through mode conversion of the shear waves as the angle is greater than the 

total internal reflection angle of approximately 33°. The ribbons were transversely field 

annealed and the applied field acted along the long axis of the ribbons.

a

Figure 5.10a Pulse mode magnetic transducer arrangement.

5.10b Continuous mode magnetic transducer arrangement.

The characteristics of the various transducer arrangements were studied using the 

pulse echo technique as well as examination of the continuous wave mode using a digital 

storage oscilloscope to examine the output signal from the transducer. The magnetic 

transducer was held between Tico pad™ absorbers placed behind the piezoelectric 

transducers in the non ultrasonically active region of the ribbon and allowed to hang 

vertically to minimise the stresses in the material. A magnetic field was applied by placing

119



the transducer arrangement w ith in  a pair o f I le lm ho llz  coils. The magnetic transducer 

was also surrounded by a perspex tube to m inim ise mechanical vibrations from  air 

currents.

In the pulse mode the 45° configured magnetic transducers were found to return 

prim ary echos up loan o rdero f magnitude greater in amplitude than the normal transducer 

configuration. The response to magnetic fields was also seen to improve and was 

explained in terms o f the reflective corner at the end o f the magnetic transducer acting 

as a stress raiser. Removal o f the corner to present a perpendicular reflective edge reduced 

both the amplitude and the amplitude response. When constructing the magnetic 

transducers a compromise in the path length o f the shear waves and u ltim ate ly the 

dimensions o f the amorphous ribbon had to be made. M axim um  interaction w ith  the 

magnetic material , m in im um  demagnetisation and m in im um  interference from  side 

lobes generated by the piezoelectric transducers require long lengths o f ribbon, whereas, 

m in im um  attenuation demands shorter ribbon. Figure 5.1 la  and Figure 5.1 lb  show the 

pulse and continuous wave responses respectively, this is fo r a transversely fie ld  annealed 

M E T G LA S  2605S2 two transducer arrangement as depicted in Figure 5.1 Ob fo r a range 

o f excitation frequencies. The active ribbon was 10cm long by 2.5cm in w idth. The pulse 

response was the amplitude o f the first received pulse against magnetic fie ld  and the 

continuous wave response was the received amplitude o f the continuous wave as a 

function o f applied fie ld. In both cases the amplitudes are normalised to the zero fie ld  

amplitudes fo r comparison purposes. The maximum received amplitude fo r the pulse 

response was o f the order o f 800mV and the response in general was comparable to that 

o f the single transducer arrangement shown in Figure 5.10a. The maxim um  amplitude 

response was observed at approximately 900kHz fo r the pulse response and 800kHz fo r 

the continuous wave. The responses decrease for higher and lower frequencies.
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5.4 Investigations on "as-received” Amorphous Ribbons.

5.4.1 Selection of a Suitable Alloy Composition

The operation of the shear wave magnetometer system described in chapter 1 relies 

on the magnetic response of a continuous wave transducer as described in chapter 5.2. 

The concurrent investigations on field annealed materials, specifically METGLAS  

2605S2, undertaken by Bassir [1991b] demonstrated the unsuitability of this treatment 

for the continuous wave magnetic transducers. The studies on the "as-received" 

amorphous ribbon were carried out with the objective of identifying a suitable transducer 

material for the construction of the continuous wave transducers which would allow the 

characterisation and the development of the magnetometer system. For any transducer 

application the main desirable criterion is a large signal with a large signal response to 

the quantity to be measured. The selection of the transducer material for the shear wave 

magnetometer was therefore carried out in terms of the insertion loss and the amplitude 

response of the magnetic transducer arrangements for low fields about zero applied field, 

as the proposed system operates in a closed loop configuration. For the different materials 

investigated piezoelectric transducers resonating at approximately equivalent 

frequencies were employed.

The general arrangement used for studying both the amplitude and phase responses 

of the magnetoelastic shear waves in the continuous wave magnetic transducer is shown 

in Figure 5.12. Shear waves were excited in the magnetic transducer using a Philips 

PM5193 programmable function generator which was capable of operating over a 

frequency range of 0.1 mHz to 50MHz and was always operated at its maximum output 

of 20Vp.p. The bias field was applied to the transducer using a one metre long solenoid 

with 1311 turns/m. The solenoid was driven by a Feedback PFG605 power function 

generator which could drive a maximum current of 200mA through the solenoid and
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was operated with a triangular wave output with a total sweep time of the order of one 

minute. The amplitude of the received wave was measured using a Philips PM2554 AC  

millivoltmeter (2H z-12MHz) and the phase change by a PS I4011 phasemeter referenced 

to the drive oscillator. Both outputs were recorded on two Philips P M 8143 X -Y  recorders 

against the solenoid current which was measured using a Keithley 177 D M M  . On the 

occasions when larger applied field were required the solenoid was driven by a Farnell 

A P I00-90 regulated power supply. Each sample was demagnetised by applying a large 

decaying a.c. current before commencing with the measurements. The results presented 

in this chapter were digitised using a Cherry digitiser and retain all the salient features 

of the X -Y  plots. This method of investigating the low field responses of the amorphous 

ribbons presents a more detailed picture than the point measurements of Bassir [1991a].

Solenoid

- j f f  Trontductr oeeombly f l L Power
Function
Gonorator

K«f Phase
Meter

Ammeter

X-Y
Recorder

X-Y
Recorder

Figure 5.12 Magnetic transducer characterisation system
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The previous success with iron-nickel based alloy VAC 4040 in Squire and Gibbs 

[1987a] &  [1988a] directed the investigations towards a comparison between these alloys 

and the iron-silicon-boron alloys which exhibit large changes in the elastic moduli in 

the annealed state, see chapter 3. The composition and some important parameters of 

the alloys of main concern to the study are listed in Table 5.1. For all but the METGLAS  

2826MB only one batch or casting run of alloy was available. For METGLAS 2826MB 

initially only one batch of material was available (REEL 1) although later in the 

investigations a second sample was acquired (REEL 2) from which comparative studies 

were carried out and are discussed in chapter 5.4.2.

Table 5.1 Amorphous alloys of concern to the studies on the shear wave 

magnetometer.

Trade Name Composition Curie Temp

r c

Crystallisation 

Temp / °C

K

ppm

Resistivity / 

pilm

Coefficient

of expansion 

ppm / *C

Saturation

induction

B ./T

METGLAS 2826MB be40Ni]gMo4B |g 353 410 12 1.6 - 0.88

ME'l'GLAS 2605S2 I‘e,,Si,B„ 415 550 27 1.3 - 1.58

VAC 0040 I-c^oNî Ba, 400 400 2 0* 1.25 12 1.0

VAC 4040 Fe39Ni39Mo4Si6B i2 260 450 8 1.35 12 0.75

VAC 7505 Fe7,Si,B,|C2 420 500 30 1.3 8 1.5

* Data from Thomas [1991], otherwise manufacturers’ data.
VAC is a registered trade mark of Vacuumschmclzc GmbH of Germany.
METGLAS is a registered trade mark of Allied-Signal of the USA.

The normalised amplitude responses for 10cm transducers made from the 

"as-received” alloys VAC 7505 METGLAS 2605S2 and METGLAS 2826MB (REEL 

1) are shown in Figure 5.13. The normalised amplitude is shown as a function of the 

internal field, demagnetising fields being taken into consideration. The approach to the
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correction for the demagnetising fields is discussed in chapter 5.4.2. The VAC 7505 

demonstrates a minimal response to magnetic field and had a peak to peak receiver 

transducer output of 187mV at zero applied field at a resonant drive frequency of 

1133kHz. The magnetic transducer constructed from the METGLAS 2605S2 displays 

an increase in its output amplitude and the greatest attenuation of the three materials 

having a peak to peak amplitude of only 1.6mV at zero applied field for a resonant drive 

frequency of 1025kHz. The amplitude was observed to fall off for much greater applied 

fields with a form similar to that of the METGLAS 2826MB. By far the greatest response 

was observed for the METGLAS 2826MB with a peak amplitude of 324mV at a 

frequency of 1256kHz. The METGLAS 2826MB was also found to work most 

satisfactorily within the magnetometer system. No results for magnetometer performance 

are presented in this chapter but suffice it to say that the magnetometer was found to 

operate with the METGLAS 2826MB transducer, whereas, great difficulty was 

encountered in achieving any fonn of operation with the other materials. In the case of 

the VAC7505 this was most probably due to the minimal response, whereas, with the 

METGLAS 2605S2 the large magnitude of the attenuation was responsible.
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Figure 5.13 Comparison of low field amplitude responses for three magnetic 

transducers utilising different alloy compositions.

Two further METGLAS 2826MB (REEL 1) transducers were constructed 

specifically for use in the characterisation of the magnetometer system itself which will 

be covered in chapter 7. These magnetic transducers had a transmitter-receiver separation 

of 20cm and will be referred to as MT1 (magnetic transducer 1) which had an optimum 

operating frequency of the order of 1067kHz and M T2 (magnetic transducer 2) with an 

operating frequency 1362kHz. Figure 5.14a and Figure 5.15a are the low field amplitude 

and phase responses for MT1. Figure 5.14b and 5.15b represent the same quantities for 

MT2.
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Figure 5.14a Low field amplitude response for magnetic transducer MT1.
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Figure 5.14b Low field amplitude response for magnetic transducer MT2.
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Figure 5.15b Low field phase response for magnetic transducer MT2.
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The two transducers display the same gross changes in the amplitudes of both 

quantities measured as well as showing a distinct correlation in features. Both transducers 

exhibit discontinuities in the amplitude and the phase at fields equivalent to the 

approximate expected coercive field for these as received materials of a few Am'1. These 

discontinuities although less prominent can also be observed in the 10cm magnetic 

transducer of Figure 5.13. The overall amplitude of the output of M T2 was observed to 

be smaller than that of MT1. This is probably due more to a difference in piezoelectric 

transducer efficiency than any marked increase in attenuation with the increased 

operating frequency of MT2.

The amplitude response and the change in the shear wave velocity for applied fields 

with magnitudes approaching the saturation field for the transducer MT1 are shown in 

Figure 5.16 and Figure 5.17 respectively. The field in this case was generated using the 

Farnell regulated power supply and as a result the graphs are made up of point 

measurements rather than the continuous traces presented previously. These 

measurements were carried out with both the input and output piezoelectric transducers 

optimally matched as described in chapter 5.2 and hence explains the large overall 

amplitude observed in Figure 5.16. The phase response was not seen to be effected by 

the matching process. The velocity dependence of Figure 5.17 was derived from the 

phase dependence of the magnetic transducer. The absolute velocity was calculated from 

equation 5.5, where fj-f2 is the frequency adjustment necessary to produce an additional 

phase change along the transducer of 180°. C is the absolute velocity and L  the separation 

between the piezoelectric transducers.

c 5.5
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The phase shift was observed on a CRO witli the trigger referenced to the drive 

oscillator. The frequency shift could be easily ascertained to within ±0.1kHz whereas 

the piezoelectric transducer separation could realistically only be estimated to within 

±1 mm. These uncertainties introduce an error into the calculation of the absolute velocity 

far greater than the overall field dependence which retains negligible errors occurring 

from the various instrumentation components. The absolute velocity was calculated to 

be 26001170ms'1 accounting for the two aforementioned errors. This velocity 

corresponds to an approximate wavelength of 2.5x10'3m and a frequency shift of 6.5kHz 

for a phase shift of 180°.

The amplitude response of Figure 5.16 exhibits unusual features above a bias field 

of the order of 1000Am'1. These should not appear in terms of the coherent rotation 

model but can be explained, however, in terms of constructive and destructive 

interference of the shear wave travelling along the ribbon with reflected waves from the 

imperfect Tico pad™ end absorbers. Replotting the field dependent amplitude against 

the field dependent phase with an arbitrary origin as shown in Figure 5.18 demonstrates 

this effect clearly with maxima in the received amplitude occurring at 0°, 360° and 720°, 

minima occur at 180° and 540°. This is shown more clearly in the inset figure in which 

the magnetic effect has been removed by fitting an exponential curve to the data of Figure 

5.18.

The interference phenomenon can also be observed in an amplitude against drive 

frequency plot. Figure 5.19 shows a frequency sweep of the received shear wave 

amplitude for a transducer arrangement employing the 2M Hz specified lithium niobate 

transducers 10cm apart along a ribbon of METGLAS 2826MB (REEL 2). As well as 

demonstrating that the mounting of the piezoelectric transducers has perturbed the 

specified resonance frequency the figure also demonstrates that the transducers can be
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forced to oscillate w ith considerable amplitude o ff  resonance. A lso apparent are 

constructive interference peaks occurring at frequency intervals o f approximately 26kHz 

which corresponds once again to a phase difference o f 360° fo r the 10cm transducer.
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Figure 5.19 Magnetic transducer output amplitude as a function of drive frequency.

Both Figure 5.16 and Figure 5.17 exhibit features typically expected from the 

coherent rotation model. The two responses fall rapidly to minima before once again 

rising as the applied magnetic fields become of sufficient magnitude for the ribbon to 

approach saturation. From the classical description the minima occur in the region of 

the material’s anisotropy field. Figure 5.20 and Figure 5.21 show the amplitude and the 

response respectively for the transducer MT1. Once again the figures were produced 

using a continuous field sweep but in this case up to a field in the region of the anisotropy 

field. Figures 5.14 - 5.15 inclusive, Figure 5.20 and Figure 5.21 demonstrate that in 

general for the low to intermediate magnetic field ranges up to the anisotropy field, taking 

into account the hysteresis, the responses are a combination of a linear and a quadratic 

function about zero applied field. This observation can be used as an aid for comparing 

responses and is discussed in chapter 5.4.2.
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Figure 5.22 shows the extremes of the continuous wave amplitude response data 

of Bassir [1991a] from Figure 5.1 lb plotted alongside the amplitude response of Figure 

5.20. The response is given as a function of applied bias field rather than Internal field 

as this more clearly compares the operation of the whole magnetic transducer 

arrangement, whereas, the internal field is useful for comparing material properties. On 

this basis the amplitude response of MT1 was comparable to the field annealed magnetic 

transducers constructed by Bassir [1991a]. I f  internal fields are considered the response 

of the field annealed transducers would be comparatively larger.
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Figure 5.22 Comparison of "as-received" and field annealed transducer amplitude 

responses. Points - Bassir [1991a], continuous trace - this study
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5.4.2 The Magnetic Response as a Function of Active Material Length.

The dependence of the magnetic response on the active material length i.e. the 

transducer separation L, for both supplies of the METGLAS 2826MB (REEL 1 &  2) 

was investigated. Starting with a 30cm separation the low field amplitude and the phase 

responses were recorded using the arrangement described in the previous chapter. The 

piezoelectric transducer which was selected as the receiver for the transducer 

arrangement was removed from the ribbon after recording the response, the ribbon 

shortened by 5cm and the receiver remounted for the next measurement. Responses were 

thus obtained for transducer separations L=30,25,...,5cm. For the METGLAS 2826MB 

(REEL 1) PZT5A transducers were employed bonded with silver loaded epoxy and the 

measurement process repeated twice using the same transducers so as to obtain a more 

complete data set. Both data sets produced similar overall results. The PZT5 A transducers 

used resonated at a frequency of 1200kHz which had to be fine tuned within a frequency 

band of ±30kHz to obtain a maximum received amplitude for each transducer remount. 

The data collection for the lithium niobate transducers ,operating around 950kHz, used 

with the METGLAS 2826MB (REEL 2) was repeated six times because of the greater 

ease with which these transducers could be remounted and once again the six data sets 

were essentially internally consistent apart from some spurious results which did not 

follow through the data sets.

To facilitate a direct comparison between the different magnetic transducer lengths 

the response as a function of internal field was studied. An important point to note, 

however, is that when operated in the magnetometer system the external field and not 

the internal field is the important quantity and thus in this mode of operation the 

demagnetising field would reduce the responses more for the shorter magnetic 

transducers. The internal field was obtained by calculating the demagnetising field for 

a general ellipsoid from the method of Osborn [1945]. The internal field Hj can be found
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from equation 5.6, where CD is a constant for a particular length of material calculated 

from % the materials intrinsic susceptibility, D the demagnetisation factor, and H a the 

external applied field.

The initial susceptibility of the material was calculated by fitting a standard cubic 

expression about the coercive field for the measured magnetisation curves of the two 

material batches over an approximate field range of 20Am'1. The length of material for 

which the susceptibility was measured was 0.5m. The demagnetisation factor for this 

length of ribbon was calculated and the intrinsic susceptibility obtained from equation 

5.7, where %m is the measured susceptibility. The procedure for obtaining the 

magnetisation curves is outlined in the following chapter and relies on a quasi d.c. method 

described fully by Squire et a l [1988c].

The measured and calculated susceptibilities for the two batches of material are 

given in Table 5.2, whereas the constants CD relating the internal field to the external 

applied field for the lengths of ribbon investigated are given in Table 5.3. The 

demagnetising factors calculated were for the total length of the ribbon and so included 

the clamped material of approximately 1cm in length at each end. The greatest 

contribution to errors in C D come from the approximation to an ellipsoid made for the 

geometry of the ribbon.

5.6

1 + D x

1_

X

5.7
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Table 5.2 Measured and intrinsic susceptibility of the two METGLAS 2826MB 

ribbons.

Xm(50cm ribbons) X

REEL 1 13000 14800

REEL 2 14500 16800

Table 5.3 Internal field to applied field relational constants.

Transducer 

separation L /  cm

REEL 1

c D

(lor L+2cm)

REEL 2 

Co

(tor L+2cm)

5 0.214 0.193

10 0.395 0.366

15 0.542 0.505

20 0.640 0.611

25 0.715 0.689

30 0.770 0.747

The amplitude and phase responses for one of the two data sets collected for the 

METGLAS 2826MB (REEL 1) are shown in Figure 5.23 and Figure 5.24 respectively. 

The 30cm data continued the trends that can be observed from the data given in the 

figures and so was not shown in the figures purely so as to aid clarity. Similarly the phase 

responses have been shifted so as not to overlay one another. For the measurements 

taken on the material from (REEL 1) apart from the response for the 5cm transducer 

separation the same external applied field was used. A larger external field was used for 

the 5cm magnetic transducer as for this geometry the demagnetising field had by far the 

greatest effect and it was desirable to compare the responses over equivalent internal
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field ranges. When carrying out the measurements on the material of (REEL 2) identical 

internal fields were applied in all cases.

All the amplitude response data demonstrated the expected result of a general 

decrease in the received zero applied field amplitude with increasing piezoelectric 

transducer separation. There also appeared to be a trend towards a reduced response with 

increasing length. The data for the (REEL 1) material shown in Figure 5.23, however, 

demonstrated the irregular features observed earlier in Figure 5.14. These became more 

prominent with increasing length causing an increased sharpness in the response for 

fields near the expected coercive field. The irregularities were not observed in the (REEL 

2) data, an example of a 15cm magnetic transducer amplitude response from this material 

being shown in Figure 5.25. This can be compared with the equivalent response for the 

material of (REEL 1) which is shown on an expanded scale in Figure 5.27. The overall 

fractional change in the amplitude can also be seen to be smaller for Figure 5.25 (-16% ) 

compared to that of Figure 5.27 (=21%).

From consideration of equation 1.14 the phase response of the material would be 

expected to increase with increasing length. This would appear to be the case from 

examination of Figure 5.24 although the grosser change in the response appears to come 

about once more from an increase in the sharpness of the response with increasing length. 

Again this occurs for small fields equivalent to those observed in the amplitude response 

and does not occur for the (REEL 2) material. Almost identical phase responses were 

obtained for the representative 15cm and 25cm magnetic transducer shown in Figure 

5.26 with a marginally smaller overall phase change especially for the 25cm transducer 

than the equivalent (REEL 1) transducer.
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Figure 5.24 Phase response set for REEL 1 magnetic transducers.
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A more quantitive examination was undertaken of the magnetic responses by 

performing curve fitting to the response data. As was observed earlier the responses 

contain a substantial linear component as well as a quadratic component with a hysteresis 

about zero applied field. A realistic approximation to the responses could, therefore, be 

made by fitting equation 5.8 and equation 5.9 separately to the rising field and the falling 

field shear wave amplitude, A2 and phase change, Atj) respectively. H  is the internal field 

and the coefficients al5b, and dt in the amplitude response equation are the peak zero 

field amplitude, the normalised linear amplitude response and the normalised quadratic 

amplitude response respectively. An important consequence of the modulus sign around 

the linear term which should not be lost sight of is that this term is essentially an even 

powered series which contains a quadratic term in itself. The coefficients a2, b2 and d2 

in the phase response equation are a d.c. instrumentation phase shift of no importance 

to this study and the linear and the quadratic phase responses respectively. The 

coefficients c and e in both equations would be expected to reflect the field positions of 

the response features discussed previously.

= a J l - b ^ H - c J - d . C H - e , ) 2} 5-8

^^(H) =  ^ + b2| H - c 2| +  d2(H — e2)

The curve fitting was implemented using a commercially available graphics 

software package (FIG.P - Publ; Biosoft, 22 Hills Road, Cambridge) to fit the curves to 

the digitised response data. Typical fits of the equations to the amplitude and phase 

response data are shown in Figure 5.27 and Figure 5.28. Two values of the coefficients 

were obtained from each data set and the average and standard errors calculated from 

the sum total of the obtained parameters.
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Curve fitting was not undertaken on the phase response data of the (REEL 2) 

magnetic transducers as the spurious results observed in each data set made it impossible 

to get a complete set of results. Satisfactory fits were obtained for all the data in the 

(REEL 1) sets as well as acceptable fits being obtained for the (REEL 2) amplitude 

response data. The phase responses in the (REEL 2) sets all displayed similar gross 

overall changes which demonstrated a reduced overall change in phase compared to the 

phase responses of the (REEL 1) data, see Figure 5.26. The (REEL 1) data demonstrated 

the more interesting trends and this was the more intensively studied material. The 

overall quality of the fits tended to be reflected in the size of the error bars.

Figure 5.29 a,b,c shows the coefficients for the amplitude response data as functions 

of piezoelectric transducer separation. Figure 5.29a shows the zero field peak amplitude 

of the received signal and in both cases the length dependence was found to be exponential 

in nature the fitted straight lines being exponential fits to the logarithmic plotted 

Y-ordinate. The normalised amplitude responses for the two materials are shown in 

Figure 5.29b. The (REEL 2) material shows a constant response independent of length 

whereas the (REEL 1) material shows an increased response for the longer lengths 

essentially reflecting the increase in the prominence of the low field features. The 

quadratic response shown in Figure 5.29c also demonstrates similar trends.

Figure 5.30 a,b shows the coefficients for the phase response data as functions of 

piezoelectric transducer separation. It is suggested that the increase in the phase response 

seen for the four shorter transducers in Figure 5.30a demonstrates the expected increase 

in the phase response with an increase in length, whereas, the increase in response for 

the two longest lengths comes from the increase in the prominence of the low field 

features. Figure 5.30b demonstrates a similar quadratic dependence to that of the 

amplitude response.

The coefficients c and e where found to have a large spread of values approximately
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equating to the field positions of the response features. Typical values quoted here for 

the rising field data of Figure 5.23 are c=1.9±1.5Am1 and e=0.4±5.0Am'\

The increase in the responses for the longer lengths of material were studied further 

by constructing magnetic transducers from the 5cm lengths cut from the original 

transducers in the process of reducing the transducer lengths in the initial studies. These 

transducers produced similar results to the 5cm transducers from the initial study and 

thus the increase in response was concluded to be due to a bulk effect rather than localised 

to the removed length of material. There was also no gross overall difference in the 

measured magnetisation curves for the removed material from those of the remaining 

material. It was important to discriminate between the two materials as the transducers 

constructed from (REEL 1) performed far more satisfactorily in the magnetometer system 

than those made from (REEL 2). The exact nature of the distinguishing property between 

the compositionally identical materials is discussed in chapter 5.4.4.
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5.4.3 The Magnetic Response as a Function of Propagation Frequency.

The amplitude and phase response as a function of frequency were studied for the 

magnetic transducers. The amplitude and phase responses were measured and the data 

manipulated as in the previous chapter. The transducer configuration investigated was 

the 20cm lithium niobate (REEL 2) transducer. The lithium niobate transducers were 

selected, as a number of matched pair transducers were available over a frequency range 

at individually specified frequencies. Unfortunately the loading of the transducer induced 

by the bonding to the ribbon surface perturbed the resonance frequencies of the 

transducers to the point where the higher frequency transducers (1.5, 1.75 &  2.0MHz) 

all resonated at approximately equivalent frequencies (=1.6MHz), see Figure 5.19 which 

shows the transducer output amplitude for a 2M Hz transducer. Fortunately the 

transducers could be driven off resonance and still provide comparatively large signals. 

The investigation was carried out utilising only one pair of 2M Hz transducers driven at 

selected frequencies off resonance apart from the lowest frequency, for which the 1MHz 

transducers were used. The transducers were mounted sequentially onto three different 

lengths of material to obtain a range of data sets. The use of this off-resonance technique 

makes it impossible to compare absolute amplitudes of the received signals; however, 

there should be no problems comparing the frequency effects on the linear amplitude 

and phase responses. The results for the normalised linear amplitude response and the 

linear phase response are shown in Figure 5.31a and Figure 5.31b respectively. Figure 

5.31a shows that in general there was no change in the amplitude response with frequency. 

The slightly larger response around 1MHz could possibly be due to the response being 

adversely effected by the far greater received amplitude about the resonance frequency. 

Figure 5.31b shows a perceptible change in the phase response with frequency. The 

expected dependence from equation 1.14 would be a linear increase with frequency and 

a free hand line has been drawn on the graph for guidance. Again the spurious points

148



about 1.6M Hz could possibly be due to a resonance effect, similarly for the slightly high 

value at 0.8MHz. A further influencing factor is the frequency dependence of the shear 

modulus field dependence. This would be expected to reduce with increasing frequency 

through magnetomechanical damping consideration and from examination of equation 

1.14, can be seen to directly effect the magnitude of the response.
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Figure 5.31a Normalised linear amplitude response as a function of frequency.
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5.4.4 Distinguishing Properties of the Two M ETGLAS 2826MB 

Batches.

In order to isolate the distinguishing properties of the two METGLAS 2826MB 

ribbon supplies the magnetisation curves for the two materials were examined. The 

magnetisation curve of a material provides the most fundamental insight into the 

materials magnetic properties. The magnetisation curves for the two materials were 

measured using a quasi d.c. method described fully by Squire et a l [1988c].

The apparatus consisted essentially of a long solenoid 1.5m long used to provide 

the applied field to the sample to be measured. The sample was placed within one of 

two accurately wound search coils 82mm in length wound with 20,000 turns around a 

flat rectangular coil former. The remaining search coil was placed 470mm from the
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sample coil, the two coils being equidistant from the centre of the solenoid so as to be 

within the uniform applied field of the field solenoid. The applied field was stepped 

through a user defined field range with a step size which varied according to the function 

shown in equation 5.10, where t is the current step number, T  the total number of steps 

in the cycle and 0<b<l a user selected shape parameter, that allowed the data collection 

to be concentrated within the low field region of most interest.

The stepping of the applied field produced cm/spikes in the search coils which on 

the application of Faradays induction law gave a measure of the change in induction. 

The two search coils were arranged so that the induction of free space was subtracted 

from the signal and only the magnetisation of the sample measured, equation 5.11. The 

constant of proportionality was obtained by normalising the magnetisation at saturation 

to published data.

The signal from the balanced coils was integrated using an analogue integrator for 

each field step. The integrated signal was summed over the full measurement time by 

the controlling microcomputer and thus reduced drift problems associated with long term 

analogue integrators. The microcomputer was also used to drive the applied field through 

a power amplifier. The duration between each field step was of the order of one hundred 

milliseconds the total time for the data collection taking of the order of 60s depending 

on the number of steps. This "quasi d.c." method allows gross eddy current affects to be

H max

5.10

5.11
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ignored.

Figure 5.32 shows the saturation magnetisation curves for both the METGLAS  

2826MB (REEL 1) and (REEL 2) materials with an inset figure so that the minor 

differences in the two curves can be more easily perceived. The initial susceptibility for 

the (REEL 2) material was marginally greater than that for (REEL 1) the values being 

quoted previously in Table 5.2. The inset figure would also suggest a marginally smaller 

anisotropy energy for the (REEL 2) material. Both materials have an approximate 

coercivity of lOAm'1.
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Figure 5.32 Saturation magnetisation curves for both METGLAS 2826MB batches. 

The sample lengths were 50cm.
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Minor loop curves about zero applied field, for an equivalent field range to that 

used in Figure 5.14, were also measured and are shown in Figure 5.33a and Figure 5.33b. 

Figure 5.33a demonstrates large discontinuities or Barkhausen jumps in the 

magnetisation which, for both the rising and falling field sweeps, can be seen to 

correspond approximately to the field values for the discontinuities in both the amplitude 

and the phase responses of Figure 5.14 and Figure 5.15. Figure 5.33b also demonstrates 

a considerable number of Barkhausen jumps which have no corresponding 

discontinuities in Figure 5.25 or Figure 5.26. Although the magnetisation discontinuities 

could provide an explanation for the features observed in the (REEL 1) material the 

evidence of Figure 5.33b suggests that of more concern is to explain the lack of low field 

features in the response of Figure 5.25 and Figure 5.26 in order to ascertain the 

fundamental difference between the two samples.
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Figure 5.33a Minor magnetisation loop for METGLAS 2826MB (REEL 1).
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Figure 5.33b Minor magnetisation loop for METGLAS 2826MB (REEL 2).

Further information on the material properties was obtained from X-ray diffraction 

studies of the two materials. The measurements were carried out on a Philips X-ray 

diffraction system utilising a 4kW X-ray generator with a 2kW copper target and a 

computer controlled diffractometer goniometer on which was mounted a proportional 

counter. The output of the counter could be recorded on either a chart recorder or by the 

computer. The measurements were taken over angles of 20=5-60°. Two separate 

wavelengths of radiation are emitted from the copper target Ka!=0.15405nm and 

Kot2=0.15443nm which have a weighted mean of XCM=0.15418nm. From this value and 

the Bragg equation, given in equation 5.12, diffraction angles for the <110> and <200> 

lattice planes for crystalline a-Fe can be calculated to be 44.7° and 65.0° at which 

diffraction peaks would be expected to be observed. Although the short range order of
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the amorphous phase has a similar mean nearest neighbour distance a bump would be 

expected to be observed rather than a peak because of the inherent random nature of the 

structure.

s in  ft

V(h2+k2 + l2)

The X-ray diffraction results were taken for both the wheel side and the free side 

of the casting process and are shown in Figure 5.34a for the (REEL 1) material and in 

Figure 5.34b for the (REEL 2) material. The (REEL 2) material exhibits the classically 

expected amorphous bump for both sides of the material, whereas, the (REEL 1) material 

demonstrates a clearly crystalline free side. This would appear to be strictly a surface 

crystallisation, as the coercivities and susceptibilities of the two materials do not differ 

significantly, suggesting that the crystallites do not extend to any degree into the bulk 

of the material, Sheard et a l [1989]. The crystallisation would appear to have occurred 

during the casting process due to poor control rather than in some post production process 

as the dull wheel side would be expected to display the greatest crystallisation in this 

case, Herzer and Hilzinger [1986]. It has been suggested by Thomas et a l [1991] that 

controlled surface crystallisation is a viable method for controlling and optimising 

magnetic parameters specifically the magnetostriction. This occurs because of a bulk 

induced perpendicular anisotropy due to compression from the crystalline surface with 

an in-plane surface anisotropy from tensile effects proposed by Ok and Morrish [1981a]. 

Although this does not explain the lack of low field features in Figure 5.25 it potentially 

explains the improved response observed with the (REEL 1) material and emphasises 

an important difference between the two materials.
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6 SHEAR W A VE M A G N E TO M E TE R  SYSTEM RESPONSE

M O D EL.

6.1 Introduction.

The Shear-wave Magnetometer, as described in the system overview in chapter 1, 

employed a mixer element for the detection of the modulated phase change of the shear 

waves travelling along the magnetic transducer. The shear waves have both a field 

dependent amplitude and a field dependent phase change and were discussed in the 

previous chapter. On the application of a modulation field the shear wave thus underwent 

both a phase and an amplitude modulation because of the two responses. Mixer elements 

are in general sensitive to both an amplitude modulation and a phase modulation and 

produce an output signal which is a combination of both these affects. The idealised 

mixer output function is shown in equation 6.1, where k is the mixer gain, A j the 

amplitude of the reference signal, 0O the total phase change along the transducer and co 

the shear wave excitation frequency.

k A l A 2,H) 6 ‘1vmix = --- ---- [cos(2cot + <!>„ + A<|>(H))+ cos(<|>0 + A<t>(H))]

A2 and A(j) are the field dependent magnetic transducer output amplitude and the

field dependent phase change along the ribbon. The applied magnetic field H consists 

of the modulation field at a frequency com with a modulation depth h and an external d.c. 

field H0 in this case the field to be measured by the instrument, equation 6.2.

H = H0 + h sin comt 62

The output signal from the mixer was, therefore, oscillatory in nature consisting 

of Fourier components at the modulation frequency and its multiples as well as a much
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higher frequency term at twice the shear wave excitation frequency all having a functional 

dependence on the applied field H. The Shear-wave Magnetometer employs a 

measurement of the Fourier component at the modulation frequency for the measurement 

of H 0. The high frequency term at 2co can be ignored and can be easily filtered out because 

of the large frequency differential between the modulation signal and the shear wave 

excitation frequency, see chapter 7. The effect, however, of the magnitude of the 

amplitude and phase responses of the magnetic transducer, the magnitude of the 

modulation depth and the overall phase change along the ribbon on the mixer output 

signal for an applied magnetic field for the low frequency harmonic terms is of immediate 

interest to the operation of the system. This could not be studied systematically on an 

experimental basis because of the lack of success in tailoring the properties of the ribbons 

to produce an operational magnetic transducer through field annealing. This chapter 

presents a simple linear model for predicting the output of the mixer element. This model 

was examined in terms of the low frequency harmonics of the modulation frequency. 

This was carried out in order to interpret the behaviour of modifying the model parameters 

representing the physical effects which influence the performance of the magnetometer 

system. Finally an alternative approach to the interpretation is also presented using 

digitised fits to the amplitude and phase response data in an attempt to explain the 

observed response. The fitting of the response data does, however remove most of the 

model’s flexibility.

6.2 The Linear Response Model.

The output of the mixer element can be investigated by studying the ideal mixer 

output function given in equation 5.1 with physically meaningful functions substituted 

for the field dependent variables V 2(H) and A<|)(11). In chapter 5 it was demonstrated that a 

form of quadratic equation could be used to model the magnetic field response behaviour
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of both the shear wave amplitude and the phase change, equation 5.8 and equation 5.9. 

These fits, however, each contained five coefficients including the field shifting 

coefficients which allow for the hysteresis in the responses. A far more basic description 

of the response was required for the system response model so that the number of 

coefficients describing a particular response would be a minimum. The effect of altering 

any particular system variable or field response on the total system response could then 

be studied simply by varying a single coefficient. For the low applied magnetic field 

case of interest here a reduced form of the quadratic functions were employed in which 

the field shifting coefficients and the second order quadratic terms were dropped to give 

equation 6.3 and equation 6.4 for the amplitude response and the phase response 

respectively. The d.c. term in the phase response was also dropped. This was essentially 

an instrumentation offset in the fitting process and could be taken up in the total d.c. 

phase shift along the transducer, (})0. The coefficients of the equations represent the same 

quantities as defined previously in chapter 5 although they will obviously be of different 

magnitudes if  the coefficients dropped had significant values, a, and bj are the peak zero 

field amplitude and the linear amplitude response and b2 is the linear phase response. A 

maximum mathematical limit of 1 > bJHI can be ascribed for the validity of the equations 

by considering the amplitude response function which in the context described cannot

be less than zero as it represents the amplitude of the received shear wave. In practice

the functions were only approximations which become deficient long before this limit 

was reached. The functions did ,however, have some validity over the range of fields 

considered which were well within both of these limits.

A2(H) = a,{ 1 -b j |H |}  6.3

A<t>(H) = b2| H| 6.4
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Figure 6.1a shows the measured amplitude response for the magnetic transducer 

MT1 along with the fitted curve for the full quadratic function of equation 5.8 and the 

fitted curve after the quadratic term was dropped. Figure 6.1 b shows the fitted curves to 

the transducer phase response. In both the figures the fitted functions retained the field 

shifting coefficients and the results were shifted vertically before plotting for clarity. 

The fits in Figures 6.1a &  b were carried out using the software package introduced in 

chapter 5 (FIG.P). The values of the important coefficients obtained from the software 

package are given in Table 6.1 a and Table 6.1 b for the amplitude and the phase responses 

respectively. For both responses an additional set of values are given and represent the 

estimated values for the coefficients of equation 6.3 and equation 6.4. These are the 

values used where appropriate for the coefficients throughout this chapter. The software 

package values were not used for the calculations as the software was not available at 

the time of undertaking these studies. The values obtained, however, were close to those 

obtained from the later FIG.P fits and as a result the work was not repeated.
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Figure 6.1b Fitted curves to MT1 phase response.
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Table 6.1a Coefficients obtained for the functions fitted in Figure 6.1a

Description Reference

Equation

Field sweep 

direction

ai

/m V

bi

/  lO^A 'm

ch

/  10'3A'2m2

Three Term quadratic 5.8 Rising 248 2.9 0.23

Falling 248 3.2 0.21

Two Term linear 5.8 Rising 251 7.4 -

Falling 251 7.3 -

Estimated Linear 6.3 - 250 8.1 -

Table 6.1b Coefficients obtained for the functions fitted in Figure 6.1b

Description Reference

Equation

Field sweep 

direction

b2

/  lO ^Rads/Am1)

d2

/  10^(Rads/A2m'2)

Three Term quadratic 5.9 Rising 2.9 2.3

Falling 3.0 0.9

Two Term linear 5.9 Rising 3.3 -

Falling 3.1 -

Estimated Linear 6.4 - 3.1 -

6.3 Analytical Solution of the Linear Response Model.

The linear system response model was constructed by substituting the linear 

amplitude and phase response functions into the ideal mixer output equation given in 

equation 6.1. Only the low frequency mixer output signal was of interest to the operation 

of the magnetometer. This consisted of terms at the modulation frequency and its
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multiples and as a result the much higher frequency signals in the frequency band around 

twice the shear wave drive frequency could be ignored. The Linear Response Model 

equation is, therefore, given by equation 6.5.

pa, 6.5
v ,nix = y { l  -b ,|H 0+hsin«mt|} cos{<|>0 + b2| H0+hsincomt|}

V mix Mixer output signal.

p Mixer gain including local oscillator signal amplitude p=kAla

3l Zero field amplitude coefficient.

bi Normalised linear amplitude response coefficient.

b2 Linear phase response coefficient.

H 0 Applied bias field, the field to be measured by the system.

h Modulation field amplitude.

<t>0 Total phase change along the transducer referenced to the input wave.

Modulation frequency (Radians/s)

t Time.

This is an oscillatory function with a d.c. term and terms at multiples of the 

modulation frequency. The function, therefore, can be decomposed into a Fourier series 

by calculating the Fourier coefficient for the equation. The Fourier series for the system 

response was most easily constructed by firstly calculating the Fourier series for the 

function f(t) given in equation 6.6. The function f(t) is depicted graphically in Figure 

6.2 which shows the two separate cases which have to be considered to obtain a full 

solution for H 0>0. For H 0<0 the solution resembles the positive applied field solution 

but with a phase shift of 180°. From consideration of Figure 6.2 it can be seen that the 

high field solution for H 0>h consists simply of a d.c. Fourier term and a term at the 

fundamental of the modulation frequency. The low field case of H 0<h will only be
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considered in any detail here as the behaviour of low field signals was of more interest 

to the operation of the closed loop magnetometer system. Stipulating a low bias field 

also lends itself to a less involved solution of the Fourier series.

f(t) = | H0 4* h sin comt| 66

Hn>h

2h

t= T

Figure 6.2 Graphical representation of the function f(t) for the two important cases 

to be considered.

For the applied field case of 0<H0<h the function f(t) can be written as two separate 

equations valid within the limits specified, equation 6.7 and equation 6 .8 , where T  is the 

period of oscillation. The time limits t, and t2are given by equation 6.9 and equation

6.10 where x=H 0/h the normalised applied field.
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f^t) = H0 + hsina)mt (^ - T J ^ t c t j  6,7

f^ t) = -(H 0 +  h sin comt) tx < t < ^ 6,8

comt1 = k  +  sin-1 x 6,9

comt2 =  2 7 i-s in _1x 6,10

From the functions f (̂t) and f^t) and the limits for tj and t2 the Fourier coefficients 

for the function f(t) can be calculated by substitution into the Fourier integrals. It was 

assumed that for the case of most interest that x was small such that 0 <x«l and co,^ =  n + x 

and cOmtj =  2 n - x .  The linear response coefficients and b2  could also be assumed to 

be small as shown in Table 6.1a and Table 6.1b so that second order terms containing 

these two coefficients could be ignored. The calculated Fourier coefficients X n and Y n 

for f(t) can, therefore, be shown to be given by equations 6 .1 1 , 6 . 1 2  and 6.13 for the first 

three terms i.e. the d.c., fundamental and second harmonic of the modulation frequency. 

Equation 6.14 shows the Fourier series up to the second harmonic term for the function

f(t).

1 2 h  6.11

2  0 71

X j — 0 4hx 6.12
Y i ~

X2 -

K

4h Y2 = 0 6.13
371

f(t) = | H0 + h sin conit| ~  ̂X0 + Yj sin comt + X2 cos 2comt +....

2h 4hx . 4h 6.14~ — +---- sincot- —-cos 2(01+ ....
n k m 371
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O f paramount interest to the operation of the shear wave magnetometer system 

was the response to the applied magnetic field of the signal component at the modulation 

frequency of the mixer output. Also potentially of interest were the signal components 

at d.c. and the second harmonic of the modulation frequency. The Fourier coefficients 

for the mixer output response model can be calculated without resorting to further Fourier 

integrals by the substitution of the Fourier series for f(t) into equation 6.5. Retaining the 

approximations of x, b, and b2 being small as in the previous analysis it was only 

necessary to substitute for the function f(t) up to the second harmonic term of the Fourier 

series as shown in equation 6.14. Substitution of the higher frequency terms of f(t) only 

produced second order small terms in the coefficients of the Fourier series of the mixer 

output of interest in this analysis. Expansion of the mixer response equation and the 

dropping of second order small terms yields the Fourier coefficients X n and Y n for the 

mixer output signal given in equation 6.15, 6.16 and 6.17. The resultant mixer output 

function is given by the substitution of these coefficients into equation 6.18.

Xo

Y

2

(  2 hb2¥ l  hb ,' Pa, cos <|>H + ——  —
y  71 / L  7t

6.15

6.16

6.17

(X 1 = Y2 = 0)

6.18
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The response of the signal at the modulation frequency obtained from the analysis 

of the system response equation can be seen to be directly proportional to the applied 

magnetic bias field H 0 through the normalised field variable x. The d.c. output of the 

mixer and the amplitude of the signal at the second harmonic of the modulation frequency 

are independent of the applied magnetic field within the bounds of the low field 

constraint. The sensitivity of the magnetometer system depends on the sharpness of slope 

of the output signal of the mixer to the applied bias field to be measured. The greater 

this slope the larger the mixer output signal changes for a given applied field. The 

magnitude of the bias field response of equation 6.16 depends on the mixer gain (3, the 

received shear wave amplitude ax and both the linear response coefficients for the 

amplitude and phase responses bx and b2 respectively as well as the total phase change 

of the shear waves along the transducer (|)0. The magnitude of the response was not directly 

affected by the magnitude of the modulation field amplitude h because of the definition 

of x. This does, however, effect the optimum value of the phase change (J)0 which has to 

be tuned to optimise the separate affects of bx and b2. The optimum phase shift for <|>0 

can be found by differentiating equation 6.16 with respects to (J)0 such that 

( l/x )(d Y 1/d())0) = 0. This returns the relation for the optimum phase change in radians 

and is given in equation 6.19. The optimum phase is repeated at multiples of 180°.

<bft =  t a n 1

^  2hbo 6.19

nv b iy

The tuning of the phase change (j)0 can also be employed to null either the d.c. signal

term or the second harmonic term. The d.c. term can be made zero by tuning (|)0 to the 

condition shown in equation 6.20. This also has the effect of removing the dependence 

of the fundamental response on the linear amplitude response bx and maximising the 

effect of the phase response b2. Conversely an additional phase shift 90° maximises the
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effect of the amplitude response and removes the phase response dependence on the 

fundamental signal response. In both cases, however, the response would be less than 

the optimum response. The condition for a zero second harmonic signal is given by 

equation 6 . 2 1  and is repeated at multiples of 180°.

0 0 phase
(2n + l)

71 2ht>
n

6 . 2 0

n =  0 , 1 , 2 , . .

= -tan- i
amp

V

vbv

2ht>
n

6 . 2 1

6.4 Numerical Solution of the Linear Response Model

The linear response model was also solved numerically as an alternative to the 

analytical solution. A numerical solution had the advantage over the analytical in that 

no small order approximations were necessary for the response coefficient and the 

applied bias magnetic field. In this respects the solution was more exact apart from 

potential calculation errors in the implementation of the solution. The numerical analysis 

was based on the summation form of the Fourier integrals with the summation series for 

the nth Fourier coefficient X n and Y n for the function F(t) being given by equation 6.22 

and equation 6.23 respectively.

X„ = ^ S N F C O c o s
IN i n

^27tn ^

V T  li

6 . 2 2

Y„ = r F ^ s in
IN i n V

27m ^
—

)

6.23

T  is the oscillation period of the waveform and N the number of divisions over 

which the single period was summed. The function F(t) in the analysis was the full

168



linear response function for the signal at the mixer output given in equation 6.5. The 

calculation of the coefficients was accomplished within computer code written to allow 

an analysis of the magnitude of the coefficients as a function of any of the parameters 

contained within the model.

The numerical accuracy of the result was obviously a trade off between calculation 

time and a large enough value of the period division N such that the summation 

approached the limit of the Fourier integral. The optimum value for the number of 

divisions was investigated by comparing the normalised amplitude of the second 

harmonic coefficient of the analysis for increasing N. The amplitude was normalised 

against the coefficient’s amplitude for large N, i.e. approaching the limit of the integral. 

The parameters employed for this study were within the physically meaningful limits of 

the ensuing investigations to be undertaken. The coefficients for the linear response 

model were those given in Table 6.1a and Table 6.1b and an applied bias field of 

H 0=2Am '! and a modulation amplitude of h ^ A m '1. The mixer gain (3 was taken from 

the measured value obtained for the mixer component in chapter 7 and the phase change 

along the ribbon (J)0 as the value which returned a zero d.c. signal term from the model 

for no applied magnetic field. Figure 6.3 shows the normalised second harmonic term 

against the number of summation divisions per period. The figure clearly shows that the 

desired result was rapidly achieved for N approaching fifty. An acceptable process time 

could be achieved, however, with N=500 and for this reason was carried through 

throughout the investigations giving an increased confidence in the result.
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Figure 6.3 Amplitude of the second harmonic term normalised against the value 

of the term for large N plotted against the number of divisions per period 

N.

6.5 Investigation of the Magnetometer System Response.

The response to the applied magnetic bias field was studied experimentally for the 

two "as-received" transducers MT1 and M T2 characterised in chapter 5. The general 

arrangement used for studying the amplitude of the harmonic terms of immediate interest 

to the operation of the magnetometer was an extension of the system described in Figure

5.12 and was essentially the shear wave magnetometer system introduced in chapter 1 

but in the open loop mode of operation as shown in Figure 6.4.

170



Solenoids

Power
Function

Generator
Transducer assembly

rf source

modulation 
source a ).

re f.LOCKHN
AMPLIFIER

Ammeter

X-Y
Recorder

X-Y
Recorder

PHASE
DETECTOR

mtxer

Figure 6.4 Magnetometer system response characterisation system.

A second solenoid coil with 910 turns/m was added to the arrangement of Figure

5.12 in order to apply a modulation field to the magnetic transducer arrangement. The 

solenoid was driven using a Philips PM5190 LF Synthesizer and the RMS modulation 

current measured by a Philips PM2517E multimeter which had a measurement bandwidth 

well within the modulation frequency range to be studied. The amplitude of the 

modulation field was estimated from equation 6.24, where im was the measured RMS 

solenoid current in millamperes.

h = nl = 0.91 a/2 im 624
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The output of the magnetic transducer was connected to the mixer element along 

with a reference signal from the shear wave drive oscillator. The mixer element employed 

was a Mini-Circuits SRA-3 Schottky diode double balanced mixer with a gain as defined 

previously of (3 = 0.65. The mixer in terms of device performance is considered in greater 

detail in chapter 7. The d.c. signal output of the mixer over a range of applied fields was 

recorded using a Philips PM8143 X -Y  recorder. The amplitude of the signal components 

at the modulation frequency and its second harmonic were measured using a Stanford 

Research SR510 Lock-in Amplifier which was referenced to either the modulation 

frequency or its second harmonic using an internal frequency doubler. The output of the 

Lock-in amplifier was recorded as a function of applied magnetic field on a Philips X -Y  

recorder. The optimum setting for the reference phase was found by nulling the Lock-in 

amplifier output signal for a given applied d.c. field followed by a phase shift of 90° to 

maximise the output. The applied magnetic field was generated as in chapter 5 with a 

slow enough sweep rate so that the rate of change of the recorded signal was not limited 

by the time constants of the measurement instrumentation.

6.5.1 Comparison of the Measured and the Calculated System Response

The magnetometer system response for an applied field range of -20 to 20Am ' 1 

was measured for the magnetic transducers MT1 and MT2. Both transducers were 

observed to behave similarly as would be expected. The measurements were carried out 

for a modulation current im=3niA and the total phase change set through fine tuning of 

the frequency of the shear wave drive oscillator such that the d.c. mixer output signal 

was approximately zero for no applied field. Figures 6.5a, b &  c show the measured d.c., 

fundamental and second harmonic signals against applied field for the magnetic 

transducer MT1. These are compared with the harmonic terms calculated from the 

numerical solution of the linear response model. All the model results are shown as
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discreet points joined with straight lines for clarity whereas, the measured results are 

shown as continuous traces. The parameters used in the model were those stated 

previously for the estimated linear fits to the amplitude and phase responses of the 

transducer, a,=250mV, bi=8.1xlO'3A'lm and b2=3.1xlO‘2Rads/Am'1. The modulation 

amplitude was calculated internally within the software from an entered modulation 

current using equation 6.24 and was the same as that for the measured response of 

im=3m A. The total phase change <J)0 was selected to match the condition for the measured 

response of zero d.c. output for no applied field. The value for <|)0 was obtained from the 

response model by plotting the amplitude of the d.c. term against <|)0 for zero applied 

field and noting the value of the phase at the zero crossing point, <))0=1.495. This value 

for (j)0 also agrees with that calculated from equation 6 . 2 0  which is identical to three 

decimal places.
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Figure 6.5a Comparison of the measured and the calculated d.c. response.
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6.5.2 Effect of the Phase (J)0 on the System Response.

Using the values for the model coefficients stated in chapter 6.5.1 the three harmonic 

responses were calculated over a field range -20 to 20 Am ' 1 for a range of the fixed phase 

change (J)0. The results were calculated at fixed increments of the phase change starting 

at a phase for which the d.c. component was zero for no applied field. A total range of 

2jrradians was encompassed. The results are shown in Figures 6 .6 a, b &  c for the d.c., 

fundamental and second harmonic terms respectively. The d.c. response can be seen to 

have two zero points for no applied field as predicted by equation 6.20. Figure 6 .6 b 

shows that for these two phases the responses are equivalent but reflected in the x-axis. 

Also the optimum response does not occur at either of these phases. For the response 

coefficients used, however, the response was approaching the optimum at these phases 

suggesting a major contribution to the overall response from the phase response term 

b2. Figure 6 .6 c demonstrates that the second harmonic term approaches a maximum for 

small fields at the optimum response phase <|>() as suggested by equation 6.17. The 

second column of phases for both the as plotted and the reflected in the x-axis gave 

values of the second harmonic amplitude with field only marginally different from the 

phases in the first column and for this reason were not plotted for clarity. They were not, 

however, identical and the difference only became noticeable for the low amplitude 

second harmonic term and is reflected in the absence of a second column phase for this 

case.

For low applied fields about the zero field origin all three terms appear to follow 

the applied field responses predicted by the analytical model in equations 6.15, 6.16 &  

6.17.
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6.5.3 Effect of the Modulation Amplitude on the System Response.

The effect o f varying the modulation amplitude was studied in terms o f varying 

the modulation current. The model response parameters used were those given in chapter 

6.5.1. The responses were examined fo r the phase <J>0 such that the d.c. term was always 

zero fo r no applied fie ld  no matter what the modulation amplitude. A  different phase, 

therefore, had to be employed fo r each modulation amplitude interval. The results are 

shown in Figures 6.7a, b &  c fo r the d.c., fundamental and second harmonic terms 

respectively. Figure 6.7a demonstrates a decrease in the amplitude o f the d.c. term at 

any given applied fie ld  fo r an increasing modulation amplitude as would be expected 

from  equation 6.15. In the analytical solution o f the linear response model it  was stated 

that a change in character o f the harmonic response should be observed when H 0=h. 

This can be seen as a modulation amplitude dependent change in the response curves
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shown in Figures 6.7b &  c. As expected from  equation 6.16 the actual slope o f the 

response curve immediately about the fie ld  orig in  was independent o f the modulation 

amplitude.
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Figure 6.7a The d.c. signal response as a function o f bias fie ld  w ith im as a parameter.
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6.5 .4  E ffec t o f the L in e a r Response Coefficients on the System Response.

The effect on the harmonic amplitudes of the mixer output signal for a range of 

both the linear amplitude response coefficient and the linear phase response coefficient 

was studied encompassing the values measured for the two magnetic transducers in 

chapter 6.2. Each response was studied separately with the value of the other response 

coefficient set to the measured value. Apart from the total phase change the remaining 

model parameters were those given in chapter 6.5.1. As with the previous investigations 

the phase <J)0 was chosen such that the d.c. signal term was zero for no applied field for 

all the response coefficients investigated. Figures 6 .8 a, b &  c and Figures 6.9a, b &  c 

show the responses to an applied magnetic field on varying the amplitude response 

coefficient b! and the phase response coefficient b2 for the d.c., fundamental and second 

harmonic terms respectively. According to the analytical solution of equation 6.16 with 

<J)0 set to the condition given in equation 6 . 2 0  there should be no change in the response 

on varying the amplitude response coefficient b,. Figure 6 .8 b, however shows a decrease 

in the slope of the system response about the zero field origin on increasing bj suggesting 

a significant second order term missing from equation 6.16. This was also reinforced by 

the second harmonic dependence shown in Figure 6 .8 c. Increasing the phase response 

coefficient b2 for the given d.c. phase condition greatly enhances the magnitude of the 

fundamental response curve about the field origin as shown in Figure 6.9b. The second 

harmonic amplitude term was also seen to increase in amplitude both affect being 

expected from equations 6.16 &  6.17. It would be expected from these result that the 

converse would also be true for the d.c. phase set such that the amplitude response was 

optimised.
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The effect of the magnitudes of the amplitude and phase responses on the system 

response can best be summarised by plotting the slope of the fundamental harmonic term 

about the applied field origin as a function of either of the response. These are shown 

in Figures 6.10a &  b which show the fundamental response slope as a function of the 

amplitude response and the phase response respectively. The response slopes were 

calculated from a linear fit to the fundamental signal magnetic field response for the 

three point about the zero field origin. The figures demonstrate the trend for a decrease 

in the system response for an increase in the amplitude response coefficient bj for a fixed 

phase response at the zero d.c. for no applied field condition. The zero d.c. phase over 

the range investigated for the two coefficients is shown in Figure 6.11. As predicted by 

equation 6 . 2 0  the d.c. zero phase was essentially independent of b, apart from high values 

of both bx and b2 where the second order terms become significant.
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6.5.5 Optimum System Response as a Function of the Linear Responses.

The maximum slope of the fundamental signal response to magnetic field was 

obtained from an investigation of the slope of fundamental response as a function of the 

d.c. phase (jv The slope of the response was calculated as in chapter 6.5.4. Figures 6.12a 

& b show the fundamental system response slopes as a function of the matrix of the 

response coefficients investigated. The figures show that, unless the amplitude response 

can be increased considerably, increasing the phase response has the greatest overall 

effect on the total system response. Figure 6.12a also demonstrates that for a large phase 

response coefficient b2, increasing b, has little overall effect on the optimum response. 

Figure 6 .12c shows the response slope obtained from the analytical solution of the model 

for the matrix of response coefficients, equation 6.16. For the lower values of the 

coefficients b, and b2 studied the analytical model agreed closely with the results for the 

numerical model. The solution does, however, breaks down for the higher values 

reflecting the increased importance of the second order terms.

Figure 6.13 shows the phase (})0op( at which the optimum response was achieved. 

The plotted points were the values used to obtain the optimum responses plotted in 

Figures 6.12a &  b. The fitted curves are for the function given in equation 6.19 for the 

parameters employed in the study. Within the margin of error of the optimum phase 

there was very good agreement between the analytical and the numerical solution. The 

large errors comes about from the size of the phase increment used in the study. This 

does not produce large errors in the optimum response as it was fairly insensitive to 

phase changes of this order.
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6.5.6 Summary and Further Interpretation of the Results.

The Linear System Response Model was studied in great detail for realistically 

attainable amplitude and phase responses in order to ascertain the interaction between 

the two effects in the magnetometer system. It was found that for the magnitudes of the 

linear response coefficient bi and b2 measured for the transducers MT1 and M T2 the 

optimum response of the system was not far removed from the pure linear phase response 

obtained by setting (J)0 = <|>o in the analytical solution of the model, see Figure 6.10a 

and Figure 6 .12a. The setting for the phase was a ŝo not far removed from <J)0 (, see 

Figure 6.11 and Figure 6.13. Increasing the coefficient b2 above the measured value also 

had a far greater effect on the system response than increasing bx. The increase of bi in 

fact decreased the system response if <J)0 = »see Figure 6.10b. I f  b, was of an order

of magnitude greater than b2 then the converse of this argument would be expected to 

be true and <j>0 would approach <|>0 . In either case equation 6.5 indicates that an increase 

in either (3 or aj would produce a proportional increase in the slope of the fundamental 

system response. The slope of the fundamental system response predicted from this 

simplistic model was found to be independent of the modulation amplitude and, although 

no results have been shown, the modulation frequency.

For low values of bi and b2 over the range of values investigated the analytical 

solution returned results to within a good approximation of the numerical solution. This, 

however, broke down for higher values of the coefficients, see Figure 6.12a and Figure 

6.12c. Over the full range of coefficients studied the phase equations obtained from the 

analytical solution, equations 6.19,6.20 &  6 .2 1 , gave good agreement with the numerical 

model, see Figure 6.11 and Figure 6.13.
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6.6 The Fitted Amplitude and Phase Response Model.

As an alternative to the Linear System Response Model the phase and amplitude 

responses measured from the magnetic transducers MT1 and M T2 were digitised at a 

fixed field interval of 0.5 Am ' 1 to provide a more exact value for the amplitude and phase 

shift for any given applied field. These were then used in a numerical solution of the 

function given in equation 6.25, where A2(h) and A(J)(II) were obtained for any given field 

from a linear interpolation between the digitised points. The applied field studied was 

once again a d.c. offset field and a modulation field as shown in equation 6 .2 .

P A (H) 6.25
V mix = — cos{(|)o + A<J)(H)}

The digitised curves are shown in Figure 6.14a &  b and represent the amplitude 

and phase response for the magnetic transducer MT1. The data was extended with an 

estimated straight line beyond the measured data in order to account for the additional 

field presented by the modulation at the investigated bias field maxima.

When calculating the Fourier coefficients within the numerical analysis the 

hysteresis in the responses was crudely taken into account by using the rising field curves 

during the period of the modulation oscillation for which the field was rising and the 

falling field curve for the falling field cycle.
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The d.c. signal term and the fundamental term obtained from the model are shown 

in Figures 6 .15a &  b respectively and are compared against the measured results obtained 

in chapter 6.5. The phase (J)0 was set to the condition <j>0 to give a zero d.c. signal for 

no applied field from a preliminary investigation. The d.c. response appears little different 

from the linear response model solution. The fundamental signal, however, demonstrates 

a marginal increase in its slope for low applied bias fields. Also observed was the 

movement of the turning points in the response which are linked to the modulation field 

amplitude to greater field amplitudes than for the linear model. Further to this a reduction 

in the modulation amplitude was seen to marginally increase the response slope. It is 

suggested that the increase in the slope of the response comes about due to the sharp 

change in the amplitude and phase responses brought about by the low field 

discontinuities and that in the limit as the fitted curve approaches the measured curve 

the response curve measured would be produced. Decreasing the modulation current 

results in the discontinuities having a more prominant effect on the response, the total 

response being an average over the modulation field amplitude.

A further contradictory point to note is that the sharp changes in the measured 

fundamental response do not occur at the same bias field values as the discontinuities 

in the amplitude and phase response. If, however, the amplitude and phase responses 

are re-measured using the system described in chapter 5.4.1 but with a modulation field 

applied the responses shown in Figures 6.16a &  b can be measured. These demonstrate 

a shifting of the response discontinuities brought about by the modulation field to the 

point where they would appear to coincide with those of both the d.c. and fundamental 

system responses.
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7 PER FO R M A N C E OF TH E  SHEAR W AVE M A G N E TO M E TE R

SYSTEM.

7.1 Introduction.

The magnetic transducer element and the electronic components which make up 

the shear wave magnetometer all generate an associated noise signal which combine to 

produce an overall system noise. The overall system noise limits the minimum absolute 

field change that can be reliably detected by the magnetometer. From equation 1.14 the 

field noise H n can be related to the phase noise <J)n through equation 7.1, where p. is the 

shear modulus and H  the applied field.

=  2n

1
- i 7.1

The fractional phase noise of the system would be expected to be determined largely 

by the electronic noise, whereas, the fractional change in the shear modulus with applied 

field is a material dependent parameter and in principle the larger the value the lower 

will be the value of the overall field noise.

This chapter investigates the noise contributions throughout the magnetometer 

system along with their minimisation. An analysis of the operation of the feedback loop 

arrangement as well as the results of an investigation carried out to optimise the 

modulation parameter for the operation of the shear wave magnetometer are firstly 

examined. The performance of the individual electronic components making up the shear 

wave magnetometer system are then discussed in terms of their gains and output noise 

signals. The overall magnetometer performance is then formalised. The chapter
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concludes with a brief introduction to an alternative pulse mode shear wave 

magnetometer especially suited to the potentially large amplitude response seen in the 

single ended pulsed shear wave magnetic transducers described in chapter 5.

7.2 Analysis of the Magnetometer Feedback Loop.

7.2.1 Introduction.

The basic principle of the operation of the shear wave magnetometer is to measure 

the phase change of the shear waves travelling along the amorphous ribbon magnetic 

field transducer, the phase change being related to the applied magnetic field. A magnetic 

modulation signal was applied to the magnetic transducer in order to modulate the phase 

change along the ribbon to reduce mechanical and electrical noise in the measured signal. 

The measurement of the phase change was achieved by measuring the amplitude of the 

modulated phase by demodulating the transducer signal with a mixer element. The output 

of the mixer element consisted of primarily a signal at the modulation frequency with a 

signal amplitude related to the applied magnetic field. The signal from the mixer element 

at the modulation frequency was measured using a lock-in amplifier which in principle 

gives a d.c. signal output proportional to the amplitude of the input signal at the reference 

frequency applied to the instrument. The operation of the lock-in amplifier is discussed 

in more detail in chapter 7.6. The output of the lock-in amplifier, therefore, was a voltage 

proportional to the magnetic field to be measured. This signal was used in a feedback 

loop with the phase correctly adjusted relative to the measured magnetic field so as to 

null the magnetic field measured by the transducer arrangement and thus produce a 

"locked" system with a linear response limited in dynamic range purely by the output 

range of the lock-in amplifier. The feedback magnetometer system also has a direct 

calibration to the measured field by the number of turns on the feedback solenoid. The 

feedback current supplied by the lock-in amplifier was directly proportional to the
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measured magnetic field. The output of the lock-in amplifier has a low-pass filter with 

a time constant x. This time constant would be expected to govern the overall time 

constant and hence the measurement bandwidth of the complete magnetometer system. 

The relation between the lock-in time constant and the magnetometer time constant, 

however, is not immediately obvious. To understand fully the operation of the feedback 

loop it was necessary to develop the response function for the magnetometer in a similar 

manner to the analysis undertaken by Koo et al 11987J for the fibre optic magnetometer.

7.2.2 The Magnetometer Response Function.

The entire shear wave magnetometer feedback loop can be most conveniently 

represented by a signal flow diagram for the frequency domain as depicted in Figure 

7.1. The magnetometer response in the time domain is also considered so as to obtain 

the response of the magnetometer to external fields and is covered in greater detail 

regarding other aspects in chapter 8 .

X reference

Lock-In

solenoid

OUTPUT

mixer

Figure 7.1 The shear wave magnetometer signal flow diagram.
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The signal X(co) in Figure 7.1 represents the external magnetic signal field to be

measured by the magnetometer at a frequency cos, whereas, A(co) is the modulation signal 

at com and B(co) the feedback magnetic field. These magnetic fields are superposed within

applied to the magnetic transducer. The signal Y(co) represents the magnetic field 

dependent signal at the output of the mixer element with k being the combined gain for 

the magnetic field to signal amplitude conversion of the magnetic transducer and mixer 

element. The constant k can be written as a differential as in equation 7.2, where V m is 

the output amplitude of the mixer element.

k can be thought of as consisting of a number of gain components from the magnetic 

transducer and the mixer element. For a simple linear phase response there is the phase 

change <J) with applied field H for the magnetic transducer related by the constant a and 

can be expressed as in equation 7.3.

This phase change then undergoes a transformation within the mixer to a signal 

amplitude related by a constant b and expressed in equation 7.4.

The constant k cannot, however, be assumed to be a direct multiple of these two 

gains because of the field dependence of the amplitude of the shear waves along the

the modulation and feedback solenoids to produce a total magnetic signal e(co) which is

7.2
k

3H

3(|) 7.3
a 3H

7.4
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magnetic transducer as described in chapter 5. The mixer output was also sensitive to

also a combination of the transducer amplitude response c, equation 7.5, and the mixer 

amplitude response d, equation 7.6. A2 is the amplitude of the received shear wave as 

defined in chapter 1 .

An estimate for the combined transducer and mixer gain k can be obtained in terms 

of the Linear Response Model discussed in chapter 6  by applying equation 7.1 to the 

result obtained for the mixer output signal at the modulation frequency in chapter 6 , 

equation 6.16. I f  measured values for the linear response coefficients from Table 6.1a 

and Table 6.1b are considered then from equations 6.16, 6.19 &  6.20 the optimum field 

response approaches the purely phase response as concluded in chapter 6 . The magnitude 

of the gain k is then given by equation 7.7 for a total phase change along the magnetic 

transducer of <t>o given by equation 6.20. (3 is the mixer gain as defined in chapter 6.3 

and is covered in detail in chapter 7.4. a! and b2 are the received shear wave amplitude 

and the linear phase response respectively.

K

The signal Y(co) at the modulation frequency 0 )m is measured by the lock-in 

amplifier and undergoes low pass filtering as represented by the low-pass filter function

variations in the input signal amplitude as discussed in chapter 6  and so the gain k is

3A2

9 H

7.5
C

7.6
d

3A2

2 p a jb 2 7.7
k
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with a time constant % in Figure 7.1. The output of the lock-in amplifier is proportional 

to the amplitude of the input signal and can be represented by a lock-in amplifier gain 

g as shown in equation 7.8, where V 0 is the lock-in amplifier output signal.

V  7 .8T o

g = Vv m

The lock-in amplifier output signal drives the feedback solenoid of n turns per 

metre through a feedback resistance R r across which the feedback current I r can be 

measured and is proportional to the feedback field. The feedback resistor and the solenoid 

contribute further to the total gain of the loop with gains e and f given by equation 7 . 9  

and equation 7.10 respectively.

a i r i 7 9

e "  av0 Rf

5B(co) _  710

a i f n

The total loop gain K  obtained from the flow diagram is then given by the product 

of these gains as shown in equation 7.11, where s is the lock-in amplifier sensitivity in 

millivolts calibrated to RMS signals with a full scale output of ±10V.

2 Paib2n g  l O ^ a ^ n  7 1 1

K = kefg = ------  —  = —j=--------
f tR f  V 2 7 iR f s

Further consideration of Figure 7.1 yields the coupled equations describing the

operation of the feedback loop and are shown in equation 7.12 and equation 7.13, where

x is the time constant of the output filter of the lock-in amplifier represented by the 

response for a single pole low-pass filter.
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e(co) = A(coJ + X(co) + B(co) 

B((0> = t^ - [ X ( co) + B(co)]
1 + 1 COT

7.12

7.13

The above expression for B(co) can be rearranged to give the feedback signal, B(co) 

in terms of the magnetic signal to be measured, X(co) as shown in equation 7.14.

It can be seen from equation 7.15 and equation 7.16 that for sufficiently high 

feedback loop gain the magnitude of the feedback signal B(co) approaches that of the

an effective time constant x/(l + K). The bandwidth of the closed loop system is, 

therefore, determined not as a whole by the time constant of the lock-in amplifier but 

also by the loop gain of the system producing an effective system time constant.

Further to the above analysis the effect of applying a field step to the magnetometer 

system can be investigated. A field step in the frequency domain can be represented by 

equation 7.17, where X 0 represents the magnitude of the field step for x(t)=X 0 for t>0 

and x(t ) = 0  for t<0 .

X(co)

7.14

7.15
K« 1

b (“ ) = —  
i + t

7.16
K» 1

external field X(o)) and that the frequency domain experiences a low-pass filtering with
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Xo 7-17
X(co) =

I t 0

Substituting this into equation 7.13 and taking the inverse Laplace transform yields 

the result shown in equation 7.18 for the feedback signal b(t) in the time domain.

b ®  =  ( T + K ) X "

t
1— 1 CD X

" T 1
>

- L(i+K)JJ >

7.18

The feedback signal can be seen to follow the input signal with an exponential 

approach to the magnitude of the applied signal with the effective time constant defined 

previously. A measure of how closely the feedback signal follows the applied signal can 

be obtained by defining a "tracking efficiency". The tracking efficiency describes how 

closely b(t) approaches x(t) in the steady state condition t » x /( l+ K ) . The tracking 

efficiency is, therefore, given by equation 7.19.

b(t) K  7.19
X l00%  = — -  x l0 0 %

X 0 1 +  K

The repercussions of this feedback analysis are that to obtain a "locked" system a 

suitably high loop gain is required as shown by equation 7.18. The signal-to-noise ratio 

of the signal at the modulation frequency can be improved, however, by increasing the 

lock-in amplifier time constant with out any loss in system bandwidth simply by 

increasing the loop gain to compensate for the change in the effective time constant.

7.2.3 The Feedback System Response Time and Tracking Efficiency.

The response time and the tracking efficiency defined in chapter 7.2.2 were 

measured for the shear wave magnetometer system using the magnetic transducer M T1. 

A magnetic field pulse of 163nT was applied to the sensor using a PM5134 function
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generator driving a signal solenoid of 1311 turns per metre. The response of the 

magnetometer to this signal was measured across the feedback resistor R r. The dynamic 

results were recorded using a Thurlby DSA524 digital storage adaptor and the results 

displayed on a Tektronix 2246 oscilloscope and hard copies obtained using an X -Y  

recorder connected to the storage adaptor. A modulation current of im=3mA was applied 

at a frequency of 870Hz with a feedback resistance of Rf=2KQ. The tracking efficiency 

was measured for a range of loop gains by measuring the ratio of the applied field step 

current to the feedback current measured across Rf with a correction made for the 

difference in the solenoid calibrations. The response time was also measured for a range 

of gains for a lock-in amplifier time constant of x=3s. The response time was taken as 

the time taken to reach 90% of the final value of the magnetometer output. This response 

time is equal to 2.3x of a first-order filter with time constant x. The tracking efficiency 

and response time were obtained from measurements on the captured magnetometer 

outputs for a range of feedback loop gains obtained by changing the sensitivity of the 

lock-in amplifier. Figure 7.1 shows a typical response to a magnetic field step of 163nT 

for a lock-in amplifier sensitivity of IOOjiV. The response time is indicated by x.

The tracking efficiency and the response times of the magnetometer system for a 

range of loop gains are shown in Figure 7.2 and Figure 7.3 respectively. The errors in 

the quantities are those estimated from examination of the full set of pulse response data. 

The spurious results obtained for both quantities at very low gains probably come about 

due to insufficient loop gain to retain the "locked" operation.

The loop gains in both cases were calculated by applying equation 7.10 to the values 

for the transducer coefficients given in Table 6.1a and Table 6.1b for the magnetic 

transducer M T1. The loop gain given in equation 7.10 was derived directly from the 

linear response model and Figures 7.2 &  7.3 clearly show the underestimate of the gain 

k defined in equation 7.6 compared with that shown for the transducer in chapter 6.5.1,
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Figure 6.5b. The exact magnitude of the gain cannot be obtained fromFigure 6.5b because 

of the sharp discontinuous nature of the response, however, the gain would appear to be 

some average of the response curve over the modulation field range. The gain k would, 

therefore, be expected to have some dependence on the modulation amplitude.
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Figure 7.1 Typical magnetometer response to removing a d.c. field of 163nT. The 

lock-in time constant was 3s and the sensitivity 100|TV. The feedback 
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Figure 7 .3  Measured system response time as a function of loop gain calculated 

from equation 7 .1 0  for a lock-in amplifier time constant of t = 3 s. 

Theoretical curves for a range of time constants are also shown.
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The loop gain for both the tracking efficiency and the response time can be adjusted 

by an extra gain factor so that the tracking efficiency data fits the theoretical curve given 

by equation 7.18. The tracking efficiency was fitted, as it is theoretically purely gain 

dependent, unlike the response time which contains the lock-in amplifier time constant. 

The modified data is shown in Figure 7.4 the fit being accomplished by applying an 

additional correction factor eight to the loop gain. The response time data can be seen 

to have minor discrepancies. The lower gain data is probably a closer fit than it would 

immediately suggest as the error bars in the logarithmic gain axis would be more 

prominant at lower gains. The higher gain values for which gain errors are not as 

prominent would suggest a higher measured time constant, which could possibly be due 

to the calibration or definition of the lock-in amplifier time constant, but is more likely 

due to the approximation to a single-pole response of the lock-in amplifier output.
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Figure 7.4 Tracking efficiency and response time modified to fit the theoretical 

data for the tracking efficiency.
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7.3 Optimisation of the Modulation Signal.

The Linear Response Model discussed in chapter 6  suggested that the response of 

the fundamental signal at the modulation frequency measured by the lock-in amplifier 

had a slope about the origin that was independent of the modulation signal amplitude 

and frequency. The lack of any frequency dependent hysteresis considerations such as 

eddy current loss in the model as well as the proposal made in chapter 7.2.3 regarding 

the modulation current magnitude along with further consideration which are discussed 

in chapter 8  suggest that the response curve depends on both the modulation frequency 

and the modulation amplitude. The dependence of the magnetometer response on the 

modulation parameters was first observed by Squire and Gibbs [1988a]. The results 

presented here are further to their observations and were carried out in order to pin-point 

more accurately the optimum operating conditions and possibly support the proposal 

made in chapter 7.2.3

The optimum operating conditions for the modulation signal were found by 

investigating the magnetometer system response using the method described in chapter 

6.5. This gives the lock-in amplifier output as a function of applied bias field and is a 

direct measure of the magnitude of the signal from the mixer element at the modulation 

frequency. The effect of varying both the modulation amplitude and frequency were 

studied. The lock-in amplifier output against field curves were directly comparable with 

that of Figure 6.5b, as the same magnetic transducer, M T1 , was employed. In the closed 

loop configuration introduced in chapter 1.2.4 and discussed further in chapter 7.2 the 

magnetometer system operates about the zero field position on the response curve and 

for maximum sensitivity the slope of the curve about zero field or the gain k as defined 

in equation 7.6 should be a maximum.

Figure 7.5 shows the lock-in amplifier output for a range of modulation frequencies. 

The lock-in amplifier sensitivity was s=10mV and the time constant T=100ms. The
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modulation current was im=6.5niA this corresponds to a peak modulation field amplitude 

of 8.4Am ' 1 from equation 6.24 and the total bias field sweep range was ±25Am '1. Figure

7.5 would suggest an optimum modulation frequency of the order of fm=870Hz. Above 

this frequency eddy current damping would appear to produce an increase in the 

hysteresis observed while at lower frequencies there is a marked fall off in the response 

slope possibly due to predominant magnetomechanical damping, although a degradation 

in the lock-in amplifier performance at low frequencies could also contribute, Wang 

[1989].

Figure 7.6 demonstrates the effect of varying the modulation amplitude on the 

response curve. The lock-in amplifier sensitivity was s=500niV and the time constant 

T=100ms. The modulation frequency was fm=870Hz and the total bias field sweep range 

was ±6.5A m '1. Figure 7.6 shows that the slope of the response curve about zero field 

increases for decreasing modulation amplitude, although an increase in the hysteresis of 

the loop was observed from that of the high modulation amplitudes. This observation 

would appear to support the proposals made in chapter 6 . 6  and chapter 7.2.3. It was 

suggested that the sharp response about zero field is partially due to the discontinuities 

observed in the amplitude and phase response of the magnetic transducer. These 

discontinuities are averaged over the range of the modulation amplitude with the whole 

response. Reducing the modulation amplitude gives a more predominant contribution 

to the system response from these discontinuities.
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Figure 7.5 Magnetometer system response curves for a range of modulation

frequencies. The lock-in amplifier sensitivity was s=10mV and the time

constant x=100ms. The peak modulation field amplitude was 8 .4 A 1H' 1

with a total bias field sweep range ±25A m '\
APPLIED FIELD ±25 A m 1

M O D U L A T IO N  FREQ U EN C Y /  Hz

A M P L IT U D E /V
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Figure 7.6 Magnetometer system response curves for a range of modulation

amplitudes. The lock-in amplifier sensitivity was s=500mV and the time 

constant T=100ms. The modulation frequency was fm=870Hz and the 

total bias field sweep range ±6.5Am'1.
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7.4 Performance of the Mixer Element.

7.4.1 Introduction.

Three different mixer elements were investigated in order to find the most suitable 

element as well as the optimum operating conditions for the device. Any limitations on 

the system operation from the mixer element could potentially be solved by introducing 

a higher specified device or designing a dedicated unit. The three mixers investigated, 

however, were high performance devices and the results for two of the mixers are 

presented. The two devices discussed are a passive device, the Mini Circuits SRA-3 and 

an active device, the Analog Devices 429A.

7.4.2 Mixer Gain.

The output signal of both mixers was measured as a function of the input signal 

for a range of local oscillator signals. The local oscillator signal and the input signal 

were supplied by two Philips PM5190 LF Synthesizers. The frequency of operation of 

the synthesizers was chosen as f0= lM H z  in order to simulate the expected magnetic 

transducer output signal (f0=2M H z was also investigated; however, the results were 

comparable). The signal frequency was set Ik H z  higher than the local oscillator signal 

to produce a mixer output signal at a frequency comparable to the optimum modulation 

frequency. The magnitude of the mixer output signal was measured either on a Tektronix 

2246 oscilloscope or a Hewlett Packard 3561A Spectrum Analyser.

Figure 7.7a and Figure 7.7b show the results obtained for the SRA-3 Schottky diode 

mixer and the active 429A mixer respectively.
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The features observed in Figure 7.7a can be explained in terms of the saturation of 

the mixer input brought about by the diode bridge configuration of the mixer. For a fixed 

local oscillator voltage the mixer output amplitude increases in a linear fashion with 

increasing signal input magnitude up to a signal input amplitude of the order of 0.5V. 

Above this level increasing the signal amplitude has little effect on the output signal. 

The input essentially saturates above this level and for a source with a poor drive 

capability such as the piezoelectric transducers used in the magnetic transducer 

arrangement considerable loading of the signal was observed. Below this level no loading 

was observed. For a fixed signal input and varying the local oscillator level a similar 

behaviour was observed. Loading of the drive oscillator was not as pronounced due to 

the drive capability of the oscillator and for this reason the same signal output could still 

be used to drive the magnetic transducer without buffering of the signal. Increasing the 

local oscillator level above the saturation point, however, still has little effect on the 

output signal magnitude. The optimum local oscillator amplitude would appear to be at 

or above this saturation level as above this level the mixer output to signal input is linear 

over a greater range of input signals. The slope of this linear region for any given local 

oscillator level is the gain p defined in equation 6.5. The mixer gain p for a range of 

local oscillator levels above the saturation amplitude is listed in Table 7.1.

Figure 7.7b demonstrates the linear nature of the active mixer over a range signal 

and local oscillator levels. Again the gain p for the device is listed in Table 7.1. A local 

oscillator level greater that 10Vp.p was impractical for either of the mixers as on 

connection of the magnetic transducer input matching discussed in chapter 5.2 to the 

synthesizer output the maximum signal obtainable was 1 0 V p_p.
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Table 7.1 Mixer gains for the two devices considered for a range of local oscillator 

input amplitudes.

Local Oscillator 

amplitude /  Vp.p

SRA-3 Gain 

p x lO 3

429A Gain 

P x lO 3

0.4 640 -

0.7 628 -

1.0 - 25

5.0 606 129

10.0 - 237

20.0 590 -

7.4.3 Mixer Output Noise.

The output noise voltage for the two mixers was measured as a function of local 

oscillator amplitude with the signal input being terminated with an input impedance 

R in=50Q. The local oscillator signal was provided by a Philips PM5193 Programmable 

Synthesizer and the output noise measured over a 20Hz frequency bandwidth centred 

about 1kHz using a Hewlett Packard 3651A Spectrum Analyser. A 9452 Brookdeal 

Precision a.c. amplifier was employed between the mixer and analyser in order to amplify 

the noise of the considerably quieter SRA-3 device so that the noise signal fell within 

the measurement range of the spectrum analyser. The Brookdeal amplifier had a specified 

noise voltage referenced to its input of 5.7nV/Hz1/2.

Figure 7.8 shows the SRA-3 output noise as a function of the magnitude of a 1M H z
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local oscillator signal. There was little variation in the results at a frequency of 2M Hz. 

The minimum mixer output noise was achieved for local oscillator signals between 

approximately 0.4 - 4.0 V. the exact magnitude of the noise signal could not be measured 

due to the limitations imposed by the Brookdeal Precision amplifier. The output noise 

of the active 429A mixer was found to be independent of local oscillator amplitude with 

a magnitude of v„=1.23±0.08|iV/Hzl/2.
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Figure 7.8 Output noise of the SRA-3 mixer as a function of local oscillator level.

The dashed line shows the noise level of the Brookdeal Precision 

pre-amplifier.

7.4.4 Output Impedance of the Mixers Investigated.

The output impedance of the two mixers was measured simply by applying signals 

to the local oscillator and the signal input as described in chapter 7.4.2. The magnitude
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of the open circuit output signal was then measured. The amplitude was then measured 

across a shorting resistance across the output and the magnitude of the resistance 

necessary to reduce this amplitude to half that of the open circuit amplitude noted. Taking 

the mixer output impedance as being in series with the shorting resistance from simple 

potential divider considerations this can be taken as the output impedance of the mixer.

The output impedance of the SRA-3 was measured to be Roul~ lkQ .

The output impedance of the 429A was measured to be Roul=32Q.

7.4.5 Signal-to-Noise Ratio of the Magnetic Transducer.

The signal to noise ratio of the modulated signal from the magnetic transducer was 

measured using the 429A active mixer and the Hewlett Packard signal analyser. The 

active mixer was employed, as the signal from the mixer was only minimally loaded. 

The signal to noise ratio was measured by measuring the signal at the modulation 

frequency and the side band noise just away from the modulation frequency by a few 

Hertz over a range of local oscillator amplitudes. The magnetic transducer M T 1  was 

used with a modulation of im=3mA at a frequency fm=870IIz supplied by the modulation 

arrangement described in chapter 6.5. The output of the matched magnetic transducer 

was almost 3V p.p.

The expected result can be observed in Figure 7.9. Initially for small local oscillator 

levels the mixer essentially has a very low gain and the noise measured was that of the 

mixer and marginally increasing the oscillator level produces an increase in the signal 

to noise level. This is because the mixer output noise was unaffected by increasing the 

gain. Eventually for large local oscillator levels the transducer noise will be greater than 

the mixer noise and any increase in local oscillator level would not produce an increase 

in the signal to noise ratio. This occurs at a local oscillator level in the region of one to 

two volts in Figure 7.9. The gradual increase in the signal to noise ratio above this level
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comes about probably due to the fact that the total m ixer gain is only just suffic ient to 

bring the magnetic transducer noise above that o f  the m ixer so there was s till a 

considerable contribution to the overall noise from the m ixer. This can be seen to be 

decreasing as the local oscillator level increases.

The result obtained from  Figure 7.9 would suggest that the m ixer output noise fo r 

the present transducers would not be a lim iting  factor in the overall system performance 

as it  was far out weighed by the transducer noise at the local oscilla tor levels employed. 

This would be especially true fo r the SRA-3 m ixer which has a lower output noise than 

the 429A. An estimate o f the ultimate noise flo o r cannot be made until the lock-in  

am plifie r has been examined in more detail, as the above signal to noise ratio  can be 

improved when measuring the signal w ith the lock-in am p lifie r by selecting a longer 

time constant x w ith the ramifications outlined in chapter 7.2.
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Figure 7.9 Signal to noise ratio o f the 429A m ixer output fo r an input signal from  

the fu lly  matched magnetic transducer M T I .
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7.5 Performance of the Lock-in Amplifier

7.5.1 Introduction.

Lock-in amplifiers have been described as both sensitive a.c. voltmeters as well as 

high-Q electronic filters, Wang [1989]. The function of a lock-in amplifier is to measure 

a discrete a.c. signal at a frequency determined by a reference frequency supplied to the 

lock-in amplifier. This can also be generated internally within the instrument. The output 

of the lock-in amplifier is then a d.c. signal with a magnitude proportional to the a.c. 

input signal amplitude. A schematic functional diagram of a typical lock-in amplifier is 

shown in Figure 7.10.
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Figure 7.10 Schematic of a typical lock-in amplifier, after Wang [1989].



A lock-in amplifier consists of a number of input filters the important function 

being a band-pass filter which discriminates the signal frequency to be measured before 

undergoing high gain a.c. amplification and mixing with a variable phase reference 

signal. This produces a d.c. output which is filtered by a series of variable time constant 

low-pass filters and undergoes a d.c. gain. The gain is usually calibrated such that the 

output amplitude can be referred back to the magnitude of the a.c. signal measured. The 

reference has a variable phase so that the reference signal can be adjusted to be in phase 

with the signal to be measured. This is usually achieved by adjusting the phase so that 

no output signal is observed; the phase is then in quadrature. A fixed phase shift of 90° 

is then introduced making the reference either in phase or 180° out of phase. The d.c. 

output signal is then a maximum being positive or negative in sign depending on the 

fixed phase shift introduced.

I f  the magnitude of the input signal to be measured varies then there will be an 

associated frequency spectrum for the output signal containing components at the 

frequencies of these variation. These components are attenuated by the low pass output 

filter and thus for a large time constant an average of the input signal magnitude can be 

attained and a subsequent increase in the signal to noise ratio. The output, however, will 

not track the high frequency input magnitude variations. In the closed loop feedback 

operation discussed in chapter 7.2 the effective time constant was governed not only by 

the lock-in amplifier time constant but also by the loop gain. The signal to noise ratio 

of the input signal at the output of the lock-in amplifier can, therefore, be improved by 

increasing the lock-in amplifier time constant provided sufficient loop gain can be 

achieved to compensate for the subsequent decrease in the magnetometer systems 

measurement bandwidth. The limiting noise contribution to the magnetometer system 

would then potentially come about due to the output noise of the lock-in amplifier. This
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contribution is discussed in detail in this chapter for two different lock-in amplifiers 

although four instruments were investigated and employed during the magnetometer 

development. A ll performance figures quoted are RMS unless stated otherwise.

7.5.2 Lock-in Amplifier Output Noise.

The output noise of the lock-in amplifier in the magnetometer system generates a 

noise current in the feedback resistor and the feedback coil and a subsequent magnetic 

noise field in the feedback coil. This noise field in the feedback coil dictates the minimum 

field fluctuations that can be detected by the magnetometer system. Four lock-in 

amplifiers were investigated. Two E. G. &  G. Princeton Applied Research instruments 

the 5210 and 5207 lock-in amplifiers, the higher performance 5210 only being discussed 

here. A Brookdeal Phase Sensitive Detector 9412A used to obtain the results of Squire 

and Gibbs [1988a] which will be covered briefly, and a Stanford Research Systems 

SR510 Lock-in Amplifier which will also be covered in detail.

Figure 7.11 shows comparative time domain output traces showing the output noise 

measured on a chart recorder for both the Brookdeal 9412A and the Stanford SR510. In 

both cases a reference signal of fm=970Hz was applied and the time constant selected 

as T=100ms. The inputs of the lock-in amplifiers were terminated with an input resistance 

R in=50D. The 9412A had two outputs and the trace shows the more stable "B" output 

which had a fixed gain of seven. The sensitivity of the SR510 was lOOmV equating to 

an RMS gain of 500. In the case of the SR510 the gain was selected so that only output 

noise was measured, the gain being low enough so that no input noise was observed and 

so reducing the gain further would not produce any gross change in the noise magnitude. 

The Dynamic Reserve on the SR510 was set to the low setting giving the greatest output 

stability. An attempt was made to reduce this noise in the SR510 output by replacing 

the output amplifier of the instrument with a high stability commutating auto-zero d.c.
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amplifier as in Edgar [1989J. No improvement was attained and it was concluded that 

the major source of output noise came about from phase noise in the lock-in amplifier 

reference unit.

The output noise was also measured in 1 - 17Hz bandwidth under the same conditions 

using the Hewlett Packard 3561A Spectrum Analyser. The RMS noise voltages and the 

equivalent field noise in the 1311 turns per metre feedback coils for a feedback resistor 

of R f=2kfl are shown in Table 7.2. The estimated field noise can be seen to be 

substantially larger than the minimum detectable field of 2.5pT proposed in chapter 

1.2.4.3 and potentially a considerable contribution to the figure measured for the system 

by Squire and Gibbs [1988a]. The contribution to the field noise from the lock-in 

amplifier output noise can be reduced by either increasing the feedback resistance Rf or 

decreasing the number of turns per metre on the feedback solenoid n. This, however, 

has the effect of reducing the loop gain K, equation 7.10. The Johnson noise contribution 

from the feedback resistor at ambient temperature can be estimated from the standard 

expression given in equation 7.20. This is insignificant for feedback resistors much less 

than R p lM f l  being of the order of 12fT/(£2Hz)1/2.

Vnoise = V4kTRf V/Hz1'2 7-20noi seRMS \  1

Table 7.2 Lock-in amplifier output noise measured using spectrum analyser

Lock-in amplifier model. RMS Noise 

voltage p.V/Hz1/2

Estimated RMS 

field noise pT/Hz1/2 

(Rf=2kQ)

SR510 183.2 150

9412 A "A" 145.5 120

"B" 4.4 4
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Figure 7.11 Comparison o f two lock-in am plifie r output noise voltages measured 

on a chart recorder for both the Brookdeal 9412A and the Stanford 

SR510. The reference signal was at a frequency o f fm=970Hz and the 

time constant selected as T=100ms. The inputs o f the lock-in  am plifiers 

were terminated w ith an input resistance Rin=50Q.

Brookdeal Phase Sensitive Detector » 4 Ifc A -

High stab ility  B output fixed gain o f-7  — 
Time constant =  looms

—  Stanford Research Systems SR510 Lock-in Amplifier —

; Sensitiv ity =  lOOmV (Gain of 600).
—  Time constant = 100 mS

— \ ' -  l

I

2 2 2



Although the 9412A demonstrated a considerably lower noise flo o r than the SR510, 

re lia b ility  problems as well as the instrument being generally less flex ib le  led to an 

alternative low  noise instrument being identified: the E. G. &  G. 5210. The noise 

specification o f this instrument along with the Stanford SR510 purchased as a dedicated 

un it fo r the shear wave magnetometer project w ill be discussed in terms o f estimating 

an instrument lim ited, m inim um  attainable noise floor.

Figure 7.12 shows the effect on the measured noise voltage fo r the SR510 on 

increasing the lock-in am plifie r time constant. The lock-in  am plifie r sensitivity used was 

lm V  and was chosen such that only output am p lifie r noise was measured. The input 

was le ft open circu it. The output am plifie r demonstrates a frequency dependence o f the 

output noise which approaches the classic I /f  noise fo r amplifiers. The spectra 

demonstrate a decrease in the output noise w ith increasing time constant.

c\i
N
X  1 0 '

t = 100ms

r= 3 scn

F itted  C urve Vnoise= C / ( r f )  C = 2 .7 8 ± 0 .6 1 x 1 0 ~ 4 V /H z 172

r  Lo ck -in  time constant
,-6

0 5 1 0 15 2 0

Frequency /  Flz

Figure 7.12 Tim e constant dependence o f the output noise o f the Stanford Research 

SR510 Lock-in A m plifie r. The fitted curves are shown by dashed lines.
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Figure 7.13a Measured output noise spectra fo r a range o f lock-in am plifie r 

sensitivities fo r the Stanford Research SR510 lock-in  amplifier.
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Figure 7.13b Measured output noise spectra fo r a range o f lock-in am plifie r 

sensitivities fo r the E. G. &  G 5210 lock-in am plifier.



Figure 7.13a and Figure 7.13b show the noise spectra over a range of lock-in 

amplifier sensitivities for both the SR510 and the 5210 lock-in amplifiers respectively. 

The figures show an RMS average of the measured spectrum over sixteen measurement. 

An input resistance of R in=110kQ was selected as being an optimum from the amplifier 

noise contours from the Stanford Research Systems lock-in handbook. This gives an 

optimum noise performance for the input amplifier of the lock-in amplifier although 

substantially increasing the Johnson noise which then dominates the input noise. The 

time constants selected on both instruments were t=3s and the dynamic reserve was set 

low. Both lock-in amplifiers demonstrated a sensitivity region for which there was no 

change in the measured noise with lock-in amplifier gain. The quantity measured in this 

region was taken as the lock-in amplifier output amplifier noise. For higher gains the 

noise was a combination of output amplifier noise, input amplifier noise and Johnson 

noise from the source resistance Rin. This gain region for the 5210 was for sensitivities 

above lOmV, whereas, for the SR510 this occurred in a sensitivity region between lm V  

and lOOmV. Above a sensitivity of lOOmV a further decrease in the output noise was 

observed. The signal observed at 16.5Hz in Figure 7.13b can be ignored as it is outside 

the bandwidth of interest.

The output noise of the two lock-in amplifiers can be summarised as shown in 

Figure 7.14 by plotting the result of an integration of the noise spectrum over a fixed 

bandwidth and dividing the results by the root of the bandwidth. As mentioned in chapter 

2  - concerning magnetometer performances this does not give a technically complete 

result ignoring the non-white noise nature of the spectrums. This does, however, enable 

easy comparisons to be made. Examination of Figure 7.14 shows that for peak to peak 

gains of between 1( )3 and 1( )2 the 5210 returns a noise voltage an order of magnitude less 

than that of the SR510. I f  a feedback resistor Rr=2k£2 is used then this corresponds to a 

noise field of approximately 3pT /H z1/2 in the 1311 turns per metre feedback solenoid.
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In practice for the current magnetic field sensor elements this does not represent sufficient 

gain for a magnetometer system with reasonable measurement bandwidth. For a 

sensitivity of lmV the noise measured from the 5210 was only marginally lower than 

the SR510. The noise for the 5210, however, does not increase further for a gain increase 

of an order of magnitude. The potential, therefore exists to increase the feedback 

resistance by an order of magnitude and compensating for the loss in loop gain by an 

increase in lock-in amplifier gain giving a minimum potential field noise of 2pT /H z1/2 

for a feedback resistor Rr=20kQ at a lock-in sensitivity of lmV. It should be noted at 

this point that the output impedance of the 5210 was specified and has been measured 

using the method described in chapter 7.4.4 as R0=lkQ, whereas, that of the SR510 was 

claimed to be R0<1Q and was measured to be of the order of Ro=100Q. The output 

impedance effectively produces a potential divider network with the feedback solenoid 

and resistor reducing the perceived field noise and also the loop gain for small feedback 

resistors. This was more prominent for the 5210 lock-in amplifier.

1-3 - o  SR 510 
□  EG & G 5210INI

CD
CD

,-5 -co

^  i 
"§
C D  O

Peak to Peak Signal Gain 
1 10310‘

10001 0 1 0 00.1 10.01
L o c k - in  A m p lif ie r  S e n s it iv ity  /  mV 

Figure 7.14 Comparison of the two lock-in amplifier output noise voltages for a 

range of lock-in amplifier sensitivities.
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Figure 7.15 demonstrates the estimated magnetic field noise as a function of lock-in 

amplifier gain for a variety of input terminations to the SR510 lock-in amplifier and for 

the passive SRA-3 mixer connected to the 5210 lock-in amplifier. In all the cases shown 

the feedback network of solenoid and resistor was connected to the output and the noise 

averaged over a 0.3 - 4.3 I Iz  bandwidth measured across both the solenoid and the 

feedback resistor of Rf=2kQ. The lock-in amplifier time constant was t=3s. Both the 

inputs of the two mixers were supplied with identical input signals of frequency f0= lM I Iz  

with amplitudes so as to place the operation of the SRA-3 mixer within the low noise 

region demonstrated by Figure 7.8. Under this new set of conditions the magnetic field 

noise demonstrated a similar form to that expected from Figure 7.15 with some minor 

variations.

In general over a range of gains the noise measured from the SR510 was seen to 

be insensitive to changes in gain and it was concluded that this was purely output amplifier 

noise. Similar to Figure 7.14 an improvement in performance was observed for low gains 

above a sensitivity of lOOmV. Depending on the input termination the pick-up point for 

which the gain was large enough to make the input noise dominant was seen to change. 

This was at higher gains for an input impedance R in= l lOkQ than for open circuit. For 

an open circuit input amplifier current noise dominates, whereas, for R in=110kQ the 

input amplifier was optimised and the input resistor Johnson noise dominated and was 

smaller in magnitude than the open circuit current noise. For a much lower input 

impedance and thus lower resistor Johnson noise, the pick-up was seen to move to yet 

higher gains suggesting that the major contribution to the input amplifier noise came 

from current noise and not from input amplifier voltage noise.
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Figure 7.15 Measured output noise fo r the SR510 lock-in  am plifie r over a range o f 

sensitivities fo r d ifferent input impedances 

As would be expected the higher output noise o f the A D 429A  m ixer as measured 

in chapter 7.4.3 results in a considerable contribution to the total fie ld  noise fo r far lower 

lock-in  am plifie r gains than the SRA-3. Although the 429A does not present the same 

load restrictions on the input signals as the SRA-3 the maximum signal amplitude 

currently attainable after fine tuning from the M T l transducer was o f the order o f 4V p_p. 

This only represents at maximum an improvement o f one order o f magnitude in the 

m ixer output signals i f  both mixers had identical gains. To ju s tify  replacing the SRA-3 

w ith  the 429A to attain the same m inim um  noise floo r the lock-in  am plifie r sensitivity 

when operating the magnetometer in the closed loop mode w ith  the SRA-3 m ixer would 

have to be o f the order o f lO m V. Comparison o f the fie ld  noise brought about from  what
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would appear to be mixer output noise in Figure 7.15 gave close agreement to the mixer 

output noise voltages measured in chapter 7.4.3.

The results for the combination of SRA-3 mixer and 5210 lock-in amplifier would 

suggest a optimum operating point at a sensitivity of 300|TV or at much lower gains. The 

arrangement did not preform substantially better at a sensitivity of lm  V than the SR510 

arrangement as would be expected from Figure 7.14. For both arrangement an increase 

in feedback resistance should increase the performance of the magnetometer provided 

sufficient lock-in amplifier gain is available to compensate for the loss in total loop gain 

without amplifying the lock-in amplifier input noise.

7.5.3 Comparison of the Estimated and Measured Equivalent Field 

Noise.

The equivalent field noise discussed in chapter 7.5.2 was estimated from voltage 

noise measurement from which current noise through the feedback resistor was 

calculated. From the current noise the magnetic field noise in the feedback solenoid was 

calculated from the equation for an infinitely long solenoid. To confirm the validity of 

these results the magnetic field noise in the feedback solenoid with the lock-in amplifier 

was measured directly using a very low noise fluxgate magnetometer supplied by Thorn 

E M I Naval Systems, Rugeley, Staffordshire. The magnetometer had a specified noise 

floor of 50pTp_p/H z1/2 and a 2Hz bandwidth. The magnetic field noise was measured 

halfway along the length of the feedback solenoid with the solenoid placed in a two layer 

Permalloy can to shield against environmental magnetic noise. The environmental 

magnetic noise within the shield is discussed in chapter 7.6.

Figure 7.16 shows the magnetic field noise spectrum measured using the fluxgate 

magnetometer and the spectrum analyser. The spectrum was a single measurement no 

averaging of successive spectrums being undertaken. The spectrum shows the magnetic
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field noise in the feedback solenoid connected to the SR510 lock-in amplifier with an 

input termination of Rin=33n. The lock-in amplifier sensitivity was lm V  and the time 

constant t= 3 s. The figure of 49pTRMS/H z l/2 agrees closely with that predicted in Figure 

7.15. A marginally higher noise would be expected as the measurement was taken over 

a narrower band at a lower frequency. Similar agreement was obtained for other gain 

settings.

i-7

, - 8

F itte d  C urve 11f~ '-2 /  (p T /H z 1/2)r9
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F re q u e n c y  /  Hz

Figure 7.16 Magnetic Field noise measured within the feedback solenoid using a 

very low noise fluxgate magnetometer. The SR510 lock-in amplifier 

was connected to the solenoid.

7.5.4 Effect of Large Amplitude Second Harmonic Input Signals.

In chapter 6  the output of the mixer element was investigated in terms of the 

harmonics of the signal at the modulation frequency. When operating the magnetometer
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system in the closed loop mode the fundamental signal is nulled so that the system 

operates at a zero field point. The second harmonic signal is then the dominant signal 

applied to the lock-in amplifier input and can be of considerable magnitude. The effect 

of this signal on the lock-in amplifier output noise depends on how effective the lock-in 

amplifier input filtering discriminates the signal at the fundamental frequency from that 

at the second harmonic of the modulation frequency. This was investigated for the SR510 

lock-in amplifier by examining the dependence on the output noise of the instrument for 

a range of second harmonic input amplitudes. A reference signal at a frequency of 

fm=970Hz was supplied to the lock-in amplifier from a Philips PM5190 synthesizer. A 

second Philips synthesizer was used to supply an input signal to the lock-in amplifier 

at a frequency f2= 1922Hz. A frequency 181 Iz away from the true second harmonic was 

chosen to prevent beating of the two incoherent signals observed when a frequency 

f2=1940Hz was selected. The frequency shift removed the effect from the low frequency 

band of interest. The lock-in amplifier output noise power in a bandwidth of 0 -15  Hz 

was measured using the 3561A spectrum analyser for a range of second harmonic 

amplitudes at different lock-in amplifier gains. Figure 7.17 shows the output noise power 

averaged over ten readings against the amplitude of the second harmonic signal. In all 

the cases the output noise power remained approximately constant until a critical second 

harmonic amplitude was reached at which point a sharp rise was seen in the noise power.

An approximate value for the critical second harmonic amplitude can be extracted 

from Figure 7.17 by estimating the base noise level and the gradient of the noise power 

rise. Figure 7.18 shows the maximum second harmonic input amplitude for which there 

was no increase in the output noise power against the lock-in amplifier sensitivity.
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Any potential increase in the amplifier noise was reduced by the construction of a 

low noise amplifier designed specifically to filter the second harmonic component of 

the mixer output signal before passing the signal to the lock-in amplifier. Figure 7.19 

shows the functional form of the filter amplifier. A TTL  reference signal was obtained 

from the modulation signal generator. The phase of this signal was compared with the 

signal from a voltage controlled oscillator after dividing the frequency of the signal by 

two. The output of the phase detector after filtering and amplification then produces a 

correction signal which adjusts the free running frequency of the VCO so that the input 

from the frequency divider was locked to the reference frequency. The output of the 

VCO was, therefore, at twice the reference frequency. This signal then underwent a 

manual phase shift and amplitude adjustment as well as passive filtering before being 

applied to a low noise differential amplifier. For a correct phase and amplitude adjustment 

the output signal from the amplifier at the second harmonic to the reference can be vastly 

attenuated. This is essentially a very selective notch filter.

REF.®— >-
Phase Low

Pass
FlltdrDetector

V.C.O.

SIG .tr-

Phase
Shift

Bandpass 
2f ft

Attenuator
»  OUT

Figure 7.19 Functional diagram of active second harmonic filter
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Figure 7.20 shows the circuit diagram for the filter/amplifier circuit. The amplifier 

employed was an ultra low noise audio preamplifier the SSM-2015. This had a specified 

noise performance of 1.3nV/Hz1/2 and full d.c. coupling. The second harmonic signal 

was generated using a 565 phase locked loop. The system was designed to operate at a 

fundamental frequency of fm=870Hz and provided a variable signal gain G=7.5 to 1080. 

The second harmonic rejection attainable when connected as part of the magnetometer 

system was 18dB and the amplifier noise referenced to the input was measured as 

3.2nV /H z1/2 at 1kHz for a gain of G=1000.

lOOhF

IOOR
3-0

OUT

SSH2015

GAIN

ffihF

Tune
10QK

wave
REF. IN

NE565a

lOOhF lOOhF

Figure 7.20 Circuit diagram for second harmonic filter.
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7.6 Performance of the Shear Wave Magnetometer System.

7.6.1 Introduction.

The ultimate magnetic field noise floor of the shear wave magnetometer system 

was obtained by measuring the output of the magnetometer system operating under the 

optimum conditions dictated by the modulation amplitude and frequency, the feedback 

loop gain and the minimum noise operating conditions for the magnetometer 

instrumentation components. The magnetic field noise of the magnetometer was 

measured across the feedback resistor with the magnetic transducer and the feedback 

and modulation solenoids placed in the two layer Permalloy can. A further calibration 

solenoid was also placed in the can so that known external magnetic fields could be 

applied using either a Time Electronics d.c. Current Calibrator or a Brookdeal 9472 

Signal Source for a.c. signals. From the noise measurements carried out on the lock-in 

amplifier and the other combination of system components in chapter 7.5 it would be 

expected that the noise floor of the system would be equal to or greater than the values 

estimated from these measurements. The measurements of chapter 7.5.3 would also 

suggest that the environmental noise within the shielding cans was less than the field 

noise generated by the instrumentation. The environmental noise was measured, 

however, using the same method described in chapter 7.5.3. The feedback and 

modulation coils were shorted and the calibration coil connected to the Current 

Calibrator. Figure 7.21 shows the output noise measured from the fluxgate 

magnetometer. The magnetic field noise averaged over a 1Hz bandwidth corresponds 

closely to that specified for the magnetometer. This would suggest that the environmental 

noise was less than this and that also the current calibrator did not contribute significant 

noise. In addition to this no significant low frequency field noise was observed when 

connecting the modulation signal or the a.c. calibration signal.
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Figure 7.21 Magnetic noise measured in Permalloy shielding cans using Thom EM I 

fluxgate magnetometer

The magnetic field frequency spectrum of primary interest for the application of a 

true d.c. magnetometer was d.c. and low frequency magnetic fluctuations. An 

approximate target specification was therefore chosen for the measurement of d.c. 

magnetic field up to a bandwidth of 10Hz. This specification gave a target region for 

selecting lock-in amplifier time constant and total loop gain and hence the system 

operating bandwidth. A standard set-up procedure was adopted for the magnetometer 

system which was found in general to return reproducible optimum magnetometer 

performances.
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1. The magnetic transducer was placed in the shielding cans along with the solenoid 

arrangement. The transducer was connected to the P M 5193 drive oscillator and input 

matching unit and the output observed on an oscilloscope with a variable inductance 

tuning termination. The drive frequency was then tuned for resonance and the 

inductance for optimum output amplitude. The transduceroutput was then connected 

to the mixer element.

2. A modulation signal was then applied at the optimum frequency of fm=870Hz and 

a modulation current amplitude around im=5niA. The mixer output was connected 

to the oscilloscope and the d.c. component zeroed by fine tuning the drive frequency 

about the resonance frequency. A signal at harmonics of the modulation frequency 

should be observed at the mixer output.

3. A large decaying a.c. demagnetising field was then applied to the calibration solenoid 

using a Variac. This demagnetised the transducer and produced a mixer output signal 

with a prominent second harmonic component.

4. The mixer output was then connected to the lock-in amplifier via the pre amp filter 

if required (the lock-in output unconnected). For a low lock-in amplifier sensitivity 

and a time constant T=1 0 0 ms the quadrature point was found by adjusting the 

reference phase. A 90° phase shift was then introduced so that on connecting the 

lock-in output to the feedback resistor and solenoid, nulling of the fundamental 

signal from the mixer occurred. The second harmonic filter was set up after complete 

locking of the magnetometer system.

5. With the system locked the modulation current was reduced to a lower amplitude 

to achieve the optimum gain discussed in chapter 7.3.

6 . The time constant could then be increased followed by an increase in the lock-in 

amplifier sensitivity to compensate for the loss in magnetometer bandwidth. Any 

d.c. offset magnetic signals can be nulled using the d.c calibration source.

237



The effect on the noise performance of the magnetometer on reducing the 

modulation current amplitude is summarised in Figure 7.22. Adopting the set-up 

procedure described above the noise for the magnetometer system was averaged over a 

bandwidth of 1Hz for a range of modulation amplitudes. The 5210 lock-in amplifier was 

used for these measurements along with the SRA-3 mixer. The lock-in amplifier time 

constant was t=3s and the lock-in amplifier sensitivity on its adjustable vernier range 

between lm V  - 300|TV. The feedback resistor was Rf=2kO.

Figure 7.22 shows a decrease in the magnetometer noise floor with decreasing 

modulation current. This corresponds to an increase in the slope of the fundamental 

response signal from the mixer as measured in chapter 7.3 and hence an increase in loop 

gain. The sensitivity of the lock-in amplifier was marginally adjusted for each 

measurement to retain a magnetometer measurement bandwidth of approximately 4Hz. 

The discontinuities observed in the magnetic transducer amplitude and phase response 

curves have been suggested as the cause for the increase in the fundamental response. 

It was suggested that the modulation signal gives an averaging over its amplitude and 

hence the discontinuities become more prominent for lower modulation amplitudes down 

to a point where the modulation amplitude becomes less than the separation of the 

discontinuities on the amplitude and phase response hysteresis curves. This could 

possibly explain the increase in the noise floor below im=2.5niA. Other instrumentation 

noise sources also become more predominant for low modulation amplitude signals.
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Figure 7.22 Magnetometer system noise measured as a function of the modulation 

amplitude (0.1 - 1.1 Hz frequency band).

7.6.2 Magnetometer Noise Characterisation in the Frequency Domain.

The magnetometer system was set-up as described in chapter 7.6.1 using a variety 

of different component models. The magnetometer output noise was measured across 

the feedback resistor using the Hewlett Packard Spectrum Analyser and in addition to 

the standard magnetometer arrangement the mixer output d.c. nulling feedback discussed 

in chapter 8  was implemented. The function given in chapter 2.7 equation 2.25 was fitted 

to all the magnetic field noise spectra shown. All the spectra were obtained using the 

M T1 magnetic transducer tuned to its resonance at approximately f0= lM H z  giving a 

peak to peak output signal of approximately 4Vp_p when fully matched. The modulation 

signal used in all cases was at a frequency fm=870Hz and an amplitude im=2.5mA. The 

lock-in time constant in all cases was t=3s. The curves show the lowest field noises 

achieved for the instrumentation arrangements discussed.
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Figures 7.23a & b show the magnetic field noise spectra for the magnetometer 

using the SR510 lock-in amplifier and the SRA-3 mixer. The bandwidth of the system 

operating with a lock-in sensitivity of lm V  and a feedback resistor Rr=2k£2 was 

approximately 7Hz. These conditions were found to be an optimum for this arrangement 

and a magnetic field noise averaged over 1Hz (0.1 - 1.1Hz) returned a figure of 

130pT/Hz1/2. The two separate traces in Figure 7.23b were successive measurements 

taken over different measurement bandwidths of the spectrum analyser. The non 

matching of the results at 0.1Hz emphasises the difficulties encountered in making low 

frequency measurements of this type, Snare and McPherron [1973]. This also applies to 

Figures 7.24b &  7.26b; the spectra of Figure 7.25b are untypical in that they match at 

the overlap frequency.

For a sensitivity of lm  V the lock-in amplifier was on the output amplifier dominated 

noise floor suggested by Figure 7.15 and although the measured noise figure was greater 

than that predicted by Figure 7.15 it is approaching this value. Increasing the lock-in 

amplifier time constant did not produce an increase in performance as a substantial 

increase in lock-in sensitivity was then required to compensate for the fall in bandwidth, 

Figure 7.3. This had the effect of taking the system into the higher gain region in Figure 

7.15 where other noise contributions became prominent.

Substitution of the 429A mixer for the SRA-3 and the adjustment of the lock-in 

sensitivity to 5mv to compensate for the increased loop gain and thus maintain the 7Hz 

bandwidth gave a result of 253pT/Hz1/2 for the averaged system noise. This increase 

would be expected from Figure 7.15 as the increase in gain when using the 429A was 

not sufficient to offset the increase in noise. The extra gain would have to allow the 

lock-in sensitivity to be reduced to the order of 50mV to regain the previous conditions. 

Again this field noise was greater than the minimum predicted.
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Figures 7.24a &  b show the magnetic field noise spectra for the magnetometer 

using the 5210 lock-in amplifier and the SRA-3 mixer. The bandwidth of the system 

operating with a vernier lock-in sensitivity of lm V  - 300fTV and a feedback resistor 

Rf=2k£2 was approximately 4Hz. This bandwidth reflects the loss in gain brought about 

by the higher lock-in amplifier output impedance. The low frequency magnetic noise 

can still be compared with that obtained for the SR510 as the bandwidth measured was 

below this three dB point. The field noise averaged over the 1Hz (0.1 -1. 1Hz) bandwidth 

returned a figure of 122pT/Hz1/2. This figure does not reflect the decreased noise floor 

for very low frequencies observed in Figure 7.24b. From Figure 7.15 in the lock-in 

sensitivity region used a decrease in the noise floor would be expected if  the output was 

mixer and lock-in amplifier instrument limited. A decrease was observed, although, the 

noise floor was still greater than that predicted.

Figures 7.25a &  b show the effect on the 5210 lock-in amplifier system on increasing 

the feedback resistance to Rf=22k£2. The lock-in amplifier sensitivity was adjusted to 

the vernier scale 300pV - 100|TV to compensate for the loss in bandwidth on increasing 

the feedback resistance. An improvement in the noise floor was observed but not by an 

order of magnitude as would be expected if the lock-in amplifier output noise was the 

sole noise contribution. This would suggest a limiting noise contribution from the 

magnetic transducer. The 1Hz bandwidth averaged noise was H 2 p T /H z 1/2. Again this 

does not reflect the improved performance at low frequencies

Increasing the feedback resistance further to Rf=42k£2 as shown in Figures 7.26a 

&  b had little effect on the higher frequency performance and in-fact produced a 

degradation in the low frequency noise performance.
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Figure 7.24b Logarithm ic frequency spectrum showing magnetic noise fo r 
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Figure 7.27 compares the fitted noise curves for the magnetometer operated using 

the SR510 lock-in amplifier and the 5210 lock-in amplifier. For low frequencies an 

improvement of an order of magnitude was seen when using the 5210 in preference to 

the SR510.

C \ l

  Figure 7.23b SR510 R,n=2kn
 Figure 7.24b E G & G 5210 R,n=2kn
-------------- Figure 7.25b E G & G 5210 F),n=22kn
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Figure 7.27 Comparison of the magnetic field noise for the magnetometer system.

The curves shown are the curves fitted to the noise measured in Figures 

7.23b, 7.24b &  7.25b

The magnetic field measurement bandwidth of the shear wave magnetometer was 

measured by applying a fixed magnitude sinusoidal signal over a range of frequencies 

to the calibration solenoid. This was accomplished using the 9472 Signal Source in series 

with a 110k£2 resistor. The amplitude of the magnetometer output at the calibration 

frequency was measured using the spectrum analyser and the measured field calculated 

directly from the feedback resistance and the number of turns per metre on the feedback
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solenoid. Figure 7.28 shows the results for the application of a 163nT/Hzl/2 signal to the 

magnetometer arrangement the performance results of which are given in Figures 7.25a 

&  b. The -3dB point was measured at approximately 4Hz.
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Figure 7.28 Frequency spectrum for the magnetometer system demonstrating the 

measurement bandwidth. The lock-in amplifier used was the 5210 with 

a feedback resistor of R r=2 2 kQ.

7.6.3 Magnetometer Noise Characterisation in the Time Domain.

The magnetometer output signal was investigated in the time domain by recording the 

output signal of the magnetometer across the feedback resistor using a Goerz SE120 

chart recorder. Figure 7.29 shows the output recorded for the magnetometer incorporating 

the 5210 lock-in amplifier for two different feedback resistances. The magnetometer set 

up was the same as that described for the equivalent frequency domain results in Figures 

7.24a &  b and Figures 7.25a &  b. The results were taken over a recording time of one
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minute with test signal d.c. field steps of 16.5nT and 1.65nT applied to the Rf=2kn and 

the Rf=22k£2 systems respectively. Figure 7.29 demonstrates more clearly the 

improvement in the magnetometer magnetic noise field floor on increasing the feedback 

resistor than the frequency domain results.
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b -
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Q)
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0  10 2 0  3 0  4 0  5 0  6 0
T im e  /  s

Figure 7.29 Comparison of the time domain magnetometer output for the 

magnetometer employing the 5210 lock-in amplifier for two different 

feedback resistors (equivalent to the frequency domain records shown 

in Figures 7.24a &  b and Figures 7.25a &  b).
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The dynamic measurement range of the magnetometer system was limited only by 

the dynamic range of the lock-in amplifier and the magnitude of the feedback resistance. 

Figure 7.30 shows the application of a series of cumulative field steps over a measurement 

time of two minutes. The maximum field that could be recorded was approximately 

±8700nT for a feedback resistance of R,=2kQ. The magnitude of the field range reflects 

the output range of the 5210 lock-in amplifier used taking into account the specified 

overhead of the output amplifier. Increasing the feedback resistor by an order of 

magnitude would reduce this dynamic range by an order of magnitude.
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Figure 7.30 Demonstration of the dynamic range of the magnetometer system 

employing the 5210 lock-in amplifier with Rr=2k£2.

7.7 The Pulse Mode Shear Wave Magnetometer

The field annealed ribbons investigated by Bassir [1991a] &  [1991b] were briefly 

discussed in chapter 5.3. These ribbons displayed a promising response to magnetic field
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for the shear waves transmitted along the amorphous ribbons. The response in general 

took the form of an increased attenuation with applied field for pulsed shear waves 

travelling along short lengths of annealed ribbon. These type of magnetic field 

transducers are unsuited to the magnetometer system discussed so far and as a result an 

alternative pulse mode system was proposed. A system diagram of the closed loop pulse 

mode shear wave magnetometer system is shown in Figure 7.31. The system retains the 

same generic components as the continuous wave magnetometer. A modulation field 

was applied to the magnetic transducer and a lock-in amplifier referenced to the 

modulation frequency used to drive an identical field nulling feedback loop. Additional 

components were required to apply the pulse signal to the transducer and process the 

received signal. A linear gate was used to amplitude modulate the high frequency drive 

signal with a short pulse waveform. The modulated signal was then applied to the 

piezoelectric transducer which acted as both transmitter and receiver. The received signal 

was applied to the mixer element through a second linear gate delayed in operation for 

a time equivalent to the transit time along the ribbon by a scan delay generator. As with 

the continuous wave system the output of the mixer was a signal at the modulation 

frequency and its harmonics. The fundamental signal was proportional in amplitude to 

the magnetic field to be measured. A disadvantage with the system was a loss in signal 

to noise ratio of the mixer output signal due to the pulse operation of the system. This 

could be improved, however, if  the transducers could be shortened so that the pulse rate 

could be increased with the added bonus of less non-magnetic transmission attenuation

250



Soltnolds

#  Trg»duc«r owmblf /

rf source

modulation 
source a>n

ref.
t = }

Linear
Gate

Scan
Delay

Linear
Gate

Figure 7.31 Schematic representation of the pulse mode shear wave magnetometer.

Figure 7.32 shows the time domain trace for the pulse mode magnetometer using 

a 45° field annealed METGLAS 2605S2 transducer. The ribbon sample was 80mm in 

length with the long axis of the piezoelectric transducer mounted perpendicular to the 

ribbon long axis. The Feedback resistor was Rr=200n and the lock-in time constant 

T=100ms. The modulation current used was im=30mA at a frequency of fm=1470Hz. A 

brief investigation of the effects of altering the lock-in time constant and the feedback 

resistor showed no improvement in the magnetometer noise floor for increasing the time
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constant over two orders of magnitude and the feedback resistor over one order of 

magnitude. The magnetic transducer described in chapter 5.3 with 45° mounted 

piezoelectric transducers was not investigated.

f—
d

3 2

CD

LL 100
“O
CD

Z5
00
CO
CD

0 10 20 30 40 50 60
Time /  s

Figure 7.32 Time domain trace demonstrating the performance of the pulse mode 

system.
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8 T H E  EFFECTS OF TEM PERATUR E FLU CTU ATIO NS ON TH E

M A G N ETO M ETER  SYSTEM.

8.1 Introduction.

The stability of magnetometers to fluctuations in temperature was found to be 

poorly documented in all the literature published on the devices reviewed in chapter 2 . 

Although the effects of external perturbations such as acceleration on the performance 

of the fibre optic magnetometer have been examined by Bucholtz et al [1988] almost 

no consideration was given to any temperature effects. The stability of the fibre optic 

magnetometer was investigated by Koo et al [1986] but only in terms of its long term 

drift. This drift was not examined as a function of a controlled dynamic temperature 

fluctuation but at an unspecified ambient temperature subject to standard environmental 

variations which were not measured. Temperature effect were also omitted in the 

extensive paper on the magnetoelastic magnetometer of Mermelstein [1992]. The only 

truly well specified data obtained was that supplied by Willcock [1992] for a 

commercially available fluxgate magnetometer.

The effects on the stability of the shear wave magnetometer due to temperature 

fluctuations can be separated into a number of contributions. The instrumentation making 

up the system is subject to thermal drift. These thermal effects would be expected to be 

minimised by the adoption of the a.c. modulation technique for the system operation. 

The modulation and feedback solenoid formers also undergo thermal expansion. For 

large loop gains the expansion of the modulation solenoid should have no effect on the 

system performance; however, the expansion of the feedback solenoid changes its 

calibration and subsequently the magnitude of the feedback current used to obtain the 

field measurement. The solenoids were wound on cylindrical plastic formers which 

would be expected to have a coefficient of linear expansion anything up to 100ppm/°C.
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Taking this as a worse case and he magnetometer working at the full scale of the lock-in 

amplifier output, this equates tea maximum measured field deviation of approximately 

800pT/°C. Normally the systen would not be expected to operate at full scale and this 

figure would be considerably Educed. A further expansion effect comes about due to 

the linear expansion of the amorphous alloy magnetic transducer which has an expansion 

coefficient of the order of 10ppm/°C. The thermal expansion of the transducer results 

in a temperature dependent phise change of the shear waves and thus a non-magnetic 

contribution to the overall phase change and an error in the magnetic measurement. 

Although this only approximates to a phase change of 4xlO'3rads/°C which is of the 

same order of magnitude as the magnetostriction effect it could still equate to a sizable 

non-magnetic error term.

This chapter re-examines the operation of the magnetometer. A further 

mathematical analysis of the magnetometer system was undertaken with the emphasis 

directed towards the temperature effects. The drift of the shear wave magnetometer with 

controlled variations in ambient temperature was examined and an extension to the 

magnetometer system proposedin order to reduce the effect of these thermal fluctuations. 

The improved system was implemented and the performance of the system established 

and discussed.

8.2 The Differential Phase Equation.

In the introduction to the shear wave magnetometer given in chapter 1 the 

fundamental equation was developed for the change in the phase of the shear waves 

along the amorphous ribbon, equation 8.1, where L and C are the length of the active 

ribbon and the velocity of the shear waves respectively and 0 ), p and p. are the propagation 

frequency, the material density and the elastic shear modulus.
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(J) =  co L '
8 . 1

In chapter 1 a differential phase equation was developed relating the change in the 

phase observed along the magnetic transducer for a change in magnetic field. The field 

dependent variables in this case were taken as the ribbon length due to magnetostriction 

and the field dependent shear modulus. It is possible to extend this analysis to a more 

complete and applicable form by considering not only the magnetic field dependence of 

the quantities but also their temperature dependence as shown in equation 8 .2 .

A(|) = 3(f)
3H

AH + 3(j) 
3T

AT 8.2

The quantities in the phase equation which can be considered to have both a 

magnetic field dependence and a temperature dependence are the length L  the density 

p and the shear modulus p. The dependence of the density on external perturbations 

comes about due to changes in the volume V the mass being constant. On applying 

equation 8 . 2  to equation 8 .1  the phase change due to magnetic field and temperature 

perturbations can be expressed as shown in equation 8.3 with the field and temperature 

effects separated into two groups.

A<|> =
2nL" j  1 3L 11 3|d 11 av
X _{L3H T 2|d3H T 2V3H

8.3
AH

+
I d L

L3T
1 1 3|d 1 1 3V

AT
hJH 2|x3T H 2V3T

The equation consists o f six terms three temperature dependent and three magnetic 

field dependent. These terms can be identified as physical effects as follows:
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1 3L • Fractional change in length with applied field, Linear magnetostriction.

L 3 H

1 - Fractional change in modulus with applied field k . A|i effect.

i la H

1 3 V  - Fractional change in volume with applied field, Magnetovolume effect. 

V 3 H

1 0L " Thermal linear expansion.

L 3 T

1 3fl - Fractional change in shear modulus with temperature.

v d f

1 0 V  - Thermal volume expansion.

V 3 T

8.3 Substitution of Physical Relations into the Differential Phase 

Equation.

The differential phase equation can be implemented in an analysis of the operation 

of the magnetometer provided that the variables associated with the six terms of equation

8.3 can be related through physically meaningful equations to variations in the magnetic 

field and the temperature. The magnetic field and temperature dependence of the 

magnetic transducer length, L („iX), density, p(I1)X) and shear modulus |I(I|>X) can be 

expressed to their lowest useful order by equations 8.4, 8.5 &  8 .6 . The temperature 

dependence of length and volume were taken as following classical linear expansion 

with thermal expansivity a, of the order of parts per million. The temperature dependence 

of the shear modulus was also taken as linear a valid approximation over small 

temperature changes. The constant of proportionality was denoted by 0 C2 again this would 

be expected to be of low order. The field dependence of the shear modulus was taken
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as being quadratic for low fields with a quadratic coefficient y. This approximation is 

not too far removed from the previous functions employed to describe the field 

dependence (re. equation 5.8 &  5.9), it being essentially an even function with magnetic 

field and far easier to manipulate mathematically. Fitting of the quadratic function to 

the data of Figures 5.15a &  b and relating to a modulus change results in values of order 

of y=10‘5A'2m2. The length change of the transducer was related to magnetic field through 

the magnetostriction quadratic coefficient as defined in chapter 1. This has values of the 

order of Cq~10'16A'2m2 from Thomas [1991]. The magneto volume effect can be ignored 

from the start as this is a very small effect compared with the linear magnetostriction at 

low fields, Bozorth (p642) [1951].

These functions can be substituted into the expression given in equation 8.3, the 

first order terms in the small coefficients a l5 0C2, Cq and y only being retained. From the 

approximations for the magnitude of these terms the second order quantities for any 

combination of these terms would be expected to be minimally small. Further to this the 

second order terms consisting of the multiplication of either a ,, 0^ or y are larger than 

the first order terms in Cq; however, all second order terms in a,, ot2 and y are many 

orders of magnitude less than the first order quantities in these coefficients. The 

magnetostriction term, therefore, could be dropped but was retained merely for 

consistency in first order terms. Equation 8.7 shows the result of this substitution with 

the definition of the coefficients (j)0, r\ and \j/ given in equations 8 .8 , 8.9 &  8.10 

respectively.

L = 1 (̂1 +a,T )(l +CqH2) 

\i = ^ ( l - a 2T )( l-y H 2)

8.4

8.5

V = VT(1 +3a}T) 8.6
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A0 = cl>o (rj AT + vj/AH) 8.7

8.8
— (O0L-r

8.9

V = (2Cq + y)H = -^K+2CqH
8.10

Equation 8.7 describes the phase response of the magnetic field sensor in terms of 

both magnetic field and temperature. This function can be substituted into the idealised 

mixer output function of equation 6 .1  which can be written as shown in equation 8 .1 1  

to give the output of the mixer element after low-pass filtering to remove the second 

harmonic of the drive signal.

The terms A 2 and P were defined in chapter 1 and chapter 6  respectively. The field

dependence of A 2 will not be considered further here. The temperature dependence of 

the attenuation was also unstudied so no attempt will be made to model its behaviour.

a modulation field at a frequency com with a modulation depth h as depicted by equation

8.11
V,mix 2 cos(([){) + A([)(H>T))(H.T)

The applied magnetic field once again consists of the field to be measured H 0 and

8 .12.

H = H0 + h cos comt 8.12
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Substituting for equations 8.7, 8.10 &  8.12 into equation 8.11 yields the result for 

the mixer output shown in equation 8.13

function with a d.c. term and terms at multiples of the modulation frequency com. O f 

foremost interest to the operation of the magnetometer system is the fundamental 

component measured by the lock-in amplifier. This provides the magnetometer system 

feedback signal. The term at the modulation frequency and its immediate harmonics can 

be found by expanding the expression given in equation 8.13 using standard 

trigonometric identities leading to the expression given in equation 8.14.

(3A2 8.13
mix cos{ <|>0[ 1 + r|AT + (2C, + y) (H0 + h cos comt)h cos corot]}

As with the linear response model discussed in chapter 6  this is an oscillatory

V mjx =  — —1 cos <5 cos(e cos <omt) cos(fcos 2comt)

cos O  sin(e cos comt) s in (/c o s  2comt)

-  sin O  sin(e cos comt) co s (/co s  2comt)

-  sin O  cos(e cos conit) s in (/c o s  2comt) ]

8.14

e (J)0(2Cq + Y)hH0
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Equation 8.14 contains terms which can be expanded into an harmonic series by 

applying identities containing Bessel functions to the zeroth first and second order. 

Following through with the approximations made earlier for the relative magnitudes of 

first and second order terms the zeroth, first and second order Bessel functions can be 

approximated to by equations 8.15, 8.16 &  8.17 respectively.

U*) « 1 Jo (/) = 1 8'15

J,(«) = |  J.(/) « { 8.16

J2( e )  « 0 ] 2( e )  -  0 8-17

Expanding equation 8.14 then leads to the magnitudes for the d.c. fundamental and 

second harmonic terms given in equations 8.18, 8.19 &  8.20. The total output of the 

mixer up to the second harmonic is given by equation 8 .2 1 .

P A 2

X () = - ^ c o s O
8.18

8.19

Xj =  - ^ d s in O

X2 = f sinO 8*20

V mix = X0 + X,COSCOmt + X2COS 2(0mt+  .... 8-21

Equation 8.18 and Equation 8.19 demonstrate a temperature and total phase change 

dependence for the d.c. and fundamental terms of the mixer output; equation 8.19 shows 

that only the fundamental term has a bias field dependence. The important consequence 

of these two results was that the temperature dependence of the fundamental signal could
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be removed by an appropriate setting of the total phase change along the magnetic 

transducer <|>0. I f  equation 8.22 is satisfied through appropriate tuning of the high 

frequency source to control the total phase change, then the d.c. mixer output term 

becomes zero and the fundamental term reduces to that of equation 8.23.

Equation 8.23 shows the expected linear magnetic field dependence of the mixer’s 

output signal at the fundamental frequency. The result also suggests that the slope of 

the response depends on the magnitude of the modulation signal. This occurrence of the 

modulation amplitude is in keeping with the loop gain calculations of Koo e ta l  [1987] 

but contradicts the results of the linear response model of chapter 6 . The discrepancy in 

the two results can be explained simply in terms of the two different functional forms 

assumed for the phase response. For a linear response as in chapter 6  there is no increase 

in the slope of the response with increasing field, whereas, the quadratic response has 

an increasing slope for increasing magnetic field and consequently a modulation 

amplitude dependence. Both these results, however, are shown to be over simplified by 

the modulation amplitude dependence displayed by the actual magnetometer system 

measured in chapter 7.3.

8.4 The Shear Wave Magnetometer Temperature Dependence.

The effects of fluctuations in the ambient temperature on the output of the shear 

wave magnetometer system were investigated for the magnetometer system as described 

in chapter 7.6. The lock-in amplifier used was the SR510 with a feedback resistance

(|)0 « ®  = (2n + l ) ^  n = 0 ,1 ,2 ,..
8.22

X
8.23
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Rf=2k£2. The temperature of the magnetic transducer MT1 was monitored using a 

Chromel Alumel thermocouple mounted on the region of the amorphous material where 

it was bonded to the Tico™ pad mount. The thermocouple was isolated electrically from 

the amorphous alloy by a thin layer of tape. With the magnetometer in operation and the 

d.c. component of the mixer output zeroed through small frequency adjustments, the 

magnetic transducer was raised in temperature by passing a stream of hot air along the 

inside of the feedback and modulation solenoids. Once a suitably high temperature was 

deemed to have been achieved the air stream was removed and the d.c. output of the 

mixer zeroed once again. The magnetic transducer was then allowed to cool through 

natural convection over a number of hours. The temperature of the transducer, the output 

of the mixer element and the output of the magnetometer in what was considered to be 

a constant field were all recorded with the recording starting almost immediately after 

the air stream was removed. Figures 8.1a, b &  c show the results obtained for a recording 

time of two hours. Straight line fits were applied to the temperature profile and the 

magnetic signal for the time period 2 0  - 1 0 0  min in order to obtain the temperature 

gradient and the magnetic field gradient with time. From this data the magnetometer 

temperature coefficient can be calculated. The magnetometer was found to display a 

thermal drift of;
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Figure 8.1 a Temperature profile  applied to the magnetic transducer, 

b Measured output o f the m ixer element, 

c Measured output o f the magnetometer.
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8.5 Implementation of Temperature Stabilization.

The analysis of chapter 8.3 and the measurement of the d.c. output of the mixer 

element as a function of temperature shown by Figures 8.1a &  b would suggest that the 

dependence of the shear wave magnetometer output on temperature can be removed. It 

was proposed in chapter 8.3 that this could be achieved by controlling the total phase 

change along the magnetic transducer through adjustment of the shear wave drive 

frequency. This would result in a zero d.c. output from the mixer element and a 

magnetometer output independent of temperature, equation 8.23.

Figure 8.2 shows the proposed temperature stabilized magnetometer system. The 

process is analogous to the scheme proposed by Jackson etal [1980] for the temperature 

stabilization of fibre-optic interferometers but more easily implemented. The high 

frequency oscillator used to drive the piezoelectric transducers is replaced by a voltage 

controlled oscillator with a free running frequency at the resonance frequency of the 

transducers. The voltage controlled oscillator is then controlled by a d.c. amplifier and 

filter arranged so as to apply a frequency correction signal to the oscillator so as to reduce 

the d.c. output of the mixer to zero.

A stable voltage controlled oscillator was unavailable for the implementation of 

this modification although the principle was demonstrated to be valid with a Topward 

Electronic Instruments TFG4613 Oscillator. This gave a much greater overall 

magnetometer noise than the Philips PM5193. The PM5193 could be used, however, in 

a computer controlled feedback arrangement. In this arrangement a C IL Microsystems 

Multifunction Computer Interface was used to measure the output of the mixer element. 

The result was processed using a BBC Microcomputer and the frequency of the PM5193 

altered via an M.A. Instruments IEEE488.2 Controller. The frequency adjustment made 

was proportional to the voltage measured and of polarity such that the d.c. mixer output 

was reduced. This arrangement is essentially a digital voltage controlled oscillator.
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Figure 8.2 Shear wave magnetometer system including temperature stabilization 

feedback control.

The time constant of the computer controlled feedback arrangement was governed 

by the length of the measurement interval taken by the Multifunction Interface. Figure

8.3 shows the time taken to correct the frequency for the system after manually applying 

a fixed frequency shift of 570Hz away from the frequency for a zero d.c. mixer output. 

This was investigated for a range of measurement intervals. The fitted time constants % 

are seen to increase from x=0.13s to T=ls for measurement interval of 100ms to 500ms 

to Is. The computer controlled feedback can be seen to simulate closely the feedback 

response produced by an analogue arrangement.
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Figure 8.3 Measured time constants o f computer controlled temperature feedback 

loop fo r correction measurement intervals o f 100ms, 500ms and Is.

W ith  the implementation o f the temperature correction feedback loop the effects 

o f fluctuations in the ambient temperature on the output o f the shear wave magnetometer 

system were investigated fo r the magnetometer system fo llow ing  the method described 

in chapter 8.4. The lock-in  am plifie r used was the SR510 w ith a feedback resistance 

Rr=2kQ. The magnetometer was operated w ith the d.c. component o f the m ixer output 

zeroed by the correction loop with a time constant measured in Figure 8.3 o f t=0.13s. 

A fte r raising to a suitably high temperature by a hot air stream the magnetic transducer 

was allowed to cool through natural convection over a number o f hours. The temperature 

o f the transducer, the output o f the m ixer element and the output o f the magnetometer 

in what was considered to be a constant fie ld  were all recorded w ith  the recording starting 

almost immediately after the air stream was removed. Figures 8.4a, b &  c show the 

results obtained fo r a recording time o f two hours.
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c Measured output of the stabilized magnetometer.
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Straight line fits were applied to the temperature profile and the magnetic signal 

for the time period 20 - 100 min in order to obtain the temperature gradient and the 

magnetic field gradient with time. From this data the stabilized magnetometer 

temperature coefficient can be calculated. The magnetometer was found to display a 

thermal drift of;

= 5  = 9.5nT/°C
AT

The stabilized magnetometer temperature coefficient represents an approximate 

fivefold improvement in the magnetometer temperature stability. The straight line fits 

for the un-stabilized systems in Figures 8.1a &  c give a representative average of the 

temperature dependent measured field drift. The fits in Figures 8.4a &  c, however, can 

be seen to over-estimate the temperature drift. I f  the straight line fit was taken for a time 

interval 50 - 100 min then a temperature coefficient of 3.8nT/°C was returned. This 

represents an order of magnitude improvement in the temperature isolation. The 

short-coming of the procedure in totally removing the temperature dependence could 

possibly come about from either of two deficiencies in the analysis and implementation, 

the computer controlled feedback having the equivalent to insufficient gain because of 

the digital nature of the measurement or inappropriate approximations in the analysis 

introducing additional terms into either the d.c. or fundamental mixer output signals. 

The instrumentation shortfalls are difficult to validate; however, there would obviously 

be a form of hysteresis in the feedback loop because of the measurement limits of the 

analogue to digital converter and the minimum frequency deviation that could be 

programmed into the PM5193. From the approximations to the various physical 

quantities given in chapter 8 .1  the initial order of smallness approximations would appear 

valid; however, the approximations made for the Bessel functions could possibly break
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down introducing further terms in equations 8.15, 8.16 &  8.17 fro m /. Further to this 

the temperature dependence of A2 was ignored and would not be removed by the above 

scheme.
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9 DISCUSSION AND CONCLUSIONS.

9.1 Introduction.

This chapter summarises the results from the experimental investigations 

undertaken on the shear wave magnetometer. The significant results from each chapter 

are discussed and the appropriate conclusions drawn. The magnetoelastic wave model 

of Inoue [1989J is not discussed further here as the evidence presented in chapter 4.5.3 

suggested that without a much more detailed analysis the model would be inappropriate 

for predicting the behaviour of shear waves in amorphous ribbons.

9.2 Investigation of the Amorphous Alloy Magnetic Transducer.

9.2.1 Transducer Arrangements.

Two different arrangements of magnetic transducer were investigated over the 

duration of the project. A continuous wave (CW) transducer and a pulsed mode 

transducer. These are discussed in detail in chapter 5.2

The continuous wave magnetic transducer consisted of the amorphous material 

with piezoelectric transducers mounted at opposite ends of the ribbon. One transducer 

acted as the shear wave transmitter the other as a receiver to transform the shear waves 

back to an electrical signal. The ribbon was suspended between two mounts so that 

energy losses would not occur from the ribbon surface being in contact with another 

material. The geometry and mounting of the piezoelectric transducers followed a scheme 

widely accepted as a means of propagating shear waves in shear mode strip delay lines 

from May [1964J. The choice of piezoelectric material depended on the required shear 

wave propagation frequency. The important consideration with the two transducer 

continuous wave arrangement was resonance matching the two transducers. Although 

this was practically possible for the unmounted free transducers and in fact matched
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lithium niobate transducers were supplied by Gooch and Housego Ltd, the matching was 

affected by the mounting of the transducers to the ribbon surface. Two effects are 

responsible for the resonance perturbation. The mass loading experienced by the 

transducer from the ribbon and the effect of the interface bond. This also presented a 

further problem of reproducibility between remounts of the transducers. Two different 

adhesives were investigated in order to provide the mounting bond, silver loaded epoxy 

and cyanoacrylate. Although the cyanoacrylate bond was expected to be superior to that 

of the silver loaded epoxy for the reproducibility of transducer remounts because of the 

reduced complexity in achieving the bond it was in-fact found to give no improvement.

The single piezoelectric transducer pulsed mode magnetic transducer did not suffer 

from the resonance matching problems of the continuous wave arrangement. This did 

have the disadvantage, however, of being useful only as a shear wave amplitude response 

transducer which required a different system arrangement to that described for the phase 

sensitive magnetometer of chapter 1.2.4.2. The pulse magnetometer arrangement was 

introduced in chapter 7.7 and is discussed further in chapter 9.4.4.

9.2.2 Field Annealed Magnetic Transducers.

The field annealed material studies conducted by Bassir [1991a] &  [1991b] 

considered in chapter 5.3 concentrated on the study of transversely annealed METGLAS  

2605S2. The field annealed materials did not perform well in the continuous wave mode 

transducers. The continuous wave transducers were susceptible to a degradation in 

performance from longitudinal stress and hence the procedure of allowing a controlled 

sag of the amorphous ribbon between the end mounts to reduce this stress in the 

"as-received" materials. The introduction of an in-plane anisotropy enhances not only 

the field dependence of the elastic moduli but also the magnetomechanical coupling and 

magnetomechanical damping making the ribbon even more stress sensitive. The field
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annealing work, therefore, concentrated on optimisation of the amplitude response of 

pulse mode transducers in which the stresses could be minimised by supporting the 

magnetic transducer so that it hung vertically with the ribbon end without a piezoelectric 

transducer free and unsupported. The effect of changing the orientation of the long axis 

of the piezoelectric transducer to the field annealing direction was also studied and an 

optimum angle of a=45° was proposed. This arrangement gives a minimum attenuation 

of the shear wave while maintaining the field anneal direction perpendicular to the applied 

field facilitating the largest overall field response. The incident angle of 45° onto the 

ribbon edge also has the advantage of minimising the possibility of losses through mode 

conversion of the shear waves. Careful consideration of the transducer geometry had to 

be taken into account in order to achieve the correct path length. The amplitude responses 

to magnetic field obtained by Bassir [ 1991 aj for an alternative two piezoelectric 

transducer magnetic transducer are shown in Figures 5.11a &  b and demonstrate an 

optimum response at shear wave propagation frequencies below 1MHz.

9.2.3 "As-Received” Amorphous Ribbon Magnetic Transducers.

The study on "as-received" amorphous ribbon magnetic transducers was carried 

out in-order to identify a suitable material for the construction of continuous wave 

magnetic transducers which would allow the characterisation and development of the 

magnetometer system.

The majority of the investigations undertaken concentrated on the use of 

METGLAS 2826MB which from chapter 5.4.1 was seen to give a superior field response 

for both the shear wave amplitude and phase change along the magnetic transducer 

compared to the other "as-received" materials considered, Table 5.1. The METGLAS  

2826MB transducers displayed the expected shear wave amplitude and velocity 

dependences observed in the literature reviews of chapter 3 and chapter 4 (compare
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Figures 3.6, 4.4a &  b and 5.17 md Figures 3.7 and 5.16). Two different batches of the 

METGLAS 2826MB alloy were investigated and from the meticulous small field 

measurements undertaken wen found to display different characteristics that were 

internally consistent for the tw* specimens. The REEL 1 material demonstrated very 

sharp response at low fields for )oth the phase and amplitude response. This went as far 

as observing discontinuities in the shear wave amplitude response to magnetic field, 

Figures 5.14a &  b. The REEL I material gave a close agreement to the quadratic like 

dependence expected of both theshear wave amplitude and phase change from published 

results.

A  study of the response of the magnetic transducer as a function of transducer 

length carried out in chapter 5.42 revealed an increased prominence in the overall effect 

on the field response curves frcm the low field anomalies of the REEL 1 material for 

increasing transducer length. This was not observed with the REEL 2 material. A more 

quantitative examination which involved the fitting of approximate curves to the response 

data was undertaken. Equations 9.1 &  9.2 show the functions which were fitted separately 

to the rising and falling field data of both the amplitude and phase responses respectively.

A 2(h) = a j { l - b , |  H - c J  - d ^ H - e j ) 2} 91

A<t>(„, = a, + b2| H -  c2| + d 2( H - e 2)2 9-2

H  is the internal field and the coefficients a,, and d! in the amplitude response 

equation are the peak zero field amplitude, the normalised linear amplitude response and 

the normalised quadratic amplitude response. The coefficients in the phase response fit 

are a2, a d.c. instrument phase shift, b2, the linear phase response and d2, the quadratic

phase response. The coefficients c and e in both equations reflected in general the

magnitude of the offset field of the response features.

The important coefficients describing the performance of the magnetic transducer
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were in general a l5 b, and b2. These gave the peak amplitude of the received shear waves 

and the predominant responses to magnetic field. The received amplitude of the shear 

waves showed the expected exponential decrease with increasing transducer length for 

both samples of the material, Figure 5.29a. Greater losses were observed, however, with 

the REEL 1 sample. The normalised amplitude response for the REEL 2 transducers 

showed no variation with length, whereas, that of the REEL 1 transducers demonstrated 

an increase with increasing length. This reflected an increase in the prominence of the 

discontinuities. The phase response results for the REEL 1 data demonstrated an increase 

in response as was predicted by equation 1.14. A larger than expected increase was 

observed for the two longest transducers. Again this reflects the increased effect of the 

sharp response features. The REEL 2 magnetic transducer phase results were not 

discussed as spurious results observed in the data sets resulted in any variation being 

difficult to observe. It was assumed that the REEL 2 data would demonstrate the expected 

increase in phase response with length but to a lesser degree.

The effect of the length on the field responses was examined further for the sections 

which showed an increased response by constructing short magnetic transducers from 

the removed sections. These were found to behave similarly to the previously measured 

short section. It was concluded that the effect was related to the quantity of bulk material 

rather than isolated to individual material sections. Xray analysis undertaken in chapter

5.4.4 revealed a distinct surface crystallisation of one surface of the REEL 1 material. 

The crystallised surface was the surface on to which the piezoelectric transducers were 

mounted. Controlled surface crystallisation was proposed as a viable method for 

optimising magnetic sensor parameters by Thomas et al [1991].

An investigation of the amplitude and the phase responses as a function of shear 

wave propagation frequency established no frequency dependence for the shear wave
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amplitude response over the limited range of frequencies investigated (0.8 - 1.8 MHz), 

Figure 5.30a. The phase response was shown to follow the expected linear dependence 

with frequency suggested by equation 1.14, Figure 5.30b.

9.3 Magnetometer System Response Model.

The mixer element used to demodulate the magnetic transducer modulation signal 

from the carrier signal at the shear wave propagation frequency was in general sensitive 

to both the phase and the amplitude of the input signal. The signal output of the mixer, 

therefore, consisted of signal terms at the modulation frequency and its harmonics. A  

function to model the output of the mixer element was proposed in chapter 6.3. The 

function was based on a linear amplitude and phase response to magnetic field of the 

magnetic transducer. The Linear Response Function is shown in equation 9.3, where p 

was the gain of the mixer, alt b| and b2 are the peak amplitude and the linear amplitude 

and phase response coefficients respectively. H 0 and h are the applied bias field and the 

modulation field amplitude. (J)0 was the total phase change of the shear waves along the 

transducer length and a>m the modulation frequency.

Pa, 93
Vmx = - ^ - { l - b , |H 0+hsin(omt|}cos{(|)0 + b2|H 0 + hsin(omt|}

The harmonic terms of the Linear Response Function were investigated through 

both an analytical solution of the function, chapter 6.3 and a numerical solution, chapter 

6.4. Over the range of realistically attainable amplitude and phase responses the two 

solutions returned comparable results for applied fields H 0«h with increased deviations 

for the higher values of both coefficients, b^l.SxlO ^A^ni or b2>5xlO'2Rads/Am'!. The 

analytical solution only will be discussed here.
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The Analysis resulted in the terms for the mixer output signal shown in equation

9.4 for the d.c. term and equation 9.5 for the term at the fundamental frequency. The 

predicted mixer output being given by equation 9.6.

X 0
2

r
— — pa, cos 4>c

2hb A

%

1 hbj
TC

9.4

Yi = -Pa,
2 H 0

n
b,cos 4>0

X 0

2hb,

K
+ b2sin <)>0 +

2hb A

71 P

v mix -  —  +  Y , sin comt +  ....

9.5

9.6

The response of the signal at the modulation frequency obtained from the analysis 

can be seen to be directly proportional to the applied magnetic bias field H0. The 

sensitivity of the magnetometer system depends on the sharpness of the slope of the 

output signal at the modulation frequency to the applied bias field. The only 

magnetometer system variable parameters in equation 9.5 are the modulation amplitude 

h and the total phase change (J)0. The model would suggest that these two coefficients do 

not contribute directly to the slope of the response but through a phase term. Three 

important results can be extracted from equation 9.5 in order to return different system 

operating conditions and relate the magnitude of the total phase change (J)0 to the other 

coefficients . The result shown in equation 9.7 for which the response to the magnetic 

field of the fundamental signal was a maximum given by 32Y 1/3H03(|)0 = 0. Equations 

9.8 and equation 9.9 show the values for the total phase change for which the response

was independent of the amplitude response and depends on the phase response, <J)0
phas t
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and the total phase change for which the response was independent of the phase response 

and depends on the amplitude response, (J)0 . The phase setting <b0 also returns a zero
amp p h a s t

d.c. mixer output signal when substituted into equation 9.4.

The Linear System Response Model was studied in great detail for realistically 

attainable amplitude responses, b1=8xlO'3A'1m and phase responses , 

b2=3xlO'2Rads/Am'1 from the magnetic transducers constructed from the REEL 1 

METGLAS 2826MB amorphous alloy. It was observed that the phase for the optimum 

response, (J)0<̂  was not far removed from that of the purely phase response dependent 

response and that the magnitude of the response to magnetic field was only 

marginally reduced at (^o^- For a phase setting (j) = (J)0̂  increasing the phase response 

coefficient b2 above the measured value had a far greater effect on the overall magnitude 

of the mixer output field response than an increase in b^ The increase of bt for a phase 

setting <|>0 had a detrimental effect on the field response. The converse of this would 

be expected to be true if  bj>b2. The slope of the fundamental system response was not 

only found to be independent directly of the modulation amplitude but also of the 

modulation frequency.

A further analysis carried out in chapter 6 . 6  used response functions obtained from 

direct digitisation of the measured curves. Although only a crude approximation could

. , (V \ 2hb2 9.7

9.8

<t>ophase
n = 0 ,l,2 ,..

-tan  — ------
\J°2  J  f t

M  2hb2 9.9

amp
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be made to the effects of hysteresis the results suggested that the discontinuities observed 

in the measured data played an important role in producing the sharp fundamental 

frequency signal responses to field observed experimentally at the mixer output.

9.4 Magnetometer System Performance.

The magnetometer system was analysed as a whole and individual components 

studied in order to optimise the operation of the system. The magnetometer system was 

then fully characterised in order to specify its current capabilities.

9.4.1 The Analysis of the magnetometer Feedback Loop.

The effective time constant of the feedback loop was governed by not only the time 

constant of the lock-in amplifier but also by the total gain of the feedback loop. The 

relationship between the effective time constant and these two parameters was not 

immediately obvious. A study was, therefore, undertaken similar to that of Koo et al 

[1987] in order to elucidate the link. From a theoretical analysis of the feedback loop 

two important results were obtained. The tracking efficiency of the loop was how closely 

the feedback signal matched the signal to be nulled, how closely the feedback field nulled 

the field to be measured. The tracking efficiency was given by equation 9.10, where K  

was the total loop gain of the system. The effective time constant of the system was 

given by equation 9.11, where t  was the lock-in amplifier time constant. The effective 

time constant governs the response time of the magnetometer system and hence the 

magnetic measurement bandwidth.

K 9.10T.E.
1 + K

T 9.11

1 + K
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These two results were verified experimentally for the magnetometer system Figure

7.2 and Figure 7.3. The total loop gain was calculated from the linear response model. 

This gave a short-fall in the required gain to obtain a match between the theoretical and 

the measured results as would be expected from Figure 6.5b. The short-fall was corrected 

by introducing an additional gain factor of eight, Figure 7.4. The significance for the 

operation of the magnetometer system was that the time constant of the lock-in amplifier 

could be increased reducing noise from the system components without sacrificing any 

bandwidth in the magnetic measurement simply by increasing the total loop gain. This 

was most easily achieved through an increase in the lock-in amplifier gain.

9.4.2 The optimisation of the Modulation Signal.

The modulation signal was optimised in chapter 7.3 by examining the response to 

magnetic field of the signal at the fundamental of the modulation frequency at the output 

of the mixer element. This was accomplished from a study of the lock-in amplifier output 

as a function of field with the magnetometer feedback loop disconnected. Both the effects 

of varying the modulation amplitude and the modulation frequency were established. 

The optimum conditions were determined from the slope of the magnetic field response 

about the field origin. An optimum modulation frequency of fm=870Hz was proposed. 

Above this frequency eddy current damping was proposed as the cause of the degradation 

in the response, whereas, for lower frequencies the more marked decrease could be 

attributed to either predominant magnetomechanical damping or a some unknown 1/f 

effect.

The study of the modulation amplitude revealed an increase in the response slope 

with decreasing modulation amplitude. This was in disagreement with the result of the 

linear response model which suggested no modulation amplitude dependence. The 

digitised fitted model of chapter 6 . 6  possibly lends an explanation to this phenomena as
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discussed in chapter 9.3. It was suggested that the amplitude and phase response low 

field "discontinuities" played a more important role for low modulation field amplitudes 

and that the effect of the less sharp regular response was reduced. The optimum 

modulation amplitudes were found to reflect the field positions of the features in the 

magnetic transducer amplitude and phase responses being of the order of h ^ A m *1̂ .

9.4.3 The Study of Individual System Components.

The individual components making up the magnetometer system were investigated 

in order to optimise their operating conditions and reveal any limiting factors. The main 

components potentially limiting the performance of the system were the mixer element 

and the lock-in amplifier. The performance of the individual devices was very much 

dependent on the design of the device and differed for example between two mixers 

performing an identical task but from a different design approach. The factors limiting 

the performance of the shear wave magnetometer from a number of different instruments 

was therefore investigated.

A detailed investigation of two different mixer elements was undertaken. One of 

which was a passive device (the SRA-3) the other contained active components (the 

429A). Although these two devices performed the same operation their characteristics 

were starkly different. The passive device had a substantially smaller output noise which 

was related to the local oscillator input magnitude. For a local oscillator amplitude 

between 0.4 - 4.0V the output noise was v0Ut<6nV/HzI/2. The active device had a local 

oscillator independent output voltage noise v0Ul~1.2p.V/Hz1/2. The gain of the mixer p 

was defined in terms of the magnitude of the output voltage relative to the signal input 

voltage for a specified local oscillator amplitude, see chapter 6.3 and chapter 7.4.2. The 

maximum measured gain of the passive device was p=0.64 for a local oscillator amplitude 

of vloca,M).4Vp_p, whereas, that of the active device was p=0.24 for a local oscillator
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amplitude of v,oca,~10Vp_p. The passive mixer was observed to saturate for input voltages 

much greater than vin>0.7Vp_p, Figure 7.7a. The active device was linear for inputs up 

to the magnitude of its supply rail voltages, Figure 7.7b. The consequence of the passive 

mixer saturation was that input amplitudes applied above the saturation level only 

produced an output signal equivalent to an input signal at the saturation level. Although 

the active device was linear over a greater range the device supply rails were only 

approximately an order of magnitude greater than the saturation limit of the passive 

device and its noise level more than two orders of magnitude greater than the passive 

device. The active device, therefore, was unlikely to out-perform the passive device even 

for signals above the saturation level of the passive device.

As with the mixer element the performance of a number of different lock-in 

amplifiers was studied with two typical instruments being covered in detail. This 

investigation demonstrated some of the primary considerations which have to be taken 

into account when implementing a lock-in amplifier into a feedback loop. The two 

instruments considered were the SR510 and the E.G &  G. 5210.

The most significant parameter of the lock-in amplifiers was found to be the output 

noise voltage of the instrument. The output noise of the lock-in amplifier produces a 

current noise in the feedback loop and hence a magnetic field noise in the feedback 

solenoid. The current noise was inversely proportional to the feedback resistance and 

therefore the lock-in amplifier output noise was studied in conjunction with feedback 

resistance. From an approximate calculation the Johnson noise in the feedback resistance 

was dismissed as insignificant for Rr<lMf2. The equivalent Johnson field noise was 

calculated to be 12fT/(QHz)1/2 for the feedback solenoid with 1311 turns per metre. The 

output voltage noise of the lock-in amplifiers depended on the gain of the lock-in 

amplifier and produced in general two distinct regions. For low gains the output noise 

was dominated by the noise of the lock-in amplifier d.c. output stage and was independent
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of the a.c. gain of the input amplifier. In the case of the SR510 it was proposed that the 

limiting factor actually came from instabilities in the reference signal electronics. For 

high gains the input amplifier noise dominates and increases with increasing a.c. gain. 

The estimated minimum detectable field for the magnetometer dominated by lock-in 

amplifier output noise was calculated as =3pT/Hz1/2 for the E.G &  G. 5210 and 

~30pT/H z1/2 for the SR510. These measurements were taken over a 0.3 - 4.3Hz 

bandwidth and are for a feedback resistor Rf=2kQ and a lock-in amplifier peak to peak 

gain of 102. The SR510 result was confirmed from field noise measurements taken with 

a very low noise fluxgate magnetometer. The equivalent field noise for the two lock-in 

amplifiers with a number of different input terminations including the two mixers were 

shown in Figure 7.15 for a feedback resistance of Rf=2kfT The results demonstrate that 

unless the magnetic transducer response was such that the gain of the lock-in amplifier 

could be reduced below 102 the passive mixer and the E.G &  G 5210 would always 

out-perform any other arrangement. In reality the lock-in amplifier gain required to 

achieve a magnetic field measurement bandwidth greater than a few Hertz was of the 

order of 104 for a lock-in amplifier time constant of t = 3s . An increase in the time constant 

to reduce the lock-in amplifier output noise as shown in Figure 7.12 required an increase 

in gain of the lock-in amplifier to maintain the system bandwidth this would result in 

the amplification of input amplifier noise. For a specified magnetic measurement 

bandwidth the optimum amplifier condition was found to be a maximum time constant 

for which the gain was not sufficient to produce amplification of the input amplifier 

noise. Figure 7.3 demonstrates that for a minor increase in the time constant above t = 3s 

requires a substantial increase in total loop gain to maintain the system bandwidth.

The effects of the magnitude of the mixer output signal at the second harmonic of 

the modulation frequency on the lock-in amplifier output noise was also studied for the
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SR510 and although in general this did not pose a problem, Figure 7.18, an active low 

noise second harmonic notch filter was constructed giving 18dB of second harmonic 

rejection. This was described in detail in chapter 7.5.4.

9.4.4 Optimum Shear Wave Magnetometer Performance.

The magnetic field noise of the magnetometer system was investigated for the 

individual instrument components operating under optimum conditions. A measurement 

bandwidth for the magnetometer was chosen to be <10Hz as from chapter 2 this can be 

seen as the frequency range of most interest. A standard system set-up procedure was 

adopted and was found in general to return reproducible magnetometer performances 

for the METGLAS 2826MB REEL 1 magnetic transducer employed.

An investigation of the magnetometer performance as a function of modulation 

field amplitude revealed the expected dependence of the magnetometer system magnetic 

field noise. The noise was observed to be a minimum for a modulation amplitude 

corresponding to the approximate field positions of the amplitude and phase response 

low field features, Figure 7.22.

The effect of increasing the feedback resistor and thus reducing any noise 

contributions from the lock-in amplifier output can be seen most clearly in Figure 7.29. 

I f  the magnetic field noise was lock-in amplifier output noise dominated the order of 

magnitude increase in the feedback resistance would have been expected to produce an 

equivalent order of magnitude decrease in the measured field noise. This, however, was 

not observed suggesting a sizable contribution to the field noise from noise in the 

magnetic transducer. A further improvement in the performance by reducing the noise 

floor would require an increase in the response of the magnetic field transducer as implied 

by equation 9.12. H n is the magnetic field noise, (|)n the phase noise, § the total phase 

change and Q j (3py0H) the fractional change in the shear modulus with applied field,
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chapter 7.1.

H  2 f a i ^ r  9 12
U JL ji3hJ

The current optimum performance of the system was taken as being represented 

by Figures 7.25a &  b with a feedback resistance Rf=22kQ. The bandwidth of the 

magnetometer was measured as 4Hz, Figure 7.28. For the lock-in amplifier time constant 

of t=3s this represent an approximate total open loop gain of K~70, Figure 7.4. The 

dynamic range of the lock-in amplifier with a feedback resistance Rf=2 k£ 2  was measured 

as 8700nT this would be an order of magnitude smaller for Rr=22k£X Figure 9.1 shows 

the current measured performance of the shear wave magnetometer compared to other 

devices discussed in chapter 2 .

The performance of the pulse mode shear wave magnetometer introduced in chapter 

7 was also investigated although no extensive instrumentation optimisation scheme was 

undertaken. The performance was notably worse than that of the shear wave 

magnetometer and is clearly shown by a comparison of Figure 7.32 with Figure 7.29. 

The pulse mode system suffers from an inherent reduction in the signal to noise ratio of 

the system brought about by the pulse gating of the signal combined with this the 

amplitude response of the field annealed materials were only marginally better than those 

of the "as-received" materials, Figure 5.22.
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Figure 9.1 Comparison of amorphous alloy magnetometer performances.

A. Shear wave magnetometer

B. Amorphous wire fibre optic magnetometer, Koo et al [1989].

C. D.C. fibre optic magnetometer, Dagenais et al [1989].

D. Magnetisation strain mode, Mermelstein [1992J.

9.5 The Shear Wave Magnetometer Temperature Analysis.

The effects of fluctuations in the ambient temperature on the magnetometer output 

were examined in chapter 8 . This was achieved in terms of a further analytical model 

of the magnetometer system which included temperature effects. This was carried out 

in conjunction with experimental observations.

The temperature dependences of both the physical dimensions of the magnetic 

transducer and the shear modulus of the magnetic transducer were modelled using linear 

functions with coefficients of expansion a, and respectively. The field dependences
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were assumed to be quadratic in nature with a magnetostriction quadratic coefficient of

Cq and a shear modulus coefficient y. With the exclusion of second order small quantities 

the analysis returned functions describing the harmonic content of the output of the mixer 

element given in equations 9.13 &  9.14, the d.c. and fundamental components 

respectively.

The important consequence of these two results was that the temperature 

dependence observed in the fundamental signal could be removed by an appropriate 

setting of the total phase change along the magnetic transducer. For 

[rjAT + (2Cq + y)h2/2j «  1 then the fundamental signal becomes temperature independent 

if  equation 9.15 is satisfied. The fundamental term was then given by equation 9.16 for

The result shows the expected bias field dependence of the mixer output and also 

suggests that the slope of the response depends on the magnitude of the modulation 

signal. This contradicts the results of the linear response model and the experimental 

observations although it was in keeping with the analysis of the feedback loop of the

9.13

9.14

X

Y»C,.

(j)0 = *  = (2n + l ) ^
9.15

n=0,l,2,..

PAaJVyh
2

9.16
X
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fibre optic magnetometer carried out by Koo et al [1987]. This discrepancy was due to 

the functional forms used to describe the responses. The phase nulling technique, 

however, was correct for any even function used to describe the magnetic field responses. 

O f further interest was that at this phase setting for (J)0 the d.c. mixer output term was in 

quadrature and hence zero in magnitude. The phase setting also corresponds to a phase 

response only dependence of the magnetometer system shown from the linear response 

model.

The zero condition of the d.c. mixer output term at the correct phase setting 

facilitated a phase feedback loop enabling a temperature cancellation to be implemented 

as shown in Figure 8.2. Experimental observations demonstrated that for the 

magnetometer system with no feedback the thermal drift was 44.9nT/°C, whereas, for 

the stabilized system this was improved to 9.5nT/°C. The feedback system employed 

was not fully optimised, and further improvements should be possible in this figure.

9.6 Future Considerations.

The approach to further improvements in the performance of the magnetometer 

would appear to be mainly from a materials aspect. An improvement in the magnetic 

transducer response was suggested as being crucial in reducing the phase noise of the 

magnetometer system. Two immediate alternative directions can be suggested: either a 

controlled surface crystallisation in order to enhance the response already observed in 

the METGLAS 2826MB REEL 1 material, or by amorphous thin film deposition 

following the route of Inoue discussed in chapter 4. A preliminary investigation into 

sputter deposition resulted in the production of an amorphous film, although no success 

was achieved in implementing the film as a magnetic transducer, Kilby [1990].

A further system improvement should result from the implementation of an 

(analogue) temperature stabilization phase feedback loop. An investigation into the
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modulation field amplitude dependence of the magnetometer system employing the 

METGLAS 2826MB REEL 2 material could also prove informative. This was not carried 

out as this material gave a poor magnetometer performance compared to the partially 

crystallised REEL 1 material.
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