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S um m ary

This report is concerned with an investigation into new techniques for the real­

time modelling of fault transients on EHV transmission systems during a fault 

generated autoreclosure sequence.

The report concentrates on three techniques, namely, time-domain convolutional, 

frequency-domain, and EMTP simulation techniques.

Based on the computational time measured, the feasibility of the respective tech­

nique for the purposes of developing a real time simulator in order to interactively 

test a modern high speed protection relay is discussed.

The simulation principles and techniques are described and sample outputs are 

compared with the results of the traditional mainframe simulator program.

The optimizations carried out to the simulation codes in order to obtain the best 

computational time are described in some detail.

Finally, future development of the project is discussed.
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C hapter 1

Introduction

1 . 1  R eal t im e  sim u lation  o f  pow er lines

Power system analysis generally falls into two broad categories of study: steady- 

state and fault transient. Much effort has been devoted in recent years to im­

proving the techniques for steady-state analysis as the size and complexity of the 

power system networks increases. The fault transient study can be subdivided 

into electromagnetic and electromechanical. The former is mainly concerned with 

the study of the high frequency travelling waves on the power transmission line 

system. The latter is mainly concerned with the study of the low frequency 

transients caused, for example, by pole slipping of the power system generators, 

particularly during the period when the line breakers are open in an autoreclosure 

sequence.

In the application of autoreclosure techniques to a power transmission system, 

there are essentially two periods of interest: the prefault and postfault clearance 

periods. During the prefault clearance period, transients are mainly electro­

magnetic, while during the latter period, the transient phenomenon, particularly

1



during the so-called ‘dead period’, is primarily associated with lower frequencies, 

such as electromechanical.

Both the aforementioned fault transients produced during an autoreclosing se­

quence can cause a relay to malfunction, which can be detrimental to the relia­

bility and stability of a transmission system as a whole. Hence, it is essential to 

model these transients correctly and to be able to test a modern protective relay 

interactively in real time during the full autoreclosure sequence.

1.1.1 Previous sim ulators

Modern high speed protection relays used with fast switch-gear operate such that 

the time between when a tripping signal is sent by a relay to open a circuit breaker 

to the time when the contacts of the circuit breaker start to separate, is typically 

around 40ms. This means that for ‘genuine’ real time simulation, the simulator 

must be able to calculate all the circuit breaker opening transients within 40ms 

in order to test the relays interactively.

Whereas analogue simulators use scaled down models of system elements, a digi­

tal simulator models these same elements by solving the mathematical equations 

which describe the element behaviour. In order to run an electromagnetic tran­

sient study for a fault on a plain double end fed transmission system as shown in 

fig. 1.1, hundreds of millions of floating point operations per second (MFLOPS) 

are required to solve all the necessary equations in a single time step. It is clear 

that parallel processing techniques running on processing elements, capable of 

very high speed floating point arithmetic calculations, can be usefully employed. 

In other words, it would probably be impossible to achieve the ‘real time’ require­

2



ment if the simulator had been designed to run in a serial mode using a single 

processor.

Several authors [1, 2] have successfully developed simulators for testing modern 

high speed protective relays. These simulators have been designed to run in a 

serial mode, and can only test the relays in ‘pseudo’ real time. That is, they 

perform many sets of simulations off line to cover each eventuality so that when 

a real time test sequence is performed, the time at which the relay operates the 

circuit breakers determines which particular stored transient waveform is to be 

played back. This system has several disadvantages. Firstly, a large amount of 

memory is needed to store all the waveforms generated. Secondly, the effect of 

high frequency transients caused by fault clearance and autoreclosure cannot be 

studied as too many waveforms would have to be stored.

These simulators can only be satisfactorily used to test the relays up to pre­

fault clearance period caused by line faults. They cannot be used to test the 

relays interactively in real time for the full fault autoreclosure sequence, i.e., dur­

ing both the prefault and postfault clearance periods. During the latter period, 

particularly the period prior to circuit breaker reclosure, the low frequency elec­

tromechanical transients produced by, for example, the pole slippings of the power 

system generators may have a detrimental effect on the relays and therefore must 

be modelled.

1.1.2 T he project

W ith the advent of modern digital computing technology, the low cost of mi­

croprocessor based computers has allowed them to be dedicated to a range of
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tasks, particularly where immediate response is more important than a high 

peak throughput. Exploiting concurrency with multiprocessor systems can in­

crease system throughput above that of the individual processing elements and 

makes it possible to realise the ‘genuine’ real time simulation.

The objectives of this project are to develop and investigate various approaches 

for the power system fault transient simulation, and based on the computational 

time measured, ascertain which of the simulation methods would be most suited 

to developing a simulator to test relays interactively, in real time, during both 

the prefault and postfault clearance periods.

Simulation models based on the time domain convolutional technique [3, 4], the 

frequency domain simulation technique [1, 2] and the EMTP simulation tech­

nique [5, 6] have been further developed and investigated in this project.

The whole research work has been carried out in three stages. During the first 

stage, the main thrust has been on developing and optimizing the electromagnetic 

transient simulation based on the time-domain convolutional technique. During 

the second stage, the electromagnetic transient modelling using the frequency- 

domain simulation technique has been developed. Optimizations are carried out 

to the frequency-domain simulation codes in order to achieve the best computa­

tional time. These optimizations include designing multi-processing algorithms 

running on the transputers and handcrafting the simulating codes so that the 

parallel processing capabilities of the Intel i860 microprocessor can be exploited. 

During the third stage, both electromagnetic and electromechanical transient 

modelling based on the EMTP simulation program is developed.

It must be emphasised that a frequency dependent line parameter model has
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been used to simulate the electromagnetic transients in which the high frequency 

components are dominant. Furthermore, throughout all the sequences involv­

ing the electromagnetic transient simulation, the generators are represented by a 

constant lumped series subtransient reactance and the generator speeds are as­

sumed to be constant. Whilst this assumption is justified for the relatively short 

time period of prefault clearance, it is not strictly valid in the so-called ‘dead 

period’ once the fault has been removed. Hence, it is necessary to incorporate 

actual generator models into the simulator in order to be able to model the low 

frequency effects associated with electromechanical transients.

In contrast to the traditional mainframe computer simulators, another objective 

of the project is to show the feasibility of implementing the aforementioned sim­

ulator using a commercial hardware such as IBM-PC/AT so that a production 

grade software package can be produced.

1.2 T ransient ca lcu la tion  tech n iq u es

In transient studies there are numerous calculation methods available. Each 

method presents its own merits and the choice of which method should be used 

depends very much on the accuracy of the results required, the available means 

of tackling the problem, and the time taken to obtain the results. These methods 

can be classified mainly into three groups, namely, those using a scaled model 

of the actual system, mathematical methods and methods using a combination 

of analogue and digital computers. The first method uses a Transient Network 

Analyser (TNA) [7] where actual system parameters are scaled down. It presents 

some advantages in that the system response to any study can be obtained in 

a very short time and, once the model is established, various studies can be
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done very easily. However, its major drawbacks are in that it cannot accurately 

represent frequency dependent parameters of the system or perform simultaneous 

scaling down of all system parameters. Furthermore, it requires a great deal of 

time and effort to re-model the system for different system parameters.

In recent years, however, significant progress has been made in power system 

transient studies using digital computers. Method developed by Bergeron [8], and 

those based on travelling wave [9, 10, 11], Fourier transform [1, 2, 12, 13, 14, 15], 

EMTP [5, 6] and time-convolution methods [4, 16, 17] for electromagnetic and 

electromechanical transient analyses in power systems are now widely used to 

provide practical test facilities comparable and in many cases, results are better 

than those attained from transient network analysers.

1.2.1 T im e-dom ain convolutional technique

Following early work by Budner [3] and by Umoto and Hara [18], the common 

theme has been that of expressing nonlinear dependencies in the frequency- 

domain in impulse responses in the time-domain. Basically, the time convolu­

tional technique refers specifically to the process by which numerical solutions 

for transmission line impulse response functions, as formed from inverse Fourier 

transform evaluations, are used in time-convolution. As shown later in Chapter 6, 

the simulation technique mathematically involves a large number of convolutional 

integral calculations. From the real time simulation point of view, the major dis­

advantage of this method is that the lengthy and time consuming convolutional 

integral calculations involved to achieve a reasonable degree of accuracy.
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1.2.2 Frequency-dom ain technique

The frequency domain technique developed here is based on the previous work 

of Johns and Aggarwal [2]. In order to carry out frequency-domain calculations, 

two important routines are used, i.e., the Fast Fourier Transform (FFT) and 

the Inverse Fast Fourier Transform (IFFT). Firstly, all the time-domain data 

required for the transient calculations of a particular event is transformed into the 

frequency-domain using the FFT. After completing all the transient calculations, 

the resultant data is transformed back into the time-domain using the IFFT. 

For real time purposes, frequency spectra of the system parameters are pre­

calculated and stored. Methods for calculating these parameters in multi-phase 

lines are based on techniques developed by Carson [19]. The major disadvantage 

of the frequency domain technique is that, since transient calculations have to be 

performed in the frequency domain, data has to be transformed into and out of 

the frequency domain every time a circuit change occurs in the time domain.

1.2.3 E M T P sim ulation technique

EMTP has been developed for simulating power system transients in the time 

domain. Basically, it synthesizes an electrical network by a set of system equa­

tions which are formed by using nodal circuit analyses and then solving all the 

equations numerically in the time domain. The EMTP method of frequency- 

dependent transmission line modelling can be summarized as follows:

• Calculation of desired transfer functions in the frequency domain.

• Numerical transformation of these functions into the time domain and syn­

thesis of an equivalent network by direct fitting in the frequency domain.



• Calculation of transients in the time domain by solving equations of the 

synthesized network.

1.3 S im u lation  hardw are and  softw are

The simulator software was originally developed under the Helios Operating Sys­

tem [20], which was hosted in an IBM-PC with several T800 transputer plug-in 

boards [21]. In order to obtain benchmark calculation time for the simulators, the 

programs were then ported to an Intel 80386 [22] microprocessor based IBM-PC 

with an Intel i860 [23] microprocessor plug-in board. The ‘Number-Smasher’, 

i860 is well known for its fast speed in manipulating floating point operations. 

According to the data given by Fried [24], amongst all the other microprocessors, 

the i860 can achieve the highest number of MFLOPS operations. The EMTP 

programs were developed on an 80386 based IBM-PC with an Intel 80387 maths- 

coprocessor. Detailed discussions of simulation hardware and software are given 

in Chapter 7.

In general, the results obtained from the newly developed simulators have very 

close correspondence with those obtained from the well tried and tested frequency 

domain models developed by Johns and Aggarwal [1, 2] on the mainframe com­

puters. Detailed simulation results and discussions are given in Chapter 8.

1.4 Sum m ary o f th e  th esis

Chapter 2 reviews the basic principles associated with autoreclosure schemes and 

shows the essential requirements for the successful implementation of a power
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system fault transient simulator for testing a relay interactively in real time.

Chapter 3 derives the equations for analyzing a single conductor and a three 

phase transmission line system. A distributed line parameter model is used. 

Modal analysis for a three phase system is outlined.

Chapter 4 sets up the electromagnetic transient models based on the frequency 

domain formulation and various time domain formulations.

Chapter 5 sets up a detailed power system source model which is used for the elec­

tromechanical transient studies. The source model consists of an actual generator 

model, an AVR, an governor control system and an generator transformer.

Chapter 6 elaborates on the numerical calculation techniques for simulating var­

ious autoreclosure sequences based on the models derived in Chapter 4 and 5.

Chapter 7 describes the simulation hardware and software. The design of multi­

processing algorithms and the optimizations of the simulating codes are described. 

Handcoding using the Intel i860 microprocessor’s parallel computing capabilities 

is also outlined in this chapter.

Chapter 8 validates and discusses the simulation results.

Chapter 9 draws the overall conclusions.

Chapter 10 presents the proposed future work.

9



Sending End Receiving End

Source

Loads

Source

777
Fault

Loads

B asic  double end fed transm ission network

Figure 1.1: Basic 2-ended transmission system
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C hapter 2

A utoreclosure schem es and real 
tim e requirem ents

2 .1  In trod u ction

In the majority of transmission line fault incidents, if the faulty line is immediately 

tripped out, and time is allowed for the fault arc to de-ionize, reclosure of the 

circuit breakers will result in the line being successfully re-energized. Auto-reclose 

schemes are employed to carry out this duty automatically; they have been the 

cause of a substantial improvement in continuity of supply.

The successful operation of such a scheme requires that the protective relay con­

cerned must be able to diagnose a fault condition and initiate the appropriate 

switching operations. The design and testing of the relay requires the knowledge 

of the corresponding voltage and current signals following any fault conditions. 

Since it is impractical to test a relay using an actual power system, particularly 

in terms of the very high costs involved, the development and testing of any 

new protective relays has to be dependent on accurate modelling of the fault
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transients.

As the size and complexity of power systems increases, coupled with the advent of 

high speed microprocessor based protective relay and fast operating switchgear, 

a very severe burden is imposed on the real time simulator in terms of both power 

and speed. The simulator must be able to produce the correct information in a 

very short time period for each event of the fault sequence in order to be able to 

test the relay interactively in real time.

This chapter reviews the basic principles associated with autoreclosure schemes 

on EHV systems and shows the essential requirements for the realization of a 

power system fault transient simulator for real time relay testing.

2 .2  R eq u irem en ts for su ccessfu l op era tion s

Fig. 2.1 and fig. 2.2 show the sequence of events in a typical auto-reclose operation, 

where the circuit breaker makes one attem pt at reclosure after tripping to clear 

a fault. Two conditions are illustrated. Fig. 2.1 shows a successful reclosure in 

the event of the fault being transient. Fig. 2.2 shows an unsuccessful reclosure 

followed by lock-out of the circuit breaker if the fault is permanent. Appendix A 

gives detailed definitions such as dead time, arcing time, de-ionizing, closing time, 

etc.

On EHV transmission lines, the most important consideration in the application 

of auto-reclosing is the maintenance of system stability and synchronism. For a 

double-end fed power system as shown in fig. 1.1, the successful application of 

auto-reclosing requires high speed protection, fast operating circuit breakers and
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a short dead time.

The first requirement for the application of high speed auto-reclosing is a knowl­

edge of the system disturbance time that can be tolerated without loss of system 

stability. The power/angle curve together with the value of electrical power 

transm itted, allows the permissible load angle change to be estimated. It is 

then necessary to have some knowledge of the load angle change/time relation­

ship in order to estimate the maximum permissible system disturbance time. A 

knowledge of protection and circuit breaker operating characteristics and fault 

arc de-ionization times is hence necessary to assess the feasibility of high speed 

auto-reclosing in any given system.

1. P ro te c tio n  ch arac te ris tics: The use of high speed protective gear, such 

as distance or pilot wire schemes, giving operating times of the order of 

30ms or less, is essential. In conjunction with fast operating circuit break­

ers, high speed protection reduces the duration of the fault arc and thus the 

total system disturbance time. If single-phase tripping and auto-reclosing is 

used, especially on long transmission lines, the faulty phase should be dis­

connected for a longer time interval than in the case of three-phase tripping 

and auto-reclosing, in order to obtain an equal probability of successful re­

closure. The reason for this is that, during the period when the faulty phase 

is open, capacitive coupling between the healthy phases tends to maintain 

the arc.

2. C ircu it b rea k e r  charac teris tics: With a large concentration of electri­

cal power and high fault levels involved on EHV systems, the high speed 

auto-reclose cycle imposes a very severe duty on the performance of circuit 

breakers. The accepted breaker cycle of break-make-break requires the cir­

cuit breaker to interrupt the fault current, reclose the circuit after a time
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delay of 0.25 upwards and then break the fault current again if the fault 

persists. Fig. 2.3 shows a trip-close operation for a pneumatically operated 

132kV  breaker, showing the dead time which can be attained with and 

without the special high speed reclosing mechanism. Fig. 2.4 shows the 

operating times for typical 400kV  pressurized head air blast breakers.

3. C hoice of dead  tim e: The dead time setting on a high speed auto-reclose 

relay should be long enough to ensure complete de-ionization of the arc. On 

EHV systems, an unsuccessful reclosure is more detrimental to the system 

than no reclosure at all.

4. N u m b er of shots: High speed auto-reclosing on EHV systems is invariably 

single shot. Repeated reclosure attempts with high fault levels would have 

serious effects on system stability, so the circuit breakers are locked out 

after one unsuccessful attempt.

2.3 S ingle and three phase au toreclosu re

When three-phase auto-reclosing is applied to single circuit interconnectors be­

tween two power systems, the tripping of all three phases on a fault causes an 

immediate drift apart of the two systems in their phase relation to one another. 

No interchange of synchronizing power can take place during the dead time. If, 

on the other hand, only the faulty phase is tripped during earth fault conditions, 

which account for the vast majority of faults on overhead lines, synchronizing 

power can still be interchanged through the healthy phases.

For single-phase auto-reclosing, each phase of the circuit breaker must be segre­

gated and provided with its own closing and tripping mechanism; this is normal
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with EHV air blast breakers and most oil breakers. The associated tripping and 

reclosing circuitry is therefore complicated, and, except in distance schemes, the 

protection needs the addition of phase selecting relays. It is normal practice to 

arrange that, in the event of multi-phase faults, all three phases of the circuit 

breakers are tripped and locked out.

The advantages of single-phase auto-reclosing are the maintenance of transfer 

of synchronizing power, and, on multiple earth systems, negligible interference 

with the transmission of load. This is because the open phase current can flow 

through earth via the various earthing points until the fault is cleared and the 

faulty phase restored. The main disadvantage is the longer de-ionization time 

resulting from capacitive coupling between the faulty and healthy lines, which 

can cause interference with communication circuits, and in certain cases, mal- 

operation of earth fault relays on double circuit lines owing to the flow of zero 

sequence currents. These are induced by mutual induction between faulty and 

healthy lines.

2 .4  R eq u irem en ts for real t im e  sim ulator

Referring to the timings of a typical autoreclosure sequence as shown in fig. 2.4, 

it can be seen that from the time that a tripping signal is sent by the relay to 

open a circuit breaker to the time that the breaker arc fully extinguished is 45ms. 

This means that there is 45ms available for the simulator. Within this 45ms, the 

simulator must be able to do two things. Firstly, from the fault inception transient 

waveforms, which have been calculated off-line, it must be able to locate the exact 

times of the current zero crossings of the respective phases. It is at these times 

that the circuit breaker poles of the respective phases are to be opened. Secondly,
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it must be able to calculate all the circuit breaker pole opening transients.

Since each breaker pole opens only at the current zero of the respective phase, 

the breaker poles at both ends of a double end fed system do not operate simul­

taneously. There is a time stagger between the pole openings of different circuit 

breakers. For the worst case of a three phase autoreclosure operation of a dou­

ble end fed single circuit system, the time interval between the opening of the 

first breaker pole and the last breaker pole may be less than 5ms. Within this 

5ms, there will be 5 subsequent circuit changes produced by the five remaining 

breaker pole openings and this means that, for the worst case, the simulator must 

be able to produce five different sets of transients within 5ms, giving an average 

of 1ms for the simulator to produce each set of pole opening transients.

The aforementioned worst case scenario highlights the computational require­

ments necessary for implementing a truely real time power system simulator for 

testing protective relays. It should be mentioned that the work presented here 

investigates, and to a certain extent attempts to optimize, the various options 

available for achieving such a real time simulator. Furthermore, it also makes 

suggestions as to what sort of state of the art hardware could possibly be de­

signed and engineered to meet these requirements, thus laying the foundation for 

the development of an interactive real time relay testing facility in the future.
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Typical au toreclose operations  

for 132kV oil circuit breakers

0.62 ___ Breaker fully closed

0.61 __  Contacts make _
<i

Time (s)

k 0.26 __  Breaker fully open:
Closing circuit energized

Dead time

0.06 __  Arc extinguished _]

0.03 __  Contacts separate

0.00 __  Trip Initiation

Dead time can be reduced to 0.3s by special mechanism

Figure 2.3: Typical autoreclose operations for 132kV oil circuit breakers
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Typical au toreclose operations 

for 400kV air blast circuit breakers
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Figure 2.4: Typical autoreclose operations for 400kV air blast circuit breakers

20



C hapter 3

Transm ission line theory

3.1 In trod u ction

This chapter establishes the mathematical formulations for a single phase and a 

three phase transmission line system. Line models with distributed parameters 

are used. Modal analysis is employed so that a three phase system is decoupled 

into three separate single phases and treated as individual single phase problem. 

The frequency dependence of the line parameters is illustrated.

3.2 S ingle con d u ctor line

The series resistance and inductance and the leakage conductance and capacitance 

to earth of a transmission line are distributed over the entire length of the line. 

This can be represented as shown in fig. 3.1. Following some circuit analyses, the 

following transmission line equations are obtained:



~  =  (G + jwC)Vx ( 3 .2 )

where x is the distance from the sending end to the point of interest, R, L , G and 

C are respectively resistance, inductance, leakage condutance and capacitance per 

unit length of the line. By differentiating the first equation with respect to x , 

and replacing the current derivative with the second equation, a second order 

differential equation for voltages only is obtained:

d2Vx
dx2 = rvx (3.3)

where 7 =  y /(R  +  jw L)(G  +  jwC).

Similarly, a second order differential equation for currents only can be obtained:

d?Ix
dx2 = rh (3.4)

'  ■ ■ A B  ' ' V8 '
.  I * . C D . .

The general solution for the above equations in terms of the sending end voltage 

Va and sending end current I3 are given as shown below:

(3.5)
_ Ji  j i ^  ^  j l i J .

where

A = cosh(7x)

B = Zc sinh(7 ;r)

C = sinh(7 x )IZ c 

D =  cosh (72)

Zc =
R  +  ju L
G +  jw C

Zc is defined as the characteristic impedance of the line.
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3.3  T h ree  p h ase  line

An elemental section of a distributed single circuit mutually coupled three phase 

power transmission line is shown in fig. 3.2. Following similar mathematical 

manipulations as before, the following system equations can be obtained:

dVphase
dx

diphase
dx

d2Vphase

—  Zphaselphase 

=  Y phaseV phase

dx2
d? Ipha.se

dx2

—  ZphaseYphaseVphase 

=  Yphase Zphaselphase

(3.6)

(3.7)

(3.8)

(3.9)

where Zphase and Yphase are 3 x 3  matrices and, Vphase and I  phase are 3 x 1 column 

vectors. It should be noted that the series and shunt parameter matrices Zphase 

and Yphase are given in per unit length of the line. They are evaluated to take into 

account the presence of any overhead earthwires and also to include the effect of 

the frequency variation of both resistive and inductive line and earth parameters. 

Since the network is homogeneous, both Zphase and Yphase are symmetrical and 

can be expressed as follows:

(3.10)

(3.11)

The line parameters in the above matrices are defined as illustrated in fig. 3.2. 

It should be noticed that over the whole frequency range, the relationships of 

the preceding equations are nonlinear. But at any one frequency, they are linear. 

The matrix products ZphaseYphase in eqn. 3.8 are in reverse order from that of 

Yphase Zphase in eqn. 3.9 and are therefore different.
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3.3.1 M odal analysis

It is not an easy task to find the solutions for the above second order differential 

equations directly. The solutions become simpler if the coupled equations can 

be transformed into decoupled equations. Xhat is, if each phase is treated and 

solved as an individual single phase problem.

W ith eigenvalue theory, it becomes possible to transform the two coupled equa­

tions 3.8 and 3.9 from phase quantities to ‘modal’ quantities in such a way that 

the equations become decoupled, or in terms of matrix algebra, that the associ­

ated matrices become diagonal, e.g., for the voltages:

^Vmode
dx2 = A Kiode (3.12)

where A is a diagonal matrix. To get from eqn. 3.8 to eqn. 3.12, the phase voltages 

must be transformed to modal voltages, i.e.,

Yphase =  SVrnode (3.13)

and

Vmode =  $  Vvhase ( 3 *1 4 )

Thus, eqn. 3.8 becomes

v~ J _i
— S  ZphaseYphaseSVmode (3.15)d Vmode c*- !

dx2

which, when compared with eqn. 3.12, shows that

A — S  ZphaseYphaseS (3.16)

To find the matrix S  which diagonalizes ZphaseYphase is the eigenvalue/eigenvector 

problem. The diagonal elements of A are the eigenvalues of the matrix product
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Zphase Yphase and, S  is the matrix of eigenvectors or modal matrix of that matrix 

product. Assuming that the diagonal matrix A has the following form:

[A] = (3.17)
a ; o o
0 Â  0 
0 0 Ag

where Aj, Ag and Ag are the corresponding eigenvalues, and the following equa­

tions can be written:

<PVml
dx2

<PVm 2
dx2

<PVn3
dx2

=  AjKm

=  \ \ v m2

lVm 3=  XiVr.

(3.18)

(3.19)

(3.20)

The components, Vm\ , Vm 2 and Vm 3 are associated with Natural Modes of Wave 

Propagation. Hence, the transformation matrix S  is called the Modal Voltage 

Matrix. Each of the preceding equations can thus be manipulated as an ordinary 

differential equation.

Similarly, transformation can be performed for the current, i.e.,

I  phase — Q I mode (3.21)

Imode = Q 1Iphase (3.22)

where Q is the current transformation matrix. Although the matrix products in 

eqn. 3.8 and eqn. 3.9 have different eigenvectors, their eigenvalues are identical. 

While Q and S  are different from each other, both can be related to each other 

as:

Q = [S ‘ ]_1 (3.23)

where lt* indicates transposition. Similarly, eqn. 3.9 can be transformed to

=  A Imode (3.24)
j 2  tu 1mode

dx2
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with the same diagonal matrix as in eqn. 3.12. Thus, the following decoupled 

equations can also be written for the currents:

=  A\ I ml (3.25)

=  A p m2 (3.26)

= A\ l m3 (3.27)

Fig. 3.3 schematically illustrates the physical interpretation of modal analysis for 

a three phase system.

<Plml
dx2 

<Plm2 
dx2 

<Plm 3 
dx2

3.3.2 Significance o f 5 m atrix

Assuming that the line is transposed, the S  matrix will be (a): frequency inde­

pendent, i.e., constant, and, (b): have scalar values. Using Clerk’s transformation 

matrices, in which, assuming ideally transposed line, S  and Q have the following 

values:

[ 5 ] =  [Q] =
1 1 1
1 0 - 2
1 - 1  1

[ s - 1] =  [ r ' M
1 1  i 

3/2 0 - 3 /2  
1/2  1 1/2

Thus, for any point on the line, the voltages and currents are given by:

' Va ' ’ 1 1 1 ' '  v m l '
v b — 1 0 - 2 v m2

.  v c _ _  1 - 1 1 _ . ^ 3  .

'  la ' '  1 1 1 ' I  ml
h = 1 0 - 2 I  m2
Ic 1 - 1 1 I  m3

(3.28)

(3.29)

(3.30)

(3.31)

According to the preceding two equations, the following three cases can be de­

duced:
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1. Suppose that only mode-1 currents are present, then Ia =  /*> =  I c =  Im\. 

This means that for mode-1 currents, the currents in each of the a-phase, 

the b-phase and the c-phase are equal and flow in the same direction. This 

also shows mode-1 currents can only return through the earth plane and 

therefore are often called Earth Mode components, which is analogous to 

zero sequence currents.

2. Suppose that only mode-2 currents are present, then Ia = —Ic =  Im2 and 

lb =  0. Thus, for mode-2 currents:

• The currents in the a-phase and in the c-phase have equal magnitudes, 

but flow in opposite directions.

• The b-phase current is zero.

This distribution of currents shows that mode-2 is an aerial mode of prop­

agation.

3. Similarly, suppose that only mode-3 currents are present, then Ia = I c = Imz 

and lb =  —2Imz. This distribution of currents also shows that mode-3 is an 

aerial mode of propagation.

3.3.3 Line equations in term s o f m odal com ponents

W ith the decoupled equations 3.12 and 3.24 in modal quantities, each mode can 

be analysed as if it were a single conductor line. Comparing the modal equation,

=  xlVmk (3-32)

with the well-known equation of a single conductor line equation 3.3 as derived 

in section 3.2, i.e.,



shows that the modal propagation constant 7mjt is the square root of the eigen­

value,

7mk =  (*k +  jPk -  yj>?k ~  (3.33)

where

ah — attenuation constant of mode k , (e.g., Np/km) 
Pk =  phase constant of mode k , (e.g., in rad/km )

The phase velocity of mode k is defined as:

phase velocity =  w/fik (3.34)

and the wavelength as:

wavelength =  27r/^jt (3.35)

While the modal propagation constant is always uniquely defined, the modal se­

ries impedance and shunt admittance as well as the modal characteristic impedance 

are not, because of the ambiguity in the eigenvectors. Therefore, modal impedances 

and admittances only make sense if they are specified together with the eigenvec­

tors used in their calculation. In order to find them, eqn. 3.6 must be transformed 

to modal quantities:

d V m o d e  o — l— S  ZphaseQImode (3.36)dx

The triple matrix product in eqn. 3.36 is diagonal and, the modal series impedances 

are the diagonal elements of this matrix,

Zm — S  ZphaseQ = Q ZphaseQ (3.37)

Similarly, eqn. 3.7 can be transformed to modal quantities and, the modal shunt 

admittances are then the diagonal elements of the matrix,

Ym = Q -'Y pha„ S  = S  ' YphascS  (3.38)

The proof that both Zm and Ym are diagonal is given by Wedepohl [25].
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3.3.4 A pproxim ate theory of wave propagation

As shown in the previous section, the modal propagation coefficients are complex 

functions evaluated from S  and Q. But if the lines are ideally transposed, then 

S  =  Q and, the value of 7 becomes simply related to the basic line parameters 

by:

71 =  \ fZ 0 Y0 (3.39)

72 — 13 — \ f z 1 Y1 (3.40)

where Zq, Yo are the zero sequence parameters per unit length of the line and, Zi, 

Y\ are the positive sequence parameters per unit length of the line. The modal 

surge impedances are given by:

Zci =  i / 5  (3.41)
V r  0

^c2 =  %c3 =  \ I  —  (3.42)
V *1

Assuming that the transformation matrices S  and Q are frequency invariant and 

S  =  Q, then the modal voltages and currents can be related directly to the actual 

phase values in the time domain using the following relationships:

V(t)  =  SVmode(t) (3.43)

I(t) = S Imode(t) (3.44)

The above procedure is exact in the case of balanced line configurations and

still very accurate for transposed lines. In the more general case of unbalanced,

untransposed lines, however, the modal transformation matrices are frequency 

dependent. Nevertheless, as concluded by Magnusson [26] and Wasley [27], it is

still possible in this case to obtain a reasonably good approximation under the

assumption of constant transformation matrices.
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3.3.5 G eneral solutions o f m odal equations

Now, consider the decoupled voltage and current equations in terms of modal 

propagation constants:

^  -  i : v „  (3 .« )
J  2 T

^  (3-46)

The general solutions of the preceding two equations are given by:

Vnl =  + X 2e " x (3.47)

Imi = Y1e~ ^x +  Y2e*x (3.48)

where X \, X 2, Yi and Y2 are arbitrary constants and are determined from the

boundary conditions for a particular system. Thus, it follows from eqn. 3.47 that:

dVmode 
dx

where

7 =

Now, recall from eqn. 3.6 that,

dVpha,

^ 1 [ - X l e~''x +  * 2e7X] (3.49)

7i 0 0
0  7 2  0

0  0  7 3

(3.50)

—  Zphaselphase —  ZphaseQ Imode (3.51)

dSVmoie = (3.52)
dx

— S  1 ZphaseQ Imode (3.53)
dVjnode n—\

dx

It can be shown that 5 -1 ZphaseQ is a diagonal matrix [25] and it therefore follows 

that each modal voltage component is a function of the corresponding modal 

current component. It should be noted that the values 71, 72 and 73 are really 

propagation constants which define the characteristics of each mode. They are
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usually called Modal Propagation constants. Combining eqns. 3.49 and 3.53, the 

following equation is obtained:

d V m o d e  _  q - 1 r j
^̂  ^ &phasety* mode

=  7 [-X ie - '1'* +  X2e7*] (3.54)

Substituting the above equation with:

Imoie =  Y1e~yx +  Vje71 (3.55)

gives:

X ^ - X ^  = ' f l S~l ZrhaaeQ Imoile

=  Zmc [H e -1"  +  K2e^ ] (3.56)

where

2mc =  7 ' 1S ' 1Z ,k ,* 0  (3.57)

Zmc is the modal surge impedance matrix and can be shown to be diagonal. Since 

Zmc is diagonal, the modal voltages are only functions of the corresponding modal 

currents, i.e., mode-1 voltage is associated only with mode-1 current, etc. Since 

eqn. 3.56 must be true for all 7 , it follows that:

X x = ZncYx (3.58)

* 2 =  - Z meY2 (3.59)

3.3.6 D erivations o f A B C D  m atrices

Referring to fig. 3.2, assuming that the line length is L, the voltages and currents 

at the sending end (x = 0) are given by:

Va = SVmode |(x=0)= S [Xt +  X 2] (3.60)

Is — Q I mode |(x=0)= Q \Yl +  Y2\ (3.61)
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and the voltages and currents at the receiving end (x =  L) are given by:

VT = SVmoi* \ (x=L)= S [ X 1e - 'L + X i e ' L] 

It = Qlmoie |(x=L)= Q [ Y ^ L +  Y ^ ]

Thus,

V, = SZ mc [Fi -  K2] 

P i - Y , ]  = Z ~ lS - 'V ,

Eqn. 3.61 gives:

pi +  r 2] =  Q I

Eqns. 3.65 and 3.66 can thus be solved for Y\ and Y21

1

Substituting eqns. 3.67 and 3.68 into eqn. 3.63 gives:

Imr =  cosh(7l ) / ma -  sinh(7L)Z~\Vn

where

Imr is the modal currents at the receiving end,
Ims is the modal currents at the sending end and
Vma is the modal voltages at the sending end.

Substituting eqns. 3.67 and 3.68 into eqn. 3.62 gives:

Vmr = cosh(iL)Vms -  s in h ^ L )Z mcIn

(3.62)

(3.63)

(3.64)

(3.65)

(3.66)

(3.67)

(3.68)

(3.69)

(3.70)

where Vmr is the modal voltages at the receiving end.

Rearranging eqns. 3.69 and 3.70 into matrix form, the following two-port matrix 

equation is obtained:

r vm* ir ms
Ims

cosh(7i )  Zmc sinh(qL)
Ymc sinh(7 i )  cosh(7 i )

14
( 3 .7 1 )

3 2



where Ymc =  Zm\.

Now using the following identities:

Vr = SVmr

Ir — Qlmr

vs =  SVms

Is ~  Q I  ms

Zmc =  7 S Zp}mseQ

eqn. 3.71 can be transformed back to phase quantities:

5  cosh (7Z) S'-1 ZCQ sinh(7L)(3 -1 
Y cQ sm h l'y ^S -1 Q cosh.^L)Q~X

' v.'
. / . .

■ Vr '

. b  .
(3.72)

(3.73)

(3.74)

where

Zc =  S Z mcQ~l =  polyphase surge impedance 

Yc =  QYmcQ"1 — polyphase surge admittance

Substituting eqn. 3.57 for Zmci the polyphase surge impedance matrix is then 

given by [25]:

Zc =  S ^~ X S~X Zphase (3.75)

and

= S ^ S '1 

cosh (ipL) = S  cosh(7 L)S~X 

In this case, eqn. 3.72 can be expressed as shown below [2]:

(3.76)

(3.77)

■ V , ' ' A B  ' ' Vr '
. Is . C D . Jr .

(3.78)

where

A

B

C

D

cosh

sinh (il)L)Zc

YCBYC

YCA Z C
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3.4  F requency d ep en d en t p aram eters

The two most important parameters for wave propagation are the characteristic 

impedance, Zc, and the propagation constant, 7 . For example, as derived in 

section 3.2, for a distributed single conductor system (fig. 3.1), Zc and 7 are 

respectively given by:

( s j 9 )

7 =  ^ / (R  +  jwL){G +  j u C )  (3.80)

Both parameters are functions of frequency, even for constant distributed pa­

rameters R , L, G and C (except for lossless and distortionless lines). Fig. 3.4 

shows the frequency dependence of the zero and positive sequence resistance and 

inductance of a three phase overhead line. It can be seen that the positive se­

quence inductance of the overhead lines is practically constant, while the positive 

sequence resistance remains more or less constant until skin effect in the con­

ductors becomes noticeable. The zero sequence inductance and resistance are 

very much frequency dependent, due to skin effects in the earth return. As a re­

sult, both the characteristic impedance and the propagation constant are highly 

frequency dependent. Hence, in order to simulate an EHV transmission system 

correctly, a model with frequency dependent parameters must be used. There are 

various ways of handling the frequency dependence of the system parameters. In 

the following chapter, the frequency domain simulation approach and different 

time domain approaches based on travelling wave models will be described.
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C hapter 4

E lectrom agnetic transient 
m odels

4.1 In tro d u ctio n

This chapter describes the techniques for deriving the electromagnetic transient 

models which are used in this project. Firstly, transient modelling using the 

frequency domain simulation approach [2] is described. And then, transient 

modelling using the EMTP program is described. In order to describe the tran­

sient models, three time domain approaches have to be considered sequentially. 

The first time domain approach is as described by Budner’s admittance formu­

lation [3]. The second one is Snelson’s and Scott Meyer-Dommel’s travelling 

functions approach [28, 29] and finally, the third one is M arti’s approach [30]. It 

should be noted that these time domain approaches are mathematically quite sim­

ilar. Snelson’s model is based on Budner’s formulation and overcomes some of the 

associated disapprovals. Marti further improves Snelson’s model. In the project, 

M arti’s model is used to produce frequency dependent line parameters for the 

electromagnetic transient simulation using EMTP. Finally, transient modelling
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based on the time-convolutional technique is introduced. It should be empha­

sised that a simplified source model using constant voltage behind subtransient 

impedance is used for all the electromagnetic transient simulations.

4.2  F requency dom ain  form ulation

4.2.1 Fundam ental relationships overview

The theory of natural modes developed by Wedepohl [25] enables a solution to 

the system voltage steady-state equations given by eqn. 4.1 to be transformed 

into a series of independent differential equations of the form as shown in eqn. 4.2.

d?V
£̂ ,2 =  ^phaseYphaseV (^*1)

V  =  exp(—il>x)Vi +  exp(if>x)Vr (4-2)

where 

ip =  S^fS"1.
Vi =  incident voltage transforms.
Vr =  reflected voltage transforms.
Zphase =  series impedance matrix per unit length.
Yphase =  shunt admittance matrix per unit length.
7 =  propagation constant matrix.

The polyphase surge impedance matrix is given by:

Zc = S y - ' S - ' Z p ^ . '  (4.3)

and

cosh(V>x) = S  cosh(7x)6'-1 (4-4)
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4.2.2 Transfer m atrix functions

Fig. 4.1 illustrates the basic arrangement for a faulted double end fed single con­

ductor system. Fig. 4.2 illustrates the same case with a three phase transmission 

system. Such faulted transmission systems essentially consist of a network of 

cascaded sections and can be represented as shown in fig. 4.3. Two port transfer 

matrices are particularly useful in the solution of such problems. For example, 

the transfer matrix representing the line section up to the point of fault is given 

by eqn. 4.5, and this can be used in combination with the corresponding matrices 

representing the fault discontinuity and the line section between the fault and 

the receiving busbars, to yield a relationship between the currents and voltages 

at either end of the line. Eqn. 4.6 shows the multiplication process involved to 

yield the latter relationship.

‘ Vs ' '  Ax B x ' Ef f
. Is . D i  . . h s  .

' Vs ' A\ S i  ' A 1 B ,  ' A 2 b 2 ' ’ Vr '
. / . . . Cl . . ° 1 . C2 D2 . . Ir .

where

>4i =  cosh(^>x)

Bx =  sinh (xl>x)Zc

Cx = YcBiYc

Dx = YcAxZe

a 2 = cosh [ip(L —*)]

b 2 =  sinh — x)]Zc

c 2 = y cb 2y c

d 2 = y ca 2z c

The submatrices defining the transfer matrix representing the line section be­
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yond the fault are found by substituting the length (L — a:) involved, and the 

m atrix defining the fault discontinuity is formulated according to the type of 

fault simulated. Detailed derivations of the elements A, B, C h  D  are given in 

section 3.3.6.

4.2.3 Fault transient m odel

The basis of the method hinges upon representing the voltage at the fault point 

by the sum of two voltages V/s, Vff  as shown in fig. 4.4. The first of these 

voltages, V/s, is sinusoidal and is arranged to be equal to the steady-state voltage 

at the point of fault before disturbance. Vff is a suddenly applied voltage, which, 

when added to V/s, represents the postfault voltage. A solution may thus be 

obtained by performing two separate calculations in which the desired voltages 

and currents are evaluated when Vfa is applied to the energised system, and the 

superimposed voltage Vff is applied to the line with all source voltages set at 

zero. The method is essentially one of superposition, and it should be noted that 

the steady-state voltage vector Vfs can be evaluated from a knowledge of the 

prefault voltages and currents at the terminating busbars. In fact, the vector Vfs 

is only needed insofar as it enables the value Vff to be evaluated as a prerequisite 

to the second part of the computational process.
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4.2.4 Form ulation for 2-ended system

Prefault steady state

The vector Vf3 is evaluated from a knowledge of the prefault voltages at the 

terminating busbars. Before the fault, the sending end and receiving end current 

and voltage are related by eqn. 4.7.

■ v„ ' A\ B 1 ' A2 b 2 ‘ ' ■ '  A B  ' ' v rs ‘

. . . f t D i . C2 b 2 , Its C D Its

The sending end current and the fault point voltage before the fault are thus 

given by:

/ „  =  [C -  D B ' 1 A]Vr, +  D B - 'V , ,  (4.8)

V}.  =  [At - B 2B - 1A]Vr. +  B 2B - 1V„  (4.9)

Each of the above equations are evaluated at power frequency, because the pre­

fault condition is essentially a steady-state one. Under this condition, the voltage 

and current vectors may be considered in phasor form and converted to the time 

domain without invoking the inverse Fourier transform.

Sound phase problem

To complete the solution, it is necessary to establish the response of the unen­

ergised circuit to the superimposed voltage transform Vff.  A value is required 

for both faulted and sound phases. In the case of a faulted phase or phases, no 

difficulty exists. For example, considering a single-phase to earth fault which oc­

curs on phase-a, the superimposed voltage, Vffa is simply equal and opposite to

the prefault voltage at the point of fault. For the unfaulted conductors, there is
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no such direct means of knowing the appropriate value of superimposed voltage. 

However, the currents due to the application of the superimposed voltages are 

related by eqn. 4.10 [1]:

Vll  =  -  { [(Cl +  D l Z~r) (Ai + B 1ZZl ) + ( c 2 +  D 2Z~')  (A2 + B . Z ^ f ]  +  Z ,}  

( I h i  ~  I  h i )  (4-10)

The above equation involves 3 x 3  matrix for single circuit three phase systems. 

Thus, the above equation can be written in the following form:

(4.11)

Consider now a single phase to earth fault involving phase-a, the currents I f af  and 

I f rf  will be equal in the b and c phases because they are healthy, and eqn. 4.11 

takes the following simplified form:

v i h  1 % aa ^ a b  Z ac - f / s / a  I f r f  a

V f f *
— Z b a  Eb b  %bc I f s f b  I f r f b

V i h . Z ca Z cb Z e e I f s f c  I f r f c

Vffa Zaa
Vffb = Zba

. Vffc . Zca
[ I f s f a  I f r f a ] (4.12)

With reference to eqn. 4.12, the voltage transform Vfja is known, so that the 

superimposed voltages from each conductor to earth, E f f , is obtained from 

eqn. 4.13.

E f f  =  V f f  +  z f  ( I f s f  -  I f r f )  ( 4 - 1 3 )

The final step in the process involves computing the spectrum of the voltage 

and/or current of interest. For example, the transformed superimposed voltages 

and currents at the sending end of the line are given by eqns. 4.14 and 4.15 [1] 

respectively.

V,f = [B1D ^ Z ; s1 + u y 1 [A1- B 1DT1C1] EfJ (4.14)

h i  = - Z - 1 [B1D y z - 1 + U]~1 [A1 - B 1D y C 1] E JJ (4.15)

The above equations are converted to time variables via the inverse transform, 

and are added to the corresponding prefault steady-state variations to obtain
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the complete fault-transient waveform. Similar techniques are employed in the 

analysis of other fault types. Interphase faults not involving earth are best dealt 

with by considering the superimposed voltages between phases. Apart from this, 

the analysis of such faults is very similar to that outlined in relation to earth 

faults.

Form ulation of universal system  m atrices

During the process of fault inception and clearing, a transmission system is sub­

jected to a wide range of frequency variations, and it is important to ensure 

that the response is evaluated over the whole frequency spectrum of importance. 

In order to take account of the frequency variation of the transmission system 

parameters, it is therefore necessary to implement the so-called ‘superimposed* 

simulation technique as developed by Johns and Aggarwal [2]. The standard 

superimposed circuit of the full system models (figs. 4.1 and 4.2) is represented 

in the frequency domain by the circuit of fig. 4.5. In order to effect a complete 

simulation, it is necessary to solve a total of (n — 1) such circuits. Let the suffix 

k , represents the fcth superimposed circuit (k = 2, • • • , rc). Then, the basic rela­

tionships of eqns. 4.16, 4.17 and 4.18 describe the circuit at each end of the line 

and at the fault point, respectively.

Vsk — ZssIsk E sk 

Vrk — Z srIrk “I" Erk

Vfk =  Efk +  Zf [Ifsk — Ifrk] =  Efk  +  Zflfk

(4.16)

(4.17)

(4.18)

Furthermore, the line sections on each side of the fault are most conveniently 

represented in terms of the polyphase 2-port as defined in eqns. 4.19 and 4.20:

(4.19)■ vak ' '  Ax B x ' ' vfk ‘
I s k

.  & D i  . 1 f s k
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■ Vjk ■ a 2 b 2 ' ■ vrk'
Ifsk . e>2 Irk

(4.20)

where Ai, C\  and D\,  etc. are defined in section 4.2.2. The relationships 

in eqns. 4.16 to 4.20 effectively define a set of simultaneous equations relating 

transforms of the kth. superimposed-circuit transform currents to the associated 

transform voltages across each hypothetical current generator and they can be 

arranged in the following alternative form:

(4.21)
Ifk Ya Yb Yc Ejfk
Isk = Yd Ye Yf E sk
Irk y g Yh Yj _ . Erk

E fSk '  z ^ Z b Zc -
Ifk

E sk = Z d Z e Z f Isk
Erk Z g Z h Zi Irk

(4.22)

Each of the submatrices in the foregoing two equations is defined in terms of the 

basic parameters (Z /, A\,  Zas, etc.) of the system at any spectral frequency of 

interest. Notice that each element of the Y-matrix and Z-matrix of the preceding 

two equations is a 3 x 3 submatrix for single-circuit three phase configuration. 

Detailed definition of each element of the matrices is given in Appendix B. The 

9 x 9  admittance matrix of eqn. 4.21 is essentially a universal relationship which 

can be computed and stored at all spectral frequencies of interest at the outset of 

a particular simulation study. The Z  matrix in eqn. 4.22 is obtained by inverting 

the Y  matrix, which is defined in eqn. 4.21.

Any fault sequence can be simulated based on the above formulation. Detailed 

numerical calculation techniques involved in simulating the fault sequence are 

given in Chapter 6.
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4 .3  E M T P  m odellin g

Consider the basic double end fed transmission model as shown in fig. 4.2. With 

this particular model any type of earth fault can be treated by simulating the 

closure of the appropriate switches at the fault point. Fault break off or release 

is likewise simulated by opening the appropriate fault point switches in series 

with the total fault-path impedance (Z /a, Z/&, Z fc). Pure interphase faults are 

likewise modelled by an appropriate interconnection of fault impedances and 

switches. Opening, and subsequent reclosure, of the circuit breakers is likewise 

simulated by the operation of the appropriate switches, according to the sequence 

associated with any type of autoreclosure cycle under consideration.

EMTP [6] is a time domain transient program, i.e., it solves the electromagnetic 

transient problem step by step in the time domain. The method, firstly, requires 

reduction of the whole system into its components, that is, combinations of equiv­

alent node voltage source, branch current source, transmission line, resistance, 

inductance and capacitance. Secondly, nodal analysis of the network is performed 

and a set of equations which simulate the behaviour of each component is set up. 

Finally, the whole set of equations are solved numerically in the time domain and 

each new output is derived from a few already known past history terms.

Thus, referring to the basic system arrangement as shown in fig. 4.2, the sending 

end source and receiving end source are respectively simulated using an equivalent 

constant voltage source behind subtransient impedance. The circuit breakers and 

the fault path switches are easily simulated using time-varying resistances, e.g., 

R  =  0 when closed and R  =  oo when open. The only and the most complicated 

component left is the simulation of equivalent transmission line.
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It has long been recognized that one of the most important aspects in the mod­

elling of transmission lines for electromagnetic transient studies is to account for 

the frequency dependence of line parameters and for the distributed nature of 

losses. The following section describes detailed frequency dependent line mod­

elling in the time domain. Detailed numerical transient calculations of the overall 

system using the EMTP is elaborated later in Chapter 6.

4 .4  T im e d om ain  form ulations o f  freq u en cy  d e­
p en d en t tran sm ission  lin es

The problem related to the inclusion in the time domain of both the frequency 

variation of the parameters and the distributed nature of the losses is twofold. 

On the one hand, the problem can be solved easily in the frequency domain. But, 

on the other hand, a general transient solution for a complete system is much 

more convenient in the time domain. Which particular solution technique is used 

is influenced by numerous important factors, such as computer time, numerical 

stability, accuracy, etc.

Present day understanding and formulation of the problem can be reviewed 

through the main approaches which are sometimes mathematically quite simi­

lar, although important differences with regard to the computation techniques 

exist. The train of thought associated with the equivalent circuit formulation 

can be traced through the works by A. Budner [3], J.K. Snelson [28], W.S. Meyer 

h  H.W. Dommel [29] and J. Marti [30].

48



4.4.1 B udner’s adm ittance form ulation

Treating a basic two-ended single conductor system as a two-port network (fig. 4.6a), 

A. Budner obtains the equations of the network in the frequency domain as fol­

lows:

h  =  YkkVk +  YkmVm (4.23)

Im =  YmkVk +  VmmVm (4.24)

where subscripts k and m  denote node-‘k’ and node-‘m ’ respectively as illustrated 

in fig. 4.6.

Comparing these equations with the corresponding frequency domain solution, 

the following relations can be obtained:

Ykk =  Ymm = Z ~ l coth(7 /) (4.25)

Ykm =  Ymk =  - Z c- 1cosech(7 /) (4.26)

where I is the distance between node k and m.

The inverse Fourier transforms of equations 4.23 and 4.24 yield:

h( t )  =  Vkk(t) * vk(t) + ykm(t) * vm(t) (4.27)

^m(^) — ykm{I) * Vk(t'} “|“ ykk{Yj * ^m(^) (4.28)

After evaluating the convolution integrals for solving equations 4.27 and 4.28, 

ik{t) and im(t) can be expressed as functions of their corresponding voltages and 

of values known from previous steps:

*&(f) — ySVk(t) ^k,hist{i (4.29)

— J/s^m(f) “f" ^m,/itat(f T) (4.30)
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In the preceding equations, y s is a constant, and ik,hist and im,hist are functions 

of past values.

To calculate the time domain form of the admittances, Budner uses a fast Fourier 

transform, but this is faced with numerous difficulties. The discrete inverse 

Fourier transform, imposes a bandwidth limitation on the frequency function. 

In addition, a smaller Au> and consequently a longer computation time is needed.

Functions ykk( t )  and ykm( t )  are made up of a series of spikes. They are at first 

very sharp and then become very flat. This feature of the admittances very much 

complicates the convolution process which has to be performed at each time step 

of the complete network solution and tends to become inaccurate and very time 

consuming.

The form of the y-weighting-functions can be visualized from the system condi­

tions as illustrated in fig. 4.6b. The voltage impulses applied at node k travels 

toward node m. The time impulse has a uniform frequency distribution and 

different frequencies have different travelling times and attenuations. Thus, by 

the time, the impulse reaches node m, it has become a spike. This is the first 

peak in ?/fcm. After reflection, the wave travels back to node k and reaches it 

after corresponding travelling times and attenuations, making up the first spike 

in the function ykk• The process of reflections and wave travelling forward and 

backward continues for a very long time.
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4.4.2 Snelson’s and Scott M eyer-D om m el’s travelling func­
tions approach

Looking for simpler weighting functions than those in Budner’s approach [3], J.K. 

Snelson [28] defines a new set of variables to relate currents and voltages at the 

ends of the line. Snelson’s idea has been further developed by W. Scott Meyer 

and H.W. Dommel and implemented in the EMTP [6].

The new variables defined by Snelson are as follows:

• For forward travelling functions:

fk(t) = vk(t) +  R i ik{t) (4.31)

fm(t) =  Vm ( t )  + R i im(t) (4.32)

• For backward travelling functions:

h( t )  =  vk(t) -  Riik(t)  (4.33)

bm(t) =  vm(t) -  R i im(t) (4.34)

Snelson defines R\  as lim ^oo Zc(u), where Zc(u>) is the line characteristic impedance. 

Relations 4.31 and 4.32 can be visualized physically from fig. 4.7.

The functions bk and bm contain the rest of the information determining the inter­

nal behaviour of the line. The time domain functions /  and b can be transformed 

into the frequency domain:

• For forward travelling functions:

Fk(uj) =  Vk (cj) +  R \ I k{u) 
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Fm{u>) =  Vm(u) +  R i l m(u>) (4.36)

• For backward travelling functions:

Bk(w) = Vk{w) -  R ih lw )  (4.37)

B m(u) = Vm{u) -  R J m(u) (4.38)

Comparing the last four equations with the exact line solution in the frequency 

domain, the following expressions can be written:

Bk(oj) =  Ai(a>)Fm(u>) +  A 2(u)Fk(ui) 

B m{ u>) = Ai(u)Fk(L>) + A2(u>)Fm(u>)

(4.39)

(4.40)

where

cosh(7/) +  \

Zc R\  
Ri Zc

sinh(7/) 

sinh(7/)Ai(a;)

(4.41)

(4.42)

The frequency dependence of the characteristic impedance Zc(lj) and the prop­

agation constant 7 (cj) in equations 4.39 and 4.40 are included in the functions 

A\  and A 2 . Transforming these equation into the time domain, the following 

equations can thus be obtained:

h ( t )  =  « i(t) * f m(t) + a2(t) * f k(t) 

bm(t) = a^ t )  * f k(t) + a2{t) * f m(t)

(4.43)

(4.44)

where ai(t) and a2(t) are the weighting functions for the time domain convolu­

tions.

After evaluating the convolutions in equations 4.43 and 4.44, equations 4.33 

and 4.34 give, at each time step, the following equivalent line representation
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for node k and m:

* * W  =  -£-vk(t) +  h,hi*t(t -  A t )  ( 4 . 4 5 )
Ki

* m ( ^ )  =  D  ( ^ )  “1“ *m,hist(t A t )  ( 4 . 4 6 )
i l l

where and imMst are known from the past history values.

The physical interpretation of the weighting functions a\(t) and a,2 (t) can be vi­

sualized from fig. 4.8. As can be seen, these weighting functions are generated 

by the voltage impulse £(t) travelling along the line. In comparison with Bud­

ner’s approach, the reflections are much smaller and the spikes in the weighting 

functions get attenuated much faster. Since the functions ai(t) and ^ ( t ) decay

much faster than the functions ykk, Vmm and the corresponding time domain

convolutions at each step of the network solution require much less computation 

time. Also, the frequency domain form of these functions is less oscillatory and 

thus, consequently, facilitates the numerical evaluation of the corresponding time 

domain forms.

4.4.3 M arti’s approxim ation by rational functions

The previous method involves difficulties in the evaluation of the weighting func­

tions a\(t) and 02(t). Since the resistance, especially for the zero sequence mode, 

increases with frequency, the high frequency components are attenuated much 

faster than the low frequency components. This means that the low frequency 

components will have a large effect on the tail portion. The amplitude of the 

reflections of the applied voltage is also larger at lower frequencies since the resis­

tance Ri  is much closer to the characteristic impedance at the higher frequencies. 

This is an obvious result of the definition of Ri  as being equal to limw_ 00 Zc.
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Reasoning on the aforementioned mentioned problem, Marti [30] decided to re­

place the simple resistance Ri  at the ends of the line by a network whose frequency 

response matches the line characteristic Zc(u>). In this case, the voltage impulse 

applied at node k would not be reflected back from node m. Hence, the weighting 

function ai(t) would have only one spike and the weighting function 02(t) would 

be equal to zero. The replacement of the resistance R\  by the network Zeq, 

which approximates the characteristic impedance Z c(lj), is schematically shown 

in fig. 4.9.

After replacing Ri  with Zeq, equations 4.35 to 4.38 have the following forms:

• For forward travelling functions:

fk(t) = vk(t) +  ek(t) (4.47)

fm(t) = vm(t) + em(t) (4.48)

• For backward travelling functions:

h( t )  =  vk(t) -  ek(t) (4.49)

bm(t) =  vm(t) -  em(t) (4.50)

where ek(t) and em(t) are voltages across equivalent network Zeq due to the 

currents ik(t) and zm(f), respectively. If the impedance Zeq which approximates 

the characteristic impedance Zc{u) is assumed to be linear, the preceding four 

equations can be transformed into frequency domain as follows:

• For forward travelling functions:

Fk(u) =  Vk(cj) +  ZeqIk{uj) (4.51)

-FmM = vm(u) + ZeqIm(v) (4.52)
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• For backward travelling functions:

Bk(u) =  Vk(u>) -  Zcqh(oj) 

B m(u) = Vm(«) -  ZeqIm(w)

(4.53)

(4.54)

Comparing the four preceding equations with the general line solution in the 

frequency domain, the following equations can be written:

B k(u>) = A x{u:)Fm{uj) (4.55)

B m{u) =  A x ^ F k f a )  (4.56)

where

A iH  = e ~ ^ ‘ =  , ,  . 1 (4.57)
cosh [7 (0;)/] +  sinh [7 (0 )̂/]

The time domain form of equations 4.55 and 4.56 is given by the convolution 

integrals:

/
oo

f m(t -  u)ai(u)du (4.58)

bm(t) = J  fk(t -  u)ai(u)du (4.59)

where r  represents the travelling time of the fastest frequency component of the 

applied impulse. In a discrete numerical solution, if the time step A t  is smaller 

than r ,  the values of fk(t)  and f m(t) in equations 4.58 and 4.59 are known at 

discrete points from the previous time steps and the integrals 4.58 and 4.59 can 

be evaluated. In this Marti approach, the problem of the tail effects is eliminated, 

the numerical integration in the evaluation of the history functions is much more 

efficient and the weighting function a,2 (t) is eliminated.

Here the key point of this approach is reached with the most important con­

sequences in the contemporary situation of the frequency dependent modelling. 

The approach, however, encounters three problems:
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• the synthesis of the equivalent network which approximates the character­

istic impedance Zc(u>),

• the evaluation of the weighting function and

• the synthesis of the transformation matrices S  and Q.

Marti simulates the characteristic impedance Zc(u) using a Foster I network 

representation. For the synthesis of Zeq, the tabular function Zc(u>), which takes 

into account the frequency dependent parameters Z{ua) and Y(w)  via Carson’s, 

Wise’s or some other formulae [19], is approximated in the complex plane by the 

rational function of the following form:

z - = 5 4 = (4.60)D(s) (a +  p i ) ( s + p 2)***(s+p„)  

where the break points Z{ and pi of this function are real, positive and simple. The 

parameters of Foster I representation are obtained by expanding the preceding 

equation into a series of simple fractions.

To obtain current sources, the expressions given by equations 4.58 and 4.59 must 

be evaluated. The process of evaluating convolution integrals from equations 4.58 

and 4.59 can be accelerated if the corresponding weighting function can be ex­

pressed as a sum of exponential terms, that is, if the convolution integral, in 

general, has the following form at time step t :

/ CO

/ ( /  -  u)ifce-“<“- T><fu (4.61)

Then s(t) can be directly obtained from the known values s ( t—At)  at the previous 

time step and the known history of /  at r  and (r  -f At).

Since the weighting function ai(t) is identical to zero for t < t ,  the propagation
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response in the time domain equals:

ai{t) = p(t -  t ) (4.62)

The last expression means only that the function a\(t) is displaced toward the 

origin for r  time units. The corresponding frequency form of the last equation is:

A ^ u )  = P(u>)e~iuT (4.63)

The function P (s) corresponding to P(w) in the complex plane is approximated 

by a rational function of the form:

p f , 1  _  N(S) =  r r ( 3 +  * l ) ( J +  * 2 ) - - - ( a +  *n)

( l  D(s) (s + Pl)(s + p2) - - - ( s  + pn)

Since A i (uj) corresponds to the response of a passive physical system and tends 

to zero when w tends to infinity, the number of zeros in formula 4.64 must be 

smaller than the number of poles, and the real part of the poles must lie in the 

left side of the complex plane. After partitioning the expression 4.64 into a series

of simple functions, it is easy to obtain the time domain form of the weighting

function ai(t).

4 .5  T im e con volu tion al m o d ellin g

Following early work by Budner [3] and by Umoto and Hara [18], the common 

theme was that of expressing nonlinear dependencies in the frequency-domain 

/in; impulse responses in the time-domain. Essentially, there are two stages of 

analysis. The first is a preparatory phase in which impulse response functions are 

formed. This arises only once for any given transmission system, following which 

the impulse responses found for it are held with other relevant transmission line 

data. The second stage is then that in which electromagnetic transient analysis 

is carried out and this requires evaluations of time convolutional integrals.
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4.5.1 Fault transient m odelling

Following the same analysis as given in section 4.2 for the frequency domain ap­

proach, the fault transient model is firstly established in the frequency domain. 

The system equations are given in equations 4.21 and 4.22 in the frequency do­

main. Expressing these equations in the corresponding time domain, the following 

set of equations are obtained:

i f (t)
is(t)

ef f ( t )
es(t)
er(t)

’ 2/a yb yc
yd 2/e ys *

- . Va Vh 2/i _

"1
z a Zb 2 c

r*

= Zd z e * / *

. z9 Zh z i .

C//W
es(t)
er(t)

if (t)
is{t)

(4.65)

(4.66)

where the symbol * stands for convolution. Each of the element of the system 

matrices [y] and [z] in equations 4.65 and 4.66 represents the corresponding im­

pulse response function of the system matrices [K] and [Z] in the equations 4.21 

and 4.22.

The following example is used to illustrate the use of the above two matrices 

equations. Suppose that e //(t), es(t) and er(t) are known time domain functions, 

the fault transient of i/(t),  is(t) and ir(t) can be calculated directly in the time 

domain as follows:

=  ya*ef f {t )  + yb* es(t) + yc * er(t) (4.67)

i»(i) = yd*ef j ( t )  + ye *es(t) + y f * e r(t) (4.68)

*r(0 =  y9 * e//(f) +  Vh * ea(t) +  yi * er(t) (4.69)

Detailed numerical calculation techniques involving fault sequence simulation us­

ing time convolutional technique are given in Chapter 6.
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4.6  S im plified  generator source m od el

The simplified power system source is modelled as a constant voltage connected 

in series with an equivalent subtransient impedance, Z8. Za can be expressed as

a resistance (R a) connected in series with an inductance (Ts), i.e.,

Za =  R a +  jw L a (4.70)

where u  =  2irf and /  is the power frequency.

The Q-factor is defined as:

9 - M :  <4.71)It,

R a is calculated as:
V 2

R a = ------------------------------------------------- (4.72)
s y r r o 5

where Vrma is the rated line voltage and S  is the equivalent source capacity.

L a can be calculated as:

=  —  (4.73)
(Jj
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Figure 4.7: Visualization of Snelson’s travelling wave functions
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Figure 4.8: Visualization of Snelson’s a\(t) and a.2 (t) weighting functions
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Figure 4.9: J. Marti’s modifications to Snelson’s model
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C hapter 5

Electrom echanical transient 
m odels

5.1 In trod u ction

A simplified source model, such as using a constant voltage behind subtransient 

impedance, can give acceptable accuracy for the fault transients during the pre- 

fault clearance period where the high frequency components are dominant. How­

ever, during the postfault clearance period, i.e., after the fault has been cleared, 

the low frequency components are dominant. Simplified source model may thus 

produce erroneous results. Furthermore, coupled with the fast development of 

very high speed microprocessor based protection schemes, modern power sys­

tems are able to operate closer to their stability limits. This in turn requires 

more detailed representation of the relevant dynamic properties of the power sys­

tem elements so that accurate information can be used to validate and further 

develop better protection schemes. A detailed power system source model, which 

consists of an actual generator model, the AVR, the governor control system and 

the generator transformer, is thus required for achieving a better degree of ac­
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curacy, in particular, to be able to produce the low frequency effects due to, for 

example, the pole-slippings of the generator.

This chapter describes the mathematical formulations of each element of a typical 

single machine power system source model as illustrated in fig. 5.1.

5.2 Syn ch ronous gen erator

A synchronous generator model with three phase armature windings on the stator 

and a dc field winding with one or more pole pairs on the rotor is used. In general, 

it consists of electrical and mechanical representations [6, 31, 32].

5.2.1 E lectrical representation

Fig. 5.2 shows the electrical part of the model. It has been assumed that the 

generator consists of the following magnetically coupled windings:

1. Three arm ature windings a, b, c, one per phase, connected to the network. 

The space displacement among the a-b-c phases is 120 electrical degrees.

2. One field winding /  which produces flux in the direct axis.

3. One hypothetical winding kd on the direct axis which represents the damper 

bar effects.

4. One hypothetical winding g on the quadrature axis representing the effects 

produced by eddy-currents.
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5. One hypothetical winding kq on the quadrature axis representing damper 

bar effects.

The dynamic synchronous machine is internally balanced with respect to the ar­

mature phases. The armature windings are assumed to be Wye-connected, with 

a possible neutral to ground impedance. To make the electrical equations man­

ageable, a number of idealized characteristics are assumed, which are reasonable 

for system studies. These assumptions for an ‘ideal synchronous machine’ [33] 

are:

• The resistance of each winding is constant.

• The permeance of each portion of the magnetic circuit is constant.

•  The armature windings are symmetrical with respect to each other.

•  The electric and magnetic circuits of the field structure are symmetrical 

about the direct or quadrature axis.

•  The self inductance of each winding on the field structure (f, g, kd, kq) is 

constant.

• The self and mutual inductances of the armature windings are a constant 

plus a second-harmonic sinusoidal function of the rotor position, with the 

amplitude of the second-harmonic component being the same for all self 

and mutual inductances.

• The mutual inductance between any winding on the field structure and any 

armature winding is a fundamental sinusoidal function of the rotor position.

• Effects of hysteresis are negligible or, in the case of cylindrical-rotor ma­

chines, are represented by the ^-winding.
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B asic eq u a tio n s

The electrical part of the machine is described by two set of equations.

1. The voltage equations:

where

V  =

R  =

I  =

A =

V  =

Va
vb
Vc

- V f  
0 
0 
0

h

h
I c

h
h d

h
Ikq
K  
A& 

A c 

A /  

Ajkd

A kq

(5.1)

(5.2)

R a 0 0 0 0 0 0

0 R a 0 0 0 0 0

0 0 R a 0 0 0 0

0 0 0 R f 0 0 0

0 0 0 0 R k d 0 0

0 0 0 0 0 R g 0

0 0 0 0 0 0 Rki

(5.3)

(5.4)

(5.5)

In the above equations, R a is the armature resistance of each phase, A is 

the flux linkage vector, and the subscripts a, 6, c, / ,  kd , g and kq represent 

the corresponding windings which have been defined previously.
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2. The flux-current relationships and Park’s transformation:

A =  LI (5.6)

All the windings of the machine are magnetically coupled with each other. 

The magnetic coupling between the windings is a function of the rotor po­

sition. Thus the flux linking each winding is also a function of the rotor 

position. This means that the instantaneous values of the elements of ma­

trix L are functions of the rotor position. The coefficients of the resulting 

set of differential equations are periodic functions of the rotor angle and, 

therefore, functions of time. This time dependence can be avoided by trans­

forming the arm ature quantities to a reference frame attached to the rotor. 

This is known as Park’s transformation. New quantities are obtained from 

the projection of the actual variables on to three axes: one along the direct 

axis of the rotor field winding, called the direct axis, the second one along 

the neutral axis of the field winding, called the quadrature axis, and the 

third one on a stationary axis. The new quantities after transformation 

are completely uncoupled. The coefficients of the resulting equations are 

time-invariant. This transformation can be applied to the fluxes, currents 

as well as voltages. Thus, by definition,

r Aa i
(5.7)

where P  is the Park’s transformation matrix, and the subscripts d, q and 0 

represent direct axis, quadrature axis and stationary axis respectively.

The Park’s transformation matrix P  is defined as:

Ad '  A a ‘

A , =  [p _ 1 ] A t

Ao A c

[p -i -  ■ /!
cos $ cos(0 — 27t/3) cos(# +  27r/3) 
sin# sin(# —27r/3) sin(#-f 27t/3) 

_ l / y / 2  l / y / 2  l / y / 2
(5.8)

0 — OJst +  +  7T/2 (5.9)
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where 6  is the d-axis rotor position in electrical radians with respect to a 

fixed reference position, 8  is the synchronous torque angle and ujs is the 

rated synchronous speed.

Similarly,

' Vd ■ ' Va '
V9 = [P " ] vb

. Vo . . vc _
' Id ' '  la '

h =  [P -1] h
Io Ic

(5.10)

(5.11)

Since the rotor quantities remain unchanged, the transformation of variables 

yields the following set of voltage equations:

■ Vd
Vg
Vo
-vf =  —

0
0
0

d_
dt

R a  0 0 0 0 0 0
0 R a 0 0 0 0 0
0 0 R a 0 0 0 0
0 0 0 R f 0 0 0
0 0 0 0 R k d 0 0
0 0 0 0 0 R g 0
0 0 0 0 0 0 R k q

Ad —<jj\ 1
wA d

^0 0
A/ + 0

A kd 0
0

i
O

'1 0

' I d '

I q
Io

I f
Ikd

I 9
I  kq

(5.12)

If the machine is Wye-connected with a neutral to ground impedance, R n +  

jw L n, then the following term must be added to the right-hand part of the 

zero-sequence equation:

3RnIo + 3Lj dlo
dt

The d-q-0 flux linkages are related to the d-q-0 currents by means of the 

following relationships:

A d Ld IJ<i,f la^kd ' Id '
A/ = LaJ L f  Lf,kd h
A kd Lafid Lfjkd Lkd . I kd .
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1---
---

---
---

---
--

1
 ̂

«<a 
>q 

1 
>

’ L q
=  L a ,g 

L a ,kq

L a ,g

Lg
L f ,k q

L a ,k q  I q

L g ,k q  I g

L k q  _ d kq

(5.14)

Ao

0II (5.15)

where L is the self or mutual inductances of the corresponding windings, and the 

subscript a corresponds to the armature winding. The coefficients of the above 

machine equations are known as the internal parameters of the machine. Since 

they cannot be obtained directly from measurement, they are usually calculated 

from the manufacturer’s data 1 [6, 31].

5.2.2 M echanical representation

Fig. 5.3 shows the mechanical part of the generator. W ith reference to the above 

figure, Ti, T2 and T3 respectively represent the input torques to the HP (High 

Pressure), the IP (Intermediate Pressure) and the LP (Low Pressure) turbines. 

Tgen is the electromagnetic torque of the generator and Texc is the electromagnetic 

torque of the exciter. By using a single equivalent mass to represent the total 

effect produced by all the masses, the speed variation of the machine can be 

modelled with the following equations:

rduj 
dt

dO

J —  + Du  =  Ttur- T gen (5.16)

£  ' “  ( 5 ' 1 7 )

dS , v
— =  u) - los (5.18)
dt

1The following is a typical set of manufacturer’s machine parameters which can be obtained 
from standardized machine tests: armature resistance (Ra), armature leakage reactance (X/), 
zero-sequence reactance (^fo)j transient reactances (X d, X q), subtransient reactances (Xd , X q), 
transient open-circuit time constants (r'do, rqo) and subtransient open-circuit time constants 

(Tdot Tqo)'
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where J  is the moment of inertia, D  is the damping coefficient and, T*ur is the 

total equivalent torque applied to the turbines. The inertia constant H  (seconds)

is related to the moment of inertia J  and machine rating S r a tin g  by the following

equation:

H =  (5.19)
^ r a t in g

The electrical and mechanical equations are related by the rotor position and the 

electromagnetic torques:

Kcch =  (5-20)

= V<) (521)

where Np is the number of poles.

5.3  A V R  control sy stem

In modern power systems, generators have an automatic way of controlling the 

voltages at their terminals. Changes in the electric system conditions, such as 

variations on load or faults that are cleared by tripping lines and/or load, produce 

a severe change in the machine voltage that can be controlled by changing the 

field voltage of the generator exciter. This change is made automatically by a 

control circuit that measures the terminal voltage and compares it against a preset 

value. If there is a difference, the field voltage is changed to keep the terminal 

voltage constant. An IEEE AVR type-1 excitation system [34] as shown in fig. 5.4 

has been implemented to control the voltage output of the generator. Symbol 

definitions are as defined in [34]. The values for the gains and time constants are 

tabulated in table 5.1 [31]. The saturation function Se  is modelled according to
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the following formula:

Se = f ( E FD) = A cxeB‘’E™ (5.22)

where

Aex = (5.23)
Em  ax

BCI = — ^ ----- In cSemxx (5.24)
^  E D  max ^E.rsMAX

Self-excited Self-excited Rotating rectifier
Commutator commutator exciter exciter with

with Amplidyne with Mag-A-Stat static voltage
Symbol voltage regulator voltage regulator regulator

Tr 0.0 to 0.06 0.0 0.0
K a 25 To 50 400 400
Ta 0.06 to 0.2 0.05 0.02

Vrmax 1.0 3.5 7.3
Vrmin -1.0 -3.5 -7.3

K f 0.01 to 0.08 0.04 0.03
Tf 0.35 to 1.0 1.0 1.0
K e -0.05 -0.17 1.0
Te 0.5 0.95 0.8

^Emax 0.267 0.95 0.86
^E0'75max 0.074 0.22 0.50

Table 5.1: Typical constants of excitation systems on 3600 rpm steam turbine 
generators.

5.4  G overnor control sy stem

Governor is used to regulate the input power to the generator by controlling the 

valves of the turbine, trying to maintain a constant speed in the shaft. An IEEE 

steam turbine system [35] as shown in fig. 5.5 has been implemented to simulate
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the governor and turbine control. Symbol definitions are as defined in [35]. It 

should be mentioned that only the HP turbine has any important effect on the 

response of the system due to its relatively small time constants. The IP and LP 

turbines have large time constants and have little effect to the electromechanical 

transients under studies. Table 5.2 shows typical values for the gains and time 

constants used for fossil steam turbines.

Symbol Value
P m a x  (pu) 1.0
P m in  (pu) 0.0

T i ( s ) 0.134
r* (» ) 0.0
2i(s) 0.231
r 4 (s) 0.135

Ki  (pu) 1.0

Table 5.2: Typical parameters for IEEE speed steam governing system.

5.5 G en erator transform er

In order to minimize the transmission loss, the machine terminal voltage must 

be increased from generation level to transmission level. This is done by a step 

up transformer. Fig. 5.6 shows a three phase delta-star connected transformer 

model which is used in the simulator. It has been assumed that the transformer 

has low homopolar reluctance. In this case, an iron-core path is provided for the 

return of the zero-sequence flux. It is also assumed that the magnetic induction 

of the three-phases is independent and the zero sequence parameters are the same 

as the positive sequence parameters. This implies that only the saturation curve 

for one core leg is needed. Thus, the transformer can be modelled by using three 

separate, identical single-phase units. Referring to fig. 5.6, R\  and L\ are the
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primary winding leakage-impedance parameters. R 2 and L 2 are the secondary 

leakage-impedance parameters. They are the same for all three phases. These 

values can be obtained from short-circuit tests 2:

P sh o r t,lo ss  
■ ftshort — j 2

sh o rt
(5.25)

1

X s h o r t  j \ j  U s h o r t  
■1 sh o r t y

p 2
sh o r t ,lo s s

I 2sh o r t
(5.26)

rj P s h o r t U l v

Rl -  2U l
(5.27)

v  X s h o r tU f o

Xl  -  W l
(5.28)

X, =  *
U s

(5.29)

r, R s h o r t

R2 =  2 (5.30)

v  X s h o rtX 2 =  2 (5.31)

x 2 =  Ûs
(5.32)

where U s h o r t  is the applied primary voltage, U iv  is the rated primary voltage and 

Uhv is the rated secondary voltage. The resistance, R m a g , which takes account 

for the excitation core losses, is calculated as:

R™, = J T * -  (5-33)
ex ,lo ss

where P e x ,io ss  is the excitation losses.

2In a short circuit test, the secondary is short-circuited and, a low voltage (Uahort) is applied
to the primary so that full-load currents (I  short) are circulated in the secondary.
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C hapter 6

Sim ulation techniques

6 . 1  In tro d u ctio n

Chapter 4 describes the electromagnetic transient models based on the frequency 

domain and various time domain approaches. Chapter 5 describes a detailed 

power system source model for studying the low frequency electromechanical 

transients. In this chapter, the numerical calculation techniques used by the 

time-convolution, frequency domain and EMTP techniques for power system 

fault transient modelling are described. In order to incorporate the frequency 

dependence of the system parameters, the frequency response of the system must 

be evaluated. In this respect, Fourier transform and inverse Fourier transform 

techniques, whereby the time domain data can be transformed into and out of 

frequency domain, have been proven to be invaluable. The time domain simu­

lation of the transmission line is based on Bergeron’s travelling wave model [8]. 

It uses linear relationships between current and voltage which are invariant from 

the point of view of an observer travelling with the wave. Techniques have been 

developed so tha t any type of fault sequence occurring at any point on the trans­

mission line can be simulated.
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6 . 2  M a th em a tica l th eo ry  overv iew

Convolution: The convolution of two given functions /i(£) and / 2(f) is defined 

to be the following function:
/ oo

f i ( x ) f 2(t -  x)dx =  f x(t) * f 2 (t) (6 .1)

■00

Fourier transform: The Fourier transform of f ( t )  ( symbolized by T  ) is de­

fined by:

/ oo

f ( t ) e x p ( - ju t ) d t  (6.2)

■00

Inverse Fourier transform: The Inverse Fourier transform of F(u>) ( symbol­

ized by ) is defined by:

1 f ° °
f{ t )  = f l [ F(u)  ] =  —  J  F(u)exp(ju t)du  (6.3)

T im e convolution theorem: The time convolution theorem states that if

n  hi*)  i =  

n  M t )  i =  f 2(U)

then

n  h i t )  * h i t )  ] = f i M  F2(w) (6.4)

or

Fl {u>) F2 {u) } =  M t )  * f 2 (t) (6.5)

U nit im pulse response: The response of a linear system to a unit impulse 6 (t)

is called the unit impulse response, u(t), of the system.

Response of a time-invariant system to any arbitrary input, g(t) is then

given by:

/oo

g{r)u(t -  r)dr = g(t) * u(t) (6 .6)

•00
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Eqn. 6.6 indicates a very interesting result: the response of a linear system 

is uniquely determined from the knowledge of the unit impulse response, 

u(t) of the system.

6.3  T im e con vo lu tion a l tech n iq u e

The time convolutional technique refers specifically to the process by which nu­

merical solutions for transmission line impulse response functions, as formed from 

inverse Fourier transform evaluations, are used in time-con volution. Essentially, 

there are two stages of analysis. The first is a preparatory phase in which impulse 

response functions are formed. This arises only once for any given transmission 

system, following which the impulse responses found for it are held with other 

relevant transmission line data. The second stage is the one in which electro­

magnetic transient analysis is carried out and which requires evaluations of time 

convolutional integrals.

6.3.1 N um erical approxim ations

The solution of the convolution integral shown in eqn. 6.6 is essentially a m atter 

of solving an integration numerically. The following numerical technique, which 

is suggested by N.J. LOY [36] for designing a FIR digital filter, is used. Basically, 

since a distributed model of an EHV transmission system consists of a series of 

cascaded LRC circuits, it can effectively be treated as a digital filter of order 

n and the theory of digital filter design [36] can be applied and used for the 

simulation studies.
n —1

A N S(n )  = Coef(k)  x Data(n -  k) (6.7)
k=0
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for n =  0 ,1 , • • •, 2n — 2.

where Coef(k)  is the impulse response samples of the system and 
Data(n — k) is the input samples to the system.

Diagrammatically, this can be represented as shown in fig. 6.1. An output point 

is yielded by summing all the multiplication results, which are obtained by mul­

tiplying together the data points and their corresponding coefficients. The data 

points are then shifted with respect to the coefficients. One new datum point is 

entered into the string while the oldest datum point is lost. The multiplication- 

summation is then repeated to generate the next output point.

6.3.2 Fault transient m odelling o f single conductor line

The fault transient model of a single conductor line with an earth return (fig. 4.1) 

is represented as shown in fig. 4.3. Chapter 4.5 derives the universal time domain 

relationships which relate sending end, receiving end and fault point parameters. 

These relationships are as shown in equations 4.65 and 4.66 and for the sake of 

convenience, they are restated as shown below:

(6 .8)
i f ( t ) Va Vb Vc " e / / ( 0
i 3( t ) = Vd Ve Vf * e s ( t )

_ i r { t )  . . Va Vh Vi _ e r ( t )

-
e / / M Zb 2c ' *,(*) "
e s ( t ) = Zd Ze z s * i » ( t )

1 . z 9 Zh z * . 1 N 
. 

C-+
.

(6.9)

All the transient calculations are based on these two sets of universal equations. 

The impulse response of each element of the [z]-matrix and [y]-matrix in equa­

tions 6.8 and 6.9 is precalculated and stored before starting the fault transient 

calculations.
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6.3.3 Fault sequences

The following is a typical fault sequence of events, which will occur after the fault 

inception, for a double end fed transmission system:

E ven t 0 : Pre-fault steady state conditions.

E ven t 1 : A fault to ground occurs at the fault point on the line at time t f auit.

E ven t 2 : The circuit breaker poles of both the receiving end and the sending 

end open simultaneously at time t open.

E ven t 3 : The fault is cleared at time tciear.

E ven t 4 : The circuit breaker poles of both the receiving end and the sending 

end reclose simultaneously at time t recioae.

It has been assumed in the simulation that the circuit breaker poles at both ends 

are opened simultaneously at time topen and are reclosed simultaneously at time 

treciose' Figs. 2.3 and 2.4 illustrate typical sequence of autoreclose operations 

for oil and air circuit breakers. The dead time which can be attained with and 

without using special high speed reclosing mechanism is also shown in each figure.

6.3.4 Fault transient calculation

E ven t 1: th e  fau lt incep tion  tra n s ie n ts

The transient model for simulating this event is shown in fig. 6.2. In order to

simulate the fault inception, a forcing voltage e//*i, which opposes the prefault
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steady state voltage v /s(t), is injected to the system  at the fault point. This can

be represented mathematically by the following equation:

C/ytl — Vfs{t)tl{t t fault) (6.10)

Since the circuit breakers are still closed during this event, the following condi­

tions are satisfied:

Gst\ —■ Crtl == 0 (6.11)

By solving the system equation 6.8, i /n,  i8t\ and irn can thus be obtained, i.e.,

ifti =  ya *ejf t i  (6 .12)

isti =  yd*ef f t i  (6.13)

irti =  yg *ef f t i  (6.14)

The voltages, vsti , vrt\ and vjn  can be solved using the following equations:

Vsti =  - z , d * e j f t i  (6.15)

Vr t l  — ZTg *  (6.16)

V f t i  = efftl + Z f  * i f n  (6.17)

where z sd is the impulse response of Z S3Y d i  and z rg is the impulse response of 

Z s TY g . Z ss and Z sr are the sending end and receiving end source impedances 

respectively, zy is the impulse response of the fault path impedance { Z f ) .

The transients calculated are then added to the corresponding steady state values 

to obtain the resultant system fault inception responses.

Events 2: th e  breaker pole opening transients

The transient model for simulating this event is shown in fig. 6.3. In order to

simulate the opening of the circuit breaker poles, currents i s t 2 and i r t 2 are forced



to oppose the currents ia and ir respectively at time topen. This can be represented 

mathematically by the following equations:

%st2 — lsh(t ^open) (6.18)

%rt2 — lrh(t topen) (6.19)

Since e//*2 =  0, eqn. 6.9 gives:

za * i f t2 +  zb * ist2 + zc * irt2 =  0 (6 .20)

The corresponding frequency domain expression of this equation is:

%Alft2 +  ^B^at2 +  Zclrt2  =  0 (6 .21)

This gives:

Ift2 =  ~ ’Z‘A ZBht2 — ZA1ZcIrt2  (6.22)

From eqn. 6.22, i j t2 is then calculated as:

if t2 = Zba * i>st2 Zca * ®rt2 (6.23)

where Zba is the impulse response of [ Z ^ Z b ] , and zca is the impulse response of

[ Z ? Z C].

eat2 and ert2 can now be obtained from system equation 6.9 and the voltages, v at2,

v rt2 and Vft2 are found using the following equations:

Vst2 = ^st2 %ss * tst2 (6.24)

Vrt2 = &rt2 %sr * *rt2 (6.25)

Vft2 =  Z f * i f t2 (6.26)

ef f t2 =  0 (6.27)

where zaa and zar are the impulse response of the sending end and receiving end 

source impedances (Zss and Zsr) respectively.
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The transients calculated are then added to the corresponding steady state values 

to obtain the resultant system breaker pole opening responses.

Event 3: the fault clearing transients

The transient model for simulating this event is shown in fig. 6.4. In order 

to simulate the fault clearance transient, current i f t3  is forced to oppose fault 

current i f  at time tciear. This can be represented mathematically by the following 

equation:

*ft3 =  - i f h ( t  -  t clear) (6.28)

Since the circuit breakers are now open during this event, the following conditions 

are satisfied:

istz =  irtz =  0 (6.29)

Solving the system equation 6.9, ejfts, &st3 and er t3 can be obtained and the 

voltages, vst3, vr t3  and vj t3 are found using the following identities:

vst3 = es t3  (6.30)

Vrt3 — ®rt3 (6.31)

vjts = Zf*  */<3 (6.32)

These transients are then added to the corresponding steady state values to obtain 

the resultant system fault clearance responses.

Event 4: the breaker pole reclosing transients

The transient model for simulating this event is shown in fig. 6.5. In order to

simulate the reclosure transient of the circuit breaker poles, the voltages est\
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and ert4 are forced to oppose es and er respectively at time treciose. This can be

represented mathematically by the following equations:

es*4 — esh(t treciose') (6.33)

erf4 — erh(t treciose) (6.34)

Since i f t4 =  0, eqn. 6.8 gives:

V a  *  C f f t 4  T V b  *  & s t 4  “ J /c  *  ^ r t 4  = 6 (6.35)

The corresponding frequency domain expression of this equation is:

^A^fft4 +  Yb E ^  +  YcETt4 =  0 (6.36)

This gives:

E ff t4 =  - Y X l YBE sU -  Y X xYc E ri4 (6.37)

From eqn. 6.37, e j f t 4 is then calculated as:

* ' f f t 4 =  Vba *  €-st4 Vca  * ®rt4 (6.38)

where t/j,a is the impulse response of [V̂ "1!# ], and yca is the impulse response of

[1 7 % ] .

i st4 and i rt4 can now be obtained by solving the system equation 6.8 and the 

voltages, vst4 , vr t4 and u/*4 are obtained by solving the following equations:

Vat4 — &st4 %ss  ̂ ®st4 (6.39)

Vrt4 — ®rt4 %sr  ̂ 1>rt4 (6.40)

vm  = efft4 (6.41)

These transients are then added to the corresponding steady state values to obtain 

the resultant system breaker pole reclosure responses.
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6 .4  F requency dom ain  tech n iq u e

The model for processing sampled signal data involves converting from the time- 

domain representation to the frequency-domain representation. This is so because 

it is more convenient, for both analog and digital systems, to process signals in 

the frequency-domain.

The Fourier transform and the inverse Fourier transform as shown in equations 6.2 

and 6.3 are very powerful tools by which the frequency-domain functions can be 

transformed into the corresponding time-domain functions and vice versa. Several 

authors [37, 38] have developed and successfully used a modified half-range form 

of the basic Fourier integral as given in eqn. 6.42.

CXT)( aV\
f ( t )  = R e    I (7f(uj — ja)exp{j(jjt)duj (6.42)

^  Jo

The finite range of integration gives rise to Gibbs oscillations, and this is overcome 

by introducing the sigma factor given in eqn. 6.43.

[TTUj/il)

In addition, a frequency shift constant a is introduced to ensure numerical stabil­

ity when the integral is evaluated digitally. The relationship between the sigma 

factor, frequency shift constant, and truncation frequency, is the subject of an 

extensive study by Day et al [37].
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The Discrete Fourier Transform ( DFT ) converts samples of a time-domain signal 

to samples of the different signal frequencies and their amplitudes. To perform 

the conversion, the DFT calculation requires n2 complex multiplications and 

additions; where n equals the number of samples and is usually a power of two.

The Fast Fourier Transform ( FFT ) [39] is an elegant implementation of the 

DFT, which reduces the number of complex multiplications and additions re­

quired to nlog2 n. That is more than 100 times fewer for a 1024-point FFT. The 

FFT algorithm used also has the advantage of not requiring data storage beyond 

the original data samples. Detailed FFT algorithm, which is used in the project, 

is given in Appendix C.

6.4.1 Frequency dom ain m odelling

6.4.2 Fault transient m odelling o f single conductor line

The fault transient model of a single conductor transmission system is shown in 

fig. 4.3. Chapter 4.2 derives the universal frequency domain relationships which 

relate sending end, receiving end and fault point parameters. These relationships 

are as shown in equations 4.21 and 4.22. All the transient calculations are based 

on these two sets of universal equations. The frequency spectrum of each element 

of the [Fj-matrix and [Z]-matrix in equations 4.21 and 4.22 is precalculated and 

stored before starting the fault transient calculations.
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6.4.3 Fault sequences

The same fault sequence of events as described in section 6.3.3 for time convolu­

tional modelling of a single conductor system is also used for frequency domain 

modelling.

6.4.4 Fault transient calculation

For a single conductor system (fig. 4.1), similar fault transient calculations as 

those described in section 6.3.4 for each event are used for the frequency domain 

modelling. However, some differences must be noted for each event. Firstly, all 

the time-domain data must be transformed into frequency domain data using the 

FFT routine. It must also be remembered that convolutions in the time-domain 

are multiplications in the frequency domain. The transient calculations are per­

formed in the frequency-domain by solving the universal matrix equations 4.21 

and 4.22. After that, the results are transformed back into the time-domain and 

superimposed on the steady-state values of the previous event.

6.4.5 Fault transient m odelling o f three phase line

For a three phase system (fig. 4.2), each element of the universal matrix in equa­

tions 4.21 and 4.22 is a 3 by 3 submatrix. Thus, the following relationships, which 

relate the sending end, the receiving end and the fault point parameters, can be
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Effa
Effb
Effc
Esa
E ab
ESc
Era
Erb
Ere

(6.44) 

’ I fa '
Jfb
he
Isa
Isb

Irb
Ire .  

(6.45)

where subscripts a, b and c correspond to phase-‘a ’, phase-‘b’ and phase-V re­

spectively. Detailed definition of each element of the above two matrix equations 

is given in Appendix B.

Following similar procedures as described in section 6.4.2 for a single conduc­

tor line system, the fault transients of a three phase system can be obtained. 

However, two major differences should be noted. Firstly, there are different fault 

types, such as single phase to earth, double phase to earth, three phase to earth 

and pure interphase faults for a three phase system. Secondly, when doing the 

frequency domain transient calculations, it is necessary to select appropriate sub- 

matrices from the universal system matrices as shown in eqn. 6.44 and eqn. 6.45 

according to the fault type and solving the selected equations for the appropriate 

system parameters for each event of the autoreclosure sequence.

obtained:

'  ^11 Yu y 13 y 14 K l 5 y 16 y 17 y 18 Y19
h*> Y21 y 22 y 23 y 24 y 23 y 26 y 27 y 28 y 29

h e y 31 y 32 y 33 y 34 y 33 y 36 y 37 y 38 y 39
h a y 41 y 42 y 43 y 44 y 43 y 46 y 47 y 48 y 49
hb = Ysi y 52 Ys3 y 54 Y$$ Y56 y 57 y 58 y 39
h e Yei y 62 y 63 y 64 Yes Y66 Y6 7 Ye s Y69
h a Y n y 72 y 73 y 74 y 75 Y76 y 77 Y7 8 y 79
hb Ysi y 82 y 83 y 84 y 85 y 86 y 87 r 8 8 y 89
Ire Y91 Yq2 y 93 Y94 y 95 Y9 6 Y97 r 9 8 y 99

Effa ' Z u Z \ 2 Z \ 3 Zi4 Z\s Z\e Z \ 7 Z \ 8 Z \ 9
Effb Z2i z 22 z 23 Z24 Z2s Z2e z 27 z 28 z 29

Effc Z3\ z 32 z 33 ^ 3 4 Z 3 5 Z 3 6 Z 3 7 Z 3 8 Z 3 9

Esa Z4\ Z42 z 43 z 44 ^ 4 5 Z4e z 47 z 48 Z49
Esb — Zsx Zs2 Z 5 3 ^ 5 4 Z 5 5 Zse Zst Z 5 8 Z 5 9

Esc Ze i Ze 2 Ze 3 ^ 6 4 Ze 5 Ze6 Zei Ze 8 Ze 9
Era Z7\ z 72 Z 73 Z 7 4 Z75 Z7e z 77 z 78 z 79

Erb Z8\ z 82 Z 83 Z84 Z8s Z8e z 87 z 88 z 89

Erc Z9\ z 92 Z9 3 z 9 4 Z9s Z9e z 97 z 98 z 99
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6.5  E M T P  sim u lation  tech n iq u e

Power system plant components, other than transmission lines, can be simulated 

by equivalent circuits consisting of combinations of voltage and current sources, 

resistances, inductances and capacitances. The transmission line ‘component’ has 

to be treated separately. This is so because it is an extremely difficult and com­

plicated m atter to incorporate both the frequency dependent parameters and the 

distributed losses of the transmission line in the time domain. Section 4.4 elab­

orates the modelling of distributed frequency dependent transmission line in the 

time domain. This section describes the basic numerical calculation techniques 

used in the simulation of the overall system.

6.5.1 Sim ulation o f basic com ponents

Fig. 6.6 shows the equivalent circuits for simulating three basic power system 

components, namely, resistance (R ), inductance (L ) and capacitance (C ).

• R esistance : Referring to fig. 6.6a, the following equation can be used to 

simulate a resistance:

Vk(t) ~  vm(t) = Rik,m(t) (6.46)

or

~  K (f)  -  vm(t)] (6.47)

• In d u c tan ce : Referring to fig. 6.6b(i), the following equation can be used 

to simulate an inductance:

Vk(t) -  vm(t) =  (6.48)
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Eqn. 6.48 can be solved numerically using trapezoidal rule as follows:

1 f*
At) T ~zr I Vm)dt

L  J t - A t

= i k , m ( t  -  At) +  ( K ( t )  -  v m ( t ) ]  4- [ufc(t -  A t) -  v m ( t  -  At)]}

=  h , m ( t  -  At) +  ^  [ vk ( t )  -  v m ( t ) ]  (6.49)

where

I k t m ( t  -  At) =  i k , m ( t  ~  A t) +  ^  [ vk ( t  -  At) -  v m ( t  -  At)] (6.50)

This can be visualised as shown in fig. 6.6b(ii).

• Capacitance: Referring to fig. 6.6c(i), the following equation can be used 

to simulate a capacitance:

i k , m { t )  = C [vk ( t )  -  vm(t)] (6.51)

The above equation can be solved numerically using trapezoidal rule as

follows:

1 ( l
Vk ( t )  -  v m ( t )  =  v k( t  -  At) -  Vm ( t  -  At) +  —  / i k,m(t)dt

^  J t - A t
2 C

i k , m ( t )  = h , m { t  -  At) +  —  [u*(t) -  v m ( t ) \  (6.52)

where

2 C
I k , m ( t  -  At) =  - i k tm { t  ~  At) -  —  [ vk ( t  -  At) -  v m ( t  -  At)] (6.53) 

This can be visualised as shown in fig. 6.6c(ii).

6.5.2 Transient solution

As described in section 4.3, the EMTP simulation method refers to, firstly, re­

ducing the whole transmission network to its components, that is, combinations
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of equivalent node voltage source, branch current source, transmission line, re­

sistance, inductance and capacitance. Secondly, after nodal analysis has been 

applied to the network, a set of equations is set up which simulate the behaviour 

of each component, e.g., using the fundamental building block relationships as 

derived in the previous section and the transmission line equations as derived 

in section 4.4. Finally, the whole set of equations must be solved numerically 

in the time-domain step by step and each new output sample is derived from a 

few already known past history terms. In terms of matrix algebra, the following 

matrix equations can be written for a system of n nodes [6].

[G] [V(<)] =  [!(«)] -  [IMs(] (6.54)

where

[G] =  n x n symmetric nodal conductance matrix,
(V(<) ] =  n x l  column vector for nodal voltages,
PM ] =  n x l  column vector for current sources, and
[1/toJ =  n x l  column vector for known history terms.

Goa ‘ Va«  ' ’ I ' âfe»st
.  G&a . v>(0 . .  m .

If some elements in the voltage vector are known, equation 6.54 can be partitioned 

into a set of unknown voltages, [Va(t)], and a set of known voltages, [V&(£)].

(6.55)

The unknown voltages, [V0(£)] are then be found by solving the following equa­

tions:

[Gaa] [Va(0] =  [Ia(<)] ~  P .» J  “  [Grt] [V»M1 (6-56)

The actual computation in the EMTP proceeds as follows: Matrices [Goa] and 

[GaJ  are built, and [Gaa] is triangularized with ordered elimination and ex­

ploitation of sparsity. In each time step, the vector on the right-hand side of 

equation 6.56 is ‘assembled’ from known history terms, and known current and 

voltage sources. Then the system of linear equations is solved for [Va(t)]. Before
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proceeding to the next time step, the history terms are then updated for future 

use.

6.5.3 Steady state solution

Similarly, for steady state solution of an electrical circuit, the following basic 

relationships can be used to simulate the components R , L and C.

(6.57)

(6.58)

(6.59)

where w = 2irf and /  is the steady state power frequency.

Using the above relationships, together with the steady state transmission line 

equations and following similar procedure as described in the previous section, 

the following matrix equations can be formed for a system of n nodes.

[Y] [V] =  (I) (6.60)

where

[Y] =  n x n symmetric nodal admittance matrix,
[V] =  n x l  column vector for nodal voltages (complex phasor values) and

[I] =  n x l  column vector for current sources (complex phasor values).

Again, equation 6.60 can be partitioned into a set of unknown voltages, [Va], and

a set of known voltages, [V&]. The unknown voltages [Va] can then be found by

solving the following equations:

[Yaa] [Va] =  [Ia] ~  [Yafc] [V6] (6.61)

A . m  =  ^[ Vk -V m]

Ik'm =  ] ^ L ^ Vk~ Vm  ̂

h , m =  ju>C[Vk - V m]
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6.5.4 Fault transient m odelling

The fault sequences modelled are the same as described in previous sections 

for the frequency domain technique and the time-convolutional technique. A 

three phase double end fed transmission network is shown in fig. 4.2. With this 

particular model any type of earth fault, fault break-off or release can be treated 

by simulating the closure or opening of the appropriate switches at the fault point. 

Opening, and subsequent reclosure, of the circuit breakers is likewise simulated by 

the operation of the appropriate switches, according to the sequence associated 

with any type of autoreclosure cycle under consideration.

It should be emphasised that a frequency dependent line parameter model is used 

to simulate the electromagnetic transients where the high frequency components 

are dominant, and throughout all the sequences of the electromagnetic transient 

simulation, the generator is represented by a constant lumped series subtransient 

reactance and the generator speed is assumed constant. Whilst this assumption is 

justified for the relatively short time period of prefault clearance, it is not strictly 

valid in the so-called ‘dead period’ once the fault has been broken off. Hence, it is 

necessary to incorporate an actual generator model into the simulator in order to 

be able to produce the low frequency effects associated with the electromechanical 

transients.

6.5.5 Electrom echanical transient m odelling

The schematic diagram of a single machine power system is shown in fig. 5.1. A 

full turbo-alternator model with governor turbine and AVR control and a step 

up generator transformer, is connected to through a transmission network to an
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ideal receiving end source. The transformer used is delta-star connected with 

star side neutral grounded. Frequency dependent transmission line parameters 

are used to simulate the transmission line. An IEEE type-1 AVR as shown in 

fig. 5.4 is used to implement the excitation control. An IEEE steam governor 

and valve control system as shown in fig. 5.5 is used for governor turbine control. 

Detailed descriptions of each component of fig. 5.1 for a single machine power 

system can be found in Chapter 5.

104



D(3) D(2)D(5) D(4) D(1)

C(5)C(3)C(2) C(4)C(1)

Ans(1)SUM

D(4)D(6) D(2)D(3)D(5)

C(5)C(1) C(4)C(2) C(3)

►  Ans(2)SUM

Five-stage FIR filter

Figure 6.1: Numerical approximations for tim e convolution integral
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C hapter 7 

Sim ulation hardware and  
software

7.1 In tro d u ctio n

This chapter describes the hardware and software used for the project. Optimiza­

tions have been carried out to the simulating codes in order to achieve the best 

computational time. Parallel computation algorithms, which make use of the He­

lios multiprocessing techniques [40] running on T800 transputers [21], have been 

designed for the simulating codes. In order to attain peak performance, handcod- 

ing has been made to the simulation codes using the Intel i860 microprocessor’s 

parallel processing capabilities [23].

7.2 H ardw are

The advent of large digital computers in the 1960s paved the way for unprece­

dented developments in power system analysis and with them the availability of
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a more reliable and economic supply of electrical energy with tighter control of 

the system frequency and voltage levels. Probably the main development of the 

decade in power system analysis has been the change of emphasis from mainframe- 

based to interactive analysis software. Until IBM introduced the PC/AT in 1984, 

it was out of the question to use a PC to perform power system analyses.

The 32-bit architecture and speed of the Intel-80386 and 80486 microprocessor 

chips combined with the highly increased storage capability and speed of hard 

disks has made it possible to perform the simulation studies on the PC. More­

over, some compilers such as the Salford University’s 386 Fortran compilers have 

become available which are capable of handling virtual memory management and 

code requirements for running very large simulator programs on the PC.

7.2.1 Hardware used in th e project

The simulator software was originally developed under the Helios Operating Sys­

tem [20], which was hosted in an Intel 80386 [22] based IBM compatible PC 

with several T800 transputer [21] plug-in boards. In order to obtain benchmark 

calculation time for the simulator, the programs were then ported to an Intel 

80386 based PC with an Intel i860 [23] plug-in board. The EMTP programs 

were developed on an Intel 80386 based IBM compatible PC with an Intel 80387 

maths-coprocessor and 8-Mbytes memory.

In te l 80386: The 80386 [22] is a powerful full 32-bit microprocessor which has 

internal 32-bit registers with 32-bit buses for both data and address. It 

supports a virtual memory system and has other advanced features which 

make it faster in operation and offer more flexible memory management
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than an Intel-80286 microprocessor [22]. It can operates in two modes. The 

first, the real mode, forces the 80386 to behave and respond exactly like 

the Intel-8086 microprocessor. The second, the protected mode, reserves 

a pre-determined amount of memory for program execution; this memory 

is protected from use by any other program. Multi-tasking capabilities 

originate in protected mode. By using the protected mode, several programs 

can run concurrently without affecting one another. A maths-coprocessor 

80387 can be used to speed up the floating point calculations.

Inm os T800: The IMS T800 transputer [21] is a 32-bit CMOS microcomputer 

with a 64-bit floating point unit. It has 4-Kbytes of on-chip RAM for high 

speed processing, a configurable memory interface and four standard IN­

MOS communication links. It provides high performance floating point and 

arithmetic operations. Fig. 7.1 shows the block diagram of an IMS-T800. 

The transputer’s real power and flexibility is its ability to be linked to other 

transputers by high bandwidth serial links. The move from single processor 

operation to multi-processing is simple and software can be reconfigured for 

multiple transputer systems without even having to recompile the source. 

This means that small systems can be used to minimise development costs 

while the full power of multiprocessing can be exploited once the application 

has been proven.

In te l i860: The Intel i860 microprocessor [23] delivers supercomputing perfor­

mance in a single VLSI component. The 32/64 bit architecture of the 

i860 balances integer, floating point, and graphics performance. Its par­

allel architecture achieves high throughput with RISC design techniques, 

multiprocessor support, pipelined processing units, wide data paths, large 

on-chip caches, 2.5 million transistor design, and fast 0.8-micron silicon 

technology. Fig. 7.2 illustrate the registers and data paths of an i860 mi-
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croprocessor. According to the data given by S.S. Fried [24], amongst all 

the other microprocessors, the Intel i860 can achieve the highest MFLOPS 

operations at the time of publication.

7.3 Softw are overview

1. C a lcu la tio n  overview:

Chapter 4 describes the general formulations for modelling the fault tran­

sients of a single conductor line and a three phase line. The system equa­

tions, which relate the sending end, receiving end and the fault point pa­

rameters, expressed in the frequency domain are:
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(7.2)

If the transients are calculated in the frequency domain, then the above 

system equations can be solved directly. For example,

If =  YAEff +  YBE3 +  YcE r (7.3)

If the time domain convolutional technique is used to calculate the tran­

sients, then the following system equations must be solved using convolu­

tions.
’ * / ( < )  1  y* Vb Vc 1  ef f(t )  '

(7.4)
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2. F au lt sequence overview:

The fault sequence of an autoreclosure operation can be summarized as 

shown below:

E ven t 0 : Pre-fault steady state conditions.

E ven t 1 : A fault to ground occurs at the fault point on the line at time

t  f a u l t '

E ven t 2 : The circuit breaker poles of both the receiving end and the 

sending end open simultaneously at time topen.

E ven t 3 : The fault is cleared at time t ciear.

E ven t 4 : The circuit breaker poles of both the receiving end and the 

sending end reclose simultaneously at time t reci03e.

It is assumed in the simulation that the circuit breaker poles are opened at 

time topen and reclosed at time trecioae simultaneously respectively.

3. D ynam ic s to rag e  m anagem en t overview:

Dynamic memory allocation facilities are utilized by the simulator. A sim­

ple form of heap memory management is provided. It allows the simulator 

to repeatedly request allocation of a ‘fresh’ region of memory and perhaps 

later to deallocate such a region when it is no longer needed. Explicitly 

de-allocated regions are recycled by the storage manager for satisfaction of 

further allocation requests.

4. C alcu la tio n  lib ra ry  overview:

Since C does not have data types such as complex number, complex number 

sparse matrix and complex number vector, a complex number calculation 

library, has been written for the simulator. Appendix D shows the functions 

which are defined in the complex number library.
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5. P a ra lle l p ro g ram m in g  overview :

Helios [20] is an operating system that is designed to run on a wide range of 

transputer based architecture. Helios supports certain environments where 

transputers simply act as accelerators for existing machines such as IBM- 

PC/A T and SUN workstations. Here the host processor retains many of 

the input/output functions of the stand-alone machine. A standard server 

for the host machine, provided with the system software, acts as an inter­

face to the transputer back end. This server allows the user to access all 

the standard features of the host environment, and appears to the Helios 

network like any other Helios processor.

CDL [40] stands for Component Distribution Language. It enables parallel 

programming to be carried out under the Helios Operating System. The 

purpose of CDL is to provide a high-level approach to parallel programming, 

where the programmer defines the program components and their relative 

interconnections and allows Helios to take care of the actual distribution of 

these components over the available physical resources.

7.4 P ara lle l p rocessin g  a lgorith m

The simulator can mainly be divided into a m a s te r  ta sk  and a number of w orker 

tasks. Based on the farming techniques of the Helios CDL, the simulator algo­

rithm was written in such a way that the transient calculations could be done 

by efficient job divisions among a number of specified workers. The number of 

workers, which can theoretically be any integer values, can be specified by the 

user. However, a sensible choice is that the number of workers should be chosen 

such that the overall calculation time is minimized .
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Assuming that the number of workers specified by the user is 3, the simulator 

tasks can then be represented as shown in fig. 7.3. The master task mainly does 

three main tasks. Firstly, it reads in study database from the study files, where 

the system Y  matrix and Z  matrix, which are defined in Chapter 4.2, as well as 

the fault forcing function E jj are stored. It then initializes the workers and starts 

the fault autoreclosure sequence by sending and receiving data from the workers. 

Finally, after finishing all the events, it then writes the resultant waveforms of the 

sending end, receiving end and the fault point voltages and currents to different 

files, which can then be plotted or used for testing relays.

7.4.1 R ead study database

Due to the travelling wave characteristics, it is a necessary to evaluate the system 

equations over the entire frequency spectrum of the fault disturbance in order to 

obtain the complete transient response. For real time simulation purposes, the 

frequency spectra of the system K-matrix, Z-matrix and the forcing fault point 

voltage function, E f j  are calculated off-line and stored in several data files. This 

data is read in by the master after the program has been started.

7.4.2 Initialization of workers, com m unications and tran­
sient calculations

After reading in all the database, the master then initializes all the workers so 

that the workers can allocate suitable memory and be ready for receiving data and 

carry out transient calculations. When starting up the task force, the task force 

manager will automatically create various pipes and standard streams, which are 

used for the communications between different tasks. Since the communication
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overhead cost affects the efficiency of the multiprocessing algorithm quite signif­

icantly, the algorithm has been designed so that the master task could write to 

several workers or read from several workers at the same time. This is achieved

Master Streams POSIX No. Function
stdin 0 Input from user
stdout 1 Display text to user
stderr 2 Report errors to user
auxin 1 4 Data from first worker
auxoutl 5 Data to first worker
auxin2 6 Data from second worker
auxout2 7 Data to second worker
auxin3 8 Data from third worker
auxout3 9 Data to third worker
auxin4 10 Data from fourth worker
auxout4 11 Data to fourth worker

Table 7.1: Master stream number assignments for 4 workers

Slave Streams POSIX No. Function
stdin 0 Data from master
stdout 1 Data to master
auxin 1 4 Data from another worker
auxoutl 5 Data to another worker

Table 7.2: Worker stream number assignments

by having multiple threads within the master task. The master task consists of 

having a single main thread to interact with the user and display, and a number of 

additional threads to deal with the workers. Table 7.1 and 7.2 show the streams 

used for communications between different tasks. Data are transferred between 

different tasks by using read  and w rite  routines. Suppose the master needs to 

write k b y t e s  data to worker 2, auxout2 connects to this worker, so one way of 

doing it is:

result =  write( 7, b u f f e r , 50)
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The slave can read this data by reading from its standard input:

result =  read( 0, bu f f e r , 50)

Notice that the master and the worker agree exactly about the amount of data 

to be transferred. Also, the data transfer is synchronised: if the master tries to 

write before the worker is ready, it gets suspended until the master has written 

the data or until the master closes the stream, e.g., when it exits.

Assuming all the workers have been successfully initialized, the master can then 

transfer the relevant data to the workers. At this point, the workers are ready 

to do the requested calculations upon the requests of the master. When all the 

workers have finished the requested work, the master then receives the resultant 

data from the workers and the cycle is then repeated until all the sequence of 

events have been simulated.

7.4.3 Sum m ary o f th e m ultiprocessing algorithm

The multiprocessing algorithm of the electromagnetic transient simulator can be 

summarised as shown below:

• M aster

— M ain Thread

1. Determine the number of workers.

2. Allocate memory for study database.

3. Read in study database.

4. Initialise all the workers.
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5. Start new threads, one thread per worker, and wait for all the 

workers to be ready.

6. For the fault sequence of events to be simulated, switch into one 

of the following routines:

(a) Calculation of steady state values.

(b) Modify the forcing functions as required.

(c) Update the data for transient calculations as required.

(d) Signal all the workers to do one of the following transient 

calculations:

i. Fault inception.

ii. Breaker pole opening.

iii. Fault clearance.

iv. Breaker pole reclosure.

-  For every slave, in a separate thread

1. Initialise a worker with the correct parameters.

2. Check that the worker can allocate enough memory.

3. Send the appropriate part of the system data to the worker for 

the transient calculations.

4. Signal that this worker is ready.

5. Forever

(a) Send the current job identity to the worker.

(b) Send the updated data to the worker.

(c) Read resulting vectors back from the worker.

(d) Signal that the worker has finished its job.

• Worker

1. Read the correct parameters.
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2. Allocate enough memory for this worker’s part of transient calcula­

tions.

3. Forever

(a) Read identity of the current job to be performed.

(b) Read updated data for a particular transient calculations.

(c) Do the transient calculations.

(d) Send back the results to the master if necessary, and at the same 

time send results, which are requested by another worker, directly 

to that specified worker.

7.5 O p tim iza tion s for frequency  tech n iq u e

In order to achieve the ‘real time’ requirement for the opening of the circuit 

breakers, the simulating codes have been modified and improved. The following 

methods have been found to be most suitable for optimizing the electromagnetic 

transient simulation:

1. One processor for one or several variables to be calculated, say, 7aa, / 5&, Vaa, 

V3b, etc.

2. Precalculate all the parameters which could be done before fault inception.

3. Optimizations of the forward and backward FFTs.

4. Precalculations of the inversions of all the submatrices.
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7.5.1 Sim ulation stages

Prefault stage

1. Calculations of the spectra of universal system matrices.

2. Calculations of the spectra of fault forcing functions.

3. Pre-calculations of the spectra of all the variables which will be used after 

fault inception.

4. Calculations of all the prefault steady state values.

Fault inception stage

1. Calculations of the fault inception transients in the frequency domain.

2. Transforming the results from the frequency domain back to the time do­

main.

Circuit breaker pole opening stage

1. Transformation of six currents, namely, 7sa, I sb, 75C, 7ra, 7r& and I rc in case 

of three phase autoreclosure from real vectors to complex vectors in the 

time domain. This involves the numerical solution of the modified Fourier 

transform as given in eqn. 6.42.

Optimizations used :
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The following methods are used to speed up the numerical evaluation of 

eqn. 6.42:

_ » n7r
(a) Precalculate the spectrum of e , where N 2 =  2 x simulated sam­

ples, and n =  0,1, • • •, N 2 — 1.

(b) Precalculate the spectrum of e~at x A t/2 ;

2. Transformation of the six currents from the time domain to frequency do­

main by using forward FFTs.

Optimizations used :

Detailed numerical technique for solving the FFTs is given in Appendix C.

(a) Butterfly algorithm was adopted. The resulting code is about three to 

four times faster than the original Fortran code.

(b) Precalculations of the twiddle factors. The resulting code is about 15 

per cent faster.

(c) A combination of DIT (Decimation in time) for backward FFT and 

DIF (Decimation in frequency) for forward FFT to eliminate bit- 

reverse routines was tried in the simulator. The aim was to try to 

use the scrambled FFT outputs in the frequency domain. However, 

it was proved that the scrambled outputs could not be used directly 

in the simulator. The reason for this is because that the number of 

samples in forward and backward FFTs were different.

(d) Handcoding of FFTs according to i860 architecture. Dual-instruction 

and dual-operation modes of the i860 were used. Two butterflies (odd 

and even) per inner-loop were carried out. The resulting code is about 

two to three times faster.

(e) Precalculations of the swapping vectors.
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  ■ n 7 r

(f) Precalculations of e N* and e~at x A t/2  which are required for trans­

forming a floating point vector to a complex vector (see eqn. 6.42) 

before using the forward FFT.

(g) Single precision instead of double precision.

3. Performing transient calculations in frequency domain. This involves :

(a) Selecting appropriate submatrices from the universal system matrices 

and solving the selected equations for the appropriate parameters. For 

example,
'  Is  ' '  Y e y f  ' ■ Es '
. Ir  . . Y H y r . . E r .

(b) Vsa —  E sa Z aa X  I a(a ,b,c)

(c) Vsa = V sa X cr X A u

Optimizations used:

(a) Precalculate spectra of system matrices.

(b) Precalculate spectra of the inversions of the sub-matrices.

(c) Precalculate the Zss spectra.

(d) Precalculate the a x Au> spectra.

4. Transformation of the results from the frequency domain back to the time 

domain by using the backward FFTs. Similar optimizations as stated in 

forward FFT were also carried out for the backward FFT.

5. Transformation of the resulting complex vectors obtained from the back­

ward FFTs to real vectors.

Optimizations used :

(a) Precalculate the Eb and E a spectra, where
_a tn

E a =  -------
7T

Eb = eirn/N 
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for N  =  number of simulated samples and ra =  0, ! , • • • ,  N  — 1.

7.5.2 H andcoding using i860 architecture

In order to achieve the best performance from the i860, the transistors in the 

CPU must be kept in constant and productive use. But this does not hap­

pen automatically. In scalar mode, the i860 does not do much better than the 

Intel-80486/80487 microprocessors. To attain peak performance, the processor’s 

memory systems, the chip’s pipelining and parallel-processing capabilities must 

be exploited. This requires handcrafting and fine-tuning the simulation codes 

according to the i860’s architecture.

As shown in fig. 7.2, each i860 processor has 32 integer registers and 32 floating­

point registers, each 32 bits wide. Instructions feed out of a 4K-byte, 64-bit-wide 

cache that can drive both the RISC core and the FPU simultaneously through 

independent 32-bit instruction buses. This is one way of parallelism with the 

i860. Data feeds out of an 8K-byte, 128-bit-wide cache that can drive two real 

arguments at a time at the adder, multiplier, or graphics unit. For single preci­

sion, the adder is a three-stage pipeline, as is the multiplier, and these two units 

can hook together in a variety of ways. This is another form of parallelism.

Floating-point operations

The architecture of the floating-point unit uses parallelism to increase the rate at 

which operations can be started. The pipelined architecture treats each operation 

as a series of more primitive operations, called stages, that execute in parallel.

125



The i860 has four pipelines, namely, the external memory loader, the adder, 

the multiplier, and the graphics unit. The adder and multiplier can load from 

registers, the data cache, or external memory. The ability to pipeline loads from 

external memory is crucial for vector operations on large matrices. The number 

of pipeline stages ranges from one to three. A pipelined instruction with a three- 

stage pipeline writes to its fdest (fig. 7.4) the result of the third prior instruction. 

Similarly, a pipelined operation with a one-stage pipeline stores the result of the 

prior operation.

In addition to the pipelined execution mode described above, the i860 can also 

execute floating point in scalar mode. In this mode, the unit does not start a new 

operation until the previous operation is completed. The scalar operation passes 

through all stages of its pipeline before a new operation is introduced, and the 

result is stored automatically. A scalar mode is used when the next operation 

depends on results from the previous few floating-point operations.

D ual-operation and dual-instruction m ode

In the dual-operation mode, the adder and multiplier work in concert. There are 

62 ways to chain together the i860’s adder and multiplier. Fig. 7.4 shows the full 

set of possibilities surrounding the adder and multiplier. Three special registers 

KR, KI, and T, can be used to store values from one dual-operation instruction 

and supply them as inputs to subsequent dual-operation instructions. Fig. 7.5 

illustrates the actual data path for the multiply-accumulate instruction, one of 

the dual-operation instructions. As shown in fig. 7.5, the multiplier feeds the 

adder, while the adder’s results recirculate back through the adder.
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In the dual-instruction mode, the RISC core loads floating-point registers while 

the FPU runs in parallel. This mode is entered by using the dual-instruction 

mode transitions as shown in fig. 7.6. When executing in the dual-instruction 

mode, the instruction sequence consists of 64-bit aligned instruction pairs with 

a floating-point instruction in the lower 32-bits and a core instruction in the 

upper 32-bits. Thus, two instructions can be fetched at the same time from the 

instruction cache and pipelined loads and pipelined computations can be carried 

out at the same time.
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Figure 7.3: Simulation tasks
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Figure 7.4: Full set of data paths for chaining the adder and the multiplier.
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Figure 7.5: Data paths for multiply and accumulate.
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C hapter 8 

System  data and sim ulation  
results

8.1 In trod u ction

This chapter validates and discusses the simulation results obtained from the 

newly developed simulators. In all the simulation studies, a frequency dependent 

distributed transmission line model as described in Chapter 4 is used. A sim­

plified source model, using a constant voltage behind subtransient impedance, 

is used throughout the modelling of all sequences involving the electromagnetic 

transient studies. In addition to this, an actual power system source model is 

also used in the EMTP simulation studies in order to study the low frequency 

electromechanical transients.

Results obtained from the new simulators are verified through a comparison with 

those generated from the traditional mainframe simulators. Discussions on the 

computational time for achieving the ‘real time’ target are given for the new 

simulators.
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8.2  S y stem  circu its stu d ied

L ine d a ta : Each line is a typical quad conductor 400kV line, 128km in length 

(unless otherwise specified) and has the following line data:

• the quad conductor consists of 4 x 54/7/0.33cm s.c.a. with 0.305m 

bundle spacing,

• earth wire is 54/7/0.33cm s.c.a., and

• earth resistivity is lOOfim.

Single co n d u c to r system : All the simulation studies for a single conductor 

system are based on the line configuration as shown in fig. 8.1. The trans­

mission system studied is a double end fed single conductor system as shown 

in fig. 4.1.

T h re e  phase system : All the simulation studies for a three phase system are 

based on the line configuration as shown in fig. 8.2. The transmission sys­

tem studied is a double end fed untransposed three phase system as shown 

in fig. 4.2.

F au lt sequences: The results presented here relate to the following fault se­

quences (unless otherwise specified):

• a fault inception takes place somewhere on the line at time t f auit,

• the circuit breaker poles at both ends of the line are opened simulta­

neously at time topen,

• the fault is cleared at time tciear,
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•  the circuit breaker poles at both ends of the line are reclosed simulta­

neously at time treciose.

8.3 T im e con volu tion a l m od ellin g

G en era l considera tions: It should be noted that a series of simulation tests 

have shown that the total number of coefficients used in the numerical cal­

culation of the convolutional integral (eqn. 6.7) must be an integer multiple 

of the number of coefficients per power frequency period. For example, 

given that the sampling frequency is 4000Hz and the power frequency is 

50Hz, the number of coefficients per period should be 80. Thus, the num­

ber of coefficients used in the evaluation of the convolutional integral must 

be 80n, where n =  1,2,3, • • •, etc.

S im u la tion  resu lts: A series of simulation results were generated from the 

newly developed simulator by using a different number of coefficients for 

solving the convolutional integrals. Comparisons were then made with the 

results attained from the well tested mainframe computer simulations de­

veloped by Johns and Aggarwal [1, 2]. With reference to the single con­

ductor system as shown in fig. 4.1, with line length of 128fcm and sending 

and receiving end capacities of 5GVA and 35GVA respectively, the simula­

tion study relates to an earth fault at 85km  from the sending end at time 

t f auit =  0.025s, i.e., at near maximum voltage. The fault path impedance 

is 10, and the sampling frequency is 4000Hz.

• Fault transient voltages:

Fig. 8.3a represents the sending end voltage obtained using 80 coeffi-
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cients. It can be seen that the voltage waveform (fig. 8.3a) matches 

closely with the corresponding frequency domain results shown in 

fig. 8.3b. However, it should be observed that there are very small dif­

ferences present, particularly with the magnitudes of the initial high 

frequency transients. An increase in the number of coefficients has 

little effect on the accuracy attained as evident from figs. 8.3c to 8.3f.

• Fault transient currents:

With regard to the fault transient current waveforms obtained with 

convolutional technique, a comparison of figs. 8.4a and 8.4b clearly 

shows that the sending end current obtained using the convolutional 

technique corresponds closely to that obtained using Johns and Ag- 

garwal’s frequency domain model for only about two cycles following 

a fault, with a significant reduction in magnitude subsequently in the 

case of the former. An increase in the number of coefficients to 240 and 

400 extends the number of periods for which the current waveforms 

obtained using the convolutional technique closely corresponds to that 

obtained using the frequency domain model, as evident from figs. 8.4c 

and 8.4d. This phenomenon in the case of the current waveforms can 

best be explained by considering the behaviour of the impulse response 

of the admittance (Y d ) which is used for evaluating the sending end 

current (eqn. 6.13).

• Impulse response functions for voltage and current calculation:

Fig. 8.5 shows the impulse response of the expression (ZssYd ) which 

is used for the sending end voltage calculation (eqn. 6.15). Fig. 8.6 

shows the impulse response of the admittance {Yd ) which is used for 

the sending current calculation (eqn. 6.13). The characteristics of the
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impulse response functions show that in order to accurately evaluate 

the convolutional integral, the total number of coefficients used must 

be chosen up to the point in time where there is very little energy 

left in the impulse response function. W ith reference to the impulse 

response function used for voltage calculation shown in fig. 8.5, two 

important points can be observed. Firstly, the impulse response func­

tion oscillates (more or less symmetrically) along the zero value axis. 

Secondly, it rapidly converges towards zero within one to one and a 

half power frequency cycles. This effectively means that even with 

80 coefficients, which is equivalent to one power frequency cycle, the 

sending end voltage can be calculated with reasonable accuracy. It 

should be recalled that the numerical approximation for the convolu­

tional integral is given by eqn. 6.7, i.e., an output point is yielded by 

summing all the multiplication results, which are obtained by multi­

plying together the data points and their corresponding coefficients.

Inspection of the impulse response of the admittance variable (Y d ) 

(fig. 8.6) used in the calculation of the sending end current reveals 

that the impulse response function converges towards zero very slowly 

and starts to diverge towards the end. More importantly, the im­

pulse response function does not oscillate along the zero value axis, 

but rather along a negative value trajectory. These characteristics of 

the impulse response function explain the reasons for the inaccuracy 

in the sending end current obtained as described previously. As can 

be seen from fig. 8.6, even with 400 coefficients (which is equivalent 

to five power frequency cycles), there is still a large amount of energy 

left in the impulse response function. This thus leads to a very large 

truncation error in the approximation of the convolutional integral cal-
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culation.

O verall discussion: The results obtained show that the time convolutional 

method is prone to producing large unacceptable errors in approximating 

the convolutional integrals using a small number of coefficients, particularly 

in the case of currents. A very large number of coefficients are required for 

the currents to achieve a reasonable degree of accuracy. For example, even 

with 400 coefficients, as can be seen in fig. 8.4d, the sending end current, Ia 

is quite different from that obtained from the frequency domain technique 

as shown in fig. 8.4b. It has also been found that, in general, the impulse 

response of each of the element in the system y-m atrix  (eqn. 4.21) has the 

characteristics of converging towards zero very slowly (e.g., figs. 8.7 and 8.8 

show the impulse responses of the y-m atrix  elements, Yb and Yc respec­

tively).

The results have shown that in terms of accuracy and hence of computa­

tional time, the time convolutional technique has no advantage over the 

frequency domain technique. In view of this finding, it was thus decided 

not to investigate this technique any further.

8 .4  F requency dom ain  m od ellin g

G en era l considera tions: It should be noted that in order to perform realistic 

simulation and hence obtain realistic computational time measurement, the 

following constraints must be considered:

1. the total number of samples to be used in the simulation,
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2. the sampling frequency, and

3. the transient observation time.

In order to use the FFT and IFFT routines effectively, the number of simu­

lated samples used must equal to 2 to the power of n, i.e., the total number 

of samples, N , used for the transient calculation must be:

N  =  2n

where n = 1,2,3, ■ • etc. However, the larger the number of samples used, 

the longer it will take to calculate the transients, i.e., the larger the com­

putational time will be. Hence, a sensible choice of simulated samples must 

be decided. From a practical point of view, for circuit breaker pole opening 

transients, a minimum of 512 samples with a minimum sampling frequency 

of 4000Hz, giving a transient observation time of 128ro.s, is required. It was 

therefore decided that for benchmark computational time measurement, all 

the transient calculations should be based on 512 samples and 4000Hz sam­

pling frequency.

M u ltip ro cess in g  stra teg ies: Chapter 4.2 derives the following system equa­

tions for the fault transient simulation of a basic double end fed transmis­

sion system (fig. 4.1 and 4.2):

rifi '  V a  V b  V c  ' E ff
Is = Vd Ye Yf Es ( 8 . 1 )

.  I r  . _ Yg Yh Yt  _ Er

E jj Z a  Z b  Z c r m
Es = Zd Z e  Z p Is ( 8 . 2 )

Er Z q  Z h  Z i Ir

V9 =  ES- Z SIS (8.3)

Vr =  E r — ZrIr (8.4)
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It has been found that about 50 per cent of the computational time for 

the transient calculation is spent on performing Fourier and Inverse Fourier 

transformations for transforming the data into and out of the frequency 

domain. An extensive series of investigations into different multiprocess­

ing strategies for the fault transient simulation have shown that the best 

suitable technique to achieve optimum performance is to use one processor 

to calculate one system variable of interest. This has the great advantage 

of multiprocessing the FFT and IFFT routines for each variable of interest 

while balancing the cost of communication overheads among the proces­

sors. As defined in eqns. 8.1 and 8.2, for a single conductor system, there 

are altogether six such system variables, namely, 7/, 7S, 7r , .£?//, E s and Er. 

For each event of the fault sequence, these six system variables must be 

solved. Thus, using one variable one processor strategy, six processors are 

required, i.e., one for 7/, one for 7a, and so on. For example, with reference 

to fig. 7.3, which shows a node of four T800 transputers, processor ‘slave-1’ 

can be assigned to calculate the fault transients of the system variable, 7a, 

while processor ‘slave-2’ can be used for 7r, and processor ‘slave-3’ is for 

Va. It should be noted that the sending end voltage V8 is simply related 

to the circuit breaker pole voltage Es by equation 8.3. There are thus five 

time-domain opening transients, namely, Vs, 7S, Vr , 7r and 7/ which must 

be produced in ‘real tim e’. The first four are input signals to the relay and 

the last one is required for the subsequent fault break-off simulation. Since 

Es is not needed to be transformed straight back into the time domain for 

the breaker pole opening stage, Vs and Es can be calculated in the same 

processor. Similarly, Vr and E r are simply related by equation 8.4 and 

can also be calculated in the same processor. However, the time domain 

opening transients of E s and Er are required for the subsequent evaluation 

of the fault clearing and reclosure transients. The process of transforming
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the opening transients of E s and Er from the frequency domain back to 

the time domain is thus postponed to the fault clearing stage. While wait­

ing for the injected fault path current 7/ to be formed in the processor for 

calculating 7/ from the time domain to the frequency domain, the opening 

transients of Es and Er can be transformed back to the time domain. A 

similar technique can likewise be applied to the calculation of other vari­

ables, i.e., interleaving the transient calculation and the stages of the fault 

sequence and keeping the processor in constant and productive use.

For a three phase system (fig. 4.2), each element of the system ^-m atrix  

and Z-matrix of eqns. 8.1 and 8.2 is a 3 by 3 submatrix, and variables such 

as 7/, 7S, 7r etc. are 3 by 1 vectors, one for each phase. Thus, there are 

altogether 18 system variables of interest for a three phase system and 18 

processors are required.

C o m p u ta tio n a l tim e  m easu rem en t s tra teg y : Chapter 6 elaborates on the 

transient calculation techniques. In this section, the analysis of the circuit 

breaker pole opening transient calculation is extended by considering the 

amount of calculation involved in solving each variable of interest. This 

thus ascertains the computational time measurement strategy to be used.

For the purposes of illustrating the overall concepts, a single conductor sys­

tem is considered and the concept can be extended to a more complicated 

three phase situation. For the breaker pole opening stage, three system 

variables, namely, Ef f t2 , I st2 and I r t 2 are known, i.e., Ef j t 2 =  0, and I s t 2 

and I rt2 are the injected currents. The remaining three system variables, 

namely, 7 /^  E s t 2 and E r t 2 are to be solved from the system equations 8.1
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and 8.2. It should be noted that Vs t 2 is related to E s t 2 by equation 8.3 and 

can only be obtained after Est2 has been found. Similarly, Vrt2 is related to 

Ert2 hy equation 8.4 and can only be obtained after Ert2 has been found. 

It can thus be seen that, as far as the circuit breaker pole opening stage is 

concerned, the amount of computation involved in obtaining the variable, 

Vat2 is the largest. This means that the transient calculation time for the 

latter is the longest, and the transient calculation time for Vrt2 will be the 

same as that for It can thus be seen that for investigation purposes, in 

order to obtain a calculation time which can be served as a representative 

for the worst case scenario, for the single conductor system, the benchmark 

calculation time should be based on the time measurement of evaluating the 

opening transients of either the sending end or the receiving end voltage. In 

this work, the sending end voltage, Vat2 , has been chosen as a representative 

for benchmark calculation time measurement.

For a three phase system, it can be shown that the amount of computation 

for each of the sending voltages (Vsa, and V y  and the receiving end 

voltages (Ka> Kt  and Vrc) are the same. And, amongst other system vari­

ables, the amount of computation involved in obtaining each of the above 

six system variables is the largest. It can thus be seen that the calculation 

time measurement should be based on the time measurement of evaluating 

the opening transients of any one of the sending end or the receiving volt­

ages. In this work, the sending end phase-a voltage, Vsat2, has been chosen 

as a representative for benchmark calculation time measurement.
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S im ulation  stud ies:

1. Single co n d u c to r line s tu d y

V alidation  of resu lts: A series of simulation studies, such as using dif­

ferent combinations of sending end and receiving end source capaci­

ties, different fault locations and different fault instants (detailed ef­

fects of these variations are described later in the more general three 

phase simulation studies), have shown that in every study case, the 

waveforms obtained from the newly developed simulator are effectively 

identical to those generated from the mainframe simulators by Johns 

and Aggarwal [1, 2]. Fig. 8.9 represents the sending end voltage and 

current for a voltage maximum fault. Referring to fig. 8.9a, it can 

be seen that after fault inception, the sending end voltage is signifi­

cantly distorted and the voltage magnitudes are significantly reduced. 

However, several large peak values are observed during the initial pe­

riod after the fault inception. After the opening of the breaker poles 

at both ends, significant transient distortions are again observed, and 

these transients gradually die down to zero level. Furthermore, dur­

ing the fault break off and up to the time of reclosure, the sending 

end voltage is very small in magnitude. During the initial period of 

breaker reclosure, overvoltages and transient distortions are observed 

for about one to two cycles. However, the transients eventually die 

down and the voltage returns to normal steady state values.

Referring to fig. 8.9b, it can be seen that after fault inception, high 

fault sending end current is built up. However, the current waveform 

is nearly distortion free. After opening the breaker poles, the current 

collapses to zero. On reclosure, before returning to the normal steady
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state, significant transients are observed.

Referring to fig. 8.10a, it can be seen that the fault path voltage col­

lapses to near zero on fault inception. The voltage across the transient 

fault path subsequently recovers to a normal value after the reclosure 

of the breaker poles at both ends. The corresponding fault path cur­

rent is shown in fig. 8.10b. It can be seen that a high fault path 

current is developed after fault inception. After the opening of the 

breaker poles, the current collapses gradually to a very small value. 

Very small ripples are due to the trapped charge in the circuit. How­

ever, these ripples disappear after fault break-off.

C o m p u ta tio n a l tim e  m easu rem en t: Table 8.1 shows the computational 

time measured by running the simulator on T800 transputers. It 

should be noted that the term ‘optimizations ’ in this context corre­

sponds to the hand-made modifications to the simulating source codes. 

Detailed descriptions of the hand-made ‘optimizations’, which have 

been done to the simulating codes, can be found in Chapter 7.5. Three

Before optimizations After optimizations Multiprocessing
8.15s 1.17s 0.60s

Table 8.1: Vs computational time on T800 transputers: simulation time =  
0.128secs, samples =  512, sampling freq. =  ik H z

set of results are shown for measuring the calculating time to obtain the 

opening transients of the sending end voltage, Vs. The first set shows 

the calculating time obtained using the modified simulator without 

optimizations. The second set is obtained by running the modified 

and optimized simulator. It should be noted that the first two sets 

were obtained by running the simulators in a single T800 transputer.
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The third set is obtained by running the multiprocessing simulator on 

a node of 4 transputers, using the ‘one processor one variable strat­

egy’. It should be noted that in order to obtain the opening transients 

of the sending end voltage, Va, three processors are required, i.e., one 

processor for Ia to calculate the injected sending end current, one pro­

cessor for IT to calculate the injected receiving end current, and one 

for Va to manipulate the opening transients of the sending end voltage. 

Referring to table 8.1, it can be seen that an improvement in speed by 

a factor of 14 has been achieved through the optimizations and multi­

processing. The reasons that it is not quite three times faster through 

multiprocessing (when compared to the second set) are, firstly, be­

cause there are communication overheads among the processors and 

secondly, the amount of calculation for obtaining opening transients 

of as explained before, is larger than that for obtaining either Ia or 

I r. It should also be noted that this calculating time will remain more 

or less the same even if all the other system variables are to be com­

puted concurrently. This is so because by adopting the ‘one processor 

one variable strategy’, the amount of calculation in the processor for 

calculating Va remains the same. It should also be mentioned that 

the effects of fault location, fault instant, or any changes in the send­

ing end and receiving end capacities will not affect the computational 

time, since the amount of computation for each variable of interest 

remains essentially the same.

T h re e  phase line s tu d y

The results obtained from the single conductor simulation were very en­

couraging. It was therefore decided to extend the study to a three phase

system.



V alidation  of resu lts: Throughout all the simulation tests, it has been 

found that the results obtained from the newly developed simulator 

are effectively identical to those obtained from the mainframe simula­

tors by Johns and Aggarwal [1, 2]. To illustrate the validation of the 

results, the following study cases are performed:

• Effect of source p a ram e te rs :

The source parameters, particularly their capacities, significantly 

affect the fault transient waveforms. Figs. 8.11 and 8.12 show the 

comparison between the system responses by taking the sending 

end source capacity with large and small values. It can be seen 

that the voltages (fig. 8.11) are much smoother when the local 

source near the point of observation is large. Such a response is 

obtained because the travelling wave components of current prop­

agated into the source do not cause significant voltage transients 

if the source impedance is small, i.e., the busbar voltage is held 

nearly constant and is not easily distorted. It is of interest to 

note that in the case of a small sending end source capacity, very 

considerable waveform distortion occurs. This is due to the low 

capacity of the source adjacent to the point of observation, which 

therefore constitutes a major point of electrical discontinuity from 

which high-frequency components are easily reflected. Very con­

siderable distortion is observed in the sound phases.

• Effect of fau lt types:

Faults not involving earth give rise to waveforms which are gener­

ally very distorted. Fig. 8.13a shows the voltages obtained for an 

a-b phase fault, and by comparing this with an ‘a’-earth for corre-
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sponding source conditions, shown in fig. 8.11a, it is clear that the 

travelling waves persist for considerably longer in the former case. 

Persistence of the travelling waves is due to the lower attenuation 

of the aerial modes associated with phase faults. The sound phase 

voltage does not contain significant travelling wave components, 

due to the nearly equal and opposite nature of the current which 

flows in the faulty phases (fig. 8.13b).

• Effect of fault instant:

In each of the foregoing studies, the faults have been applied at 

an instant corresponding to voltage maximum in the faulty phase 

or phases. These are the worst cases from the point of view of 

travelling wave distortion. The other extreme is reached when 

the fault is applied at zero voltage. In this case, the travelling 

waves are reduced because there is not a large and sudden voltage 

change at the point of fault. Fig. 8.14 shows the waveforms for a 

fault at voltage zero at the receiving end. Distortion is extremely 

small, and the well known offset nature of the current waveform 

is clearly observed.

• Effect of fault position:

When the fault position becomes more distant from the obser­

vation point, the frequency of the superimposed components de­

creases due to essentially the transit time between the source dis­

continuities and the fault point increasing. This phenomenon can 

be verified by comparing the sending end voltage waveforms shown 

in fig. 8.11a for a fault which is closer to the sending end, and 

fig. 8.15a for a fault which is near the receiving end. It can be
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seen that although the magnitudes of the currents increase as the 

fault distance decreases (due to a reduction in impedance), the 

transients on the current waveforms are more or less the same. 

This can be verified by comparing the sending end current wave­

forms shown in fig. 8.12a for a fault which is closer to the sending 

end, and fig. 8.15b for a fault which is near the receiving end.

• Simulation of full autoreclosure sequence:

— Three phase autoreclosure:

Fig. 8.16 shows the sending end voltage responses for a three 

phase autoreclosure sequence for a mid-point three phase to 

earth fault at voltage maximum of phase-a. Fig. 8.17 shows 

the corresponding current responses, and figs. 8.18 and 8.19 

represent the fault path voltages and currents respectively.

Referring to fig. 8.16, it can be seen that after fault incep­

tion, the sending end voltages decrease in magnitudes, which 

is as expected since the fault paths effectively act as poten­

tial dividers. Maximum transient distortions are observed on 

phase-a. This is because the fault instant for phase-a is at 

voltage maximum. Phase-b and c voltages are also quite sig­

nificantly distorted, but the distortion is much less when com­

pared to that of phase-a. After the opening of the breaker 

poles, very large transient distortions with very large magni­

tudes (at least during the initial period subsequent to breaker 

pole opening) are observed on all the three phases. This is 

because the circuit breaker poles are opened simultaneously,
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rather than sequential pole opening taking place near current 

zero for each phase, and this leads to current chopping on 

opening the breaker poles. Since the fault is a three phase to 

earth fault, there is no significant trapped charge in the line, 

and the transients thus gradually die down to near zero level. 

Furthermore, during the fault break off and up to reclosing 

time, the sending end voltages are very small in magnitude. 

At this point, it must be mentioned that if the fault type is 

other than three phase to earth fault, there will be significant 

amounts of trapped charge in the unfaulted phase(s) after the 

opening of the breaker poles, and a dc voltage level will be 

sustained in the unfaulted phase(s). This phenomenon can be 

observed in figs. 8.20 to 8.23 which show the responses of other 

fault types. It should be noted that the magnitude of the dc 

voltage level will depend very much on the pole opening angle 

of the phase concerned, e.g., the level will be near zero for near 

voltage zero pole opening, and will be a maximum for voltage 

maximum pole opening. During the initial period of breaker 

reclosure, overvoltages and transient distortions are observed 

on all the phases for about one to two cycles. However, the 

transients eventually die down and the voltages return to nor­

mal steady state values.

Referring to fig. 8.17, it can be seen that after fault inception, 

large sending end currents are sustained on all the phases. 

However, the current waveforms are nearly distortion free. Af­

ter breaker poles opening, the three currents collapse to zero. 

On reclosure, significant transients are observed on the three
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currents and these gradually die down and the system returns 

to normal steady state.

Referring to fig. 8.18, it can be seen that the fault path volt­

age collapses to near zero on fault inception. Furthermore, 

it can be seen that the voltage levels in all the three phases 

stay near zero. This is so by virtue of the fact that since this 

is a solid three phase to earth fault, the residual current on 

breaker opening does not cause any significant voltages to de­

velop across the fault path. The voltages across the transient 

fault path, subsequently recover to normal values after the re- 

closure of the breaker poles at both ends. The corresponding 

fault path currents are shown in fig. 8.19. It can be seen that 

large fault path currents are developed after fault inception. 

After the opening of the breaker poles, the three currents col­

lapse gradually to very small values. Very small ripples are 

due to the trapped charges in the circuit. However, these rip­

ples disappear after fault break-off.

— Single pole autoreclosure:

Fig. 8.24 shows the sending end voltage responses for a single 

pole autoreclosure sequence for a mid-point phase-a to earth 

fault. Fig. 8.25 shows the corresponding sending end current 

responses. It can be seen that similar transients, as observed 

on the faulted phase waveforms for the three phase autoreclo­

sure, can also be found in phase-a. The sound phase voltages 

are nearly distortion free throughout the sequence. However, 

after fault inception, slight overvoltages are observed on the
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sound phases, and the sound phase currents are much larger 

than their corresponding normal steady state values.

C o m p u ta tio n a l tim e  m easu rem en t: It should be mentioned that the 

new simulators were developed and optimized at different stages. For 

example, the prefault steady state and the fault inception stages were 

firstly developed. Modifications and hand-made optimizations were 

then carried out to these codes before the development of the breaker 

pole opening stage was launched. Furthermore, some routines, which 

had already been modified and optimised in the development of the 

single conductor system simulation, were directly adopted in the sim­

ulation of the three phase system. As a result, in the process of de­

veloping the simulation codes for the breaker pole opening stage, and 

later on the subsequent fault clearing and breaker pole reclosure stages, 

some routines, e.g., the FFT and IFFT routines, which had been opti­

mised in the previous stages, were directly adopted. Since the source 

codes of the traditional mainframe simulator cannot be accessed, it is 

quite difficult to compare the overall calculation time for each event of 

the fault sequence (e.g., for breaker pole opening stage, in particular) 

between the unoptimized mainframe simulator and the new optimized 

simulator.

However, it must be emphasised that amongst other hand-made op­

timizations (see Chapter 7.5), the following two optimizations have 

been proven to have significant influence on the calculation time for 

the circuit breaker pole opening stage. The first one is the modi­

fied and optimized FFT and IFFT routines. The second one is the 

pre-calculation of the frequency spectra of submatrices and inversion
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of submatrices. Investigation into the first one has shown that the 

modified and optimized FFT and IFFT routines (see Chapter 7.5 and 

Appendix C) are about four times faster. For the second one, table 8.2 

shows the computational time comparison between the simulators with 

and without the pre-calculation of the frequency spectra of the subma­

trices by running the simulators on a single T800 transputer. Two set 

of results are shown for measuring the calculating time to obtain the 

opening transients of the sending end phase-a voltage, Vaa. The first 

set shows the calculating time obtained using the modified simulator 

without the optimizations. The second set is obtained by running the 

optimized simulator. It can clearly be seen that there is a significant

Fault type
Before optimizations After optimizations

Single Pole Three Phase Single Pole Three Phase
Phase-a to earth 7.91s 18.97s 0.48s 0.98s

Phase-ab to earth 16.36s 0.98s
Three phase to earth 14.0s 0.96s

Table 8.2: Vaa computational time on a single T800 transputer: simulation time 
=  0.128sec.s, samples =  512, sampling freq. =  4kH z

improvement in the speed after the optimizations.

Table 8.3 tabulates the computational time for the sending end volt­

age, Vsa, for opening the circuit breaker poles by running the newly 

developed simulator on an i860 microprocessor. It is assumed that for 

each processor, one variable, in this case, Vsa, is to be calculated. Ta­

ble 8.4 shows the computational time obtained by running the program 

on transputers. Each computational time includes:

(a) Six forward FFT routines in case of three phase autoreclosure, or 

two forward FFT routines in case of single pole autoreclosure.

(b) Frequency domain transient manipulations to get Vaa.
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(c) One backward FFT routine which transforms Vaa from the fre­

quency domain back to the time domain.

Tables 8.3 and 8.4 clearly show that the type of hardware used affects 

the computational time very dramatically. It can be seen that the opti­

mized program running on a single Intel i860 processor is about twenty 

four times faster than running on a single Inmos T800 transputer.

For three phase autoreclosure, it has been found that the computa-

Fault Type Single Pole Auto. Three Phase Auto.
Phase-a to earth 20ms 40ms
Phase-ab 40ms
Phase-ab to earth 35ms
Three-phase to earth 40ms

Table 8.3: Vaa computational time running on a single i860 processor: simulation 
time =  0.128secs, samples =  512, sampling freq. =  4kH z

Fault Type Single Pole Auto. Three Phase Auto.
Phase-a to earth 480ms 980ms
Phase-ab 980ms
Phase-ab to earth 960ms
Three-phase to earth 980ms

Table 8.4: Vsa computational time running on a single T800 transputer: simula­
tion time =  0.128secs, samples =  512, sampling freq. =  4kH z

tional time for six forward FFT routines is 30ms. This implies that 

5ms  is required to perform each FFT routine. The computational time 

for one backward FFT routine is 2.5ms. Thus, 7.5ms is required to cal­

culate one forward and one backward FFT routine. Hence, if one pro­

cessor for each variable were to be used, then 15ms 1 would be required

to calculate each variable of interest. The overall calculation time for

1 Since the six forward FFT routines can be calculated in six processors concurrently, there­
fore, the computational time for Vsa would be 40ms — 30ms +  5ms =  15ms.
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each variable would be 15ms plus the communication overhead.

It can thus be seen that for each variable of interest, the computational 

time for the worst case is 15ms for a simulation time of 128ms with 

512 simulation samples and a time step length of 250fis. It should be 

remembered that the frequency domain technique requires to calculate 

the whole set of simulation samples, in this case 512 samples, before 

the first useful new output sample, which can be used as an input to 

the relay, is obtained. Thus the first new output sample can only be 

obtained after 15ms of transient computation for each circuit change.

For single pole autoreclosure, the computational time for two forward 

FFT routines is 10ms. Hence, if one processor for each variable were 

to be used, then 15ms 2 would be required to calculate each variable 

of interest. Again, the overall calculation time for each variable would 

be 15ms plus the communication overhead.

It should be recalled that with reference to modern high speed protec­

tion relays, coupled with fast switchgear, from the time that a tripping 

signal is sent by a relay to open a circuit breaker, to the time that the 

circuit breaker contacts start to separate, is typically around 40ms. 

Within this 40ms, the simulator must be able to do two things. Firstly, 

from the fault inception transient waveforms, which have been calcu­

lated off-line, it must be able to locate the exact times of the current 

zero crossings of the respective phases. It is at these times that the 

circuit breaker poles of the respective phases are to be opened. Sec­

ondly, it must be able to calculate all the circuit breaker pole opening

2Since the two forward FFT routines can be calculated in two processors concurrently, 
therefore, the computational time for Vsa would be 20ms — 10ms +  5ms =  15ms.
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transients.

From the computational time measured, it can be seen that it is possi­

ble to simulate the transients and test a relay interactively in real time 

for single pole autoreclosure even if the circuit breaker poles are opened 

at different times. However, from a practical point of viewT, for three 

phase autoreclosure, it is only possible to simulate the transients and 

test a relay interactively in real time provided that the circuit breaker 

poles are opened simultaneously in the simulation test. It may require 

a large number of Intel i860 microprocessors, which is economically 

not viable, to achieve the real time requirement for sequential pole 

opening.

H ard w are  req u irem en ts : Currently, the simulator is being developed 

under a single Intel i860 processor. From the above computational 

time, it can be seen that in order to achieve the ‘real time’ target, one 

i860 processor for calculating one or several variables is suggested.

In this respect, it should be mentioned that, in order to initiate cir­

cuit breaker opening and any other subsequent circuit changes, there 

is a requirement to calculate a maximum of 18 variables at any one 

instant. This would effectively mean that in the worst case scenario, 

18 processors would be required. However, it may be possible that 

with a reduced number of samples, two variables could be calculated 

on one processor in the required time, thus reducing the number to 9 

processors.
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8.5 E M T P  m od ellin g

1. S im plified source m odel:

V alidation  of s im ulation  resu lts : A series of tests have shown that the 

results obtained from the newly developed simulator have close corre­

spondence to those generated from the frequency domain simulator. 

In order to illustrate and validate the results, the following simulation 

studies for different fault types are performed. Results obtained are 

plotted on the same graph with those obtained from the frequency 

domain simulator (FDS) [1, 2]. It should be noted that the faults 

are applied at the midpoint of the transmission line and the prefault 

phase-a voltage is near maximum. Figs. 8.26 and 8.27 show the send­

ing end voltages and currents comparison for a phase-a to earth fault. 

Figs. 8.28 and 8.29 show the comparison for a double phase (phase-a 

and b) to earth fault. Figs. 8.30 and 8.31 show the comparison for a 

pure inter-phase (phase-a and b) fault. Figs. 8.32 and 8.33 show the 

comparison for a three phase to earth fault. Figs. 8.34 and 8.35 show 

the comparison for a phase-a to earth near voltage zero fault. With 

reference to the above figures (figs. 8.26 to 8.35), it can be seen that 

the results obtained from the new simulator have close correspondence 

to those obtained from the frequency domain simulator.

In order to illustrate the breaker pole opening transients and full fault 

autoreclosure sequence, the following simulation studies are performed. 

Figs. 8.36 and 8.37 illustrate breaker pole opening transients for a dou­

ble phase (phase-a and b) to earth fault with the circuit breaker poles 

at both ends being opened simultaneously. Figs. 8.38 and 8.39 show 

the opening transients for the same fault conditions as the previous
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two figures (8.36 and 8.37) except that the breaker poles at both ends 

are sequentially opened at their current zeros. It can be seen that 

the opening transients of the sending end voltages are significantly re­

duced for the latter case. Furthermore, it can be observed that since 

the poles are opened at current zeros for the latter case (i.e., at dif­

ferent instants when compared to the former case), the sound phase 

sending end voltage (phase-c) sustains a different dc-voltage level af­

ter the opening of the breaker poles. Figs. 8.40 and 8.41 show a three 

phase autoreclosure sequence for a midpoint phase-a to earth fault 

with sequential breaker pole opening at both ends.

It should be noted that in general, similar observations, as discussed 

previously in section 8.4 for frequency domain modelling, can also be 

found on the waveforms of the above EMTP simulation studies. The 

reasons for the discrepancies between the waveforms produced by the 

two simulators are mainly due to, e.g., the constant transformation ma­

trix approximations in the time domain method and the differences in 

the numerical solutions between the two techniques which have been 

described in the previous chapters.

D iscussion: It should be noted that, due to the modelling technique used, 

the time step length used must equal to or be smaller than the trav-

Line length (km) 5 25 64 75 100 160
Time step length (/zs) 15 80 210 250 330 530

Table 8.5: Largest time step length which can be used for the corresponding fault 
distance.

elling time of the fastest wave from the sending end to the fault point 

or from the receiving end to the fault point, whichever is smaller of
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the two. This means that the location of fault will affect the choice of 

time step length. Table 8.5 shows the largest time step length which 

can be used for various fault locations measured from the sending end 

or the receiving end. It can be seen that if the faults are close to either 

the sending end or the remote receiving end, a very small tim e step 

length must be used. This is detrimental from the ‘real tim e’ simu­

lation point of view, because with the same amount of computation 

for each time step, the smaller the time step length, the larger is the 

burden imposed on the computational power and speed.

However, it must be emphasised that if the faults are very close to 

either the sending end or the receiving end, the time step length cho­

sen can be equal to or smaller than the travelling time of the fastest 

wave from the sending end to the receiving end. Thus, these two 

extremes can be used to test the relays for faults close to either the 

sending end or the receiving end and the ‘real tim e’ burden can be 

significantly reduced.

2. A ctual generator model:

• Sim ulation data:

Referring to a single machine power system model as shown in fig. 5.1, 

the following system data are used:

— Steady state power frequency: 60Hz.

— Synchronous generator:

(a) Ratings: 892.4MVA, 2 poles, 26kV.

(b) Air-gap line (AGL) and saturation curve:
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1800A Field current which produces rated voltage on the AGL. 

1907A Field current which produces rated voltage on the 

no-load saturation curve.

3050A Field current which produces 1.2pu voltage on the 

no-load saturation curve.

(c) Electrical data: The Canay’s characteristic reactance [5, 6] is 

not known. It should have the same value as that of the leak­

age reactance, X\.

R a =  0.0 pu ;

Xd = 1.790pu ; Xi — 0.130pu

X'd = 0.169pu ; X , =  1.710 pu

X d = 0.135 pu ; K = 0.228pu

r'do =  4.30s ; K =  0.20pu

Tdo =  0.032s ; T',o =  0.850s

X q =  0.130pu ; Tqo =  0.050s

(d) Mechanical data: The inertia constant, H  =  4.5 sec.

— Excitation system: The constants used are shown in table 5.1 with 

values corresponding to the rotating rectifier exciter.

— Governor: The constants used are shown in table 5.2.

— Generator transformer: The transformer is Delta-Star (26/400kV) 

connected. It has been assumed that there are no losses and the 

reactance value is in per unit on the machine base power. The 

total reactance, X ix =  O.lOOpu.

— Transmission line: Line length is 320km. The fault location is 

160km from the sending end.
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— Ideal source: The ideal source capacity is about 5GVA.

— Fault path impedance: The fault path impedance is 1H.

• Validation of sim ulation results:

A series of simulation tests have shown that similar phenomena, as 

found from the frequency domain simulator [41], can also be observed 

from the new simulator. The following study cases have been chosen 

to enable the salient features of the system faulted responses to be 

illustrated and to enable the validity of the new simulator developed.

— Phase-a to earth fault:

Fig. 8.42 shows the voltages at the machine terminals and the 

sending end for a midpoint phase-a to earth fault which occurs 

at approximately 54 degrees before the positive to negative zero- 

crossing of the fault point voltage (fault inception time =  22.5ms). 

The corresponding current waveforms are given in fig. 8.43. With 

reference to fig. 8.42, the delays associated with the propagation 

of the travelling waves are clearly evident. Furthermore, it can 

be seen that earth mode components of travelling wave voltages 

do not propagate into the machine and that the phase-b voltage 

does not contain high frequency distortion. This is as expected 

because earth mode current components, being synonymous with 

zero sequence components, are effectively trapped and short cir­

cuited by the delta winding of the generator/transformer and do 

not establish corresponding components of voltage at the machine 

terminals. With reference to fig. 8.43, it can be seen that phase-a 

current is strongly offsetted due to the transient exponential dc 

components.
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— D ouble phase to earth fault:

Figs. 8.44 and 8.45 respectively show the voltages and currents 

for a double phase to earth fault which occurs near the voltage 

maximum of the line side phase-a voltage. It can be seen that the 

generator and its transformer clearly constitute a major point of 

discontinuity from which travelling waves are readily reflected. For 

this particular fault condition, the aerial modes of the travelling 

wave voltage are of a large and almost equal and opposite magni­

tude, and since they are additive in the c-phase, the sound phase 

voltage on the line side of the generator is relatively distortion 

free. On the other hand, the large valued aerial mode components 

give rise to significant overvoltages on the faulted phases.

-  Pure interphase fault:

Figs. 8.46 and 8.47 show the voltages and currents for a pure inter­

phase (b-c) fault which occurs near the zero of the prefault voltage 

between the faulty phases. With reference to fig. 8.47, it can be 

seen that complete offsetting of the a-phase current at the send­

ing end of the line and the machine terminals is produced. The 

healthy a-phase voltage on the line side of the transformer, shown 

in fig. 8.46, is more or less travelling wave distortion free due to 

the fact that equal and opposite travelling wave components of 

fault current in the faulted phases are produced for this particular 

type of fault.

•  Comparison w ith the ideal source model:

The following simulation studies demonstrate some selected simulation
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studies, which illustrate the comparison between the system responses 

obtained using the actual generator source model (fig. 5.1) and the 

results obtained using the simplified source model (fig. 4.2). It has 

been assumed that the breaker poles are opened at current zeros of 

the respective phases.

— Phase-a to earth, near voltage m axim um  fault:

Figs. 8.48 and 8.49 show the sending end voltages and currents 

comparison between the two models for a midpoint phase-a to 

earth near voltage maximum fault. W ith reference to the above 

two figures, it can be seen that the system responses obtained us­

ing the actual generator model are very similar to those obtained 

using ideal source model. The faulted phase current (fig. 8.49) 

obtained using the two models is very much the same. However, 

it should be observed that the sound phase currents obtained us­

ing the actual generator model have small fluctuations. Figs. 8.50 

and 8.51 show the extended simulation of the sound phase cur­

rents (b and c) with a longer observation time. With reference 

to the above two figures, small fluctuations of sound phase cur­

rents (phase-b and c) are clearly observed after the pole opening 

of the faulted phase (phase-a). These small fluctuations are due 

to the so-called low frequency electromechanical transients. It 

should be noted that the ideal source model cannot produce such 

phenomenon. With reference to the time plots of the load angle 

change and the rotor speed deviations (figs. 8.52 and 8.53), it can 

be seen that the system stability can still be maintained even with 

the faulted phase being completely disconnected from the system 

for any length of time.
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— Phase-a to earth, near voltage zero fault:

Figs. 8.54 and 8.55 represent the voltages and currents obtained 

using the two aforementioned source models for a midpoint phase- 

a near voltage zero fault. It can be seen that the dc current offsets 

are very prominent for a fault which occurs near voltage zero. This 

conforms to theory because the dc transient exponential compo­

nent term reaches a maximum when the fault instant is at voltage 

zero, and reaches a minimum when the fault instant is near volt­

age maximum. With reference to fig. 8.55, it can be seen that two 

models produce different dc current offsets, and hence different 

current zero crossing times. This is because the reactance to re­

sistance ratio (X  : R  ratio) of the actual generator model is higher 

than that of the ideal source model. It should be noted that the 

higher the ratio, the larger will be the decaying time constant for 

the dc transient exponential component. Figs. 8.56 and 8.57 show 

the extended simulation of the sound phase currents (b and c) with 

a longer observation time. With reference to the above two fig­

ures, it can be seen that much bigger fluctuations of sound phase 

currents (phase-b and c) are observed after the pole opening of 

the faulted phase (phase-a). With reference to figs. 8.58 and 8.59, 

it can be seen that for the near voltage zero fault, the load an­

gle change and the rotor speed deviations are larger than those 

observed for the near voltage maximum fault (fig. 8.52 and 8.53). 

However, the system stability can still be maintained with the 

faulted phase being disconnected for any length of time.
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— Three-phase to earth fault:

Figs. 8.60 and 8.61 show the sending end voltages and currents 

comparison between the two aforementioned models for a mid­

point three phase to earth fault. W ith reference to fig. 8.61, it 

can be seen that the dc current offsets between the two models 

are different for all the three currents, and the zero crossings of 

the fault currents are different for the two models concerned.

— Sim ulation of full autoreclosure sequence:

Figs. 8.62 and 8.63 show the three phase autoreclosure sequence 

for a mid-point three phase to earth fault. Figs. 8.64 and 8.65 show 

the single pole autoreclosure sequence for a mid-point phase-a to 

earth fault. Similar observations, as described in section 8.4 for 

the simulation of full autoreclosure sequence, can also be found in 

the figures. However, two distinct points must be made. Firstly, 

the low frequency electromechanical transients can be clearly ob­

served in the sound phase currents of the single pole sequence dur­

ing the so-called ‘dead period’. Secondly, since the breaker poles 

are opened at the corresponding current zeros of the respective 

phases, there is no current chopping and the transient distortions 

for the voltages during the breaker pole opening stage are signifi­

cantly reduced.

• Discussion:

The developments in generator design and the associated trends in 

machine parameters, have resulted in using higher reactance to resis­

tance ratio (X  : R  ratio) appearing at the high voltage terminals of the 

generator transformer. This increase, coupled with the development
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to reduce the copper losses and the use of multiple conductor trans­

mission lines, has resulted in a general raising of the network X  : R  

level. This indicates that under the worst fault conditions, very slow 

decaying of the dc current will be produced and very high fault current 

asymmetry can occur [42].

Results obtained have shown that the simplified source model does 

not produce the same degree of dc offset as that produced by the ac­

tual generator model. It has been found that for faults which occur 

near zero voltage, complete offsetting of the current waveforms can 

occur and significant differences are observed when compared to those 

obtained using simplified source models. For faults which occur near 

the peak of the prefault voltage, the waveforms do not differ signifi­

cantly from those observed using simplified source models based upon 

subtransient values. Furthermore, it should be mentioned that the 

simplified source model cannot produce the low frequency electrome­

chanical transient phenomenon, which is clearly shown when the actual 

generator model is used.
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Three p h ase line configuration
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Figure 8.3: Single conductor modelling: sending end voltage, (a), (c)-(f): time 
convolutional technique, (b): mainframe simulator by Johns h  Aggarwal.
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Figure 8.4: Single conductor modelling: sending end current, (a), (c) and (d): 
time convolutional technique, (b): mainframe simulator by Johns & Aggarwal.
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Impulse response function for Va
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Figure 8.5: Impulse response function (ZaaYo) for sending end voltage calculation.
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Impulse response of Yd - ( 1 / o h m s )
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Figure 8.6: Impulse response function (Yd)  for sending end current calculation.
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Impulse response function of Yg: (1 /ohms)
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Figure 8.7: Impulse response function of Yb -
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Impulse response function of Yq - (1 /ohm s)
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Figure 8.8: Impulse response function of Yc.
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(a). Sending end voltage: (XlO5 volts)
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Figure 8.9: Frequency domain single conductor modelling: fault distance =  85km 
from sending end, sending s.c.l. =  5GVA, receiving s.c.l. =  35GVA.
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(a). Fault point voltage: (x lO5 volts)
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Figure 8.10: Frequency domain single conductor modelling: fault distance =  
85km from sending end, sending s.c.l. =  5GVA, receiving s.c.l. =  35GVA.

176



(a). Sending end s.c.l. =
receiving s.c.l. =

o

. X .

co
<L>top
O>
d<u
too

d
<L>

CO

g

. x .
co<L>
SP
O>
d<L>
toO

do
CO

6

4
/ *

2

..v.0

v-«

-4
fault

6
0 0.02 0 .0 4

T im e  ( s e c o n d s )

Cb). sending s.c.l. = 35GVA., 
receiving s.c.l. = 35GVA.

6

4

2

0

-2

-4
fault

6
0 0.02 0 .0 4

T im e  ( s e c o n d s )
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(a). Voltages.
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Figure 8.14: Frequency domain modelling: a-earth fault at near voltage zero,
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Figure 8.15: Frequency domain modelling: a-earth fault at receiving end, sending
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Sending end voltages: (x lO 5 vo lts )
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Figure 8.16: Frequency domain modelling: midpoint three-phase to earth fault,
sending s.c.l. =  5GVA, receiving s.c.l. =  35GVA.
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Sending end currents: (x lO 3 am p s )

sa

-10
I  f a u l t open

-15
0.20 0.05 0.1 0.15

Time (secs)

-10
t  clear

I  f a u l t open

-15
0.20.150 0.05 0.1

Time (secs)

sc

I  f a u l t ^tdear |open

-10
0.20 0.05 0.1 0.15

Time (secs)

Figure 8.17: Frequency domain modelling: midpoint three-phase to earth fault,
sending s.c.l. =  5GVA, receiving s.c.l. =  35GVA.
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Fault point voltages: (x lO 5 vol ts)
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Figure 8.18: Frequency domain modelling: midpoint three-phase to earth fault,
sending s .c.l. =  5GVA, receiving s.c.l. =  35GVA.
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Fault path currents: (x lO 3 a m p s )
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Figure 8.19: Frequency domain modelling: midpoint three-phase to earth fault,
sending s.c.l. =  5GVA, receiving s.c.l. =  35GVA.
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Sending end voltages: ( X l 0 5 vo l ts )
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Figure 8.20: Frequency domain modelling: midpoint double phase to earth fault,
sending s.c.l. =  5GVA, receiving s.c.l. =  35GVA.
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Sending end currents: (x lO 3 amps)
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Figure 8.21: Frequency domain modelling: midpoint double phase to earth fault,
sending s.c.l. =  5GVA, receiving s.c.l. =  35GVA.
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Sending end voltages: (x lO 5 vo lts )
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Figure 8.22: Frequency domain modelling: midpoint a-phase to earth fault, send­
ing s .c . l .=  5GVA, receiving s.c.l. =  35GVA.
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Sending end currents: (xlO 3 amps)
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Figure 8.23: Frequency domain modelling: midpoint a-phase to earth fault, send­
ing s.c.l. =  5GVA, receiving s.c.l. =  35GVA.
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Sending end voltages: (x lO 5 volts)
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Figure 8.24: Frequency domain modelling: midpoint a-phase to earth fault, send­
ing s.c.l. =  5GVA, receiving s.c.l. =  35GVA.
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Sending end currents: (x lO 3 amjps)
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Figure 8.25: Frequency domain modelling: midpoint a-phase to earth fault, send­
ing s.c.l. =  5GVA, receiving s.c.l. =  35GVA.
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Sending end voltages:
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Figure 8.26: EMTP and FDS comparison: midpoint phase-a to earth fault, send­
ing s.c.l. =  5GVA, receiving s.c.l. =  5GVA.
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Sending end currents:
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Figure 8.27: EMTP and FDS comparison: midpoint phase-a to earth fault, send­
ing s.c.l. =  5GVA, receiving s.c.l. =  5GVA.
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Sending end voltages:
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Figure 8.28: EMTP and FDS comparison: midpoint phase-a to earth fault, send­
ing s.c.l. =  5GVA, receiving s.c.l. =  5GVA.
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Sending end currents:
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Figure 8.29: EMTP and FDS comparison: midpoint phase-a to earth fault, send­
ing s.c.l. =  5GVA, receiving s.c.l. =  5GVA.
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Sending end currents:
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Figure 8.31: EMTP and FDS comparison: midpoint phase-a to earth fault, send­
ing s.c.l. =  5GVA, receiving s.c.l. =  5GVA.
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Figure 8.32: EMTP and FDS comparison: midpoint phase-a to earth fault, send­
ing s.c.l. =  5GVA, receiving s.c.l. =  5GVA.
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Figure 8.33: EM TP and FDS comparison: midpoint phase-a to earth fault, send­
ing s.c.l. =  5GVA, receiving s.c.l. =  5GVA.



Sending end voltages:
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Figure 8.34: EMTP and FDS comparison: midpoint phase-a to earth fault, send­
ing s.c.l. =  5GVA, receiving s.c.l. =  5GVA.
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Sending end currents:

€

lO f a u l t

12
O O.Ol 0 .0 2 0 .0 3 0 .0 4 0 .0 5

T i m e  ( s e c o n d s )

0 .1

0 .0 5
►<

0 .0 5

0.1
f a u l t

0 .1 5
O 0.0 1 0 .0 2 0 .0 3 0 .0 4 0 .0 5

T i m e  ( s e c o n d s )

V

£

0 .1

0 .0 5

O

- 0 .0 5

-0 .1

- 0 .1 5
O 0 .0 1 0 .0 2 0 .0 3 0 .0 5

T i m e  ( s e c o n d s )

Figure 8.35: EMTP and FDS comparison: midpoint phase-a to earth fault, send­
ing s.c.l. =  5GVA, receiving s.c.l. =  5GVA.
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Sending end voltages: (x lO 5 vo lts )
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Figure 8.36: EMTP modelling: midpoint phase-ab to earth fault, breaker poles
at both ends opened simultaneously.
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Sending end currents: (xlO3 am ps)

sa

-10
t  fault •open

-15
0 0.02 0.04 0.06 0.08 0.1 0.12

Time (secs)

-10
t fault open

-15
0 0.02 0.060.04 0.08 0.1 0.12

Time (secs)

0.3

0.2
0.1

sc -0.1
-0.2

t  fault tclear- 0.3 open
- 0.4

0 0.02 0.04 0.06 0.08 0.1 0.12
Time (secs)

Figure 8.37: EMTP modelling: midpoint phase-ab to earth fault, breaker poles
at both ends opened simultaneously.
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Sending end voltages: ( x lO 5 vol ts )
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Figure 8.38: EMTP modelling: midpoint phase-ab to earth fault, breaker poles
at both ends opened sequentially.
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Sending end currents: ( x l O 3 a m p s )
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Figure 8.39: EMTP modelling: midpoint phase-ab to earth fault, breaker poles
at both ends opened sequentially.
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Sending end voltages: (XlO5 v o l t s )
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Figure 8.40: EMTP modelling: three phase autoreclosure sequence for midpoint
phase-a to earth fault, breaker poles at both ends opened sequentially.

206



Sending end currents: (x lO 3 am ps)
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Figure 8.41: EMTP modelling: three phase autoreclosure sequence for midpoint
phase-a to earth fault, breaker poles at both ends opened sequentially.
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Figure 8.42: Actual source model: midpoint a-earth fault, sending end voltages
(top), machine terminal voltages (bottom).
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Sending end currents:
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Figure 8.43: Actual source model: midpoint a-earth fault, sending end currents
(top), currents at machine terminals (bottom).
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Sending end voltages:
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Figure 8.44: Actual source model: midpoint ab-earth fault, sending end voltages
(top), machine terminal voltages (bottom).
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Sending end currents:
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Figure 8.45: Actual source model: midpoint ab-earth fault, sending end currents
(top), currents at machine terminals (bottom).
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Sending end voltages:
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Figure 8.46: Actual source model: midpoint bc-phase fault, sending end voltages
(top), machine terminal voltages (bottom).
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Figure 8.47: Actual source model: midpoint bc-phase fault, sending end currents
(top), currents at machine terminals (bottom).
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Sending end voltages:
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Figure 8.48: Actual and ideal source model comparison: midpoint a-earth near
voltage maximum fault.
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Sending end currents:
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Figure 8.49: Actual and ideal source model comparison: midpoint a-earth near
voltage maximum fault.
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Figure 8.50: Actual source model: midpoint a-earth near voltage maximum fault,
extended simulation for sending end b-phase current.
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Phase-c current: (x lO 3 amps)
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Figure 8.51: Actual source model: midpoint a-earth near voltage maximum fault,
extended simulation for sending end c-phase current.
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Load angle: (degrees)
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Figure 8.52: Actual source model: midpoint a-earth near voltage m axim um  fault,
load angle change.
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Rotor speed deviation: (rad/sec)
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Figure 8.53: Actual source model: midpoint a-eaxth near voltage maximum fault,
rotor speed deviations.
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Figure 8.54: Actual and ideal source model comparison: midpoint a-earth near
voltage zero fault.



Sending end currents:
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Figure 8.55: Actual and ideal source model comparison: midpoint a-earth near
voltage zero fault.
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Phase-b current: (x lO 3 amps)
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Figure 8.56: Actual source model: midpoint a-earth near voltage zero fault,
extended simulation for sending end b-phase current.
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Phase-c current: (x lO 3 amps)
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Figure 8.57: Actual source model: midpoint a-earth near voltage zero fault,
extended simulation for sending end c-phase current.
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Load angle: (degrees)
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Figure 8.58: Actual source model: midpoint a-earth near voltage zero fault, load
angle change.
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Rotor speed deviation: (rad/sec)
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Figure 8.59: Actual source model: midpoint a-earth near voltage zero fault, rotor
speed deviations.
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Figure 8.60: Actual and ideal source model comparison: midpoint three phase to
earth fault.
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Sending end currents:
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Figure 8.61: Actual and ideal source model comparison: midpoint three phase to
earth fault.
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Sending end voltages: (xlO5 volts)
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Figure 8.62: Actual source model: autoreclosure sequence for midpoint three 
phase to earth fault, breaker poles at both ends opened sequentially.
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Sending end currents: (x lO 3 a m p s )
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Figure 8.63: Actual source model: autoreclosure sequence for midpoint three 
phase to earth fault, breaker poles at both ends opened sequentially.
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Sending end voltages: (x lO 5 vo l ts )
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Figure 8.64: Actual source model: single pole autoreclosure sequence for midpoint 
phase-a to earth fault, breaker poles at both ends opened sequentially.
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Sending end currents: ( x l O 3 a m p s )
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C hapter 9

Conclusions

Based on the time convolutional and the frequency-domain simulation techniques, 

optimised simulation codes for the electromagnetic transient simulation of fault 

generated autoreclosure sequence on EHV transmission systems have been devel­

oped and investigated. Algorithms for modelling both the electromagnetic and 

the electromechanical power system fault transients have also been developed 

based on the EMTP simulation program.

T im e-con vo lu tion a l tech n iq u e

It has been found that the accuracy of the time-convolutional technique depends 

very much on the number of coefficients of the impulse response functions used. 

Erroneous results are obtained if the number of coefficients are chosen such that 

the impulse response function is truncated at a point in time where a significant 

amount of energy is still left in the impulse response. Some system impulse 

response functions used for the calculation of current transients, converge towards 

zero very slowly. In some cases, the impulse responses even start to diverge
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towards the end. Difficulties were found for the time-convolutional technique to 

achieve the required accuracy, particularly for currents. An extensive series of 

tests have shown that a very large number of coefficients are required for the 

currents to achieve a reasonable degree of accuracy. As a result, in terms of 

both accuracy and computational time, the time convolutional technique has no 

advantage at all as compared to the frequency domain technique.

F requency-dom ain  tech n iq u e

For the frequency domain simulation technique, the simulation waveforms ob­

tained from the newly developed simulator are effectively identical to those gen­

erated from the traditional mainframe simulators of Johns and Aggarwal [1, 2]. 

Table 8.3 shows the computational time measured using a single Intel i860 pro­

cessor. Assuming that one processor is used to calculate the transient of one 

variable, the worst computational time to obtain the sending end voltage, Vsa, 

for opening the circuit breaker poles is 15ms for each circuit change. It has been 

found that from a practical point of view, for three phase autoreclosure, it is only 

possible to simulate the electromagnetic transients and test a relay interactively 

in real time if all the circuit breaker poles are opened simultaneously. However, 

this would not be the case in practice. This is so because it would cause current 

choppings and enormous voltage transients would be produced. In practice, the 

circuit breaker poles are opened at current zeroes of the respective phases. This 

means that the breaker poles are opened at different times. The worst time in­

terval between the opening of the first circuit breaker pole to the opening of the 

last circuit breaker pole may be less than 5ms. Thus, after the opening of the 

first circuit breaker pole, there may be, for the worst case, another 5 subsequent 

circuit changes for a three phase system in a very short time period. The time
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interval between each subsequent circuit changes can be less than 1ms. The com­

putational time required to calculate each variable of interest for any subsequent 

circuit change is also 15ms.

It is worth noting that the frequency domain technique requires the calculation 

of the whole set of simulation samples before the first useful new transient output 

is obtained. This means that for each circuit change, the first new input sample, 

which can be used by the relay, can only be obtained after 15ms of transient 

computation. It should be recalled that there is around 40ms available for the 

simulator before the first circuit breaker pole opening. Thus, within this 40ms, 

the simulator is able to calculate the first two breaker pole opening transients 

in real time. At this point, it can be seen that if the scheme employed is single 

pole autoreclosure, then it is possible for the relays to be tested interactively in 

real time with sequential pole operations. However, if three phase autoreclosure 

scheme is employed, the simulator is unable to calculate the remaining four sub­

sequent breaker pole opening transients in real time. Since the time step length in 

real time is 250/i.s, it can be seen that by neglecting the communication overhead 

amongst the processors, the simulator is about 56 times 1 slower than real time 

for each variable of interest 2 for each circuit change. This means that it is about 

180 times 3 slower than real time all together for the four subsequent four circuit 

changes.

1 Taking into account that there is about a 1ms time interval between each circuit change and 
neglecting the communication overhead among the processors, the ratio of the computational 
time over the real time is given by: {(15ms — lm s)/250//s} =  56.

2There are altogether 18 such variables. It has been assumed that one processor is used to 
calculate the fault transient of each variable. If the communication overhead is also taken into 
account, then the above ratio will be greater than 56.

3It should be noted that the first two circuit changes require 30ms of transient computation. 
Thus, there is still 12ms available for the simulator to calculate the third circuit change. Con­
sidering the third circuit change alone, the simulator is about {(15ms — 12ms)/250/is} =  12 
times slower than real time. Together with the remaining three subsequent circuit changes, the 
simulator is about (12 +  56 x 3) =  180 times slower than real time.
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The nonsimultaneity condition as discussed above can likewise occur on reclosure 

to produce sequential pole closure. It can thus be seen that for three phase autore­

closure scheme, the frequency domain technique is too far away from achieving 

the ‘real time’ requirement even with the highly optimised simulation codes run­

ning under one of the world’s fastest microprocessors, the Number-Smasher, i860. 

It may require a large number of Intel i860 processors, which is physically and 

economically not viable, to achieve the real time requirement.

Based on the above judgements, it is concluded that for three phase autoreclosure, 

the frequency-domain technique is not suitable for power system fault transient 

simulation for the purposes of testing the relays interactively in real time. How­

ever, for single pole autoreclosure, it is possible for the technique to be used to 

test the relays interactively in real time.

E M T P  tech n iq u e

Some preliminary studies have shown that the EMTP technique can overcome the 

drawbacks which are suffered by the time-convolutional and the frequency-domain 

simulation techniques. Firstly, it is a time-domain technique. This means that 

it is not necessary for the data to be transformed into and out of the frequency- 

domain for each circuit change which occurs in the time-domain. Furthermore, 

as compared to the frequency domain technique, it is not necessary to calculate 

the whole set of the simulated samples before the first new output sample is ob­

tained. In addition, in contrast to the large number of coefficients required for 

the time-convolutional technique to achieve reasonable accuracy, another benefit 

from using the EMTP is that each new output sample is derived from a few al­

ready known history terms. More importantly, it can also accurately incorporate
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the frequency dependence of the system parameters by synthesising an equivalent 

system network in the time-domain.

Algorithms for modelling both the electromagnetic and the electromechanical 

power system fault transients have been developed based on the EMTP technique. 

The waveforms obtained from the newly developed simulators match closely to 

those obtained from the mainframe simulators by Johns and Aggarwal. It has 

been found that a simplified source model does not produce the same degree of 

dc offset as that produced by the actual generator model. For faults which occur 

near zero voltage, complete offsetting of the current waveforms can occur and 

significant differences are observed when compared to those obtained using the 

simplified source models. For faults which occur near the peak of the prefault 

voltage, the waveforms do not differ significantly from those observed using sim­

plified source models based upon subtransient values. Furthermore, it should 

be mentioned that simplified source model cannot produce the low frequency 

electromechanical transient phenomenon, which is clearly shown when the actual 

generator model is used.

It should be mentioned that the simulating codes have not been optimized and 

are currently running in a serial mode. To achieve the ‘real tim e’ requirement, 

a great deal of work is still needed. For example, the simulating codes must be 

optimized and parallel processing algorithms should be properly designed with 

great care.
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C hapter 10 

Future Work

The power system fault transient modelling based on the EMTP modelling tech­

nique has been successfully developed. The results obtained have shown that 

this technique can overcome the drawbacks of the time convolutional and the 

frequency domain modelling techniques. It is therefore worthwhile to further 

develop and investigate the transient modelling based on this technique. It is 

proposed that the future work falls into the following categories:

1. From the point of realization of real time simulation, the EMTP program, 

for the time being, has two major weaknesses. Firstly, the simulator has 

been implemented and running in a serial mode. The simulating code has 

been written in a very inefficient way. In this respect, it is suggested that 

massive amount of effort must be devoted to modify and optimize the sim­

ulating code. Multiprocessing techniques should be suitably developed in 

order to bring the simulation to real time requirement as mentioned in 

Chapter 1.1 and 2.4.

2. A suitable algorithm, which is able to select the outputs from the simu­

lators should be developed so that during the prefault clearance period,
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the outputs from the electromagnetic program are selected and, during the 

postfault clearance period, the outputs from the electromechanical program 

are selected. For example, one processor could run the electromagnetic 

transient program and another could run the electromechanical program.

3. A single machine system has been modelled for the electromechanical tran­

sient studies. It may be desirable to incorporate a multimachine model and 

study the low frequency effects on the overall system.

4. It is suggested that a machine model and a generator/transformer model 

with frequency variant parameters should be incorporated.

5. It has been assumed that the arc resistance of the circuit breaker is ideal, 

i.e., the resistance jumps from zero to infinity at the instant of opening 

the breaker pole and vice versa. This may be quite impractical. It is 

suggested that the nonlinearity of the circuit breaker arc resistance should 

be modelled.

6. The modelling method should be extended to a double-circuit, multi-terminal 

system.
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A ppendix  A

B asic definitions for 
autoreclosure operations

A number of the terms defined below are illustrated in fig. 2.1 and fig. 2.2, which 

illustrate the sequence of events in a typical auto-reclose operation, where the 

circuit breaker makes one attempt at reclosure after tripping to clear a fault. 

Two conditions are shown; a successful reclosure in the event of the fault being 

transient, and an unsuccessful reclosure followed by lock-out of the circuit breaker 

if the fault is permanent.

A n ti-p u m p in g : A feature incorporated in the circuit breaker or reclosing scheme 

whereby, in the event of a permanent fault, repeated operations of the cir­

cuit breaker are prevented when the closing impulse lasts linger than the 

sum of the protective relay and circuit breaker operating times.

A rcing  tim e: The time between the instant of separation of the circuit breaker 

contacts and the instant of extinction of the fault arc.

C losing im pulse  tim e: The time during which the closing contacts of the auto­

reclose relay are made.
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C losing  tim e: The time from the energizing of the circuit breaker closing circuit 

to the making of the circuit breaker contacts.

C o u n tin g  relay: A relay, usually of the electromagnetic type, with a ratchet 

mechanism which is driven forward one step each time its coil is energized. 

A contact is operated after a chosen number of steps and the mechanism 

may be manually or electrically reset.

D ead  tim e  (au to reclose  relay): The time between the auto-reclose scheme 

being energized and the operation of the contacts which energize the cir­

cuit breaker closing circuit. On all but instantaneous or very high speed 

reclosing schemes, this time is virtually the same as the circuit breaker dead 

time.

D ead  tim e  (c ircu it b reak er or system ): The time between the fault arc be­

ing extinguished and the circuit breaker contacts remaking.

D e-ion izing  tim e: The time following the extinction of an overhead line fault 

arc necessary to ensure dispersion of ionized air so that the arc will not 

re-strike when the line is re-energized.

H igh  sp eed  reclosing schem e: A scheme whereby a circuit breaker is auto­

matically reclosed within 1 second after a fault trip operation.

L ock-ou t: A feature of an auto-reclose scheme which, after tripping of the circuit 

breaker, prevents further automatic reclosing.

M u lti-sh o t reclosing: An operating sequence providing more than one reclos­

ing operation on a given fault before lock-out of the circuit breaker occurs.

S ing le-sho t reclosing: An operating sequence providing only one reclosing op­

eration, lock-out of the circuit breaker occurring on subsequent tripping.
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O p era tio n  coun ter: A counter, usually of the electromagnetic cyclometer type, 

arranged to indicate the number of automatic operations, either closing or 

tripping, performed by a circuit breaker since its commissioning.

O pen ing  tim e: The time between the energizing of the circuit breaker trip coil 

and the instant of separation of the contacts.

O p e ra tin g  tim e  (c ircu it b reak er): The time from the energizing of the trip 

coil until the fault arc is extinguished.

O p e ra tin g  tim e  (p ro tec tio n ): The time from the inception of fault to the 

closing of the tripping contacts. Where a separate tripping relay is em­

ployed, its operating time is include.

R ec la im  tim e: The time following a successful closing operation, measured 

from the instant the autoreclose relay closing contacts make, which must 

elapse before the auto-reclose relay will initiate a reclosing sequence in the 

event of a further fault incident.

S y stem  d is tu rb an ce  tim e: The time between the inception of the fault and 

the circuit breaker contacts making on successful reclosing.
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A ppendix B

D erivations o f system  Y  and Z 
m atrices

B . l  S y stem  F -m a tr ix

Referring to fig. 4.1, the following circuit analyses can be carried out for a single 

conductor system:

Va — Es — ZsaIa 

Vr =  Er — ZarIr

(B .l)

(B-2)

' Vs ' ’ A 1 B 1 ' E ff
. Is . Ci A . h .  .

■ Vr ' A 2 B 2 E ff
. Jr . c 2 d 2 . h r  .

(B.3)

(B.4)

I f  =  I t s  +  I fr (B.5)

where Zaa and Zar are respectively the sending end source impedance and the re­

ceiving end source impedance. Elements A, B ,C  h  D are defined in section 4.2.2
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for a single conductor system. Similar forms of system equations can be obtained 

for a single circuit three phase system (fig. 4.2). The only difference is that for 

a three phase system, the voltages and currents are 3 element vectors (one per 

phase) and elements A, B , C &, D  are 3 by 3 submatrices. Detailed derivations 

of these ABCD matrices are given in Chapter 3.3.6. Manipulation of the two 

preceding equations yields the universal admittance matrix, Y , which relates the 

sending end, the receiving end and the fault point parameters:

7'1 ' Y  A Yb Yc ' Eff
Is = Yd Ye  Yf E a
Ir Yg Yh Yj Er

Let Z f  be the fault path impedance matrix, the following two sets of F-m atrix 

constants can be obtained:

N eglecting  fault path im pedance

If Z f =  0, then E ff  = Vf and

Yao = —(Z„D i + B i )  x(v4i +  Z „ C i )

- (Z „ D t + +  Z„C 2) (B.7

Ybo = (Zs,D i +  B\)  1 (B.8

Yco — [ZstD2 +  B 2 )  1 (B.9

Ydo = + B i)"1 (B.10

Yeo = D i (ZssD i + B i)  1 (B .ll

Yfo = 0 (B.12

Ygo — ~ (Z „ D 2 +  B 2) 1 (B.13

Yho = 0 (B.14

Yj o = D2(Z„D 2 + B 2) 1 (B.15
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N on zero  Z f

If Z f  is nonzero, then Vf =  E ff  + Z f l f  and the above values are modified as 

shown below:

Ya = (U ~ Y AaZ , r l YA0 

Yb =  (U - Y m Zj 

Yc = (U — YA0Z f  

YD = { U - Y AoZf  

Yb =  (U - Y aoZ ,

Yf = ( U - Y m Zj

yG =  (u - y aoz }

Yh =  ( U - Y aoZ ,

Yi  = ( U - Y aoZj

~l YBa

~'Yco

-'YdoYboZ, +  Ye  o

~xYm YcaZs

- lYao

- 'Y goYboZ ,

- 1 Y goY coZ j  +  Y io

(B.16)

(B.17)

(B.18)

(B.19)

(B.20)

(B.21)

(B.22)

(B.23)

(B.24)

where U stands for unit matrix and 0 stands for zero matrix.

B .2  F ault p a th  im p ed an ce m atr ix

Considering a typical double end fed three phase system as shown in fig. 4.2, let 

the three phases are referred to as <j>i, fa  and fa , and 0 as ground. Then Yio is 

the fault admittance from fa to ground, Y12 is the fault admittance from fa to 

fa  and so on. The fault path admittance matrix can now be defined as:

Y f =
Yio +  Via +  Vl3 - Y 12 -V l3

—Yi 2 Y20 +  Y21 +  Y23 —Y23
— Y 13 —  Y 23  Y 30  +  Y 31 +  Y 32

(B.25)

Zf  =  Y f 1
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B .3  S y stem  Z -m atrix

The system Z-matrix is obtained by inverting the system F-m atrix, i.e.,

Ef f £ £ £
1

I f
Es = Zd Ze  Zf I s

Er . Zg Zh Z i I t
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A ppendix  C

Fast Fourier transform

The Discrete Fourier Transform ( DFT ) converts samples of a time-domain signal 

to samples of the different signal frequencies and their amplitudes. To perform 

the conversion, the DFT calculation requires n2 complex multiplications and 

additions; where n equals the number of samples and is usually a power of two.

The Fast Fourier Transform ( FFT ) [39] is an elegant implementation of the 

DFT, which reduces the number of complex multiplications and additions re­

quired to n log2 n. That is more than 100 times fewer for a 1024-point FFT. The 

FFT algorithm also has the advantage of not requiring data storage beyond the 

original data samples.

To accomplish the transform, a DFT adds combinations of the input data samples 

after multiplying those inputs with weighting factors. Each result in the frequency 

domain comes from a weighted sum of all data samples. The weighting factors 

W  are called twiddles, and are complex cosine/sine values for each particular 

frequency.
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The DFT X(k)  of a time-domain signal x(t)  is defined by:

x ( n ) =  time-domain samples, n =  0,1, • • • , TV — 1
X( k )  =  the DFT of x(n),  k = 0 ,1 , • • • , N  — 1

=  En=_0 x (n ) x  W n k ’ and W "k =
= x (n ) x {cos(2irnk/ N ) — j  sin(2im k/N )}

The (N  — 1) complex additions and (N  — 1) complex multiplications required for 

each X( k )  make the DFT into an order(N2) computation.

Fortunately, the FFT decomposes this to an order{N x log2 N ) algorithm by 

splitting the JV-sum into units of 2-sums. Thus, a DFT of 1024 input points 

requiring about two million operations reduces to an FFT requiring about fifteen 

thousand operations. The 2-sum units are called butterflies because they produce 

two output values from two inputs, with the butterfly-shaped data flow shown 

in fig. C .l. The butterfly calculations are executed in stages, with log27V stages 

and N / 2 butterflies per stage.

As indicated in fig. C .l, the subdivision, or decimation, of the N-sum  into but­

terflies can be done via two different methods: DIF (Decimation in Frequency)

or DIT (Decimation in Time). The methods differ in the ordering of twiddles

and the form of the butterfly arithmetic, but they yield the same answer. They 

are based on different mathematical derivations of the FFT: DIT results from 

recursively splitting the input time-domain samples into an even-indexed group 

and an odd-indexed group, while DIF comes from splitting the DFT output 

frequency-domain points into odd/even groups.
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A = First input to the butterfly 

B = Second input to the butterfly 

W = Twiddle factor 

A new = Result 1, which overwrites A 

B new = Result 2, which overwrites B

Decimation in Frequency Decimation in Time

A A new = A + B A ^new  = A + B x W

B B new = ( A - B ) x w B

Butterfly algorithm for FFT

Figure C .l: Butterfly algorithm for FFT
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A ppendix D

C om plex num ber library

Some basic complex number calculation routines such as addition, subtraction, 

multiplication, modulus, etc, are stored in the complex number library. These 

functions take pointers to complex structures as arguments. All functions are 

written such that the result pointer may be one of the source operands. In 

general if the result is complex number then the first argument pointer is returned 

as the result pointer. The simple functions are defined as macros. This may be 

inefficient if the macro arguments are expressions. The complex number structure 

is defined as shown below.

/* complex structure defined in "complex.h" */ 

typedef struct complex 

{ float re;

float im;

} complex;

In order to manipulate operations using complex numbers, “complex.h” should 

be included. The complex structures must be allocated with suitable memory by
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the calling program. The use of each function routine declared in “complex.h” is 

explained in this appendix.

• ARG:

#include "complex.h” 

float arg(complex *a)

The function arg  calculates the argument of a complex number which is 

given by the argument a. The resulting value is returned. It is measured 

in radians.

• CONJUGATE:

#include "complex.h"

complex *conjugate(complex *a, complex *b)

The function con jugate  conjugates a complex number which is given by 

the second argument b. The resulting value is stored in the first argument 

a. A pointer to the resulting complex number is returned.

• DIVCOM PL:

#include "complex.h"

complex *divcompl(complex *a, complex *b, complex *c)

The function divcom pl divides a complex number b with a complex number 

c according to the formula a =  (b/c) . The resulting value is stored in 

complex number a. A pointer to the resulting value is returned.

• FPRINTF_COM PL:
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#include "complex.h"

complex *fprintf_compl(FILE *outptr, complex *a)

The function fprintf_com pl prints a complex number a into an output file 

which is given by the first argument outptr.

• M O D.CO M PL:

#include "complex.h" 

float mod.compl(complex *a)

The function m ocLcom pl calculates the modulus of a complex number 

which is given by the argument a. The resulting value is returned.

• MOD_SQ_COMPL:

#include "complex.h"

float mod_sq_compl(complex *a)

The function mod_sq_com pl calculates the square of the modulus of a 

complex number which is given by the argument a. The resulting value is 

returned.

• M OVECOM PL:

#include "complex.h"

complex *movecompl(complex *a, complex *b)

The function m ovecom pl copies the contents of a complex number, which 

is given by the second argument b, to another complex number which is 

given by the first argument a. A pointer to the moved complex number is 

returned.

• M ULTCOM PL:
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#include "complex.h"

complex *multcompl(complex *a, complex *b, complex *c)

The function m ultcom pl multiplies a complex number b with a complex 

number c according to the formula a = b x  c . The resulting value is stored 

in complex number a. A pointer to the resulting value is returned.

• NEGM ULTCOM PL:

#include "complex.h"

complex *negmultcompl(complex *a, complex *b, complex *c)

The function negm ultcom pl multiplies a complex number b with a com­

plex number c according to the formula a =  — (b x c) . The resulting value 

is stored in complex number a. A pointer to the resulting value is returned.

• RECIPCOM PL:

#include "complex.h"

complex *recipcompl(complex *a, complex *b)

The function recipcom pl reciprocates a complex number b according to 

the formula a =  The resulting value is stored in complex number a. A 

pointer to the resulting value is returned.

• SETCOM PL:

#include "complex.h"

complex *setcompl(complex *a, float r, float i)

The function se tcom pl sets two floating point numbers r and i into a com­

plex number. The resulting complex number is stored in the first argument 

a. The second argument r  gives the real part of the complex number while 

the third argument i gives the imaginary part.
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• SU B M U L T C O M PL :

#include "complex.h"

complex *submultcompl(complex *a, complex *b, complex *c)

The function su b m ultcom pl multiplies and subtracts a complex number 

b with a complex number c according to the formula a =  a — (b x c) . The 

resulting value is stored in complex number a. A pointer to the resulting 

value is returned.

259


