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Abstract 

Modern diesel engines are being continuously developed in order to improve their specific 

output thus reducing the fuel consumption.  This is in response to both increasingly stringent 

regulations and to the demands of the customer evolving.  With this in mind a more detailed 

understanding of some of the fundamental processes within the engine are required.  A 

prime example of one of these processes is heat transfer.  In the region of 17-35% of fuel 

energy will pass to the coolant, therefore the rate of heat transfer has a considerable effect on 

the design and function of the engine.  This thesis describes a method to calculate heat 

transfer through a combustion chamber wall of a modern production engine and uses the 

data to improve the understanding of the impact of active thermal management systems on 

the rate of heat transfer and how this can be incorporated into empirical modelling, also 

improving fundamental understanding and evaluating established correlations focusing on 

the warm-up period. 

 

Development of prototype engines over extended test schedules can prove expensive, 

therefore in order to reduce the necessary test and development period of a new engine it is 

useful to be able to predict the heat transfer within the combustion chamber using modelling 

data.  A large number of correlations have been developed over the years, however with the 

rate of development of the diesel engine; some of these correlations have been left behind.   

 

A number of steady state operating conditions were employed to approximate the New 

European Drive Cycle.  By approximating the drive cycle performance it was possible to 

further the understanding of the effect of changing the engine operating conditions on the 

temperature distribution in key areas of the engine, including the crankshaft bearings, 

camshaft bearings and combustion chamber walls.  The main focus of this thesis is the 

cylinder wall temperatures and the rate of heat transfer through the cylinder wall from the 

combustion gases.  It was found that there was a temperature rise of 7°C between the oil in 

the main oil gallery and that used to lubricate the journal bearings; however the oil in the 

camshaft bearings was found to decrease in temperature along the inlet camshaft but increase 

along the exhaust camshaft.  In addition the temperature and heat transfer profiles were 

significantly different between the inlet and exhaust sides of the engine.  Existing correlations 
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were found to in general over-predict the gas side convective heat transfer coefficients at 

high power conditions.  The accuracy of these correlations could be improved by 77.6% by 

modifying the correlation coefficients; however the introduction of a cylinder wall 

temperature component, in addition to modifying the correlation coefficients, led to an 

improvement in the correlation by a further 17.4%. 

 

Prototype hardware and a Design of Experiments (DoE) based test programme were used to 

investigate the impact of actively changing the external oil and coolant circuits during a New 

European Drive Cycle on the engine warm-up.  It was found that the driving force for 

improved warm-up when throttling the engine coolant flow was the increase in the gas side 

wall temperature, and the reduction in the local coolant temperature.  The coolant local to 

the combustion chamber wall was cooler as it remained isolated from the majority of the 

external cooling system.  In addition, the low engine coolant flow retained the heat energy 

which had been transferred through the cylinder wall, within the engine structure.  This 

unique approach of combining cylinder wall temperature measurements and active thermal 

management systems allowed for the fundamental heat transfer paths to be explained. 

 

The insight obtained during the steady state experiments and the transient tests was then 

used to evaluate the potential to calculate the convective heat transfer during different stages 

of the engine warm-up.  A strong correlation, a R-squared of between 0.77 and 0.83, was 

found between the rate of energy transfer to coolant across the engine and the gas side 

convective heat transfer coefficient during early stages of the drive cycle, however this 

decayed as the engine warmed up.  A correlation was also found between the convective heat 

transfer coefficient and the temperature used by the ECU for engine control, in this case 

measured in the cylinder head.  The modified convective heat transfer correlation developed 

in this thesis allows for the gas side convective heat transfer coefficient to be estimated at 

different stages of the engine warm-up based on the average cylinder wall temperature.  This 

was not possible with existing correlations and could significantly improve thermal modelling 

during engine warm-up. 

 

The findings of this thesis are relevant to engine designers, combustion simulation engineers 

and thermal management teams as 1-D modelling will continue to play a significant role in 

the development process of internal combustion engines for the foreseeable future.  This is 
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primarily due to the cost implications of high performance computers for 3-D modelling; 

therefore the development of these models remains vital. 
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Notation 

a, b, c, C, m, n experimental coefficients, constants, parameters and exponents 

A instantaneous surface area exposed to heat transfer (m2) 

B Cylinder bore or diameter (m) 

BMEP brake mean effective pressure (bar) 

Cd valve discharge coefficient 

CDF valve discharge coefficient (forward flow) 

CDR valve discharge coefficient (reverse flow) 

CHTC convective heat transfer coefficient (W/m2K) 

Cp constant-pressure specific heat (J/kgK) 

Cu peripheral gas velocity (m/s) 

Dh Hydraulic duct diameter (m) 

DI Direct injection 

ECU engine control unit 

g0 force-mass-acceleration constant (m/s2) 

h heat transfer coefficient (W/m2K) 

hc convective heat transfer coefficient (W/m2K) 

H enthalpy (J/kg) 

IDI indirect injection 

k thermal conductivity (W/mK) 

푚̇ mass flow rate (kg/s) 

푚̇  fuel mass flow rate (kg/s) 

nc number of revolutions per cycle 

n engine rotational speed (rev/min) 

Nu Nusselt number 

P power (W) 

p instantaneous cylinder gas pressure (bar) 

Pr Prandtl number 

q heat flux rate (heat transfer per unit area per unit time) (W/m2) 

Q heat transfer rate (heat transfer per unit time) (W) 

r radial distance from cylinder axis (m) 
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R gas constant of air (287 J/kgK) 

Re Reynolds number 

t time (s) 

T 

T 

temperature (K) 

Torque (Nm) 

TMS Thermal management system 

cm mean piston speed (m/s) 

V instantaneous cylinder volume (m3) 

Vd displacement volume (m3) 

Vs swept volume (m3) 

wc ratio of carbon content in the fuel by mass 

x distance measured along one particular coordinate (m) 

Δx difference in distance (m) 

ΔT difference in temperature (K) 

αs scaling factor 

ε surface roughness parameter 

γ ratio of constant-pressure to constant-volume specific heats 

μ dynamic viscosity (kg/ms) 

ν kinematic viscosity (m2/s) 

θ crank angle (degrees) 

ρ density (kg/m3) 

σ Stefan-Boltzmann constant (5.67x10-8 W/m2K4) 

ω angular rotational speed of crankshaft (rad/s) 

 

Subscripts 

 

a indicates ambient conditions 

bb denotes blowby 

c denotes coolant 

cyl denotes cylinder 

g denotes gas 

tf total friction 

w denotes wall 

x denotes reference to one particular coordinate 

0 refers to stagnation conditions 
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1, 2 denotes reference to coordinate values or crank angle steps 

Tot denotes total or overall value 
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Chapter 1. Introduction 

 Key motivations 1.1
Modern diesel engines are required to meet increasingly stringent regulations with regard to 

emissions and performance criteria.  This drive is mainly due to the increasing concerns of 

the impact that vehicles have on the environment such as Global Warming.  When petrol or 

diesel is burnt in an internal combustion engine the main by-products are water and Carbon 

Dioxide.  Carbon Dioxide has been found to be contributing significantly to Global 

Warming.  To reduce the impact of vehicle emissions on the environment, targets have been 

enforced amongst vehicle manufacturers since 1997 to drastically reduce the emissions from 

any new passenger vehicle.  In recent years the advances in engine technology have brought 

about vast improvements in the emissions control and power output of the internal 

combustion engine.  Such advancements in diesel engine technology include the high 

pressure common rail and variable fuel injection strategies, the introduction of exhaust gas 

recirculation, high levels of intake boost pressure provided by a single or double stage 

turbocharger and inter-cooling.  Even with these large steps forward in technology it is 

important to continue investigation into all aspects of the internal combustion engine 

development process, from concept to manufacture. 

 

Current market trends show that the consumer expects high performance whilst maintaining 

the lowest possible fuel consumption.  To achieve this, the specific power of an engine must 

be increased, however this means running at higher operating temperatures and pressures 

which will consequently lead to greater thermal loads on a large number of components 

within the engine.  A better understanding of the heat transfer paths through the engine and 

between different components will be significantly beneficial in developing new engines to 

meet the new regulations and guidelines.  There are several fundamental components, such 

as cylinder bores, exhaust valves, valve bridges, valve seats and piston crowns that directly 

affect the output possibility of an engine due to durability constraints.  The constraints are 

due to the component material and its performance under higher temperatures.  To 

guarantee a long and reliable life of an engine it is important that there is adequate lubrication 

throughout and all components temperatures are kept within their operating range.  
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Lubrication not only affects the mechanical life of the engine but it is also affects the day-to-

day running of the engine from a consumer’s point-of-view as it is known that a considerable 

amount of fuel is used to overcome friction between internal components.  The level of 

friction is known to be dependent on various temperatures inside the engine as the lubricant 

has an ideal operating window, this implies that a greater knowledge of the temperature 

distribution of components would aid in the improvement of fuel economy.  One solution to 

reducing the level of friction is to reduce the time taken to achieve the working temperature 

of the lubricating fluid; another solution is to reduce the size of the engine whilst maintaining 

the same level of performance, which is known as ‘down-sizing’. 

As with all aspects of engine calibration there is a trade-off when implementing changes to 

improve an engine’s thermal efficiency.  Increasing the thermal efficiency of an engine will 

help to reduce the emissions of CO2 but will often cause an increase in NOx; therefore with 

an increased understanding of the heat transfer through the combustion chamber walls an 

optimum point can be achieved.  For example, local hot points around the combustion 

chamber will increase the NOx production.  The combustion processes taking place inside 

the cylinder make the heat transfer extremely complicated as it is a function of both the 

instantaneous in-cylinder temperature and pressure.  The heat transfer from the gases to the 

cylinder walls and subsequently to the coolant and the oil also occurs by the three different 

modes of heat transfer.  Current methods for predicting the heat transfer from the 

combustion chamber walls is based on extremely outdated engine technology, with some 

empirical correlations dating back to 1939 with limited development taking place more 

recently.  Investigations of this type have an inherently high cost and thermal management 

systems are sized for the worst case scenario therefore little focus has been placed on work 

of this type.  Therefore the implementation of established correlations may be producing 

results which are vastly different from actual conditions. 

 Aims and Objectives 1.2
The primary aim of this thesis is to improve the understanding of heat transfer in modern 

production diesel engines through the measurement of combustion chamber wall heat 

transfer under both steady state and transient operation.  A significant proportion of the 

work was the design and evaluation of an appropriate technique for the measurement of the 

cylinder wall temperature. As well as this an evaluation of established convective heat 

transfer models and the proposal of an improvement to these models was made, alongside an 
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investigation of the fundamental heat transfer effects of different active thermal management 

systems over a series of transient drive cycles. 

 

In order to achieve the overall project aim a series of more specific objectives had to be 

completed, these are as follows: 

 

1. Review literature relating to engine performance technologies, current trends in 

thermal management systems and their subsequent impact on the heat transfer in 

modern diesel engines. 

 

2. Review combustion chamber wall measurement techniques and the empirical 

convective heat transfer correlations which have been established. 

 

3. Apply this knowledge in the design of a temperature sensor to be installed in the 

combustion chamber wall of a production engine at a number of different locations. 

 

4. Develop and implement an experimental programme to evaluate the rate of heat 

transfer through the combustion chamber wall across a targeted operating envelope.  

Analyse the resulting data and use to evaluate established convective heat transfer 

models used in 1-D engine simulations. 

 

5. Improve the accuracy and/or highlight fundamental deficiencies in the application of 

empirical convective heat transfer correlations in their current forms in 1-D 

simulation codes due to the inclusion of modern technologies in engine systems. 

 

6. Design and manufacture a number of mechanical components to allow for a series of 

thermal management system build changes to be performed. 

 

7. Develop an understanding of how different active thermal management systems 

impact the rate of heat transfer from the combustion chamber through the cylinder 

wall. 
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8. Combine findings from both the steady state experiments and the transient 

experiments to improve the understanding of heat transfer within a modern diesel 

engine. 

 

 Summary of chapters 1.3
This thesis contains the following chapters: 

 

 Chapter 1 contains an introduction, the principle aim of the thesis, the targets to 

achieve this objective and a summary of the chapter contents. 

 

 Chapter 2 introduces a number of fundamental engine technologies which have been 

implemented to improve fuel consumption and the recovery of waste heat.  A brief 

overview of the current market trends in thermal management systems is given to 

give context to the changes which will be applied in this study. 

 

 Chapter 3 contains an overview of the development of convective heat transfer 

correlations including the experimental methods.  Additionally the use of in-cylinder 

pressure measurement has been explained and how this is closely connected to the 

understanding of in-cylinder heat transfer. 

 

 Chapter 4 describes the experimental facilities and engine hardware used for this 

investigation; this includes the data acquisition equipment that was used to control 

the engine test facility.  The coolant system and additional active thermal 

management system components have also been outlined and the methods used to 

integrate them into the production system are discussed.  A brief overview of the 

experimental programme is also given.  Finally the calculation and data processing 

methodologies are described. 

 

 Chapter 5 details the design and development of a temperature sensor used to 

measure the combustion chamber wall temperature and subsequently calculate the 

rate of heat transfer from the combustion gases to the engine coolant through the 

cylinder liner.  The development of this temperature sensor also involved establishing 
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a calibration and installation process which would improve the accuracy of the sensor 

and its reliability respectively. 

 

 Chapter 6 analyses the results obtained from the different experimental procedures 

undertaken.  The first results were obtained from a series of motored tests to identify 

the level of friction within the engine.  Steady state tests were subsequently used to 

evaluate the measured rates of heat transfer through the cylinder walls and how 

changes in the engine operating condition affected the heat transfer.  In addition in-

cylinder pressure data was used to evaluate established convective heat transfer 

correlations and how they compared to time-averaged measured data.  Finally 

transient tests were used to assess whether changes to the external oil and coolant 

circuits had significant impact on the rates of heat transfer through the cylinder walls. 
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Chapter 2. Review of engine 

technologies and thermal 

management trends 

This chapter aims to review recent engine technologies which have increased the overall 

performance and heat generation from modern diesel engines, as well as detail the 

fundamental components which are included in a production engine cooling circuit. 

 

Also included in this chapter is an overview of the energy balance which is present in the 

engine during operation, this details the methodology for calculating each proportion of the 

equation as well as some key findings. 

 

In addition an explanation of the basic modes of heat transfer which take place within the 

engine is given and how these are effected by the coolant composition and boiling regime. 

 

It is known that heat is a fundamental energy loss within internal combustion engines which 

has been a focus of an increasingly large number of investigations with the aim to improve 

fuel consumption by using this heat in a productive manner.  Projects, such as this one, aim 

to understand the heat generation and utilise additional components or fundamental changes 

in thermal management strategies to convert this energy loss back into useful work.  A 

number of these studies and technologies have been detailed here. 

 General I.C. engine technologies 2.1

affecting performance and heat generation 
Internal combustion engines used in on-road applications typically adhere to a four-stroke 

mechanical cycle whether it is a spark-ignition or compression ignition engine.  To 

understand the thermodynamic processes taking place in the complex cycle it is common to 

analyse the mechanical cycle using an air standard cycle.  In air standard cycles a certain mass 
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of air operates in a complete thermodynamic cycle where the heat is added and rejected using 

external sources and the processes are reversible.  There are a number of air standard cycles 

but high-speed compression ignition engines can be compared to the Diesel Cycle, shown in 

Figure 2.1 and is made up of the following four processes: 

 

 Isentropic compression 

 Addition of heat at constant pressure 

 Isentropic expansion 

 Rejection of heat at constant volume 

 

Figure 2.1 – Diesel thermodynamic cycle (p-V diagram) [1] 

In this cycle the combustion event can be considered as a process of heat addition at 

constant pressure due to the fuel being injected as the piston is moving down, therefore 

evaporating and filling the increasing volume, thus keeping the pressure inside roughly the 

same.  The Otto cycle which is used for spark-ignition engines considers the combustion 

event as a heat addition at constant volume.  Combustion does not occur at either constant 

pressure or volume but is initiated at a point dependent on injection timing or spark timing 

and continues over a period during the compression stroke.  This is one of the reasons for 

the thermodynamic cycle being an approximation to the true events. 

 

For combustion to occur both air and fuel are required in the combustion chamber.  For 

improved peak power and to ensure sufficient air flow, modern engines have four valves per 

cylinder, allowing the fuel injector, in direct injection engines, to be positioned centrally and 

vertically above the piston to improve mixture preparation [2].  There are two main types of 
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fuel injection in compression ignition engines; direct injection (DI) into the main chamber, or 

indirect injection (IDI) into a separate chamber.  In a DI engine the fuel injection pressures 

must be greater than an IDI, typically in the region of 1500 bar, and utilise multiple-hole 

nozzles due to reduced air movement.  Fuel can be delivered to the injectors via either a 

common-rail fuel injection system or an injection pump system.  A common-rail system is 

preferential as it allows the system pressure to be controlled.  The injection timing is 

controlled by the Engine Control Unit (ECU) and can consist of a pilot and main injection 

depending on the operating condition.  The pilot injection is designed to reduce the 

occurrence of diesel knock, which is caused by a pressure rise in the cylinder which is faster 

than that occurring due to the ignition delay; the main injection event produces the engine 

power.  The combustion process in a compression ignition engine is much slower than in a 

spark ignition engine and as a result the maximum obtainable engine speed is also lower.  

There are four distinct stages to the combustion process: 

 

 Ignition delay, the period after injection before combustion occurs, during which the 

fuel is breaking up into droplets, being vaporized and mixing with air. 

 Rapid combustion, a very rapid rise in pressure due to the ignition of the prepared 

mixture. 

 Controlled combustion, combustion occurs at a rate determined by the preparation 

of the air/fuel mixture. 

 Final combustion, rate of combustion is determined by diffusion until all fuel and air 

is used. 

 

The process of combustion is the main source of heat within the engine, with improving 

technologies resulting in higher cylinder pressures and temperatures the amount of heat 

generated is only increasing.  Torque is produced from the force of the combustion gases on 

the piston and can be measured at the crankshaft using a torque transducer coupled to the 

engine dynamometer.  Using Equation (1) the brake power output of the engine and the 

brake mean effective pressure can be calculated.  Brake mean effective pressure (BMEP) is 

the work output of an engine as measured by the dynamometer and is independent of engine 

size so is a useful metric when comparing engines of different displacements or when 

operating conditions are across a range of speeds and loads. 
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푃 =
2휋푛
60 푇 퐵푀퐸푃 =

푇푛
푉 2휋 (1) 

 

All modern diesel engines are now turbocharged to increase peak power and efficiency.  

Traditionally this would be with a fixed geometry turbocharger (FGT) but it is becoming 

increasingly more common to utilise a variable geometry turbocharger (VGT) as the 

technology becomes more refined and the systems to control the mechanism become 

cheaper.  A FGT converts the exhaust gas energy into useful work via a turbine and 

compressor assembly, this increases the inlet charge air to a pressure of 1 bar gauge, and 

about 150°C.  The high pressure gas is then cooled by an intercooler, reducing the 

temperature back down to about 50°C.  This process increases the inlet air density (21% 

oxygen) allowing more fuel to be injected producing more power and achieving an improved 

volumetric efficiency.  The increase in peak in-cylinder pressures and temperatures results in 

much higher rates of heat transfer to the coolant system through the combustion chamber 

walls. 

 

Another technology now common place in modern I.C engines is Exhaust Gas Recirculation 

(EGR) of which there are two types, internal and external.  Internal recirculation is achieved 

by late exhaust valve closing, therefore increasing the valve overlap period, whereas external 

recirculation requires a gas feedback loop.  In an external EGR circuit the exhaust gas flows 

from the exhaust manifold (upstream of the turbocharger) through a gas-to-liquid heat 

exchanger in the main engine coolant circuit.  The aim of this heat exchanger is to bring the 

exhaust gas temperature down from about 500°C to 150°C.  It is important that the exhaust 

gas is sufficiently cooled otherwise the resultant NOx emissions would increase and the 

volumetric efficiency would be severely reduced.  The amount of gas which flows through 

this heat exchanger is controlled by a motor driven valve on the outlet.  The EGR gas 

consists of in the region of 16% oxygen and is combined with the compressed air from the 

compressor prior to the inlet manifold.  This mix has significant impact on the exhaust 

emissions, e.g. NOx emissions are reduced with increased EGR rates but induce a penalty of 

an increase in THC emissions, resulting in a trade-off.  EGR gases have the following three 

effects on combustion: 
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 Dilution effect: The lack of oxygen in the cylinder reduces the formation of NOx but 

at the same time inhibits PM oxidation. Studies have shown that this is the principle 

effect of EGR. 

 Thermal effect: The EGR gases increase the specific heat capacity of the cylinder 

charge acting as a heat sink, reducing the overall peak temperatures.  It was also 

found that the use of EGR causes an increase in ignition delay and a shift in the 

location of the start of combustion. 

 Chemical effect: Increased concentrations of H2O and CO2 produce more 

endothermic dissociation reactions, absorbing heat energy and reducing peak 

temperatures within the cylinder. A dissociation reaction is a chemical reaction where 

a compound breaks apart into two or more parts. 

 

The mix of EGR gas and fresh inlet gas is dependent on the pressure in the exhaust manifold 

and the extent the EGR valve is open, which is controlled by the engine management system. 

 

All engine designers’ aim for high volumetric efficiency as the engine output is directly 

dependent on it.  An essential part of achieving high volumetric efficiency is the engine 

cooling system.  The cooling system is also important in ensuring proper combustion and 

reliable mechanical operation of the engine.  A simple expression was produced in 1957 by 

Alcock which stated that the total heat loss from an engine could be based purely on the fuel 

flow rate, regardless of the engine speed, air-fuel ratio, throttling or charging system.  

Equation (2) was found based on two high-speed, four stroke engines (one petrol and one 

diesel) and states that the total heat flow is proportional to the gross fuel consumption [3].  

By using fuel flow rate the effect of engine load is taken into account but some differences 

due to changes in air charge temperature and pressure, and engine speed were found but 

considered to be second-order effects. It must be noted that the tested engines utilised 

simple intake air system charging systems and had very narrow operating conditions 

compared to modern engines. 

 

푄 ∝ 푚̇
.

 (2) 
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The advances in engine charging and other technologies, as well as increased engine speed 

ranges have led to a number of inaccuracies in this equation.  Findings made by Taylor et.al 

found that the coefficient should be increased to 0.75 for the local heat transfer rate [4]. 

 

Figure 2.2 – Production engine coolant circuit 

Figure 2.2 shows a basic cooling system consisting of an EGR cooler and valve assembly, a 

mechanical coolant pump and a thermostatically controlled oil-to-coolant heat exchanger.  A 

basic understanding of the energy flows within the system can be obtained by applying the 

first law steady flow energy conservation equation to a control volume surrounding the 

engine. 
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Figure 2.3 – System control boundary for heat balance application 

Equation (3) shows this applied to the control volume shown in Figure 2.3.  There are eight 

components to the energy balance, the two inputs to the system are the injected fuel and 

consumed air, and the outputs are the useful work or brake energy, the auxiliary power, the 

heat lost to coolant and exhaust, and external heat rejection of the engine, such as that to 

overcome friction and lost to radiation from the structure. 

 

푄 + 퐻 = 푃 + 푃 + 푄 + 푄 + 푄 + 퐻  (3) 

 

It is difficult to measure the external heat rejection of the engine, therefore it is often 

assumed to be the remainder left over from the energy balance.  However this will hide any 

inaccuracies or errors in the measurement procedure.  A possible method to measure the 

heat rejection is to construct a box surrounding the engine and measure the air flow through 

it and subsequent temperature difference, this is known as a climatic chamber engine test 

bench [5, 6].  This kind of setup is not always appropriate or possible due to the extensive set 

up required.  The brake power can be calculated directly from the measured dynamometer 

torque and speed as given in Equation (1).  The auxiliary power consists of electrical power 

the alternator delivers to external devices, hydraulic power the steering pump delivers to the 

steering system and cooling power the air conditioning compressor delivers to the cabin.  

These outputs would be calculated from the measured voltage and current for the alternator, 

and for the pumps, the appropriate temperatures, pressures and flow meters would be 
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required.  There was no external power output of the auxiliaries during the measurements 

taken in this thesis so no effective auxiliary power had to be taken into account. 

 

To calculate the fuel energy accurately the fuel composition would need to be known so that 

the enthalpies of formation of the reactant species could be determined.  However as the 

exact composition is not known, the lower heating value can be used.  This is measured in a 

calorimeter and represents the heat of reaction per unit mass at a standard temperature of 

25°C for complete combustion of the fuel.  Also required is the fuel flow rate.  There are 

three methods of estimating the fuel flow rate; these are the gravimetric method, the carbon 

balance and the ECU fuel demand.  The gravimetric consumption is simply the change in the 

mass of fuel in a beaker over a specific time interval such as a drive cycle.  The ECU fuel 

demand is calculated from the control strategy volumetric demand based on engine air flow 

and torque demand.  Burke et al. found large discrepancies between these fuel measurement 

methods which can be reduced if certain corrections are employed [7].  It was found that the 

most accurate method for calculating the fuel energy is by using the fuel flow rate estimated 

by a corrected British Standard carbon balance method applied to the emissions data 

collected using a Horiba MEXA 7000 series gas analyser [8]. 

 

퐹퐶 =
1
푤 푤 × 푚 + 0.428 × 푚 + 0.273 × 푚  (4) 

 

The overall fuel consumption is obtained using Equation (4), where wc is the ratio of carbon 

content in the fuel by mass, and 0.428 and 0.273 represent the ratio of the atomic weight of 

carbon to the molecular weight of carbon monoxide and carbon dioxide respectively.  

Further details of the estimation method are given in work by Burke, where the difference 

between this method and the gravimetric method were found to be less than 10g (1%) over a 

New European Drive Cycle.  When calculating NEDC fuel consumption the emissions data 

must be synchronised so that the emission measurement corresponds to the correct 'slug' of 

exhaust gas.  The total delay is due to the analyser response, sample line transport time and 

the exhaust transport [9].  The fuel energy is subsequently given by: 

 

푄 = 푚̇ × 푄  (5) 
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Gas enthalpy fluxes have to be calculated for fresh air and exhaust gas as well as for the air 

before and after the charge air cooler to draw the energy balance.  The gas enthalpy can be 

taken from standard tables at the same reference temperature to that used for the 

determination of the fuel heating value, i.e. 25°C.  Therefore the enthalpy flux can be given 

as a function of temperature by: 

 

퐻(푇) = 푚̇ × ℎ(푇) (6) 

 

Or in the case of the exhaust enthalpy where it consists of a number of components, the 

overall enthalpy flux consists of the sum of all individual components: 

 

퐻(푇) = 푚̇ × ℎ (푇) (7) 

 

The specific heat capacity of the coolant is also a function of temperature.  The specific 

capacity has a non-linear characteristic therefore it is necessary to calculate the enthalpy 

change across the heat exchanger given by: 

 

푄 = 푚̇ × 퐶 (푇) × (푑푇) (8) 

 

In this work the coolant flows were measured using non-intrusive electromagnetic mass flow 

meters and the temperatures were measured using k-type thermocouples located in the hoses 

both upstream and downstream of the heat exchangers.  There are additional energy 

exchanges such as that across the oil heat exchanger, the EGR cooler and dissipated by the 

radiator, in this case the radiator is outside the control volume however the other energy 

exchanges are within the boundary.  The energy transfer to the coolant across the engine is 

made up of a number of components, which include the heat from combustion and friction 

from the pistons and valve train.  The energy distribution for an engine as an isolated system 

is shown in Figure 2.4 [2].  The heat losses have been put into the context of total vehicle 

losses for a NEDC in Figure 2.5 for a 3.6 litre V6 SIDI gasoline engine. 
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Figure 2.4 – Sankey diagram of fuel energy usage 

 

Figure 2.5 – Energy dissipation for a vehicle over a NEDC [10] 

Figure 2.5 highlights that 64% of the total energy input is lost to the exhaust or engine 

structure, in comparison to the 2.9% lost in the transmission or 9% used to overcome engine 

Fuel Energy
100.0 [%]

C
oo

la
nt

 E
ne

rg
y

30
.0

 [%
]

M
is

ce
lla

ne
ou

s 
E

ne
rg

y:
 4

.0
 [%

]
H

e E
ne

rg
y:

 1
.5

 [%
]

E
xh

au
st

 E
ne

rg
y

28
.0

 [%
]

Brake Energy
36.5 [%]

0 10 20 30 40 50 60 70 80 90 100

Total energy input

Heat loss

Friction

Alternator

Transmission

Drive losses

Vehicle motion

Energy in NEDC (%)

Rejected to exhaust and 
engine structure 



37 

 

friction1.  Table 1 gives typical values for the components of Equation (3) at maximum 

power for both a spark ignition engine and a diesel engine. 

Table 1 – Typical energy balance percentage ranges at maximum power output for both spark ignition 

and compression ignition engines 

 Pb Qcool Qmisc He Qexh 

 (Percentage of fuel heating value) 

SI engine 25 - 28 17 – 26 3 - 10 2 - 5 34 - 45 

Diesel 34 - 38 16 – 35 2 - 6 1 - 2 22 - 35 

 

The energy balance will give a rough guide to the required engine cooling however 

insufficient cooling can lead to engine failure, possibly caused by thermal loading [11].  

Similar work was performed by Lakshminarayanan, in which an energy balance to the oil was 

investigated [12].  Thermal strain is directly proportional to the temperature gradient through 

a component, a single occurrence of a high temperature gradient will typically not cause an 

issue, however if this condition is repeated thermal fatigue will occur.  Areas most likely to 

suffer from this surround the combustion chamber where high temperatures and high 

temperature gradients are experienced, such locations include the valve bodies; therefore 

these areas require significant focus when designing a coolant system [13]. 

 

Engine thermal management systems (TMSs) offer a reasonably large potential for 

innovation with most systems having used very similar components over the past 20 years.  

In addition to maintaining the thermal integrity of the engine structure the engine TMS 

performs a number of other tasks around the vehicle.  These include a significant influence 

on the oil temperature, the EGR gas temperature and features for passenger comfort and 

safety, mainly the demist capability and interior thermal comfort.  A cooling system does 

however come with some disadvantages, such as the volume of coolant requires heating to 

an optimum temperature, in the same way the engine does, which leads to a slow engine 

warm-up, and therefore an increased short journey fuel consumption.  Slow engine warm-up 

also affects the life of components within the engine as the oil will remain outside its working 

temperature for longer. 

 

                                                 
1 Bars indicate the energy remaining once the quantity for each variable shown has been removed from 

the total energy input. 
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The heat transfer within an internal combustion engine occurs both directly from the 

working fluid as well as from friction, the study of these heat interactions is very important 

for a number of reasons, such as to improve the engine efficiency, the design of the cooling 

system, and possibly the most important of all for the understanding of the operating 

temperatures of different regions of the engine.  The process of heat transfer from the 

combustion gas to the metal of the internal combustion engine is a highly complex one.  

There are three modes of heat transfer, radiation, conduction and convection. 

 

 The smallest contribution is made by radiation, which is defined as the heat transfer 

through space and it is known to be more significant in compression ignition engines 

than spark ignition engines.  In compression ignition engines the gas radiation was 

found to be negligible compared with soot radiation which can account for more 

than one-fifth of the in-cylinder heat transfer owing to the formation of highly 

radiative soot particles during combustion.  The magnitude of the radiative heat flux 

to the cylinder head was found to vary significantly from the cylinder axis to the bore 

edge due to the greater exposure to the burned zone [14]. 

 

 The second method is conduction, which is defined as the process of heat transfer by 

molecular motion through solids and fluids at rest, such as from the piston rings to 

the cylinder wall.  Through the cylinder wall the heat transfer is entirely by 

conduction [2]. 

 

 Finally convection, which is the heat transfer through fluids in motion and between a 

fluid and a solid surface in relative motion.  There are two forms of convection, 

natural and forced.  Natural convection is when the fluid motion is caused by 

differences in the density whereas forced convection is when the fluid motion is 

caused by an external force other than gravity.  Heat from the combustion gases is 

transferred to the metallic components mainly by forced convection; this is 

necessitated by the piston motion as well as the combustion itself [15].  Combustion 

gases also transfer heat to the oil layer inside the surface of the cylinder liner, either 

directly or via the piston rings [12].  Free convection is insignificant in the internal 

combustion engine.  Some of the heat absorbed by the piston is transferred to the 

combustion chamber wall by conduction via the piston rings and skirts.  Forced 
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convection is also responsible for the transfer of heat from the metal surface to the 

coolant [2]. 

 

Heat transfer from the combustion chamber is very important as it affects the engine 

performance, the engine size and the required cooling capacity.  The rate of heat transfer will 

have a large effect on the conditions within the cylinder pre and post a combustion event and 

therefore is of critical importance to the combustion chemistry and as the in-cylinder 

temperature and pressure is vital in controlling emission formation, there is a knock on 

effect.  An exact value of fuel energy passing to the engine coolant cannot be given, however 

a range of 17-35% has been proposed, as shown in Figure 2.4 meaning that a sufficient 

cooling system is essential [4].  The range given here is very wide due to a large number of 

factors which affect the amount of heat transferred to the coolant such as the engine 

configuration, material and operating condition. 

 

As previously mentioned the removal of heat into a liquid coolant can be by forced 

convection, additionally nucleate sub-cooled boiling (where the bubbles detach when small 

and collapse into the bulk fluid that is below its saturation temperature) and saturated boiling 

(where large bubbles form and no condensation in the bulk fluid) also occur.  Nucleate sub-

cooled boiling is the process of bubbles forming in micro cavities adjacent to the wall and 

occurs when the boundary layer of the coolant side of the combustion chamber wall is 

allowed to operate at its boiling temperature, therefore small bubbles of vapour form at the 

convective surface of the fluid and subsequently detach into the bulk fluid.  If the bulk fluid 

is below its saturation temperature the vapour bubbles quickly condense back into the fluid.  

This process makes the removal of heat from the surface more efficient and therefore the 

pumping work can be reduced as the overall flow requirement is lower.  However it is 

important that the vapour condenses back into the bulk fluid and saturated boiling does not 

occur as this will lead to high coolant system pressures. 
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Figure 2.6 – The effect of engine coolant velocity on heat flux due to nucleate boiling [16, 17] 

Figure 2.6 shows the heat flux as a function of the wall surface temperature, the change in 

gradient indicates the transition point from forced convection to nucleate boiling.  The fluid 

velocity has a small effect on the surface temperature at which this transition occurs; for a 

50-50 mix of glycol and water this transition temperature can be given to be 128°C as this is 

the stated boiling temperature for this particular fluid.  Saturated boiling is when the bulk 

fluid temperature is equal to its saturation temperature and large pockets of vapour form on 

the wall surface.  Some then detach from the surface and do not condense back into the bulk 

fluid, rising to a free surface, if available, and escape from the liquid.  This results in a 

departure from nucleate boiling and if the heat flux was to increase further bubbles would 

form more readily and rapidly, making it difficult for the liquid to rewet the surface forming a 

vapour blanket on the surface and dramatically reducing the rate of heat transfer.  This is 

known as film boiling and once it has occurred it is extremely difficult for liquid coolant to 

penetrate the vapour layer and cool the surface back down.  A jet of coolant directly 

impinging on the wall will prevent film boiling from occurring and will greatly improve the 

rate of heat transfer.  Film boiling conditions would lead to very high component  and 

surface temperatures, although the temperature distribution may be improved and the 

associated thermal stresses reduced [18-20].  This indicates that nucleate boiling and 

saturated boiling can provide some heat transfer benefits, with comparable levels to purely 

convective mechanisms at much lower flow rates.  However prolonged high temperatures 

from saturated boiling could result in catastrophic failure, it is due to this that the majority of 

engines are designed for forced convection cooling with nucleate boiling acting as a safety 

margin. 
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A large amount of experimental work has been performed in this area, with investigations 

having been conducted into the effect of coolant velocity, wall surface temperature and 

pressure on the rate of heat transfer and the possible reductions in fuel consumption which 

can be obtained due to faster warm-up and reduced parasitic pumping losses.  An example of 

this experimental work developed an extended convective heat transfer model correlation for 

predicting flow boiling heat transfer which took into account the difference between Chen 

[21] and Dittus-Boelter.  The Dittus-Boelter equation for fully developed turbulent flow (i.e. 

a Reynolds number greater than 2100) is: 

 

푁푢 = 0.023푅푒 . 푃푟 . 푘
퐷 (9) 

 

The exponent of the Prandtl number, 0.4, is used where the fluid cools the wall; this would 

be different if the wall was cooling the fluid.  The new model takes into account undeveloped 

flow, surface roughness and temperature sensitivity and is given in Equation (10) [22-24]. 

 

Nusselt Number = (Dittus-Boelter Correlation) x (entrance factor) x (unheated starting 

length factor) x (roughness factor) x (viscosity loading factor) 

 

푁푢

= 0.023푅푒 . 푃푟 .
1 + 23.99푅푒 . 푥

퐷

1 − 푥
푥

0.091
휀
퐷

.
푅푒 .

. 휇
휇

. (10

) 

n - 2.08 x 10-6 

Re – 0.815 

x – Distance downstream from duct entrance 

x0 – Distance downstream from the duct entrance to the start of the heated surface 

 

All properties are evaluated at the liquid film temperature except for μbulk and μwall which are 

evaluated at the bulk and wall temperatures respectively. 

 

푇 =
푇 + 푇

2  (11) 
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The modified model was found to give a good representation of the experimental data for 

different values of fluid velocity, inlet temperature, pressure and surface roughness.  The 

experimental engine block to be used in this study is sand cast from iron therefore the metal-

to-coolant interface is a rough surface which would aid heat transfer as there is an increased 

surface area.  A review of established empirical correlations for the estimation of heat 

transfer in engine cooling systems has shown that the majority do not account for the 

physical mechanisms involved in the heat transfer process and are based on curve fitting to 

experimental datasets.  This is suitable for internal combustion engines where the overall heat 

transfer rate is sufficient but would not provide enough information for systems where the 

transition from liquid to vapour phases can have further implications [25]. 

 

It is important to consider that engine coolant is typically a 50/50 mixture of a form of glycol 

and water, as pure water contributes to corrosion in the radiator, engine and the vehicle’s 

heater.  Investigations into the use of entirely non-aqueous fluids have been performed 

where they were found to have significantly lower heat transfer coefficients due to the lower 

thermal conductivity, higher viscosity and higher boiling points [26].  The glycol provides the 

antifreeze element to the mixture and increases the boiling temperature of the fluid as well as 

aiding in the prevention of corrosion.  The most common form of glycol in antifreeze is 

ethylene glycol; however other forms, such as propylene glycol, are being increasingly used as 

they have been found to be less toxic.  Interestingly, pure water actually transfers heat better 

than a chemical coolant therefore by increasing the glycol content the heat transfer 

effectiveness of the fluid will be reduced, causing an increase in the metal temperature.  It has 

been found that propylene and ethylene glycol based coolants are comparable for typical 

driving conditions but propylene glycol solutions show improved performance in nucleate 

boiling heat transfer [27].  A study looking at a copper, aluminium and cast iron section 

found that the onset of nucleate boiling flow became unsteady in all three sections; however 

it was much more violent in the copper section.  In addition saturated boiling occurred 

earlier in the copper section at low fluid velocity and there was evidence that it would occur 

at lower rates of heat flux at higher fluid velocities than with the other wall materials [28].  

Studies of this type will influence the design of coolant systems and the materials used to 

construct engine components. 
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 Current trends in thermal management 2.2

systems 
Increases in engine performance has put increased demands on the engine cooling system; 

over a twenty year period the overall rate of heat transfer in internal combustion engines has 

increased by 50-100% [29, 30]. On-going research in the area of TMSs often attempts to 

isolate singular components and focus improvements in efficiency on them alone rather than 

looking at the global system.  Some previous studies have investigated the effects of heating 

parts of the powertrain or decoupling the coolant flow rate from the engine speed to 

improve the system efficiency [31].  Decoupling the coolant flow rate is usually achieved by 

replacing the mechanically driven pump and thermostat with an electric pump and control 

valve.  The reason behind this is due to a conventional engine cooling system being designed 

to manage the engine’s temperature at extreme conditions (inclined, high load), and therefore 

operates excessively during most driving conditions.  For example, under motorway driving 

conditions this results in excessive pumping work and overcooling of the engine.  Electric 

pump systems allow independent control over the coolant flow around the engine and aim to 

reduce fuel consumption due to reducing the pumping work when high flow is not necessary 

[32].  These systems work by controlling to an important metal temperature rather than 

controlling to the top-hose temperature as with a traditional thermostat.  By controlling to a 

metal temperature the engine cooling can be allowed to run hotter during low load 

conditions when it is preferable to have higher coolant temperatures, hence higher oil 

temperatures and reduced frictional losses.  However it is still important to monitor the 

coolant temperature to prevent boiling and catastrophic failure.  This approach has however 

been found to incur a high cost penalty due to the increased complexity of the pump and the 

additional control system for the flow valve [33-35].  The inherent cost of these systems will 

reduce as they become more widespread, especially when the electric pump technology will 

serve more than just the engine thermal management, such as in electric vehicles (EVs) and 

hybrid electric vehicles (HEVs) where mechanical drive will not be available [36].  Brace et al. 

found by throttling the main coolant flows during a cold start that the fully warmed up 

engine temperatures could be effected, however this showed no improvement to the rate of 

engine warm-up [37].  Whereas by stopping coolant flow completely a faster warm-up could 

be achieved [38].  A pressure regulated thermostat could be used to replace the standard 

thermostat, this is still based on the wax element, however it senses both the top hose and 
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bottom hose temperatures, therefore if there is a large cooling potential available from the 

radiator but a relatively small amount of heat being produced by the engine, such as driving 

down a gradient, the system will not experience overcooling as the thermostat will tend to 

remain closed [37]. 

 

Exhaust heat recovery is another method which has been explored for improving engine 

warm-up; one example utilized a coolant-to-exhaust gas heat exchanger prior to the oil-to-

coolant heat exchanger.  This system yielded a 8-10% fuel consumption benefit when 

comparing cold-start tests with a hot start test with an impact on specific fuel consumption 

of 14% during the first 6 minutes from a cold start [39].  However systems which are 

implemented using waste heat from the exhaust flow are likely to have significant effects on 

the after-treatment devices.  In general the most beneficial methods for improving fuel 

consumption using the engine TMS have been to heat the oil up more rapidly to reduce 

frictional losses. 

 

The system shown in Figure 2.2 (Page 32) is the production coolant circuit for the engine 

used in this study.  It consists of a coolant pump, mechanically driven from the engine 

crankshaft via the ancillary belt on the front of the engine, a thermostat which reacts to the 

top-hose temperature preventing the flow of coolant through the radiator until a set coolant 

temperature is achieved, typically 85°C.  This is a simple method to reduce the engine warm-

up time.  Once the thermostat is fully open the coolant flow to different regions of the 

engine is controlled by the diameter of the coolant passages.  Oil is mainly used for 

lubrication; however it is also used to cool a number of components within the engine, such 

as the underside of the piston.  The flow to the underside of each piston is controlled by a 

piston cooling jet.  An internal gallery within the piston directs oil around the circumference 

which results in the centre of the piston maintaining a higher temperature than the perimeter.  

Numerical models have been developed to predict the heat transfer through the piston to the 

oil.  The rate of heat transfer was found to be a function of the oil type, jet diameter and the 

jet velocity [40].  To cope with the additional heat transferred to the oil, direct injection 

engines typically have an oil-to-coolant heat exchanger, shown in Figure 2.2, therefore heat 

flow to coolant usually includes the heat removed from components by the oil.  The coolant 

flow through the oil-to-coolant heat exchanger is controlled by a thermostat on the coolant 

outlet.  During engine warm-up the thermostat prevents flow of coolant through the heat 

exchanger as it would be detrimental to the oil warm-up and take heat from the oil to the 
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coolant, thus increasing the oil warm-up time and losses to friction.  However it is required 

to cool the oil during hot running conditions.  Developments within the function of TMSs 

concentrate on engine warm-up as this is where the largest benefits to fuel consumption can 

be obtained. 

 

The internal structure of an engine block consists of a complex series of passageways for 

both coolant and oil.  The coolant jacket surrounds each of the combustion chambers and 

channels coolant up into the cylinder head.  The coolant jacket is shaped to promote cooling 

in certain areas and the condition of the metal/coolant interface can have a significant effect 

on the heat transfer coefficient. However the cooling system can inadvertently overcool 

some areas of the engine but the following advanced methods have been proposed to 

overcome this problem and others: 

 

 Precision cooling 

 Dual circuit cooling 

 Controlled component temperature cooling 

 Evaporative cooling 

 

All these methods aim for a more uniform engine temperature, with less sensitivity to the 

engines operating point, some of which will be discussed later.  Precision cooling is 

implemented primarily for prevention of component failure and is a technique which focuses 

cooling inside the block and cylinder head more intensively on critical areas by adjusting 

piping and introducing jets into the flow [41, 42].  It involves adjusting the coolant velocities 

within the coolant jacket to match the local heat fluxes to avoid excessive or insufficient 

cooling.  By increasing the coolant velocity through modifications to the passageways the 

convective heat transfer improves, therefore more heat is extracted, but without increasing 

the overall coolant flow rate requirements and in some cases allowing the pump work to be 

reduced.  It was found that this technique resulted in a coolant flow reduction of 65% but an 

increase in the pressure drop across the engine of 30%, which produced a 54% reduction in 

the pump power consumption [43].  The nature of precision cooling means that the coolant 

volume is reduced which aids the rate of warm-up.  Some early work was conducted using 

one-dimensional analysis and pipe network theory; this has now been incorporated into 

computational fluid dynamics models to optimize coolant jackets but these are still 

approximations. 
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Dual circuit cooling or split cooling concepts are also designed to reduce the coolant pump 

power consumption by distributing the coolant more effectively to the cylinder head and 

cylinder block.  Another advantage to this system is that the cylinder head can be run cooler 

than the cylinder block without an additional thermostat or coolant pump through control of 

coolant flow rates [44].  This is an interesting concept when it is considered that Donn et.al 

found that the ratio of coolant heat input between the cylinder head and the engine block 

was nearly constant at 2:1 for the complete operating map of a state-of-the-art automotive 

diesel engine [6].  This investigation was performed in a climatic chamber where the energy 

balance at steady state operation could be analysed and the impact of operating parameters 

such as EGR rate and injection strategy quantified. 

 

As previously mentioned, one of the aims of improving the engine cooling system is to 

improve the vehicles cold start fuel economy; this can be by improving the engine efficiency.  

Methods achieve this include reducing parasitic loads on the engine, such as the electric 

coolant pump over a mechanical pump or another option is a variable flow oil pump.  

Currently the majority of production engines utilise a fixed displacement oil pump 

mechanically driven from the crankshaft, therefore the higher the engine speed the higher the 

oil pressure within the engine.  This component will be specified to maintain above 

satisfactory oil pressure in all running conditions, however for the most part this exceeds the 

engine’s requirements.  A variable flow oil pump is still driven mechanically but the pump 

displacement can be varied.  Over a cold drive cycle a reduction in fuel consumption of 3.4% 

and 2.6% was found, for an internal rotor design or a vane type design respectively.  As 

expected the largest reduction in fuel consumption was during the early stages of the drive 

cycle when the oil was coldest and most viscous [45]. 

 

Significant fuel consumption savings can be achieved with greater knowledge of the heat 

flow through an engine as further optimisation of ancillary devices could be made.  

Therefore the heat flow would be better managed and directed to regions where the greatest 

benefits could be extracted.  The main source of heat in an engine is combustion and further 

investigation into the measurement and prediction of its distribution as it is dissipated from 

the combustion chamber would aid this development process. 



47 

 

 Chapter summary and conclusions 2.3
A review of current engine technologies, trends in thermal management strategies and an 

explanation of fundamental modes of heat transfer and how they are affected by some key 

aspects of engine coolant system design has been outlined in this chapter.  A number of key 

technologies, such as turbochargers, have enabled a step increase in engine peak 

performance, which leads to higher in-cylinder temperatures.  It is this increase in heat 

generation which has pushed the development of more complex thermal management 

systems.  The key outcomes from this chapter have been highlighted below: 

 

 A simple heat balance can be performed on an engine by applying the first law steady 

heat flow energy conservation equation.  It has been shown that 16 – 35% of fuel 

energy is transferred to the coolant, whilst 22 – 35% is transferred to the exhaust gas. 

 

 There are three fundamental modes of heat transfer, conduction, radiation and 

convection.  Within a diesel engine combustion chamber soot radiation was found to 

contribute to more than one fifth of in-cylinder heat transfer. 

 

 The rate of heat transfer from the combustion chamber is very important as it affects 

the overall engine performance as well as the requirements of the engine cooling 

system, in order to maintain optimal operating temperatures of key components. 

 

 Current trends in thermal management systems are tending towards more complex 

strategies which involve decoupling the engine coolant flow rate from the engine 

operating condition, with the use of an electric coolant pump for example.  Other 

technologies include a pressure regulated thermostat and variable flow oil pump. 

 

 The majority of work has been performed with the aim to improve fuel consumption 

by reducing the engine warm-up time and by utilising waste heat in a productive way, 

such as with a coolant-to-exhaust gas heat exchanger. 

 

 The addition of these and other engine technologies has led to established methods 

for estimating heat transfer rates to become outdated. 
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Chapter 3. Combustion chamber 

temperature measurement and heat 

transfer correlations 

This chapter aims to review the techniques and methodologies that have been employed to 

measure the operating temperatures of a combustion chamber cylinder wall.  Detail is given 

of the different approaches to calculating the rate of heat transfer through the combustion 

chamber wall and how the measurement type can affect the accuracy of results. 

 

Also discussed in this chapter are the factors which affect the rate of heat transfer through 

the cylinder wall and how their influence can affect the complexity of prediction techniques.  

This leads on to details of the empirical convective heat transfer correlations which have 

been developed from numerous experimental investigations. 

 

Finally in this chapter the measurement of fast in-cylinder pressure data is discussed and how 

it is used in the engine development process. 

 Fundamentals of temperature 3.1

measurement with the focus of combustion 

chamber walls 
It has been recognised that the heat transfer through the combustion chamber walls of an 

internal combustion engine is an extremely important factor to consider when designing an 

engine and the operation of ancillaries.  Research in this field looks at all routes of heat 

transfer from both an experimental and modelling point-of-view.  Heat from the combustion 

chamber is lost in all directions and through a variety of paths, such as via the piston rings to 

the combustion chamber walls, directly to or via the main gasket to the cylinder head and to 

the oil.  However there have been significant findings which suggest that the majority of heat 
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is transferred radially through the cylinder wall, with only a relatively small amount 

transferred in the axial direction [46].  Heat transfer from the combustion chamber is a highly 

complex process and has been shown to vary periodically with the thermodynamic cycle and 

in different regions of the cylinder.  Suzuki et.al found that there was significant variation 

radially from the cylinder axis; points located radially inwards were influenced more by the 

combustion flame as it was presumed this occupied the region around the central piston axis 

[47].  These findings supported that of Yoshida et.al, who found the variations to be 

dependent on the gas temperature, the wall surface temperature and the gas flow, with 

measurements indicating that the heat loss from the piston crown was 7% and 5% from the 

exhaust port at full load [48].  Other factors to affect the heat flux from the combustion 

gases include compression ratio, injection timing, injection demand, engine speed and in-

cylinder temperature and pressure [49]. 

 

Fundamentally all thermocouple measurement techniques are based on the Seebeck effect.  

In 1821, Thomas J. Seebeck discovered that it was possible to create an electrical voltage by 

soldering two different metals together, this creation of a voltage is known as the Seebeck 

effect [50, 51].  The dissimilar metals create an electro-motive force (EMF) which can be 

detected at the other end of the metals by a voltmeter and was found to be proportional to 

the thermal gradient between the hot and cold junctions.  The simplest form of temperature 

measurement is a pair wire thermocouple.  The primary consideration when selecting or 

designing instrumentation to measure temperature is the accuracy at measuring the ‘true’ 

temperature, the ‘true’ temperature being that which would exist if the thermocouple was not 

installed.  In order to achieve measurements of the highest accuracy a large number of I.C. 

engine thermal studies have utilised custom manufactured instrumentation to suit their 

particular purpose.  This ranges from the simple pair wire thermocouples to the more 

complicated fast response thermocouples and thermopiles.  Fast response thermocouples are 

based on the Seebeck effect but can employ it by different means, commonly described as 

coaxial and thin-film.  The coaxial type is more typically used for measurement on metal 

surfaces, whilst the thin-film type has been developed specifically with the intention to 

minimise the disturbance to the measurement field. 

 

The first recorded attempt to use a pair wire thermocouple to measure instantaneous surface 

temperature in a combustion chamber was in 1939 by Eichelberg [52-56].  Eichelberg 

employed two 0.3mm diameter wires of copper and Constantan or nickel and chrome, 
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depending on the expected metal temperature to be measured.  These wires were electrically 

insulated using a ceramic insulation with high dielectric strength from the outer wall using 

quartz tubes and contacted the wall at a depth of exactly 0.25mm from the inner surface of a 

combustion chamber.  The contact was direct to the cylinder wall or via a conical pin (made 

of the cylinder wall material).  This measurement method allowed for accurate position 

referencing and fast response time, however the thin wires were very fragile, suiting the large 

two-stroke engines rotating at target speeds up to 300rpm which Eichelberg used for the 

published research.  The coaxial probe was found to illustrate good dynamic response within 

a firing engine, however in order to achieve the fast response times required when 

investigating the temperature variations across a single combustion event, i.e. 5-10μs, it was 

required that the sensor was mounted flush with the combustion chamber surface [57-60]. 

 

Thin-film thermocouples (TFTs), also known as eroding thermocouples employ the coaxial 

or pair wire principle but utilise a conductive film on the measurement surface to provide an 

electrical connection between an insulated fine wire penetrating the core of a second wire 

[48, 61].  The two wires are typically insulated from each other using an oxide layer or glass 

wool.  The thermocouple junction on the surface can be formed by gently sanding the end 

surface or by applying a material layer on the surface, therefore the TC junction can be in the 

region of 1-2μm in thickness [62-64].  The earliest work found which employed this 

technique was that of Bendersky [65].  An example of a TFT is shown in Figure 3.1.  This 

thermocouple was used to characterise the thermal sensitivity of the wall surface temperature 

of the piston and cylinder head of a gasoline HCCI engine to changes in the coolant 

temperature [57].  It was found that the coolant flow direction within the head caused a 

temperature difference and the local surface temperatures decreased linearly with decreasing 

coolant temperature, but the spatial difference between measurement locations was 

consistent.  These findings implied that if the engine warm-up time was reduced that engine 

components would reflect the increase in temperature.  It was also found that by reducing 

the local coolant temperature the rate of heat transfer also reduced, now this might sound 

counterintuitive; however it was concluded that this was due to the effect on combustion 

phasing.  The lower coolant temperatures caused a slower burn rate and reduced combustion 

efficiency, in the author’s opinion this highlighted that combustion was the main driver of 

the heat transfer process rather than the coolant side temperature.  This phenomenon may 

only be true in a HCCI engine where the start of combustion is directly dependant on the 

spontaneous combustion of the homogenous charge, which would be impacted by the 
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combustion chamber temperature, whereas in a normal CI or SI engine the start of 

combustion is a result of the fuel injection or spark timing respectively. 

 

Figure 3.1 – Internal construction of a coaxial thermocouple [58, 60] 

Measurement techniques of this type have been found, under certain conditions outside of 

engine research, to detect a temperature rise of 200°C in less than 10ns when a laser pulse 

was focused on the junction due to the thin nature of the measuring junction [66, 67].  

However this type of sensor has also shown to produce measurement errors due to the 

dynamic behaviour within the probe itself, i.e. the heat sink surrounding the centre wire is 

unable to cool it fast enough to control the transient response.  This error can be minimised 

by constructing the sensor of a material with accurately known thermal properties as well as a 

good thermal insulating layer, such as an oxide layer.  It was found that an air gap 

surrounding this outer metal would help provide a one-dimensional heat conduction 

condition [68].  Marr et al. showed that a copper layer applied to the surface increased the 

ability for the heat to be conducted from the constantan wire to the aluminium substrate, 

equalising the temperature and improving the accuracy of the ‘true’ temperature 

measurement [69].  The installation is shown in Figure 3.2. 
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Figure 3.2 – Thermocouple schematic used by Marr et.al to measure surface temperatures in a single 

cylinder engine [69] 

Another source of error for sensors which penetrate the combustion chamber wall is that 

they have a tendency to over predict the peak heat flux due to the potential presence of 

combustion deposits on the surface of the probe [70].  Investigations were performed by 

Yamada et.al to quantify these effects by artificial depositing soot on a TFT sensor located in 

the piston crown.  They found that the presence of deposits reduced the amplitude of the 

measured heat flux and the phase of the maximum value was delayed [71].  Sensors of this 

type have been installed in a variety of locations around single cylinder engines, such as the 

piston crown surface, cylinder head surface, pre-combustion chamber surface and exhaust 

port surface to measure the variation in heat flux [48]. 

 

These installations provide a fast response single point surface temperature measurement,  

and are typically coupled with an additional single point thermocouple positioned a set 

distance back from the measurement surface in order to estimate the heat flux through the 

area of material.  Heat flux is defined as the energy transit due to a temperature difference 

per unit cross-sectional area normal to the direction of the flux.  There is no device that can 

directly measure this flow of energy therefore it must be monitored and inferred [72].  There 

are multiple measurement techniques for determining heat flux; they can be separated into 

the following groups: 

 

 Differential temperature 

 Calorimetric method 

 Energy supply or removal 

 Mass transfer analogy 
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To measure heat flux by the differential temperature method a minimum of two temperature 

measurements are required along the same plane.  The separation between the measuring 

points must be known to calculate a thermal gradient between the points.  If additional 

measurement points are available along the plane a more accurate thermal gradient can be 

calculated.  The heat flux is the thermal gradient multiplied by the thermal conductivity of 

the material and is a measure of the flow of energy per unit of area per unit of time.  This 

measurement technique is based on Fourier’s one dimensional law of conduction given in 

Equation (12). 

 

푞 = −푘
훿푇
훿푥 = −푘

(푇 − 푇 )
(푥 − 푥 ) (12) 

 

This calculation is based on the assumption that the heat transfer is one dimensional between 

the measurement points with two and three dimensional effects reducing the accuracy of the 

measurement [73].  As with all measurement techniques, the aim is to obtain the required 

data whilst minimising the disruption to the measured material.  Matching the sensor material 

to the surface material can reduce the thermal disruption, however if this is not possible it 

could be compensated for through a calibration process. 

 

One method of obtaining differential temperatures is a traversing thermocouple employed by 

Alcock et al. [3] to measure the heat flow through the cylinder liner of three different 

engines.  This system allowed for a series of measurements to be obtained at set distances 

from the combustion chamber surface so a temperature gradient could be determined.  The 

thermocouple consisted of a hypodermic tube containing manganin-constantan coupled 

wires which were clamped to a simple micrometer at the outer end allowing for 1mm 

movement of the measurement point for a single rotation of the wheel.  The installation 

shown in Figure 3.3 was designed for use in single cylinder engines and would not lend itself 

well to a multi-cylinder engine due to inner surface washers and seals. 
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Figure 3.3 – Traversing thermocouple in position, used by Alcock et al. [3] 

Another method to obtain steady state heat flux measurements is a second thermocouple 

positioned a set distance below the surface [74-77].  This method employs a fast response 

thin-film thermocouple developed to measure the surface temperature and a surface 

temperature set back from the combustion chamber.  An example designed to measure the 

impact of changes to different engine parameters on the local instantaneous heat flux is 

shown in Figure 3.4.  It was constructed using Constantan and Mica as the insulation 

material, and was installed in the cylinder head of a single cylinder engine.  This setup 

produced very good results and showed that the local heat flux and in-cylinder pressure were 

highly sensitive to combustion variations, brought about by altering the intake air 

temperature, the injection pressure and the EGR rate for controlling the oxygen 

concentration at the intake [78].  It is interesting to note that the combustion chamber of this 

single cylinder engine is located in a separate section above the piston and is not exposed to 

the piston motion.  Therefore the results obtained from this investigation may differ from a 

traditional combustion chamber as the gas motion and subsequently the temperature 

distribution will be considerably different. 
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Figure 3.4 – Cross-sectional view of an instrumented cylinder head and fast response thermocouple 

A large amount of previous work since 1953 has prioritised focus on the heat transfer 

through the combustion chamber walls of single cylinder experimental rigs over very short 

periods of time, i.e. a single combustion event [58, 73, 79, 80].  To this end, the majority of 

the needle type sensors, i.e. a sensor of tubular construction which penetrates from the 

outside into the required structure, were found to require a depth over that available in the 

production combustion chamber wall or had a very large outer diameter of 8.74mm [81].  As 

shown in Figure 3.4 these sensors are suitable for research engines where space can be made 

available for mounting, however the installation area on a production engine is much more 

restricted due to ancillary devices and additional cylinders. 

 

The technique for this study would be required to monitor the heat transfer through the 

cylinder wall of a production engine over much longer periods, to establish time-averaged 

heat transfer rates rather than instantaneous or crank angle based values.  A further option 

which has been developed for measuring heat fluxes and surface temperatures are multipoint 

temperature probes [82].  An example sensor utilises several thermocouples which are held in 

contact with the measured surface using conductive split rings. This sensor has a very 

complex internal structure and requires a large sealing surface.  A simplified version of this 

probe would be a multipoint thermocouple sensor. This would be a single outer sheath 
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containing a number of single point thermocouples at different depths, it would not utilise 

the split ring design and therefore would rely on good thermal contact with the outer sheath 

and good conducting material surrounding the thermocouple junctions.  A sensor of this 

type would simplify the instrumentation of the engine over separate single point 

thermocouples and would also allow the sensors to be tested before installation [83].  There 

was some uncertainty over whether a multipoint thermocouple without the conductive split 

ring design or exposed thermocouple junctions would be able to respond to small changes in 

temperature accurately, it was therefore important that a range of different multipoint sensor 

designs be evaluated for both steady state performance and dynamic response.  The materials 

with which the multipoint sensor body would be constructed had to be considered as this 

had been found to produce a measurement error in other studies [84]. 

 The challenges of combustion chamber 3.2

heat transfer prediction 
The overall energy balance was previously discussed and an equation for the engine as a 

control volume given.  In this section the established convective heat transfer correlations 

will be discussed.  In order to understand how these correlations were formulated an 

understanding of the factors which affect the heat dissipation through the engine is required.  

These factors can be expressed simply as: 

 

푄 = 푄 + 푄 + 푄 + 푄 + 푃 (13) 

 

QCoolant – Energy to the coolant radiator 

QOil – Energy to the oil radiator 

QRad – Energy escaping directly from the engine (can be called radiation) 
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Figure 3.5 – Control volume for cylinder energy balance 

Each of these components can be easily affected by a large numbers of engine operating 

parameters, such as: 

 

 Piston speed 

 Inlet temperature and pressure 

 Coolant temperature 

 Coolant composition 

 Engine deposits 

 

Investigations into the thermal conditions in an engine are designed to improve the methods 

for accurately predicting them on subsequent innovative technologies.  The potential benefits 

from better predictive capabilities include: enhanced cooling systems, reduced thermal 

loading and fatigue, and advances in engine modelling and simulation.  Models are based on 

the fundamental heat transfer in basic systems with certain assumptions having been made.  

Therefore if an engine design is based on these mathematical models the design will only be 

as good as the assumptions made in the model.  Figure 3.6 shows the input factors used in 

the convective heat transfer correlations to be discussed as well as additional variables used 

푄  
푃 

푄  

푄  푄  

푄  
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to either calculate the heat transfer through the cylinder wall or which impact the heat 

transfer rate. 

 

 

Figure 3.6 – Factors affecting the rate of heat transfer from combustion gas to surrounding environment 

The combustion chamber can be described as three distinct surfaces, the cylinder liner, the 

piston crown and the cylinder head [85].  The heat from the combustion gases can be 

transferred to any of these surfaces and the distribution to each is dependent on a large 

number of variables.  Established empirical correlations currently concentrate on the 

prediction of the heat transfer from the combustion gases to the cylinder liner, with some 

additional work having been performed to investigate the heat flow to the cylinder head and 

piston crown.  The complexity of the heat flow within an engine combustion chamber can be 

attributed to the following reasons: 

 

 The gas flow rate and motion within the cylinder is very unsteady 

 The geometry of the flow system is not uniform and it changes periodically as the 

crankshaft rotates and the combustion chamber volume changes 

 The gas temperature varies significantly with position in the system 

 The conductivity through the walls varies with location and is affected by wall 

thickness and any deposits on the surface 

 The surface temperatures are not uniform 

 There is the additional heat transfer due to friction and heat flow along the length of 

the cylinder wall [86]. 
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These considerations cause heat transfer models to be of varying complexity and 

subsequently varying accuracy.  Models which have been established using differing 

assumptions can be grouped depending on the type of heat transfer they predict, there are 

correlations to predict: 

 

 time-averaged heat flux (used for estimating the total heat given up by the gases for 

energy balance calculations, typically based on a pair of temperatures measured at a 

distance sufficiently far from the combustion gases that the values are considered as 

steady). 

 the instantaneous spatially-averaged heat flux (used for predicting power output and 

efficiency).  

 the instantaneous local heat fluxes (used for thermal analysis of engine components 

as well as engine modelling). 

 

The latter two types are much more difficult to calculate both experimentally and 

analytically as they require a surface mounted fast-response thermocouple and a second 

temperature measurement far enough from the surface measurement to be regarded as 

steady.  A large number of heat transfer correlations are based on Equation (14), which is 

a general expression to allow experimental data to be correlated to three dimensionless 

groups rather than seven variables.  The dimensionless groups are the Nusselt, Reynolds 

and Prandtl numbers. 

 

푁푢 = 푎푅푒 푃푟  (14) 

 

The Dittus-Boelter equation (Equation (9)) discussed earlier is a particular derivative of 

Equation (14) used to describe turbulent flow in circular tubes.  Significant developments 

have been made to the different heat transfer correlations since the understanding of the 

thermal properties within an engine have improved.  During this time there have also been 

leaps forward in the technology used in an internal combustion engine so it is important that 

the predictive methods are able to develop at a similar rate.  Each of the types of correlations 

will be explored and reviewed in the following sections.  All the methods to be discussed 

assume that the conduction from the cylinder only occurs radially outwards from the central 

axis of the cylinder bore. 



60 

 

Correlations for the time-averaged heat flux 
Time-averaged correlations require the simplest form of instrumentation and therefore 

typically lead on to the most basic of correlations.  Correlations of this type are used to 

estimate the overall heat transfer from the combustion chamber in order to size the cooling 

requirement for the engine.  For this type of correlation the complexities in combustion 

chamber heat transfer can be reduced by employing the following assumptions: 

 

 The heat transfer due to radiation is included in the convection process.  By 

combining these terms, Taylor et.al found that there was not significant error 

introduced in the estimated total heat transferred to the coolant [4]. 

 The shape and variations in the gas and coolant flow systems are taken into account 

by using the correct mean values. 

 The variation in temperature is overcome by utilising a steady uniform temperature 

which would result in the observed heat flow. 

 

To establish an overall heat transfer coefficient for the transfer of heat from the combustion 

gases to the cylinder liner and subsequently to the cooling medium, an understanding of the 

correlation between the engine operating condition and temperatures within the engine is 

essential.  In order for this to be applied to future engine designs, data must be obtained 

from a range of engines of different types and displacements to validate the model [87].  It is 

commonly regarded that the heat flow between the working fluid and the cooling medium in 

an engine can be approximated by employing the assumption that the heat flow process is 

similar to that in a heat-exchanger.  When using this method it is assumed that the Prandtl 

number, Pr, varies little in gases and any variations can be accounted for in the coefficient, a.  

Therefore Equation (14) can be reduced to Equation (15) and this leads to Equation (16) by 

substituting in the Nusselt and Reynolds numbers definitions. 

 

푁푢 = 푎푅푒  (15) 

 

ℎ퐿
푘 = 푎

퐺퐿
휇푔  (16) 

G - mass flow of gas per unit time divided by the cross-sectional area of the test passage 

g0 - the force-mass-acceleration constant 
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Based on Newton’s law of cooling an overall engine heat transfer coefficient is shown in 

Equation (17). 

ℎ =
푄̇

퐴 푇 − 푇
 (17) 

 

By assuming that Equation (17) can be expressed in the same form as Equation (16) and the 

characteristic length is the cylinder bore, B, then: 

 

ℎ 퐵
푘 = 푎

퐺퐵
휇푔 = 푎푅푒  (18) 

 

By using data gathered from 19 commercially available engines of different sizes and 

configurations, over a wide range of piston speeds, fuel-air ratios and inlet air densities, the 

coefficients, a and m, were given as 10.4 and 0.75 respectively, and were found by Taylor to 

represent the average overall heat transfer to the coolant quite well [88].  The data used for 

the heat loss from the combustion gases was obtained from measurements of heat to 

coolant, plus heat to oil, minus heat to friction where available.  However not all data was 

available for all engines, subsequently if only the heat to coolant was given; it was assumed 

that the heat to oil was equal to the heat of friction.  Therefore it must be highlighted that 

the energy balance used in some instances was incomplete, this would inherently lead to 

some inaccuracy in the derived coefficients given for this correlation. 

 

ℎ 퐵
푘 = 10.4

퐺퐵
휇푔

.

 (19) 

 

Equation (17) combined with Equation (19) gives a correlation for a time-averaged overall 

heat transfer rate and can be used to predict the convective gas-side heat transfer coefficient 

providing the fuel-air ratio and the mass flow are known or can be estimated. 

 

ℎ = 10.4
푘
퐵 푅푒 .  (20) 
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푄̇
퐴 = 10.4

푘
퐵 푇 − 푇 푅푒 .  (21) 

 

The accuracy of this correlation is based entirely on the critical parameters chosen, which are 

piston speed, the characteristic length and the thermodynamic properties.  Utilising a single 

correlation to estimate the overall heat transfer for a wide range of engine types will 

compromise the individual accuracy for each engine type.  Therefore this method can be 

used to give an overview of the thermal load predictions which can then be used to influence 

the overall design of coolant systems but further improvements to the method would be 

required to highlight small improvements where possible.  However this method could be 

developed to accurately predict the heat transfer for a particular engine if a detailed 

experimental study was first performed.  With the data and knowledge obtained from an 

experimental study of this nature, future iterations within that particular engine family would 

substantially benefit. 

Correlations for instantaneous spatially averaged heat flux 
A correlation for instantaneous spatially averaged heat flux is important for predicting the 

engine power and efficiency and is more widely used in engine simulation and modelling.  

The convective heat transfer coefficient from the gas to the cylinder wall is known to vary 

with position and time, therefore knowledge of these variations is required to be able to 

predict the thermal stresses within the engine.  When considering engine performance 

through modelling, emissions are of less concern which leads to the requirement for a 

spatially averaged heat transfer correlation rather than a time averaged.  If considering 

emissions then accurate local surface temperature measurements would be very important as 

they have a strong effect on emissions, especially NOx formation.  The first known 

instantaneous spatially averaged correlation produced from recorded engine data was 

developed by Eichelberg in 1939.  The Eichelberg correlation was a development of the 

work completed by Nusselt in 1923 on a spherical bomb, in which Nusselt introduced a 

factor (1+1.24cm) to allow for the influence of the piston motion in the engine. 

 

ℎ = 훼 (1 + 1.24푐 ) 푝 푇  (22) 

60
2Lncm 

 
(23) 
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Eichelberg’s method of measuring the temperature within the combustion chamber wall has 

been discussed in Chapter 3 Section 2.1, and it was used to determine the temperature 

fluctuation at or near the combustion chamber wall inner surface in order to calculate the 

temperature of the working gas.  The rate of heat transfer curve could be deduced from the 

measured temperature fluctuations in the wall.  The relationship of which can be inferred 

from the unsteady heat flow equation. 

 

훿푇
훿푡 = 훼

훿 푇
훿푥  (24) 

PC
k


 

 
(25) 

Eichelberg developed his expression, Equation (26) utilising the square root of the absolute 

value of the temperature and the square root of pressure (rather than the cubed root of 

temperature and pressure to the power of 2/3 as suggested by Nusselt) based on 

experimental results.  The exponents were modified to account for radiation and convection 

in a combined term. 

 

푄
퐴 = 훼 푐 푝푇 푇 − 푇  (26) 

 

Therefore the convective heat transfer coefficient can be given by: 

 

ℎ = 훼 푐 푝푇  (27) 

 

The Eichelberg correlation is relatively similar to that proposed by Nusselt, with the most 

notable difference being the coefficients of the piston motion term, used to account for the 

motion of the in-cylinder gas.  Recent developments and experimental evaluations of 

Eichelberg’s equation have generally found inaccuracies which have been attributed to there 

being no separate radiation term.  It was also found in 1951, that the time-averaged heat 

transfer rates calculated using this correlation diverged from experimental results obtained 

from a large supercharged diesel engine.  The introduction of a supercharger would result in 

elevated temperature and pressures within the cylinder invalidating the correlation.  This 

illustrates that the correlations quickly become outdated and need to be developed alongside 

the technological developments made in order to keep the predictions accurate. 
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The next attempt to produce a correlation able to predict an instantaneous heat transfer 

coefficient was made by Annand in 1963 [89].  From early examination of the problem, it 

was decided that the Reynolds Number was the main parameter affecting convection and 

that the power law would better describe the relationship, see Equation (14), rather than the 

unsteady heat transfer equation.  As previously noted, the Eichelberg correlation lumped the 

radiation term with the convection term, Annand highlighted the inaccuracies this would 

cause so proposed a radiant heat transfer term shown in Equation (28); where ‘c’ is the 

constant for radiant heat transfer, equal to 0 for the compression stage and constant for 

combustion and expansion stages but different values for different surfaces and engine types. 

 

푞 = 퐴 푐 푇 − 푇  (28) 

 

This leads to the total rate of heat transfer to be given by: 

 

푄
퐴 = 푎

푘
퐵

(푅푒) . 푇 − 푇 + 푐 푇 − 푇  (29) 

 

a - 0.35 – 0.8, depending on the intensity of charge motion (adjusted to suit flow 

characteristic of engine) 

b - 0.7 

c - 0, during intake, compression and exhaust when radiation is negligible 

c - 1.6x10-12, during combustion and expansion for diesel engines 

 

Nearly ten years later, in 1972, Sitkei and Ramanaiah further highlighted in experimental 

work that there was a significant effect of radiant heat transfer on the overall rate of heat 

transfer in an internal combustion engine.  Extensive testing was performed on a single-

cylinder engine designed to allow radiation measurements to be taken using a Foster 

photoelectric pyrometer.  It was found that radiation due to carbon particles in combustion 

gases can account for 20-30% of the total heat transfer at full load [90].  Therefore Annand 

was correct not to ignore it, and to include a separate radiation term rather than including it 

within the convective term.  Annand continued his work on his correlation (Equation (29)) in 

conjunction with Ma [91].  A naturally-aspirated, air-cooled, single-cylinder, four stroke 

engine was instrumented with surface thermocouples in the cylinder head to investigate 
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variations across the bore.  The variation in measured surface temperature was found to be 

considerable from sensor to sensor and there was not a simple relationship to engine speed 

and fuel-air ratio.  Analysis of the data obtained from this engine led to the introduction of a 

term that represented the rate of change in temperature in order to compensate for the non-

steady nature of the temperature within the cylinder.  It was concluded that some 

improvement was achieved with the introduction of this term however further experimental 

investigation was required to establish whether the added complexity was necessary.  

Including this additional term the overall rate of heat transfer can be given as: 

 

푞̇ =
푄
퐴 =

푘
퐵

(푅푒) . 푎 푇 − 푇 −
푏
휔
훿푇
훿푡 + 푐휎 푇 − 푇  (30) 

 

ω - angular rotation rate of the crankshaft (rad/s) 

a - 0.12, 

b - 0.20, 

c - 1.50, set to zero up until ignition 

 

Reducing the equation of the additional temperature derivative leads to a simpler gas side 

convective heat transfer coefficient. 

 

ℎ = 푎
푘
퐵

(푅푒) . + 푐휎
푇 − 푇
푇 − 푇

 (31) 

 

Another highly established correlation is that of Woschni [15].  Woschni replicated 

experiments performed by Nusselt utilising a spherical bomb and then employed two 

different methods to determine the heat transfer coefficient.  The first investigating the 

internal energy of the gas (as performed by Nusselt) and the second involving the time curve 

of the wall surface temperature as a boundary condition for solving a Fourier differential 

equation.  It was found that the outcome of these two methods differed considerably, and it 

was deduced by Woschni that the evaluation of the internal energy provided a mean heat 

transfer coefficient in terms of location within the spherical bomb, whereas the evaluation of 

the surface temperature provided a local heat transfer coefficient value at the point where the 

surface thermocouple was positioned.  By comparison to work performed by Schmidt it was 

concluded that the evaluation of the internal energy yielded results closer to the heat transfer 
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caused by free convection rather than forced convection [92].  Therefore Woschni regarded 

the work completed by Nusselt and Eichelberg as inaccurate for the association with the 

internal combustion engine, where the majority of heat transfer is controlled by forced 

convection, caused by either the piston movement or by combustion itself.  The wall surface 

thermocouple method will, however, provide localised values and will vary quite significantly 

from cycle to cycle due to incidental irregularities such as local disturbances, and position and 

timing of fuel sprays.  Cycle-to-cycle variability has been shown to significantly affect the 

measured surface heat flux in both magnitude and phasing in a spark-ignition engine.  Stone 

et.al found that in spark-ignition engines the differences in measured surface heat flux was 

due to the variations in flame propagation through the combustion chamber [93].  Therefore 

for improved accuracy in the estimate of a heat transfer coefficient it is important to utilise 

mean values over a large number of consecutive cycles to exclude the cyclic variability 

especially in spark-ignition engines [94].  The Woschni correlation is based on the power-law 

for steady state forced convection heat transfer in turbulent flow.  Equation (32) follows if 

density, viscosity and conductivity of the gas are expressed as functions of pressure and 

temperature, αs is a scaling factor used for tuning of the coefficient to match a specific engine 

geometry. 

 

ℎ = 훼 퐵 푝 푤 푇 . .  (32) 

 

By first considering only the unfired engine the local average gas velocity in the cylinder can 

be assumed to be the same as the mean piston speed.  The combustion process was then 

broken down into its different phases, by first considering the scavenging period and utilising 

a test engine with a special double-symmetrical camshaft the coefficients of Equation (32) 

were found to be as follows: 

 

ℎ = 훼 (퐵 . 푝 . (퐶 푐 ) . 푇 . ) (33) 

 

Equation (33) estimates the convective heat transfer coefficient from the combustion gases 

to the cylinder wall during the scavenging period, whereas the total heat transferred to the 

cylinder walls during this period can subsequently be found when Equation (33) is combined 

with Equation (34) (an integral of the difference in the mean gas temperature and the mean 

wall surface temperature, and the total surface area integrated over the crank angle for a 

complete cycle). 
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푄 = ℎ퐴 (푇 − 푇 ) 훿∅ (34) 

 

Calculated values from Equation (34) were then compared with measured data during the 

scavenging phase and a strong correlation was found, when the constant C1 was set to 6.18.  

By similar methods it was found that during the compression and expansion phase in an 

unfired engine C1 was 2.28.  Fundamentally this correlation has very limited applications until 

it can estimate the rate of heat transfer for a firing engine.  As such, an additional component 

for the gas velocity due to combustion must be incorporated.  The heat transfer coefficient 

decreases rapidly once combustion is complete so it is logical to apply the change in pressure 

as the measure of the change in the internal energy of the working gas. 

 

푤 = 퐶
푉푇
푝 푉

(푝 − 푝 ) (35) 

 

Equation (35) attempts to represent the gas velocity due to combustion and is in addition to 

the velocity caused by the piston motion.  This is taken into account by utilising the 

difference in pressure between the motoring and fired conditions.  It can then be 

incorporated into Equation (33); therefore the convective heat transfer coefficient during 

scavenging, combustion and expansion can be estimated.  The resulting expression is given 

in Equation (36).  There is not an explicit radiation term given in this correlation, but it was 

assumed that the radiation term was included in the additional combustion term, as this is the 

time which the contribution by radiation would be significant.  Comparing measured data 

from several test conditions the constants for each phase could be deduced to give a good 

correlation, C2 was found to be 3.24x10-3 for combustion and expansion of direct-injection 

engines (otherwise set to zero for compression and scavenging phases).  By employing 

different coefficients based on the period during the cycle, like the Annand correlation, it is 

proposed that better matching will be achieved throughout the cycle.  Lawton found that 

during the compression the heat transfer coefficient to the liner was much larger than during 

the expansion, even noting heat flow from the surface to the gas during this period [95]. 

 

ℎ = 훼 퐵 . 푝 . 푇 . 퐶 푐 + 퐶
푉푇
푝 푉

(푝 − 푝 )
.

 (36) 
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In Equation (36), p and T correspond to the instantaneous in-cylinder conditions, whereas T1 

and p1 are conditions at a known working value which correspond to a volume of V1 of a 

reference state, such as the inlet valve closure or beginning of combustion.  This formula 

agrees with the laws of similarity of convective heat transfer and was found by Woschni to 

correlate well with measured data from engines of different displacements.  Further 

developments were made to the constants used in this equation according to Watson to take 

account of changes in swirl, which will affect the gas velocities within the combustion 

chamber [96]. 

 

P

u

V
CC 417.018.61 

 is valid for scavenging periods, and P

u

V
CC 308.028.21 

 is valid for 

the compression and expansion phases i.e. when the valves are closed, with Du BNC  , the 

circumferential gas velocity, calculated using an anemometer 0.7B below the cylinder head, 

measured on steady state tests. 

 

The Woschni correlation was further developed by Wang et.al to use the instantaneous 

chamber height rather than the cylinder bore [97], additionally Chang et.al increased the 

temperature exponent to 0.73 and reduced C2 by 1/6 of its original value [58].  By using the 

instantaneous chamber height as the characteristic length, better matching in the expansion 

stroke was found compared to the cylinder bore [97].  The modifications by Chang et.al were 

made to better approximate the gas velocities to those found in an HCCI engine.  The 

original Woschni correlation was found to result in much higher velocities than in an HCCI 

due to the gas velocity not being impacted by the advancing flame front as in HSDI.  Heinle 

et.al made additions to the Woschni correlation to take into account the variations in 

combustion-generated convection allowing a single correlation to be applied to all common 

combustion principles.  This was achieved by introducing a term which determines the 

differential speed between the expansion velocity of the burned gas and the penetration 

velocity of the unburned cylinder mass into the flames.  Additionally a further term was 

introduced to determine the heat loss in the piston top land area [98].  The Woschni 

correlation and its derivatives are very complex as they utilise different coefficients during 

different portions of the cycle and an additional component for the in-cylinder gas velocity.  

Hohenberg found that this led Woschni’s correlation to over-estimate the convective heat 
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transfer coefficient during combustion and under-estimate during the motored conditions 

[99].  Hohenberg therefore proposed a simplified form of this correlation with the aim of 

reducing the inaccuracies. 

 

ℎ = 퐶 푉 . 푝 . 푇 . (푐 + 퐶 ) .  (37) 

 

C1 = 130  

C2 = 1.4 

 

The Woschni correlation (Equation (36)) utilises the cylinder bore as the characteristic 

length, however Hohenberg considered that the use of the cylinder bore as the characteristic 

length would adversely affect the accuracy of the correlation due to it limiting the effect of 

the mass air flow.  Subsequently he decided to use the instantaneous cylinder volume as the 

characteristic length, which is crank angle dependent. 

 

Figure 3.7 shows a comparison between the most commonly used instantaneous heat 

transfer correlations discussed in this review.  It shows that there are significant variations 

between them; the main reason for these differences can be attributed to the selection of 

different significant parameters, most notably the flow velocity and the characteristic length.  

The Woschni correlation illustrates a significantly different response to the other correlations 

due to the step changes in the coefficients employed in the calculation of the heat transfer 

coefficient.  These are at the inlet valve closing (crank angle 253°), exhaust valve opening 

(crank angle 491°) and most notably the increase due to the fuel injection.  The fuel injection 

process results in an additional term used to describe the increase in the working gas velocity 

due to combustion.  The other correlations do not incorporate a change due to the fuel 

injection but only respond to changes in cylinder pressure.  Prior to the fuel injection the 

Woschni prediction follows the same magnitude as the Eichelberg correlation due to its root 

similarity (The step changes in convective heat transfer coefficient would not be the true 

response in cylinder but are used to represent the effect of the events.).  The convective heat 

transfer coefficient average for the cycle was found to be comparable for each correlation.  

Attempted developments and refinements on these correlations are continuously taking 

place.  For example, Woschni has since modified his equation after continued experimental 

investigations during low load and motored conditions.  This development was due to the 

discovery of the influence of soot deposits on the heat losses through the chamber walls.  It 
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was found that the soot layer thickness increased with increasing load and that Woschni’s 

original equation gave a value for the heat transfer coefficient of less than half the true value 

due to it including the thermal conductivity of the soot layer; this development has not been 

included in the Woschni correlation evaluated here [100].  Other studies have been 

performed which evaluate the correlations for different engine applications, Soyhan et.al 

concluded that the Hohenberg correlation was better suited to HCCI engines as there was no 

explicit combustion compression velocity term [101]. 

 

Figure 3.7 – Predicted heat transfer coefficient comparison using measured data from this study 

A more recent correlation for calculating the convective heat transfer coefficient on a crank 

angle base was developed on a modern 2.0 litre diesel engine [102].  The experimental work 

was performed across the engine’s full speed and load range, utilising a three thermocouple 

installation to measure the temperature gradient through the combustion chamber wall.  The 

thermocouples did not penetrate the combustion chamber surface with the innermost 

thermocouple positioned 2mm from the gas-metal interface, therefore the response time 

would be less than usually required to develop a correlation of this type and would also mean 

that the surface temperature would be extrapolated from the calculated gradient.  The 

correlation was developed by investigating the results from the established correlations and 

how they correlated with measured data.  The correlation is based on the fundamental forced 

convection relationship where the mean piston speed is used as the characteristic velocity to 
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represent the gas velocity in the cylinder.  The coefficient C1 was obtained from experimental 

data at the maximum power condition as uncertainties were found at part load conditions.  

The relationship for calculating the gas side convective heat transfer coefficient is shown in 

Equation (38) [102-104]. 

 

ℎ = 퐶 퐵( )푘 퐶
휌푐
휇  (38) 

 

A value of 0.0947 for C1 was found to match the cycle-averaged data from experimentation 

and the coefficient C2 was taken from work by Woschni and Hohenberg to be 0.8.  This was 

found to be sufficiently large to take into account the effects of radiation from soot particles. 

C3 was found to equal 1.5 in order to adequately estimate the cycle-averaged convective heat 

transfer coefficient at the maximum power condition. 

 

The only method to determine which of these correlations is correct is to install a 

measurement method which accurately measures the relevant temperatures and allows for 

the convective heat transfer coefficients to be calculated.  This is currently not possible 

therefore there is no definitive correct correlation and an improvement to the accuracy is 

essential. 

Correlations for instantaneous local heat flux 
LeFeuvre highlighted that the majority of the previously discussed correlations, such as 

Nusselt, Eichelberg, Annand and Woschni, utilise instantaneous wall temperature data at a 

particular location or temperature data averaged across an area of the cylinder wall, combined 

with an average in-cylinder gas temperature, i.e. mean gas properties for all calculations, to 

estimate the total heat transfer from the combustion gases to the cylinder wall [15, 52, 91, 

105].  An equation for predicting instantaneous wall heat flux on the cylinder head and piston 

at different radial distances from the bore axis was subsequently proposed, this was to use 

instantaneous local wall temperatures in addition to instantaneous gas temperatures. 

 

푞 = 푎
푘
푟 푅푒

. 푃푟 . 푇 − 푇  (39) 
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Equation (39) is based on a Reynolds number used in the correlation of friction factors and 

heat transfer coefficients in rotating flow systems.  This correlation was developed based on 

motored tests of a direct-injection, super-charged single cylinder engine and was intended to 

predict the convective heat transfer taking into account forced convection by the piston 

motion only, so was not expected to perform well under firing conditions when there is the 

combustion component added to the piston motion for forced convection.  This was found 

to be the case at one of the two locations monitored in the test engine at 2000 rev/min and 

an injection timing of 20° BTDC, where the heat transfer was largely over-predicted for the 

majority of the cycle.  The over prediction can be attributed to the inputs used in the 

correlation, such as Tg, the mass-averaged gas temperature, which highlights that the 

assumption of a uniform gas temperature may be incorrect during combustion when spatial 

variations may be extremely high especially during early stages of flame growth.  Therefore a 

correlation to predict local instantaneous heat flux will require significant instrumentation, 

measuring a large number of locations within the combustion chamber wall and cylinder 

head to establish the localised mass-averaged gas temperature and the wall surface 

temperature.  Another method proposed to calculate local instantaneous heat flux is to solve 

a one-dimensional transient energy equation using a Fast Fourier Transform [78].  To employ 

this method the following assumptions are made: 

 

 The wall is a semi-infinite solid 

 Heat transfer is one-dimensional and perpendicular to the wall 

 Initially the system is of uniform temperature 

 The measured temperature of the internal wall changes periodically and can be 

expressed as a Fourier series  

 

Using the one-dimensional heat conduction equations and the assumptions above, the 

following boundary conditions can be deduced: 

 

푇(퐿, 푡) = 푇  

푇(푥, 0) = 푇  

푇(0, 푡) = 푇 + 퐴 cos(푛휔푡) + 퐵 sin(푛휔푡) 
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These can then be applied to the one-dimensional unsteady heat conduction equation and 

according to the Fourier law the heat flux through the probe would be: 

 

푞̇ = 푘
푇 − 푇

퐿 + 푘
푛휔
2훼

[(퐴 + 퐵 ) cos(푛휔푡) + (퐵 − 퐴 ) sin(푛휔푡)] (40) 

 

Therefore the heat flux through the chamber can be estimated from instantaneous gas side 

and back side temperatures.  The coefficients can be selected by Fourier analysis of the 

instantaneous gas side wall temperatures also.  This method was used by Oude Nijeweme 

et.al to investigate the unsteady in-cylinder heat transfer in a spark ignition engine.  By 

installing twelve fast response thermocouples and measuring an adjacent steady reference 

temperature in a single-cylinder engine it was found that during the expansion stroke, heat is 

transferred from the wall to the cylinder gases, even though the bulk gas temperature was 

higher than that of the wall.  It was determined that this was a result of areas of the 

combustion gas local to the wall having a temperature below that of the wall, i.e. unsteady 

flows in the gas side thermal boundary layer.  These findings would impact the phasing of all 

correlations based on the general equation given in Equation (14) [106].  Outlined here is a 

different method of calculating the heat transfer through the cylinder liner, which utilises the 

same invasive experimental methodology as the other established correlations.  From this 

equation the gas-side convective heat transfer coefficient could be calculated by applying 

Equation (17). 

 The uses of in-cylinder pressure 3.3

measurement 
The aim of this section is to explain why in-cylinder pressure measurement is important in 

engine development and how the different factors, including in-cylinder heat transfer 

prediction affect the accuracy of the calculated parameters.  In-cylinder pressure 

measurement is integral to the combustion chamber development process and therefore 

requires the highest possible accuracy; however there are a large number of factors which 

affect the accuracy of the recorded data. 
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In-cylinder pressure data allows for detailed monitoring of conditions within the combustion 

chamber, which leads to a more complete understanding of the combustion process.  For 

accurate analysis there are three main areas of pressure measurement which must be 

considered.  They are the association of the pressure data to the crankshaft position, the 

pressure referencing, or pegging, and the pressure sensor accuracy [107].  From this data a 

large number of parameters can be calculated, such as the rate of heat release, start of 

combustion, burn rates, peak temperatures and the mode of combustion.  These parameters 

can uncover important information for a wide variety of applications, such as engine output, 

operating condition and emissions analysis. 

The effect of convective heat transfer on heat release analysis 
The methods of analysis of cylinder pressure data originate from the first law of 

thermodynamics for an open quasi static system, i.e. the system can be considered to have 

transfer across its boundaries and uniform in both temperature and pressure.  An adaptation 

of this law is given in Equation (41) for a single zone model shown in Figure 3.8.  This 

means that the trapped volume inside the cylinder is treated as homogeneous.  A number of 

more complex methods have been proposed where the cylinder is split into multiple zones to 

allow for local conditions to be predicted.  These methods allow for more detailed analysis of 

emissions formation; however there has been limited validation with experimental data and 

are much more complex to apply. 

 

푑푈 = 푑푄 − 푑푄 − 푝푑푉 + 푚̇ ℎ  (41) 

 

Figure 3.8 – Heat release single zone system diagram 
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The first term, U is the energy of the material contained inside the system boundary, the 

second is the heat transfer rate from combustion, the third is the heat transfer rate across the 

system boundary into the system, the fourth is the rate of work transfer by the system due to 

the system boundary motion, mi is the mass flow rate into the system at any location, i, and hi 

is the enthalpy of flux entering or leaving the system.  Mass flow rate to and from the system 

occurs through the valves, as blow-by and as injected fuel. 

 

The concept of heat release rate is very important when understanding the combustion 

process.  It is defined as the rate at which the chemical energy of the fuel is released by the 

combustion process to produce the observed pressure rise.  In order to calculate heat release 

a number of assumptions are required.  A common assumption is to assume the same single 

zone model as above and that the working gas within the system is perfect.  The calculation 

is solved numerically in the crank angle domain and to simplify the calculation it is common 

to only consider the period between the inlet valve closing and exhaust valve opening, 

therefore the mass flow through the valves can be neglected.  To further simplify the 

calculation the heat transfer from the combustion gases to the cylinder wall can be ignored; 

this is known as the net heat release, whereas with the inclusion of heat transfer it is called 

the gross heat release.  The gross heat release can be solved by applying Equation (42). 

 

푑푄 = 푚 푐
푑푇
푑휃 + 푃

푑푉
푑휃 +

푑푄
푑휃 +

푑푚
푑휃 ℎ  (42) 

 

The process of diesel combustion does not lend itself well to the application of the first law 

of thermodynamics in this way due to a number of reasons.  The injection of fuel into the 

cylinder which mixes with the air does not result in a uniform distribution and it also varies 

with time, therefore it is not quasi static.  The resulting gas from combustion is also not 

uniform due to the chemical processes taking place.  Therefore all methods for calculating 

heat release etc. are seen as approximations rather than true values.  Other factors which 

affect the accuracy of calculated heat release to different degrees are listed below: 

 

 Pressure phasing 

 Pressure referencing 

 Transducer calibration 

 Trapped mass 
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 Heat transfer 

 Blow-by mass 

 Gas properties  

 Compression ratio 

 

There does not seem to be an agreement on which factor affects the accuracy the most as 

they all contribute an error to some degree, however it has been claimed that the greatest 

uncertainty is caused by assuming the wrong rate of heat transfer between cylinder charge 

and the combustion chamber walls [108].  A number of the factors named above can be 

mitigated by implementing a number of procedures. 

 

 Pressure phasing, otherwise known as TDC determination ensures that the pressure 

trace is aligned correctly with the cylinder volume, i.e. the signal obtained from the 

crankshaft encoder.  A 1° error in the recorded TDC position to the actual can result 

in a 10% error in the calculated IMEP.  The pressure phasing can be determined by 

motoring the engine at a range of speeds at elevated boost conditions or by using a 

TDC detector.   

 

 Pressure referencing or pegging is a method to reduce the effect of the sensor drift 

by correcting the measured data to a known reference value at a specific point in each 

cycle.  Typically the inlet manifold pressure prior to compression, i.e. when the inlet 

valve is still open, is used.  The pressure transducers are subject to a calibration 

procedure by the manufacturer to a reference condition as part of their 

manufacturing process; these factors are then input into the data acquisition 

equipment. 

 

 Sensors are also prone to electrical noise and can be affected by the combustion 

process itself, such as the oscillation caused by the injection pressure.  As the heat 

release calculations are based on differential pressure, it is important to filter the 

pressure signal to reduce the noise caused by small oscillations of the pressure sensor 

diaphragm due to the pressure ripples within the combustion chamber. 

 



77 

 

 Finally, the gas properties in a simple heat release model, including the ratio of 

specific heats of the combustion gases can be assumed to be a fixed value, however it 

has been found that this distorts the calculated heat release at low speed and load 

conditions.  Therefore it is more accurate to implement a temperature based model 

to predict gamma [109, 110]. 

 

In order to estimate the heat transfer from the working fluid to the chamber walls for the 

estimation of gross heat release, an empirical heat transfer correlation must be used when 

measured data is not available.  Any of the previously discussed correlations could be 

implemented, such as Woschni, Hohenberg or Annand, in which the mean combustion gas 

or charge temperature is obtained from the measured cylinder pressure data by assuming a 

charge temperature at a specified location and applying the perfect gas law, assuming that the 

in-cylinder mass is constant.  The use of convective heat transfer correlations to predict the 

energy transfer from the cylinder is not entirely accurate and is highly dependent on the 

correlation which is employed.  This is due to the different methods used to establish each 

correlation, resulting in different instantaneous convective heat transfer coefficient and 

therefore, leading to a variation in the calculated rate of heat transfer through the cylinder 

wall; this in turn could introduce a sizeable error.  In addition there are small regions within 

the combustion volume, such as between the piston, rings and cylinder wall, where the gas is 

considerably cooler than the majority and therefore exhibiting different properties.  The 

difference in properties could significantly increase the rate of heat transfer.  The differing 

heat transfer rates will result in different gross heat release rates.  This further highlights the 

importance of accurate estimation of the convective heat transfer coefficient from the 

working fluid to the combustion chamber wall. 

The calculation of indicated power 
Cylinder pressure data can be used to calculate the indicated engine power.  The area 

enclosed on a p-V trace or indicator diagram is the indicated work of an engine and is 

calculated using Equation (43).  In a four-stroke cycle the net indicated work is made up of 

two parts, the combustion loop and the pumping loop.  The pumping loop is the negative 

work completed during both the induction and exhaust strokes of the cycle when fresh air is 

drawn into the engine and the burned gas is expelled from the cylinder.  This can be 

subtracted from net indicated work to give the gross indicated power of the engine. 
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푃 = 푝
푑푉
푑푡

_

 (43) 

 

As with BMEP the indicated power can be discussed in terms of mean effective pressure.  

The net indicated mean effective pressure (IMEPn) is therefore a measure of the indicated 

work output per unit swept volume of an engine; independent of engine speed and number 

of cylinders for the entire four strokes of the cycle.  The gross indicated mean effective 

pressure (IMEPg) is the work delivered to the piston over the compression and expansion 

strokes of the cycle and the difference can be described as the pumping mean effective 

pressure (PMEP). 

 

퐼푀퐸푃 = 퐼푀퐸푃 + 푃푀퐸푃 (44) 

Engine friction measurement 
The indicated work from the gases contained inside the cylinder is not all transferred to the 

drive shaft as useful work.  The engine brake power is always less than the indicated power 

with the difference dissipated in a variety of ways within the engine and to auxiliary 

components.  This is known as friction work.  Engine friction occurs in a number of areas 

including piston rings and skirt, con rod bearings, crankshaft bearings, valve train elements 

and belt and chain drives.  Engine friction has been found to generally follow a power law 

dependent on the bulk oil viscosity except during the early seconds of engine operation.  The 

relationship is shown in Figure 3.9. 
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Figure 3.9 – Friction response to changing oil viscosity during warm-up [111, 112] 

The frictional losses can be a significant proportion of the indicated work and affect the 

maximum brake torque and the minimum brake fuel consumption directly.  The majority of 

friction losses appear as heat in the coolant and oil and therefore have a knock-on effect on 

the sizing of the radiator and oil-cooling system, subsequently knowledge of the friction 

power is vital.  Friction work is defined as the difference between the work delivered to the 

piston by the working fluid whilst it is within the cylinder (i.e. during the compression and 

expansion) and the usable work transferred to the driveshaft.  The losses consist of three 

areas: 

 

 Pumping work (the work to draw the fresh air through the intake system and into the 

cylinder, in addition to the work to expel the burned gases from the cylinder and 

through the exhaust system) 

 Mechanical (the work to overcome resistance of the motion of all the moving parts 

within the engine) 

 Auxiliaries (the work to drive the engine auxiliary components, including the fan, 

water pump, oil pump, fuel pump, alternator, power steering pump and cabin heater) 

 

Friction in the piston elements can be described by a number of lubrication regimes, the 

piston skirt is generally accepted to operate in the hydrodynamic regime throughout the 

cycle, whereas the piston ring varies [113-116].  The variation in the piston ring lubrication 

regime is due to the change in in-cylinder pressure and piston velocity during a cycle.  The 
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rings are pushed against the liner as a result of their static tension and the in-cylinder pressure 

building up behind the ring in the groove.  When the piston velocity is highest, i.e. mid 

stroke, the oil film is sufficient for hydrodynamic lubrication, however towards TDC or BDC 

where the velocity is reduced, the film breaks down into mixed or boundary lubrication [117].  

The total friction work is the sum of these three areas and is given by Equation (45).  

Pumping work can also be known as the turbulent friction and is proportional to the fluid 

velocity; in this case this is engine speed.  Mechanical losses are a result of two surfaces 

moving relative to each other with a lubricant in between.  This lubricated friction is 

dependent on the relative velocity of the two surfaces.  There are a number of techniques 

developed to measure friction in an engine; these can be split into two categories: bench test, 

where a small part of the engine is replicated in a controlled and isolated environment and 

those conducted on engine.  The most common method of measuring the total friction work 

is in a hot motoring test, in which the engine is motored with coolant and oil temperatures 

held at firing engine levels.  A test of this type measures the sum of pumping, piston-crank 

and auxiliary losses.  As a result the gross indicated power can be calculated as the sum of the 

brake power and friction power.  However if cylinder pressure data is available the pumping 

power can be determined directly. 

 

푊 = 푊 + 푊 + 푊  (45) 

 

A method for measuring friction in a firing engine is to use the indicated method, which 

finds the total frictional mean effective pressure (FMEPtf) as the difference between the gross 

indicated mean effective pressure (IMEPg) and the brake mean effective pressure (BMEP), 

given in Equation (46).  A number of inaccuracies can be introduced when employing this 

method, such as when calculating the BMEP and IMEP from motored tests it is crucial that 

the coolant and oil temperatures are stable as FMEP is very sensitive to small changes in oil 

temperature as this affects the oil viscosity.  When calculating the FMEP from fired tests the 

measure is ill-conditioned as it is the small difference between two large measurements, in 

addition to the TDC alignment of the in-cylinder pressure measurement having a significant 

effect on the IMEP calculation. 

 

퐹푀퐸푃 = 퐼푀퐸푃 − 퐵푀퐸푃 (46) 
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A number of correlations have been established to predict the frictional losses of an engine 

on a cycle-averaged basis.  These correlations give a good indication of the overall frictional 

losses; however it has been found that friction does vary significantly over the 720° crank 

angle.  Cycle-averaged correlations are based primarily on a fixed term, to cover the auxiliary 

losses, and a speed element such as engine speed or mean piston speed, to estimate the 

mechanical friction losses.  Chen-Flynn and Winterbone included an additional term to 

account for the effect of pressure loading on the piston with a maximum cylinder pressure 

term.  Other established correlations from Barnes-Moss, Millington and Hartles (Equation 

(47)), and Heywood include a velocity squared term to estimate the pumping losses.  

Equation (47) utilises a term based on the engine compression ratio to predict a constant 

friction term. 

 

퐹푀퐸푃 =
(푟 − 4)

14.5 + 0.475
푛

1000 + 3.95 × 10 푐  (47) 

 

Each correlation was derived from different data and for different purposes, for example the 

Barnes-Moss correlation was derived for spark ignition engines, whereas the Millington and 

Hartles was derived for diesel engines.  These further differ from the Chen-Flynn and 

Winterbone correlations as they were developed under motoring conditions rather than fired.  

Heywood suggested a simple quadratic empirical model for FMEPtf in diesel engines given in 

Equation (48). 

 

퐹푀퐸푃 = 퐶 +
48푛

1000 + 0.4푐  (48) 

n – Engine speed (rev/min) 

cm – Mean piston speed (m/s) 

 

The most complex model currently used is a modified Chen-Flynn correlation used in 

simulation packages, given in Equation (49).  This incorporates elements from the other 

correlations discussed, including a constant accessory term, a peak cylinder pressure term, a 

mechanical friction term and a pumping losses term. 

 

퐹푀퐸푃 = 퐶 + 퐶 (푃 ) + 퐶 (푆 ) + 퐶 (푆 )  (49) 
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SFACT = Engine Speed X (Stroke/2) 

Each of the correlations has been evaluated against motored friction data from the 

experimental engine in Chapter 6. 

  Chapter summary and conclusions 3.4
The combustion chamber wall measurement techniques, the factors which affect the 

prediction of the rate of heat transfer, the established empirical correlations for predicting 

convective heat transfer and how these impact the calculation of parameters using in-cylinder 

pressure measurement have been discussed in this chapter.  There were a number of key 

outcomes from this chapter which have been listed below: 

 

 The primary consideration when selecting instrumentation to measure temperature is 

the accuracy of the technique to measuring the ‘true’ temperature.  There are a 

number of methods to improve this accuracy, including using like materials to the 

measurement material and using a good insulating layer between the sensor materials 

and the outer surface, such as an oxide layer. 

 

 The most common method for calculating heat flux is the differential temperature 

method which uses a series of measurement points to allow for a temperature 

gradient to be calculated.  Using Fourier’s one dimensional law of conduction the 

rate of heat transfer can be calculated. 

 

 The rate of heat transfer from the working fluid in the cylinder to the cylinder walls is 

influenced by a large number of factors, which results in the prediction methods 

varying greatly in their complexity and accuracy. 

 

 Experimental investigation has been undertaken since 1939 to establish methods to 

predict the rate of heat transfer from the combustion process to varying degrees.  

During this time the correlations have evolved and been developed as new 

measurement techniques and technologies have been introduced.  However no single 

empirical correlation has been found to accurately predict the convective heat 

transfer coefficient across different engine sizes and operating conditions. 
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 There are some key factors which affect the accuracy of parameters calculated from 

measured in-cylinder pressure data.  One of these factors is the rate of heat transfer 

from the combustion gases, as this affects the calculation of gross heat release.  

Therefore an improvement in the calculation of heat transfer will improve the 

thermal modelling of engines in the development process. 
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Chapter 4. Experimental facilities, 

hardware and testing procedure 

This chapter describes the internal combustion engine which was modified and extensively 

instrumented for this study and the facility in which the experimental programme was 

completed.  The facility description includes details of the data acquisition equipment and the 

standard instrumentation installed for normal experimental programmes.  Details of the 

additional prototype thermal management hardware are discussed and a brief introduction to 

the experimental programme and the rationale behind it is also given. 

 

A detailed investigation into a forced cool down procedure which could be implemented in 

the test facility to improve productivity was also completed and the findings have been 

detailed in this chapter. 

 Test Facilities and standard equipment 4.1
All experiments were performed in an engine test cell located in the Powertrain and Vehicle 

Research Centre at the University of Bath.  The test bed equipment consisted of an A.C. 

dynamometer, a gravimetric fuel flow measuring unit, a main control system, combustion 

analysis equipment, exhaust emissions analysis equipment and an additional computer 

monitoring all ECU parameters [118].  The computer systems are located in a control room 

adjacent to the test cell to allow safe operation of the engine by an engineer.  The emissions 

analysers are also located in a dedicated room; therefore the samples are transported via a 

heated line to prevent the gas from condensing in the line.  This means that there is a sample 

delivery time requiring that the emissions data is time adjusted to match the engine 

conditions.  The sample delivery time would not be an issue during steady state testing but 

would need consideration during any transient experimental work. 

 

The control system used in the test cell is called Cadet, and is a product of Sierra CP 

Engineering Systems.  It is designed to control and monitor the engine performance in real 

time, to control the test cell ambient conditions and to record all test variables, including the 
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emissions data.  The system is capable of continuously logging the data at the acquisition 

control frequency, at a defined time interval or averaged over a time period.  The ECU is 

controlled via a separate computer and interface called ATI Vision; however a link via an 

ASAP3 protocol allows selected variables to be recorded by the host system.  Important 

parameters such as injection timing, injector flow rate and air mass flow rate were recorded 

for the completed experimental programme. The test cell was recently upgraded and the 

ventilation system was capable of controlling the ambient temperature to ±1°C.  The test cell 

ventilation system is discussed in Section 4.6. 

 Data acquisition system 4.2
Data for the experimental programme was recorded on two different systems, primarily the 

test cell host system, but the steady state in-cylinder pressure data was recorded on a D2T 

Osiris combustion analysis system.  The host system continuously records all variables 

including engine parameters, room conditions and temperatures.  The additional temperature 

measurement requirements of this programme required extra thermocouple logging channels 

due to the large number of measurement locations on the engine.  The original system had 

the capability of recording 32 thermocouple channels, however the completed experimental 

thermal survey required in the region of 120 channels.  The additional thermocouple loggers 

were positioned inside the test cell local to the engine to minimise possible errors.  The host 

system recorded all the temperature data at 2Hz and to three decimal places.  In order to 

achieve repeatable thermal equilibrium in different areas of the engine, i.e. engine structure, 

oil and coolant, a parameter settling algorithm was available.  This allowed for a threshold to 

be set for a number of temperature channels.  As thermal equilibrium was crucial for 

accurate results the threshold would be set particularly low.  Therefore a change in 

temperature of less than 0.1°C in 5 seconds had to be satisfied for that temperature to be 

regarded as stable; all monitored temperatures had to be stable before logging could begin.  A 

minimum wait time of 120 seconds was also implemented to ensure a change in operating 

condition had impacted the monitored temperatures. 

 Engine coolant system hardware 4.3
The test engine for this study was a production 2.4 litre four-cylinder, common rail, direct-

injection, fixed geometry turbocharged diesel engine.  Details of the engine geometry are 

given in Table 1.  The engine was installed in the transient test facility described above with 
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the gearbox being replaced by a single shaft.  The typical application for this engine is a light-

commercial goods vehicle and the simulated load was provided by the dynamometer for the 

dynamic testing.  The test engine cooling circuit was designed to best replicate the vehicle 

installation, utilising a production radiator and road speed fan.  The cabin heater portion of 

the cooling circuit was removed from the test cell installation, as was the alternator.  All other 

ancillary devices, such as the water pump, oil pump, fuel pump and radiator were 

incorporated to best replicate the vehicle installation.  The coolant circuit had a number of 

minor differences to that of the production circuit with the addition of five ultrasonic flow 

meters, flow control valves and a non-production pressure regulated thermostat (PRT).  The 

additional measurement components were located such that minimal disruption to the 

production circuit was made in order to best replicate the vehicle installation.  The coolant 

circuit diagram is shown in Figure 4.1, highlighted in the diagram are the positions of the 

flow meters and hose thermocouples.  It is important to note that the coolant inlet manifold 

is located on the air inlet side of the engine.  The location of the inlet manifold will affect the 

coolant temperature distribution and subsequently the convective heat transfer coefficient 

and rate of heat transfer through the cylinder wall.  The branch manifold feeds coolant 

directly alongside all four cylinders at four discreet locations at the top of the cylinder block 

as shown in the coolant schematic. 

 

 

Figure 4.1 – Experimental engine coolant circuit with additional hardware 

Flow meter 

Flow control throttle 

Flow control throttle 

Bypass valve 
Flow meter 
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Table 1 – Experimental engine specifications 

Engine Type Diesel 

No. of Cylinders 4 

No. of Valves 16 

Block Cast Iron 

Head Aluminium 

Horsepower 103 kW (140PS) at 3500 rpm 

Torque 375 Nm at 2000-2250 rpm 

Displacement 2402 cc 

Bore 89.9 mm 

Stroke 94.6 mm 

Connecting Rod Length 149.8 mm 

Compression Ratio 17.5 : 1 

Fuel System Common Rail 

Electronic Throttle 

 

The engine was fully dismantled to allow the installation of the sensors in both the engine 

block and cylinder head.  The method used to install the multipoint sensors and their 

positions within the engine are detailed in Chapter 5.  During the engine rebuild the standard 

glow plugs in each of the four cylinders were replaced with high temperature fast-acting 

pressure sensors.  The data from these was recorded using a high frequency acquisition 

system and was aligned with the crank angle position using a shaft encoder.  The D2T 

combustion analysis system is a standalone system which was triggered once the engine had 

reached a stable condition at each operating point.  The recording duration was limited due 

to it utilising the base computer storage, however it was capable of recording up to 500 

engine cycles, which is sufficient for statistical analysis. 

 Additional prototype thermal 4.4

management system hardware 
A number of additional items were incorporated into the production cooling and oil circuits.  

This included flow control valves, direction control valves, a dual EGR cooler arrangement 

and a variable flow oil pump.  The flow control valves were simple butterfly valves which 



88 

 

were operated by rotary electric actuators (REA).  The REA is typically used for actuation of 

the vanes of a VGT, therefore it can be incorporated into the ECU control strategy.  During 

engine running it was possible to effect the position of each of the flow control valves based 

on any variable monitored by the ECU.  It was decided that the cylinder head metal 

temperature was a crucial temperature in determining the thermal state of the engine, 

therefore the valves were mapped based on engine speed, fuelling quantity and cylinder head 

temperature.  The directional control valves worked in a similar manner and allowed for the 

additional components to be included or bypassed from the system via the ECU control 

strategy. 

 

The aim of the dual EGR cooler was to allow the EGR gas to be cooled by either coolant, as 

in the standard system, or by oil.  By cooling the EGR gas with oil it was hoped to reduce the 

oil warm-up time by introducing additional heat into the system during cold start conditions.  

The second cooler was located parallel to the first, with a simple extension being fabricated 

to the exhaust manifold.  The gas flow through the second cooler was controlled in an 

identical manner to the original cooler utilising a second coolant cooled EGR valve.  The 

flow of cooling medium through its respective cooler was continuous as the ability for 

diverting the flow was not incorporated in the system.  The system was designed so that the 

coolers were located in parallel on the engine so as to provide similar gas paths for each.  

However the coolers were not designed to be used simultaneously but with the EGR gas 

flow to be directed through one cooler or the other. 

 

The variable flow oil pump was incorporated in the engine build to directly replace the fixed 

displacement pump normally fitted to the production engine.  The variable flow oil pump 

controlled the main oil gallery pressure by adjusting the amount of flow through the pump.  

This was achieved by an electro-hydraulic system controlled by the ECU.  The target oil 

pressure was determined from a series of maps within the ECU strategy and could be a 

function of engine speed and fuelling quantity (i.e. engine load) or simply a flat-mapped value 

and the closed loop feedback was from the post filter main oil gallery. 

 Experimental programme 4.5
The project was divided into three phases of experimentation.  Each phase was designed to 

have a distinct outcome with the aim to link the findings from each phase together.  The 

three phases were motored tests, steady state tests and dynamic NEDC tests.  
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Motored tests 
The motored tests involved running the engine at a series of speed set points in order to 

achieve thermal equilibrium through the engine.  The fuel was subsequently cut via the ECU 

controller and the engine was motored by the dynamometer.  The aim of these tests was to 

understand the background friction levels of the engine at different speeds.  In addition, the 

motored pressure traces would be used in the evaluation of the empirical heat transfer 

coefficient correlations previously discussed.  The motored test points were at 500rpm 

intervals across the complete engine speed range, from 1000rpm to 4000rpm. 

Steady state tests 
The steady state test points were performed to understand the effect of different speed and 

load conditions on the heat flow through the engine, without the influence from the 

additional thermal management devices.  The steady state operating conditions were 

designed so that a comparison to the transient NEDC behaviour could be made.  By 

performing the investigations under steady state conditions the complex interactions during 

the transient cycles would be reduced and a stable heat flow path would be established.  The 

test programme consisted of 26 operating conditions representing the engine operating 

conditions from idle to the 120km/h cruise of the EUDC. 

Drive cycle tests 
A series of cold and hot start NEDC tests were finally performed to investigate the transient 

thermal behaviour through the cylinder walls of the engine.  The NEDC simulates a 20 min 

drive with a 14 min urban and a 6 min extra-urban part, for a cold start the vehicle 

temperature should be completely uniform and in a range between 20°C  and 30°C.  These 

tests would also allow for comparison with the steady state test results.  The main aim of this 

series of tests was to investigate the effect of the additional hardware previously discussed on 

the rate of heat transfer through the cylinder wall and whether changes to the coolant and oil 

circuits was significant to the cylinder wall temperatures and how the different builds affected 

the heat flow through the engine.  The cold start tests were performed at an ambient 

temperature of 25°C as specified in the legislation.  The engine was soaked at this 

temperature overnight. 
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 The effect of a forced cool down 4.6

procedure on test-to-test repeatability 
The requirement for reduced fuel consumption and improved emissions is creating a demand 

for test procedures which allow for an increased productivity of a test facility whilst 

maintaining high standards of reliability and repeatability [119].  Currently, before a cold test 

cycle is performed an engine is often left overnight to achieve stable temperatures 

throughout; this means that only one cold test can be carried out each working day.  The 

engine can be cooled rapidly to allow more tests to be performed each day; however there is 

an inherent risk of a loss in test-to-test repeatability.  A small change in experimental 

conditions can have a dramatic effect on the outcome for each test; evidence shows that 

there can be up to a 10% saving in fuel consumption over a NEDC when completed with a 

higher engine temperature [120]. 

 

Forced cooling involves forcing air and/or operating fluids around the engine to remove 

heat at a much faster rate than achieved by natural means.  In some instances the engine 

fluids can be pumped into an external heat exchanger to aid the cooling of the engine bulk 

material, however this is not always suitable as it alters the coolant and oil circuits.  The aim 

of this work was to assess the impact of a forced air cooling procedure on the drive cycle fuel 

consumption when using the basic test cell ventilation system and some additional dedicated 

fans.  The temperature distribution through the engine is also important, areas must not be 

overcooled past their ambient conditions; this is known as cold spotting, which can lead to 

inaccurate results.  The mechanism for the erroneous result may be due to a change in the 

heat physical environment (combustion, heat transfer, viscosity etc.) or a change in the 

controller behaviour due to the measurement system sensing an unrepresentative 

temperature.  Often a combination of both will be apparent. 

Experimental set-up and approach 
The test engine was as described above with a modified cooling circuit, incorporating a PRT 

and a variable flow oil pump (fixed to allow full flow).  The coolant circuit utilised a radiator 

and road speed fan positioned to the front of the engine rather than a heat exchanger; this 

was to best replicate road conditions.  The test ventilation was very basic as shown in Figure 

4.2.  In this system the ventilation fan and road speed fan could be either automatically or 
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manually controlled between 0 and 100%, whereas the recirculation flaps worked on a closed 

loop control system based on the cell ambient temperature.  To aid with the forced cooling 

process, the option of a free standing fan to provide spot cooling was included.  This fan 

would be positioned on the gearbox side of the engine directed towards the cylinder head 

and block; due to there being no air incident on this area from the road speed fan or 

ventilation system. 

 

Figure 4.2 – Cell ventilation schematic used in the forced cool down investigation 

Table 2 – Overnight soak temperature distribution 

Location Average starting temperature (°C) 

Oil – Sump 21.7 

Coolant – Engine in 23.6 

Coolant – Engine out 22.8 

Fuel – High pressure pump in 22.4 

Engine temperature 24.5 

 

The cell ambient demand temperature was set at 23°C with the average temperature 

distribution through the engine after an overnight soak from 8 cold start NEDC tests shown 

in Table 2.  A structured experimental approach to the testing was required as very small 

effects on fuel consumption had to be measured.  The three variables considered are shown 

in Table 3.  The percentage indicates 0-100% of their available output. 
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Table 3 – Overnight soak test variables 

Variable Range 

Ventilation Fan 0 – 100% 

Road Speed Fan 0 – 100% 

Spot Cooling Fan On/Off 

 

The total fuel consumption over the drive cycle would be compared between the tests 

performed after an overnight soak to those performed after a forced cool down.  The 

baseline was regarded as the test performed after the overnight soak or natural cool down.  

An additional baseline test was performed prior to the three repeats of the process shown in 

Figure 4.3.  The forced cool down process took in the region of 11000 seconds (3 hours), 

after which the second test was carried out.  The key target temperature for the forced cool 

down was an ECU engine temperature of 24°C; however the temperature distribution shown 

in Table 2 was also targeted. 

 

 
Figure 4.3 – Forced cool down investigation experimental flow diagram 

The effect on drive cycle fuel consumption 

Figure 4.4 shows the cumulative fuel consumption by three different fuel measurement 

methods for a single repeat of the drive cycle.  Ideally these three methods would show the 

same fuel consumption, however due to inaccuracies in the calculations there is some 

variation [121].  The values of fuel consumption at the end of each drive cycle (i.e. 1180 

seconds), pre and post forced cool down, for each fuel measurement method is shown in 

Table 4. 
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Figure 4.4 – Cumulative fuel consumption for a New European Drive Cycle as measured by the three 

available methods 

Table 4 – Fuel consumption results for all experimental repeats 

Experiment number Fuel measurement method Test a (g) Test b (g) Difference (%) 

1 
Gravimetric 837.2 829.9 -0.9 

ECE 920.1 914.6 -0.6 
ECU 724.0 715.1 -1.2 

2 
Gravimetric 834.5 830.0 -0.5 

ECE - - - 
ECU 718.3 712.6 -0.8 

3 
Gravimetric 834.9 830.5 -0.5 

ECE 892.9 925.9 3.7 
ECU 710.3 713.9 0.5 

 

Table 5 – Difference in gravimetric fuel consumption between test a repeats 

Experiment number Gravimetric fuel consumption (g) Difference (%) 

1 837.2  

2 834.5 0.32 

3 834.9 0.05 

 

The normal overnight variability in the gravimetric fuel consumption measurement for test 

‘a’ is shown in Table 5.  This highlights that there is variation from test-to-test ranging 

between 0.05 – 0.32% for similar conditions when considering only the gravimetric fuel 
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consumption measurement method.  This must be considered when comparing the ‘pre’ and 

‘post’ forced cool down fuel consumption results.  In experiment 2 an error in the ECE fuel 

measurement method occurred resulting in the missing data set.  In addition the 3.7% error 

in the ECE calculated fuel consumption in experiment 3 is far outside the acceptable range 

of error (±0.5% would be considered to be representative of standard experimental error) in 

fuel consumption; however the increase was not conveyed in either of the other 

measurement methods.  Also it would be expected that the fuel consumption would be 

reduced in the second test, due to residual heat rather than increased.  Through further 

investigation into this anomalous result it was found that there was a fault in the values 

recorded by the MEXA analyser in the first 11 seconds of the test, resulting in an over 

prediction of the constituents of the exhaust gas.  Therefore the ECE data for this test 

should be discounted.  The ECU method was included for completeness but shows a 

significant under prediction in fuel consumption compared to the other methods due to the 

calculation method employed to achieve the fuel consumption figure.  The offset between 

the ECE and gravimetric measurements is less but still notable. 

 
Figure 4.5 – Comparison of fuel consumption measurement methods across all tests 

Figure 4.5 shows the fuel consumption data for the 6 tests performed compared with the 

result from the baseline test.  The forced cool down process resulted in a reduction in the 

fuel consumed by an average of 0.63% or 5.4 grams over the NEDC based on the 

gravimetric method.  A repeatability error of this magnitude would not be regarded as 

acceptable for statistical analysis; therefore further iterations of this method would be 

required before the method could be implemented.  It is commonly considered that the 

introduction of a new technology, which results in an improvement of 0.5% fuel 

consumption over a drive cycle, would be regarded as a successful improvement to the 
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engine performance and this would be masked by this variation in measured fuel 

consumption.  The reduction in fuel consumption after a forced cool down may have been 

caused by residual heat remaining in the engine structure and fluids; therefore an 

investigation into the temperature distribution in the engine was performed.  The ECU fuel 

demand was found to be very sensitive to the measured fuel temperature as this is used to 

calculate the fuel density and therefore the calculated value of injected fuel.  The reduction in 

measured fuel consumption post forced cool down is clearly visible for both the gravimetric 

and ECU fuel demand. 

The impact of spot cooling on the temperature distribution and 

forced cool down time 

A spot cooling fan was included in the forced cool down procedure, with a separate 

investigation performed to understand its impact on five key temperatures around the 

engine.  Figure 4.6 shows the effect of the fan on the oil sump temperature with respect to 

time.  The fan was found to increase the cooling by 2°C even though the bulk flow was 

directed towards the cylinder head and block, reaching the target temperature in 72% of the 

time without the fan.  This is due to the fan promoting heat transfer to this region. 

 
Figure 4.6 – The effect of spot cooling on oil sump temperature 

The spot cooling fan was found to have a much larger impact on the ECU engine 

temperature, shown in Figure 4.7.  The engine temperature reached 24°C in less than 50% of 

the time taken without the spot cooling, demonstrating a dramatic reduction in cooling time.  

The other temperatures investigated were the engine coolant in and out of the engine, and 

the fuel temperature, all of which showed an increased rate of cooling when the fan was 
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included in the cool down process.  This led to the target temperature of 24°C being 

achieved in 60% of the time taken without forced cooling. 

 
Figure 4.7 – The effect of spot cooling on ECU temperature 

In summary, the spot cooling fan on the reverse side of the engine reduced the forced 

cooling time by over 25%; this may be improved further by better control of the forced air 

path around the engine.  A possible method for further reduction of the cooling time is to 

motor the engine with the dynamometer, which would move the fluids around their 

respective systems.  However further investigation would be required as the impact of heat 

generated due to friction would have an adverse effect on the cool down. 

Temperature distribution after forced cool down 

The temperature distribution through the engine was evaluated to ensure certain areas were 

not achieving their target temperature faster than others, resulting in an abnormal 

temperature distribution that would affect the fuel consumption figures.  The same key 

temperatures were used as in the spot cooling investigation. 
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Figure 4.8 – Temperature distribution in fluids around the engine and the cylinder head ( a – overnight 

soak, b – forced cool down) 

Figure 4.8 shows the temperatures at the start of each test for both an overnight soak and a 

forced cool down.  The average temperatures after an overnight soak are also included for 

comparison.  The forced cool down used in experiment 2 was insufficient as the starting 

temperatures for each of the fluids were 5°C higher than after an overnight cool down.  This 

occurred because the forced cool down procedure was stopped at an ECU engine 

temperature of 28°C, which is hotter than the demanded temperature, due to the fuel 

temperature coming to within 1°C of its target.  The same procedure was performed in 

experiment 3 where the effect of the forced cool down on the fuel temperature was closely 

monitored and the ECU engine temperature was forced down to 24°C with no adverse 

effects on the fuel temperature.  The baseline test achieved the lowest temperatures for all 

the monitored temperatures; in the region of 1°C less than the average.  The oil sump 

temperature was found to be 1°C lower than the other fluid temperatures except for 

experiment 1b, where the oil temperature was greater than the coolant and fuel temperatures.  

This is undesirable as it will have an effect on the oil viscosity and other properties [122].  

Future implementation of the forced cool down process should be controlled in order to 

bring the fluid temperatures to within 1°C of their original values.  Experiment 3 would have 

achieved the desired temperature distribution if its method of cooling had been maintained 

for a longer period of time. 
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It is interesting to note that using both ventilation and road speed fans at 100%, and the 

inclusion of the spot cooling fan, did not lead to an uneven temperature distribution in the 

fluids in the engine.  Therefore further investigation utilising different fan speeds was not 

necessary.  A key outcome to the forced cool down procedure was that once the cooling 

process had been stopped there was residual heat which caused the fluid and metal 

temperatures to rise slightly, in the region of 0.5°C, therefore the engine should be over-

cooled to account for this reheating. 

 

The use of a forced cooling process was found to not adversely affect the temperature 

distribution through the engine directly but it was shown that a 2°C increase in fluid 

temperatures would result in a reduction in fuel consumption of 0.63%, proving that the start 

temperatures for all tests must be within 0.5°C to ensure repeatability. 

Key findings from the forced cool down investigation 
The work was specifically undertaken to quantify the impact that the implementation of a 

forced cool down procedure would have on the fuel consumption of the next test repeat.  

The following conclusions can be made: 

 

 The implementation of a forced cool down procedure had an effect on the fuel 

consumption, reducing the gravimetric fuel measurement by an average of 0.63% 

over 3 test repeats. 

 The inclusion of a spot cooling fan reduces the required cooling time by over 25% 

and improves the temperature distribution through the engine by supplying cooling 

effects to the reverse side. 

 Motoring the engine during the cool down process and maintaining a constant air 

inlet temperature could potentially improve the cool down time. 

 

The air in the intake duct of the ventilation system ranged between 11°C and 23°C 

depending on the amount of air being re-circulated.  However the cell ventilation system 

shown in Figure 4.2 was subsequently upgraded prior to this thermal management 

experimental programme to include an additional fan on the intake section of the system plus 

a cooling coil, utilising a 6°C refrigerant loop, and a heating element.  The new ventilation 

system allowed the intake air to be conditioned rather than being affected by the outside 
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ambient temperature.  This allowed for accurate control of the inlet air temperature and 

hence the ambient temperature of the cell. 

 Chapter summary and conclusions 4.7
The experimental facilities, engine hardware and basic testing procedures have been outlined 

in this chapter.  The engine coolant circuit and additional hardware used have also been 

described.  The results of a detailed investigation aimed to understand the impact of a forced 

cool down procedure on the repeatability of measured fuel consumption from test-to-test 

have been given.  There were a number of key outcomes from this chapter which have been 

listed below: 

 

 All experimental work was undertaken in a temperature controlled environment 

which allowed for the ambient temperature to be maintained at 24°C (±1°C) 

throughout the experimental programme.  However the intake air temperature was 

found to vary significantly due to the volume of recirculated air required to maintain 

a stable ambient temperature. 

 

 The engine coolant circuit was constructed to best replicate the in-vehicle system, 

utilising a radiator and road speed fan.  However some modifications were required 

to incorporate flow meters, control valves, a dual EGR system and a variable flow oil 

pump.  The addition of these devices allowed for the evaluation of an active thermal 

management system on the rate of heat transfer through the combustion chamber 

wall. 

 

 To improve experimental facility productivity a forced cool procedure was 

investigated on the experimental engine prior to the test program.  It was found to 

reduce the measured gravimetric fuel consumption over a New European Drive 

Cycle by an average of 0.63% across 3 experiments.  This is a relatively small effect, 

however in terms of NEDC fuel consumption measurement accuracy this is regarded 

as unacceptable, therefore natural cool down and force cool down experiments could 

not be compared with this level of discrepancy. 
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 The temperature distribution through the engine structure and fluids was found to be 

acceptable when the following points were adhered to: 

 

1) Spot cooling fan to the rear of the engine 

2) Forced cooling was maintained until key temperatures were within 1°C of 

their target value. 

3) The engine should be overcooled by 0.5°C as residual heat resulted in an 

increase in temperature when the forced cooling process was stopped. 

 

 A forced cooling procedure would increase the productivity of a test facility however 

further iterations in the procedure must be made before it can be implemented due 

to the impact on the drive cycle fuel consumption. 

 Further iteration of the cooling procedure, which is not reported here, was 

undertaken prior to the experimental program detailed in this thesis and was 

implemented to allow two cold start tests to be performed each day. 
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Chapter 5. Heat Transfer 

measurement method 

This chapter details the processes undertaken to determine the appropriate measurement 

technique to be used for the experimental study reported in this thesis.  The heat flux 

measurement through the cylinder wall of an I.C. engine was a significant part of a larger 

Technology Strategy Board funded project to investigate a number of active thermal 

management systems on the warm-up and subsequent fuel consumption of a production 

diesel engine.  To support the understanding and conclusions obtained from the wider 

system evaluation it was decided that the thermal activity inside the engine should also be 

measured.  In order to calculate the heat transfer rate or heat flux through an IC engine, 

multiple temperature sensors on a single axis of penetration into a medium were required.  

During the early stages of this project an investigation into the numerous methods for 

measuring heat flux led to the multipoint temperature sensor method, however as 

commercially available sensors were not suitable for this application due to size constraints, it 

was required that a new sensor be designed and developed.  The basic design specification 

for the sensor was that it should: 

 

 Comprise of three measurement points over a distance of 4mm 

 Withstand temperatures in excess of 200°C 

 Have a maximum outer diameter in the region of 3mm 

 

Four proposed designs were developed and manufactured, each of which required 

evaluation.  Details of the evaluation experiments, the calibration process, installation 

method and positioning of the sensors are given in this chapter. 

 

It was also important to understand the uncertainties associated with the measurement 

method used.  Therefore the uncertainty analysis performed is also outlined in this chapter. 
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 Sensor evaluation procedure 5.1
The suitability of each of the sensors had to be evaluated and compared not only to each 

other but to a reference measurement, for both the temperature measurement itself and the 

corresponding heat flux through the sensor.  A test rig was designed to hold the four sample 

sensors plus two single point thermocouples as reference measurements. 

 

 

Figure 5.1 – Multipoint evaluation experimental apparatus schematic 

The experimental setup used is shown in Figure 5.1.  The test section was made from mild 

steel and was lagged with a glass fibre insulating material to promote one dimensional heat 

flow vertically through the section.  Above the insulated section there was a water channel 

which was included in the apparatus to imitate the coolant jacket present in an engine and 

promote one directional heat flow to produce heat flux values which reflected values 

observed in previous engine studies, between 10 kW/m2 and 70 kW/m2 [123].  The water 

supply was adjusted using a gate valve, behind which was a ball valve so that the water supply 

could be switched off without adjusting the gate valve between tests.  The multipoint sensors 

were sealed into the section to prevent coolant from passing down between the drilling and 

the sensor itself, affecting the recorded temperatures.  This was also a concern for when the 

sensors were installed into the test engine.  An adhesive sealant capable of withstanding high 

temperatures, which does not affect the temperature measurement, was therefore required 

(see Chapter 5 Section 5.4).  The single point thermocouples were taken using 1.5mm k-type 

thermocouples installed in 1.55mm diameter flat bottom drillings employing the same 

adhesive method as that planned for the multipoint sensors, in order to ensure the most 

direct comparison.  They were positioned with 20mm of separation to enable the reference 
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heat flux to be calculated over a larger distance than the multipoint sensors in order to help 

reduce the error by using a representative average heat flux.  The calculated temperature 

gradient was used as a reference for the multipoint sensors to be compared against.  The 

temperature readings were recorded using the test cell host system, where all the temperature 

channels had been recently calibrated.  The heat source was capable of producing a 

maximum steady state temperature of 600°C with an error of 0.03°C as measured internally 

at the heater unit.  It was not expected that the test section would reach this temperature due 

to losses through the insulation.  The maximum expected cylinder wall temperature in the 

engine seen on previous instrumented engine blocks was in the region of 125°C.  Therefore 

this would be acceptable for this evaluation experiment.  Step changes of 50°C, 200°C, 

400°C and 600°C were used as the temperature set points through the test and were reached 

by the heat source during the warm-up, shown in Figure 5.2.  The figure is representative of 

the input temperatures rather than the measured temperature profile.  At each of these 

temperatures the system was allowed to reach equilibrium. 

 

Figure 5.2 – Input temperature set point profile for multipoint evaluation experiments 

The warm-up period of the test was performed with no flow through the coolant channel.  

At each of these set points the heater unit achieved the demanded temperature but the 

recorded temperatures in the test section were significantly lower.  When the system had 

reached equilibrium the coolant was switched on.  The temperatures were then allowed to 

settle before the calibrator temperature was reduced to 50°C to begin the cool down. 
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Multipoint designs and experimental instrumentation 
The general specification of the multipoint sensors was an outer sheath containing three 

single point 1mm diameter K-type thermocouples positioned at fixed depths [80].  It has 

been shown that accurate results with a separation of 6mm between the measuring points of 

a heat flux sensor can be achieved.  However the cylinder wall thickness for the proposed 

production diesel engine was found to be less than 6mm at certain points.  It was decided 

that the thermocouple junction depths would be 0mm (X), 2mm (Y) and 4mm (Z) from the 

tip of the sensor.  Three thermocouples would be incorporated into each multipoint sensor 

to improve the accuracy of the calculated thermal gradient; in addition to providing a backup 

if one thermocouple was to fail.  The overall diameter was to be in the region of 3mm and 

the sensor had to be capable of withstanding temperatures of up to 200°C. 

Multipoint sensor 1 

Sensor 1 was produced to the above general specification, the design is shown in Figure 5.3.  

It consisted of three 1mm thermocouples positioned with the junctions at the appropriate 

separation, around which the sheath was backfilled with magnesium oxide [124].  The outer 

sheath was made from stainless steel and had a wall thickness of 0.5mm.  The thin wall of the 

sheath will benefit the transient response of the sensor during testing.  The incorporation of 

a single large pot seal will increase the strength of the sensor and make it much more robust.  

However the increased diameter and stiffness of having a single pot seal would have to be 

taken into account for the installation into the engine block as it would have to avoid the 

engine ancillaries. 

 

Figure 5.3 – Multipoint sensor 1 design 
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Multipoint sensor 2 

The design of sensor 2 shown in Figure 5.4 has an increased diameter of 4.76mm; this was 

recommended due to the vibration of the engine when running.  It can be seen that the three 

thermocouple junctions are protruding from the tip of the sheath; this provided a guarantee 

that the thermocouple junctions were set at the correct separation.  It would also allow good 

thermal contact with the measured surface if a conductive liquid metal sealant was used when 

installing the sensors rather than conduction required through the sensor outer body.  

However the increased diameter of Sensor 2 would prove difficult to install in the specified 

points in the engine block due to the space constraints externally with ancillary devices.  The 

larger diameter may also impact the combustion chamber wall integrity. 

 

 

Figure 5.4 – Multipoint sensor 2 design 

Multipoint sensor 3 

Sensor 3 was designed and manufactured to an American standard; therefore the outer 

sheath diameter was 0.125" (3.17mm).  The sensor was backfilled with magnesium oxide to 

aid the thermal conductivity.  The sensor had a rounded tip with a thickness of 1.5mm 

shown in Figure 5.5 which was not ideal for insertion into the cylinder wall, as depth was a 

vital criterion. 
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Figure 5.5 – Multipoint sensor 3 design 

Multipoint sensor 4 

Sensor 4 illustrated a different approach to the general specification set out above.  Instead 

of the large single pot seal utilised by the other three sensors with three extruding PTFE 

cables, the design consisted of a stainless steel sheath out of which each of the 1mm 

thermocouples separated to individual pot seals.  Initially this design seemed much neater 

and compact, as there would be no large pot seal sat outside the engine, however due to the 

small diameter thermocouples protruding from the sheath it was much less robust and 

therefore there was an increased chance of failure through the period of testing.  In addition 

the area surrounding the thermocouple junctions within the sheath was not backfilled with 

material which could have an effect on the results obtained.  

 

 

Figure 5.6 – Multipoint sensor 4 design 
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Calculation methodology 
The CP host system, which records all engine parameters and temperature data during 

experimental work, was also used for the sensor evaluation experiments.  The system 

produces two file types, a trace file and a log file.  The trace file contains all data from the 

initialisation of the test to its close, whereas the log file contains the specific log data which 

can be averaged over a time period.  An importer and analyser were developed in Matlab to 

access the data files and calculate all necessary parameters. 

 

The differential temperature method was employed to calculate the rate of heat transfer.  

Therefore the data was used to first calculate a thermal gradient through the metal.  The heat 

flux was calculated using Fourier’s one-dimensional law of conduction as the material 

thermal properties were known.  This is therefore assuming one-dimensional heat transfer 

through the cylinder wall.  In its simplest form a temperature gradient can be calculated from 

two temperature values T1 and T2, measured by thermocouples a certain distance apart, Δx, 

by using Equation (50). 

 

∆푇
∆푥 =

푇 − 푇
푥 − 푥  (50) 

 

The output from each multipoint sensor was made up of three separate temperature signals 

recorded at 1Hz to one decimal place.  Some fluctuations were expected in the recorded 

temperatures due to the reduced accuracy and therefore the temperature signals were filtered 

using a simple zero-phase digital filtering process in both the forward and reverse directions.  

By filtering in both directions the filtered result shows no phase distortion.  Due to having an 

array of three temperatures within the multipoint sensors a least squares regression line 

method was applied to the recorded temperatures.  The heat flux could then be calculated 

using the gradient and the thermal conductivity of cast iron (45 W/mK) with Fourier’s law of 

conduction shown in Equation (51).  For the engine application the local coolant 

temperatures and the temperature gradient calculated through the cylinder wall can be used 

to calculate the convective heat transfer coefficients where appropriate using Equation (52).  

A similar method was employed to calculate the rate of heat transfer for the single point 

thermocouples; in this case the simple temperature gradient calculation shown in Equation 

(50) was used. 
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푄̇ = −푘퐴
푇 − 푇
푥 − 푥 = −푘퐴

∆푇
∆푥 (51) 

ℎ =
푄̇

퐴(푇 − 푇 ) (52) 

Discussion of experimental findings and sensor evaluation 
Figure 5.7 shows the temperature trace for Sensor 1, the step change in the calibrator 

demand temperature is clearly reflected in the measured temperatures.  A maximum 

temperature in the region of 200°C was reached by the sensor during the testing process; the 

sharp drop in temperature is due to the cooling water being switched on.  The flat region, 

once the coolant was switched on, was due to the calibrator temperature being decreased to 

50°C.  A clear temperature gradient is evident in the measured temperatures, as the distance 

from the sensor tip increases, the measured temperature reduces.  The gradient was also 

found to increase as the calibrator temperature demand was increased, implying a steeper 

temperature gradient through the measurement section.  As the separation between the 

thermocouple junctions is equal it would be expected that the temperature difference 

between each thermocouple would also be equal as the heat should be conducted at a 

constant rate.  Figure 5.7 shows that this is not the case and this is further illustrated in 

Figure 5.8 where the cumulative difference, as well as the instantaneous difference between 

the recorded thermocouple temperatures is shown for Sensor 1. 

 

Figure 5.7 – Temperature response of thermocouples within multipoint sensor 1 
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The differences in the thermocouple readings were found to increase as the heat source 

temperature was increased, the temperature gradient through the sensor should be uniform 

between each pairing of measurement if the positioning and thermal conductivity were 

uniform.  The difference found within this sensor was likely due to the reduced thermal 

conductivity of the magnesium oxide filling of the sensor in comparison to the mild steel test 

rig, which resulted in the tip thermocouple reading a higher temperature than would be 

predicted by extrapolation of the temperature gradient observed between the second two 

thermocouples.  This is indeed what was observed in practice.  The average temperature 

difference between the sensor at the tip, ‘X’ and the sensor 2mm from the tip, ‘Y’ was in the 

region of 2.5°C, whereas the difference between ‘Y’ and ‘Z’ (4mm from the tip) was in the 

region of 1.4°C.  Additionally, positional inaccuracies in the placing of the three 

thermocouples within the probe would cause a small variation in temperature due to the rates 

of heat transfer through the sensor and therefore the distance from the heat source.  If the 

separation of ‘X’ and ‘Y’ was greater than that between the ‘Y’ and ‘Z’ the error pattern 

would be as observed.  Further investigation into this effect with the remaining sensors 

showed that it was the case for Sensor 2, where the difference between ‘X’ and ‘Y’ was 

greater than that between ‘Y’ and ‘Z’.  However the opposite was the case for both Sensor 3 

and 4.  The separation of the thermocouples in Sensor 2 can be measured as the 

thermocouples protrude from the sensor body.  This implies that the difference measured in 

Sensor 2 was due to the reduced thermal conductivity of the liquid metal sealant. 
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Figure 5.8 – Cumulative temperature difference between the thermocouples within multipoint sensor 1 

Using Equation (51) the heat flux for each of the sensors was calculated and shown in Figure 

5.9.  The heat flux calculated from the single point thermocouples is also shown in Figure 

5.9.  It can be seen that all the sensors follow a similar trend throughout the test process.  

The traces shown in Figure 5.9 for the four sensors are much noisier than that produced 

from the single point thermocouples; this is due to the reduced distance over which the 

calculations were performed and the recorded data having been rounded to one decimal 

place in the data acquisition equipment.  The effect of this quantization error2 is increased 

when the temperature gradient is calculated using the difference between the two readings, in 

subsequent testing the capture accuracy was increased.  The heat flux calculated from Sensor 

2 was noticeably higher than that from the other sensors; indicating that the temperature 

difference across the measured section was greater than in the other sensors.  This can be 

attributed to the liquid metal sealant used to install the sensor having a lower thermal 

conductivity, therefore reducing the rate of heat transfer through the area surrounding the 

protruding thermocouple junctions. 

                                                 
2 The difference between the actual analog value and quantized digital value is called the quantization 

error. This error is due either to rounding or truncation. 
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Figure 5.9 – Calculated heat flux for all evaluated sensors 

In addition to the accuracy of the temperature measurement capabilities of each sensor, it 

was important to evaluate the mechanical characteristics of each of the designs.  The sensors 

were to be permanently installed in an engine block in a manner which would lead to no 

leakage or oil and coolant contamination, whilst not affecting the measurement of a ‘true’ 

temperature.  Each sensor therefore had to be robust enough to withstand a large amount of 

vibration, as it would have been extremely difficult to replace a failed sensor.  Of the two 

types of construction seen in the four sensors, Sensor 4 was found to be the least robust with 

no support given to the protruding 1mm thermocouples from the 3mm sheath.  Figure 5.10 

shows the three temperature signals obtained for Sensor 4, it can be seen towards the end of 

the test that there was a large oscillation in the recorded temperatures for the middle 

thermocouple.  For this period there was a loss in signal from the thermocouple, therefore 

these temperatures were not taken into account when calculating the heat flux. 
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Figure 5.10 – Temperature response of multipoint sensor 4 

The transient performance of each of the multipoint sensors was also an important factor as 

they were to be used over a transient drive cycle; therefore the dynamic response had to be 

fast and accurate.  During the test procedure the coolant water remained off until the 

maximum temperature was achieved.  When the coolant was switched on there was a 

significant increase in the heat flux through the test section due to the drop in temperature in 

the coolant channel.  Figure 5.11 shows a closer view of the performance of each sensor 

when the coolant water was switched on.  The offset between the sensors can be mainly 

attributed to the design of the sensors and the error in the internal construction, which have 

not been accounted for in this experiment.  For each of the sensors a 10% of the peak point 

is shown in Figure 5.11.  The reference response can be seen to be the slowest in reacting to 

the increase in heat flux; this will be due to the larger separation between the measurement 

points.  Of the four sensors, Sensor 4 was the slowest to react, taking over 3 seconds longer 

than Sensor 1, this was attributed to the area surrounding the thermocouple junctions within 

the sheath being air filled rather than magnesium oxide as in the other sensors.  Air is known 

to be an extremely good insulator causing the delayed response time.  Sensor 3 illustrates the 

fastest transient response with a 10% rise in heat flux after 21 seconds compared with the 

reference heat flux of 32 seconds. 
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Figure 5.11 – Transient response of all sensors to a step increase in source temperature 

Due to practical constraints on the sensor dimensions, and taking into account the 

measurement performances, the four proposed sensors were reduced to two.  Sensor 2 had 

been designed with a larger diameter in order for it to withstand the vibration of the engine; 

however this meant that the wall integrity may be compromised when installed to within 

2mm.  Also with the thermocouples protruding from the tip of the sheath it would be more 

crucial to fill the void with a material with similar thermal properties to that of the engine 

block with no air pockets and this could not be guaranteed.  Sensor 3 accurately followed the 

heat flux trend of the other sensors; however it consistently produced a much lower value of 

heat flux.  On further investigation it was found that the change in temperature through the 

sensor was in the region of 30% less than that through the other sensors.  This led to a heat 

flux that was on average 8.0kW/m2 less than that calculated using the single point sensors. 

 

The heat flux calculated from Sensors 1 and 4 as well as the reference heat flux are shown in 

Figure 5.12.  In Figure 5.12 it can be seen that Sensor 4 overlaps the reference heat flux 

during the lower temperature areas of the test, however some drift is seen further into the 

test.  Sensor 1 seems to have a consistent offset in the region of 4.5kW/m2 from the 

reference heat flux. 

1.975 1.98 1.985 1.99 1.995 2
x 104

0

50

100

150

200

250

Time (s)

H
ea

t f
lu

x 
(k

W
/m

2 )

 

 

Sensor 1
Sensor 2
Sensor 3
Sensor 4
Reference

Change in 
temperature 

input 

Response time 



114 

 

 

Figure 5.12 – Comparison of sensor 1 and sensor 4 to the calculated heat flux from the reference single 

point thermocouples 

Figure 5.13 shows the heat flux data from Sensor 1 with an offset of 4.5kW/m2 applied.  The 

resulting heat flux trace follows the reference data closer than Sensor 4 and provides the 

most accurate measuring method.  A summary of the attributes of the different multipoint 

sensors is presented in Table 6. 
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Figure 5.13 – Comparison of scaled sensor 1 and sensor 4 to the calculated heat flux from the reference 

single point thermocouples 

Table 6 – Multipoint sensor evaluation summary 

Sensor 
number 

Sheath 
diameter 

(mm) 

Wall 
thickness 

(mm) 

Positional 
inaccuracy 

(mm) 

Backfill 
material 

Transient 
response (s) 

1 3.0 0.5 ±0.5 Magnesium 
Oxide 28 

2 4.76 0 N/A3 N/A4 27 

3 3.17 0.5 (1.5 from 
tip) ±0.5 Magnesium 

Oxide 21 

4 3 0.6 ±0.5 No material 30 

Conclusion 
All the multipoint sensors tested produced a good measurement of the heat flux through the 

test rig in comparison to the single point sensors.  The quality of the heat flux estimates 

derived from the raw data was encouraging given the very small separation between the 

measuring points.  It was found that the material surrounding the thermocouple junctions 
                                                 
3 0.5mm k-type thermocouples protrude from sheath. 
4 Thermocouples protrude form sheath. 0.5mm thermocouples will be backfilled with magnesium oxide as 

standard. 
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affected the response time of the sensor with an air filling resulting in a time lag in the region 

of 3 seconds, with the favoured medium being magnesium oxide.  It was found that the 

difference between the thermocouple at the tip of the sensor and the second thermocouple 

was not necessarily equal to that between the second and third thermocouples.  Two of the 

four sensors tested were found to have a greater temperature difference between the first and 

second thermocouples than the second and third, whereas the other two sensors were found 

to have the opposite.  This uncertainty is a result of both the accuracy of the separation of 

the thermocouple junctions within the outer sheath and the effect of the reduced thermal 

conductivity of the filling medium.  It was concluded that this characteristic was not ideal but 

could be reduced with calibration of each probe prior to installation in the engine.  The 

evaluation procedure would be valid for a test rig made from another material such as 

aluminium or mild steel, however the calibration procedure requires a test piece made from a 

similar material to the experimental installation. 

 

Taking into account the dimension constraints of the sensor and requirement that the sensor 

had to withstand engine vibration during future experimentation, as well as the results of the 

evaluation tests explained above, it was decided that Sensor 1 was the most suitable. 

 Multipoint sensor calibration procedure 5.2
This section describes the calibration process implemented for each of the multipoint 

sensors prior to their installation into the engine.  The multipoint design process highlighted 

the need for each of the sensors to be calibrated against a range of known heat flux and 

temperature conditions due to uncertainty in the position of the individual temperature 

sensors within the heat flux sensor.  The calibration process was to ensure that the sensors 

could be accurately compared to each other, in addition to proving their functionality before 

being secured in the engine.  This section details the experimental process undertaken and 

the data analysis technique developed. 

Experimental approach 
The final design of the multipoint sensor is shown in Figure 5.14.  It was designed to fit into 

a 3mm diameter drilling within the engine structure and to measure the radial heat flux in a 

6mm thick section of a cast iron cylinder liner.  Each sensor comprised of an array of three 

k-type thermocouples arranged on a common axis and separated axially by 2mm from each 
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other, around which the sheath was backfilled with magnesium oxide, the sensor was to be 

positioned 2mm from the combustion surface.  Thermocouples occupy the majority of the 

space within the probe; with the packing material ensuring thermal contact and to support 

the outer structure.  The outer sheath was made from stainless steel and had a wall thickness 

of 0.5mm.  The thin wall of the sheath will benefit the transient response of the sensor 

during testing.  A single large pot seal was incorporated to increase the strength of the sensor 

and make it more robust.  The length of the probe from the pot seal was to be specified 

prior to manufacture and customized for each sensor to help avoid engine ancillary 

components. 

  

Figure 5.14 – Selected multipoint sensor design 

 

Figure 5.15 – Detail of the multipoint calibration insert 
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A calibration insert was designed to fit into the test rig used in the multipoint selection 

experimentation outlined above.  The calibration insert was manufactured from cast iron to 

best replicate the material of the cylinder block, therefore the calibration results can only be 

applied in this application.  The positional error within the outer sheath will be accounted for 

irrespective of the insert material, however the heat transfer through the sensor body will 

not.  Best practice would imply that the calibration procedure must be repeated.  Figure 5.15 

shows the detail of the test insert, which consists of three K-type thermocouples embedded 

from the side of the apparatus to the centre of the insert with 10mm separation between 

each.  In addition there are two further K-type thermocouples positioned at the same radial 

distance as the multipoint sensors.  These two thermocouples were positioned to quantify 

any radial heat flow through the test section.  The multipoint sensors were tested in two 

batches of six as twelve were required for the engine installation.  Each group of six 

multipoint sensors were installed in the apparatus using a small amount of silicon sealant 

around the multipoint and coolant interface to prevent water from interfering with the 

temperature measurement.  Each test was repeated to allow an average of the calibration 

factors to be calculated.  The multipoint was inserted so that the thermocouple located at the 

tip of the multipoint was at the same depth as two of the single point thermocouples to allow 

for direct comparison of the recorded temperatures. 

 

To allow the apparatus to reach a stable start condition the heat source was maintained 

overnight at 30°C.  The water was switched on and allowed to flow prior to the start of the 

test.  Once the apparatus had thermally stabilized the heat source demand temperature was 

increased to 600°C.  Figure 5.16 shows the temperature response of a single point 

thermocouple within the test piece for the calibration test.  The heat source remained 

constant throughout the test and the apparatus was allowed to reach near equilibrium over a 

period of 5 hours; there are small fluctuations in the temperature due to outside influences 

on the process water flow.  Over this time a steady one-dimensional heat flow was formed 

through the apparatus.  To ensure that one dimensional heat flow had been achieved a 

comparison was made between the single point thermocouples positioned at the centre of 

the insert and the thermocouples positioned at the same radial distance as the multipoint 

sensors.  Figure 5.16 also shows that the temperature difference between the two 

thermocouples is minimal with the greatest difference observed as the insert was reaching a 

stable condition, where the central thermocouple was 1.2°C hotter.  The difference gradually 

reduced to the region of 0.9°C. 
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Figure 5.16 – Calibration experiment temperature profile and comparison of radial temperature 

measurement to centrally located thermocouple 

The temperature gradient between the single point thermocouples was calculated using 

Equation (53), which was then used to calculate a predicted temperature for each of the 

thermocouples within the multipoint sensors using Equation (54). 

 

푚 =
푆 − 푆
푥  (53) 

푚 =
푆 − 푋
푥 → 푋 = 푆 − (푚 푥 ) 

푚 =
푆 − 푌
푥 → 푌 = 푆 − (푚 푥 ) 

 

푚 =
푆 − 푍
푥 → 푍 = 푆 − (푚 푥 ) 

 

(54) 
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Figure 5.17 – Multipoint calibration calculation diagram 

To obtain a gain and offset for each of the thermocouples within a sensor the predicted 

temperatures were compared to the actual recorded temperatures.  This calibration 

procedure attempted to take into account the positional uncertainty of the thermocouples 

within the multipoint sensor and reduce the effect of the outer sheath of the sensor on the 

measurements. 

Results and discussion 
Figure 5.18 shows an example of the predicted temperature data for thermocouple X within 

a single sensor compared with the recorded temperature for a calibration test.  The figure is 

made up of a large number of 1Hz data points collected over 18000s.  There is a very strong 

correlation between the predicted temperatures and the recorded.  A sufficient temperature 

was achieved which reflects what was to be expected within the production engine.  During 

the higher temperature region of this test some oscillation occurred in the recorded 

temperature due to a slight increase in the coolant flow, this explains the variation in the 

trend.  An XY line is shown in Figure 5.18 which highlights that there is a linear correlation; 

however the predicted temperature is a maximum of 8°C greater than the recorded 

temperature through the temperature range tested. 
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Figure 5.18 – Example of data used to calibrate multipoint sensor – 18000 data points at 1Hz 

Figure 5.19 shows an example of the effect of applying the calibration gain and offset to each 

of the thermocouples within the multipoint sensor.  The thermocouple temperature error has 

been included in the raw and single point thermocouple measurements.  A temperature 

increase of 8°C from the raw data is clear for each thermocouple.  A least squares linear 

regression has been applied to the raw temperature, thermocouple Y shows a significant 

offset from the calculated linear gradient, indicating a possible positional error of that 

thermocouple within the multipoint sensor.  This error has been taken into account in the 

calibration and the three temperatures illustrate an improved linear relationship.  The 8°C 

offset of the multipoint data to that of the single point thermocouples can be attributed to 

the sheath material insulating the thermocouples from the measurement material, as this 

value was consistent for all the multipoint sensors tested.  The calibration process was 

designed to reduce the systematic error from the multipoint sensors and allowed them to be 

directly compared to each other.  By comparing to a much larger temperature gradient the 

‘true’ temperature measurement will also be improved.  Further uncertainty analysis has been 

performed. 
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Figure 5.19 – Impact of calibration on thermocouple measurements at 1200s of the calibration test 

Conclusion 
A calibration procedure for the multipoint sensors was required prior to their installation in 

the engine due to the positional inaccuracies within the sensor and the impact of the sheath 

material on the measured temperature within the multipoint sensor.  A calibration procedure 

was developed using a rig designed to best replicate the conditions expected within the 

combustion chamber wall.  The procedure resulted in a calibration factor for each 

thermocouple within the multipoint sensor to be applied in a post processing routine.  The 

calibration factor drastically reduces the systematic error of the multipoint sensor by 

accounting for errors in the manufacturing process with respect to the measurement junction 

location within the sensor. 

 Measurement errors and uncertainty 5.3
The calibration process aimed to reduce the systematic error introduced from the 

manufacture of the multipoint sensors as it is important to monitor and evaluate the 

possibility of error in any measurement process.  This section outlines the different types of 

error, how they can be reduced and the process to calculate the propagation of error through 

a system. 
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Systematic error (i.e. from incorrect instrument calibration or the instrument accuracy, its 

ability to indicate the true value) is one of two different sources of error in any system; the 

second is random errors (i.e. mistakes or recording errors).  Measurement error is defined in 

Equation (55) as the difference between the true value and the measured or observed value. 

 

푒 ≡ 푥 − 푥  (55) 

 

Ideally a large number of results would be taken around a fixed value for an extended period 

of time in order to evaluate the accuracy of the measured value.  These results could be 

presented in a plot of the frequency distribution around the mean value.  This type of plot 

can be referred to as a probability density function and the area under the curve represents 

the probability that a particular value will occur.  A typical frequency distribution of data 

from a measurement application can be represented as a normal distribution with the 

probability of values falling above or below the mean being equal.  When this is the case the 

standard deviation can be used to determine the probability of obtaining a particular result 

[125].  However in engineering systems a large number of repeated results can prove to be a 

costly and time-consuming process.  Therefore typically in engineering the “single-sample” 

approach is undertaken which does not allow for uncertainty to be calculated from multiple 

readings but means it must be estimated.  In this situation the uncertainty relies on the 

judgement of the experimenter and previous knowledge, in addition to implementing best 

practice to minimise the introduction of errors.  The uncertainty is based on the theory of 

multiple samples and can be expressed in a similar manner. 

 

In this application the result, the temperature gradient, is derived from a combination of 

values determined from a number of individual measurements, each thermocouple within the 

sensor plus its location.  Therefore there is propagation of uncertainty from the individual 

variables to the result.  Methods have been proposed for determining the errors in a derived 

result from single-sample experiments by Kline and McClintock [126].  It was suggested that 

if a desired result was derived from n independent variables or simultaneous measurements 

[e.g. R=R(X1,X2,…,Xn) ] and ω1, ω2,…,ωn are the uncertainties of the independent variables, 

an expression for the uncertainty of the result can be given by Equation (56). 
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휔 = ±
휕푅
휕푋 휔 +

휕푅
휕푋 휔 + ⋯+

휕푅
휕푋 휔

⁄

 (56) 

 

In this experiment the thermal gradient through the combustion chamber wall is based on 

the temperature rise across the multipoint sensor (ΔT) and the change in distance from the 

combustion gases (Δx).  The calibration process previously outlined aimed to reduce the 

impact of the systematic error by comparing the output from the multipoint sensor to 

another measurement method, regarded as more accurate, uncertainty analysis of both will be 

performed here.  The calibration process has not directly impacted the ability of the sensor to 

measure the ‘true’ temperature but it has improved the accuracy of comparing the 

measurements from one sensor to another. 

 

The error associated with a k-type thermocouple was given as ±0.5°C and the positional 

error of the thermocouple within the sensor was given to be ±0.5mm (±0.0005m) [127].  

Therefore the uncertainty values for the multipoint sensor are: 

 

 ωΔT = ±0.5°C 

 ωΔx = ±0.0005m 

 

휔 = ±
휔훥푇
훥푇 +

휔훥푥
훥푥

⁄

 (57) 

 

Substituting an average temperature variation, e.g. ΔT ≈ 7°C and using the known 

thermocouple separation of Δx ≈ 0.004m, then 

 

휔
푔 = ±

0.5
7 +

0.0005
0.004

⁄

= ±0.14 (58) 

 

Thus, the relative uncertainty in the temperature gradient is ±0.14 or ±14%.  At high engine 

powers, where the temperature variation across the sensor is largest the uncertainty is 

reduced, e.g. ΔT ≈ 22.2°C, ωg/g = ±0.13 or ±13%.  This analysis has highlighted that as the 

engine power increases the thermocouple error has a reduced impact on the temperature 

gradient calculation uncertainty.  This is a result of the measurement distance not changing 
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whereas the temperature range increases.  These are both systematic errors and cannot be 

improved without altering the measurement method and implementing a more complex 

manufacturing procedure.  The relationship of the uncertainty error to the temperature 

variation across the sensor is shown in Figure 5.20.  The measurement uncertainty was also 

calculated for the single point thermocouples used in the calibration process and the thermal 

gradient error was found to be ±3%, further highlighting the impact of the measurement 

span.  However this does help to support the positive impact of the calibration procedure on 

the accuracy of the multipoint temperature measurements.  Assanis et al. found that coaxial 

thermocouples capable of measuring transient temperatures within accuracy of 98% would 

still lead to up to 25% errors in the measurement of peak surface heat flux [128].  These 

errors were found to be caused by the reaction time of the thermocouple in this application 

however the magnitude of error was similar.  Uncertainty analysis can also be applied to the 

temperature sensors longitudinally down the cylinder.  For an average temperature difference 

across the sensors and employing an appropriate positional uncertainty, the relative 

uncertainty of the temperature gradient was found to be ±0.09 or ±9%. 

 

Figure 5.20 – Heat flux measurement uncertainty for the range of temperature differences across the 

multipoint sensor 

The occurrence of random errors was mitigated by undertaking a small number of repeats of 

each of the experimental programmes and some basic statistical analysis of the raw data 

being completed; this has been detailed in Chapter 6. 
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An example of the impact of this uncertainty at low engine power conditions, i.e. when the 

temperature difference across the sensor is small, is the calculation of a negative temperature 

gradient where one is not present.  The propagation of the uncertainty in the thermocouple 

temperature measurement is shown in Figure 5.21.  Example measured data was used to 

show the possible location of the measured temperature signal within the possible 

uncertainty limits, illustrated by the dashed box.  The red line shows the smallest gradient 

and the blue line shows the highest.  The uncertainty in location for the inner thermocouple 

is only in one direction due to the thermocouple being located at the tip of the sensor body.  

An uncertainty of this level could lead to negative gradients being calculated at low engine 

power conditions when one is not present.  Figure 5.22 illustrates graphically what would be 

required to produce a true negative temperature gradient through the cylinder wall.  A bulk 

coolant or outer temperature far greater than the temperatures measured within the wall 

would be required due to the boundary layer adjacent to it. 

 

Figure 5.21 – Temperature gradient uncertainty analysis 
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Figure 5.22 – Visual representation of required 

temperature measurements to achieve a negative 

temperature gradient 

Figure 5.23 – Uncertainty causing a negative 

temperature gradient to be calculated 

Figure 5.23 shows a negative gradient which in turn would produce a negative heat flux, 

however if the inaccuracy of thermocouples is taken into account (±0.5°C) then the gradient 

of this line could be altered to produce a positive gradient, changing the extrapolated wall 

temperature also.  This would illustrate a ±100% error in the calculated temperature gradient 

and is shown in Figure 5.20 to require a temperature difference of less than 0.5°C.  Errors of 

this type are more likely to occur at low heat flux conditions as discussed earlier.  A number 

of processes were employed to the experimental program data in order to minimise this 

error, these included the calibration process and an inspection of the raw temperature data. 

 Multipoint Installation adhesive 5.4
An investigation into a fixing method for the sensors was performed as the sensors were 

required to withstand an extensive testing program and a number of engine configuration 

changes.  There were a variety of fixing methods available for the sensors.  A large number 

of temperature sensors utilise mechanical fittings such as BSPT fittings as they allow for the 

sensor to be replaced in the event of a failure and they also provide a fluid tight seal.  A 

custom mechanical fitting used to install thermocouples into the crank shaft caps of a similar 

engine by Nottingham University is shown in Figure 5.24.  The fitting consists of a small 

section of hypodermic needle down the middle of a threaded insert similar to that used by 

Alcock et.al for their traversing thermocouple [3].  Mechanical fittings are the preferred type 

of fixing, however, often due to space restraints it is required to use adhesives or puttys.  For 

these reasons a mechanical method would be least desirable so an investigation into an 

appropriate adhesive was completed; which involved a market survey and evaluation process.  
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There were a variety of adhesives available, each designed for a specific task, dependent 

mainly on curing and operating conditions. 

 

Figure 5.24 – Thermocouple mechanical fitting used by Nottingham University 

In addition to fixing the multipoint sensors in place the adhesive was required to secure each 

of the five crank shaft caps with three thermocouples in the following locations: 

 

A. Oil film temperature between the shell bearing and crank shaft 

B. Inner Surface Metal temperature (1mm from Inner Surface) 

C. Outer Surface Metal temperature (15mm from Inner Surface) 

 

Thermocouple ‘A’ penetrated through the main cap and shell bearing into the oil film; 

therefore it was exposed to high pressures and temperatures.  A location exposed to 

pressurised oil has the inherent risk of becoming dislodged which could result in engine 

failure due to producing an oil leakage path.  Thermocouples ‘B’ and ‘C’ were not exposed to 

the increased pressure but were required to remain in position to measure accurate 

temperature values.  It was important that the adhesive was tested to pressures which 

exceeded those that would be expected during running and to expose the adhesive to oil. 

Experimental approach and hydraulic test procedure 
The chosen adhesive, Loctite™ 620 was designed specifically for the bonding of cylindrical 

fitting parts, where it was required for the product to cure in the absence of air and was 

capable of withstanding shock and vibration loading.  The adhesive was hydraulically tested 

to best replicate conditions in the engine, which required the design and manufacture of a 

test piece.  It was necessary for the test piece to be easily integrated into a pre-existing test 

circuit available at the University of Bath.  Another prerequisite for testing was that if the 

adhesive were to fail, the test insert would be kept from entering the oil circuit and possibly 
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damaging components downstream.  The adhesive contact area was designed to replicate 

that in the crank cap and is shown in Figure 5.25.  The outlet was positioned close to the 

insert so that if a failure of the adhesive was to occur the insert would remain in the void of 

the test piece.  From the manufacturer’s technical data sheet a bond gap of 0.2mm diameter 

was used. 

 

 

 

Figure 5.25 – Adhesive test piece design 

 

Figure 5.26 – Hydraulic circuit for adhesive evaluation 

The hydraulic test circuit that was used is shown in Figure 5.26.  Initially the load pressure 

valve and test piece were disconnected from the circuit allowing the safety relief valve 

cracking pressure to be set.  As a load pressure of 50bar was required, the safety relief valve 

cracking pressure was set at 60bar.  Once reconnected the load pressure valve was initially 

fully open allowing flow through the circuit.  By restricting flow through the load pressure 

valve, pressure on the test piece was increased; if the adhesive were to fail a drop in pressure 
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would be experienced as oil was able to flow through the test piece.  The pressure was 

maintained at 50bar for an extended period of time then cycled between 25bar and 50bar; the 

cyclic loading aimed to dislodge the test insert.  If no failure was evident the load pressure 

would be further increased to 100bar. 

 

Figure 5.27 – Hydraulic test rig showing variable speed motor and pump 

Discussion of results and conclusions 
A flow rate of 4 l/min was established using the variable speed motor and pump and the 

pressure upstream of the load pressure valve was increased to 50bar.  This pressure was 

maintained for 300 secs, and then cycled from 25 to 50bar for 15 repeats.  During this time 

the oil flow rate increased by 0.21 l/min, this was due to the oil temperature rising by 5°C 

and the oil viscosity reducing.  The safety relief valve cracking pressure was then set to 

120bar to allow the load pressure to be increased.  With increased pressure it was more 

efficient to increase the flow rate to 6 l/min.  The load pressure was subsequently increased 

to 100bar and maintained for a further 300 secs.  During the test there was no drop in load 

pressure; therefore the test insert was not dislodged.  If failure had occurred a drop in load 

pressure would have been expected as the oil would have dislodged the test insert allowing 

flow through the test piece.  Due to no flow through the test piece initially, it was expected 

that no oil would have been present on the outlet side of test piece.  However on inspection 

the cavity on the outlet of the test piece contained oil.  Further investigation into the physical 

connections used in the test circuit, shown in Figure 5.26, revealed that the oil in the outlet 

could have been due to backflow in the system from a 'Tee-Piece' in the return leg to tank.  

A further gravity leakage test was performed to prove that the adhesive had sealed around 

the insert.  The test piece was cleaned thoroughly and oil was left in the inlet section of the 
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test piece. If the test section was sealed there would be no change in the oil level in the inlet 

and no evidence of oil would be found in the outlet side.  It was found that the adhesive had 

formed a complete seal.  This test also proved that oil in the test piece was due to backflow. 

 

The adhesive, Loctite™ 620 performed as expected. It was capable of withstanding pressures 

far greater than expected in the running engine and produced a complete seal around the 

insert.  If similar testing was required in the future, a check valve would be placed in the 

outlet side of the test piece which would prevent the back flow of oil into the test piece 

cavity. 

 Multipoint and thermocouple 5.5

positioning 
This section will describe the position of the additional instrumentation installed on the 

engine for the purpose of the thermal investigation.  A typical engine installation consists of a 

large number of sensors used to monitor the engine operating conditions during an 

experimental programme.  Variables which are typically monitored include inlet and exhaust 

gas temperatures and pressures, engine temperature, oil temperature, intake air mass flow 

rate, fuel mass flow rate, coolant temperature, coolant flow rate at various points around the 

circuit and test cell ambient temperature.  This instrumentation is designed to monitor the 

health of the engine during the experimental programme.  In addition to this 

instrumentation, the multipoint sensors and a large number of thermocouples were installed.  

With such a large number of sensors a lot of care and precision was taken in routing the 

cables around the engine in order to improve the life expectancy of each of the sensors.  The 

cables required heat shielding from any components where temperatures would exceed 

125°C.  The individual position of the sensors was designed to offer a strong understanding 

of the spatial temperature variation and to allow heat flux to be calculated over a wide range 

of operating conditions. 

Engine block 
The engine block instrumentation consisted of 12 multipoint sensors and 19 single-point 

thermocouples.  The multipoint sensors were installed in the combustion chamber walls 

whilst the thermocouple positions were designed to measure metal, oil and coolant 

temperatures.  When designing the position of the sensors, it was essential to have no 
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sensors penetrating through the oil circuit, except where oil was the measurement medium, 

therefore eliminating the risk of cross contamination of coolant and oil, in addition to 

reducing the risk of an oil leak which could lead to a catastrophic failure of the engine. 

 

Figure 5.28 – Diagram illustrating thrust and anti-thrust sides of cylinder bore 

Multipoint sensors were installed on both the exhaust and inlet sides of the engine.  The 

reason behind this was to understand the difference, if any, of each side of the piston.  The 

nature of the piston movement with relation to the crankshaft means that during each stroke 

there is a horizontal component to the force on the cylinder wall, this is commonly known as 

the thrust and anti-thrust sides.  During compression the pressure within the cylinder will be 

opposing the piston motion, in Figure 5.28 this will cause the piston to be pushed against the 

right hand side of the bore (inlet side).  In the power stroke the combustion process would 

be forcing the piston down, with the con-rod opposing this motion.  In this situation if the 

motion was stopped mid-stroke the piston would be being pushed towards the left hand side 

of the cylinder (exhaust side).  As the greater pressure is exerted during the power stroke, the 

exhaust side of the test engine is regarded as the thrust side. 

 

The position of ancillary components and the shape of the engine block dictated that the 

instrumentation would be focused on cylinder 2 with further sensors located on cylinder 3 

for comparison.  The sensors were designed to provide a one-dimensional temperature 

gradient so therefore it was important that they were installed perpendicular to the 

combustion chamber.  The internal structure of the engine block also influenced the 
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installation location of each of the sensors; therefore a second block was sliced into a 

number of sections to understand the cast structure.  The block was sectioned vertically 

between each of the cylinders and at the midpoint of each of the cylinders, resulting in six 

sections.  From this an understanding of the shape of the coolant jacket and the associated 

metal thicknesses was achieved.  It was found that the cylinder had on average a 7mm wall 

thickness; however in some regions it reduced to 5.8mm which was taken into account in the 

sensor design.  Figure 5.29 shows the position of the piston at both top dead centre (TDC) 

and bottom dead centre (BDC); this influenced the vertical position of the sensors.  It was 

decided that four sensors would give adequate resolution down the length of the cylinder 

with three sensors covering the combustion chamber portion of the cylinder and an 

additional sensor below the top of the piston when at BDC.  The coolant jacket was also 

found not to be equal on each side of the cylinder due to the coolant passageways to the 

cylinder head shown in Figure 5.29.  Therefore at these locations the coolant flow pattern 

would be different due to the geometry. 

 

Figure 5.29 – Representation of piston position within the cylinder 

Figure 5.30 shows a schematic of the sensor positions.  The engine block was divided into 

four layers, 8mm, 60mm, 97.2mm and 160mm from the head gasket or top deck.  The red 

markers indicate the multipoint sensors.  The multipoint sensors which penetrated the 

coolant jacket each had an associated local coolant temperature thermocouple.  The reason 

for the local coolant thermocouple was highlighted during a preliminary study, when 

calculating the coolant side convective heat transfer coefficient, it was found that using the 

average of the engine inlet and outlet coolant temperatures introduced a potential for error 

due to a very small difference between the wall temperature and the coolant temperature 

[123].  The green markers indicate the position of the inter-bore single-point thermocouples.  

It was not possible to install multipoint sensors in these areas as the heat transfer would not 
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be uniform in a single direction, but it was important to measure the temperature in these 

regions as there was restricted coolant flow due to the shape of the coolant jacket. 

 

 

Figure 5.30 – Cylinder block multipoint and inter-bore thermocouple positions 

Figure 5.31 shows the multipoint sensor positioning relative to the coolant jacket down 

cylinders 2 and 3.  It shows the sensor positions down the length of the bore and illustrates 

their position with respect to the piston at both extents of its stroke.  The sensors penetrated 

to a depth of 2mm from the combustion chamber inner surface and the holes were drilled 

with a flat bottom drill in order for the sensor to achieve the best contact with the metal 

surface. 

 

  

Figure 5.31 – Multipoint sensor positions in cylinders 2 and 3 
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Figure 5.32 – Local coolant thermocouple positions in cylinders 2 and 3 

   

Figure 5.33 – Inter-bore thermocouple positions 

Figure 5.34 shows an engine slice with a typical multipoint sensor install, this is only 

representative of the experimental install rather than an exact replica. 

 

Figure 5.34 – Example of instrumentation installed into a cutaway engine section 

All the engine instrumentation was subject to a large amount of vibration during the 

experimental programme, in addition to a number of engine build modifications which 

included component changes and coolant configurations; these had the possibility of causing 

damage to the instrumentation.  Therefore it was important that the instrumentation was 
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sufficiently supported and the cables were routed in a manner so that the risk of damage was 

reduced, an example of this is shown in Figure 5.35. 

 

Figure 5.35 – Thermocouple cable routing from multipoint sensors and crank cap instrumentation 

Once the sensors had been installed in the engine and the adhesive had been allowed to set, 

the engine was pressure tested to ensure that there were no leaks before the engine was 

rebuilt.  A flat metal plate was bolted to the top deck of the block and a water feed was 

connected to the coolant inlet manifold.  A system pressure of 4bar was reached and held 

whilst each of the sensor penetrations was observed. 

Main journal bearings and crank caps 
Single point thermocouples were installed in each of the five crank caps.  The aim of each of 

these thermocouples was to measure: 

 

 Oil film temperature between the shell bearing and crank shaft 

 Inner Surface Metal temperature (1mm from Inner Surface) 

 Outer Surface Metal temperature (15mm from Inner Surface) 

 

Figure 5.36 and Figure 5.37 show the three thermocouples installed in the crank caps with 

the shell bearing in position and with the shell bearing removed respectively.  The central 

thermocouple penetrated the cap and protrudes into a hole in the shell bearing; this 

thermocouple was designed to measure the temperature of a small amount of oil which 

would accumulate in the hole, to give a representative temperature of the oil being used to 

lubricate the journal bearing.  Crankshaft journal bearings operate in the hydrodynamic 

regime where the eccentricity of the rotating shaft allows an oil film to form.  To ensure the 
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depth of this thermocouple was equal for all crank caps and that it did not interfere with the 

crankshaft, a mock cap was used as a depth gauge when installing the thermocouple.  The 

other two thermocouples were drilled to 1mm and 15mm from the inner surface in order to 

calculate a thermal gradient through the cap.  The outer surface thermocouple was installed 

at an angle of 26° from vertical on the exhaust side of the engine, which would be on the 

opposing side to the higher forces put on the bearing during the power stroke.  The loading 

on the shaft and bearings is a result of inertia forces of the moving piston and the gas load 

from the compression, combustion and pumping events.  The journal bearings were 

manufactured from aluminium with a slight eccentricity to allow oil to penetrate under the 

crankshaft.  The greater the eccentricity, the greater the crank cooling and longevity, however 

at low speeds this can cause a drop in bulk engine oil pressure.  The oil pressure in the main 

bearing has been shown to rise during the compression/combustion cycles of the adjacent 

cylinders and was measured to be 160MPa on a 1.4litre diesel at 4500 rpm [129]. 

 

Figure 5.36 – Crank cap instrumentation with shell 

bearing in position 

 

Figure 5.37 – Crank cap instrumentation with shell 

bearing removed 

The thermocouple cables were routed out through the ladder frame and engine block 

interface as shown in Figure 5.38. 
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Figure 5.38 – Crank cap thermocouple cables routing out through ladder frame and cylinder block 

interface 

Cylinder head 
Temperature sensors were also installed in the cylinder head to monitor oil and metal surface 

temperatures.  Figure 5.39 shows a surface thermocouple installed in the cylinder head.  It 

was positioned on the web between cylinder 2 and 3 and was designed to measure the metal 

surface temperature.  The thermocouple consisted of a copper disc on which the hot 

junction was formed.  Therefore the temperature reading is of the disc, rather than the 

cylinder head surface.  This made the thermal contact between the disc and the surface 

crucial for accurate measurements.  An equivalent sensor is also located on the exhaust side 

of the cylinder head.  In addition to these sensors, thermocouples were positioned to 

monitor the oil temperature along its path through the cylinder head; these included the oil 

feed to the head and the oil groove temperature in the camshaft bearings on both the inlet 

and exhaust sides.  The camshaft bearing measurement points were located in small pockets 

in the camshaft seats, shown in Figure 5.40.  The groove is designed to feed oil around the 

plane bearing so will show a representative oil feed temperature to the bearing without 

interfering in the engine operation.  These measurement points were located in camshaft 

bearings 1 and 5 on both the inlet and exhaust camshafts, thereby showing the oil 

temperature soon after delivery from the engine block and at the furthest point from the feed 

to the cylinder head. 
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Figure 5.39 – Surface thermocouples installed in the 

cylinder head 

 

Figure 5.40 – Thermocouple installed in oil feed 

groove to camshaft bearing 

 Chapter summary and conclusions 5.6
The method used to measure the heat transfer within the engine has been discussed in this 

chapter.  The design and evaluation of a number of measurement devices was undertaken 

and the findings have been given, along with an analysis of the inherent uncertainties and the 

steps which have been taken to mitigate them.  There were a number of key outcomes from 

this chapter which have been listed below: 

 

 The assessment of the four multipoint temperature sensor designs led to one which 

was considered to be, experimentally robust, have an acceptable transient response of 

less than 3 seconds and capable of measuring a wide range of heat fluxes. 

 

 The requirement for a calibration process was highlighted during the evaluation 

process and was implemented on all multipoint sensors prior to installation in the 

candidate engine, due to some inaccuracies in the location of the measurement point 

within the sensor body.  The process aimed to reduce the systematic error in the 

thermal gradient measurement but uncertainty analysis of the sensor was still 

undertaken. 

 

 The uncertainty in the temperature gradient was found to be dependent on the 

temperature difference across the sensor with a range of uncertainty from ±14% to 
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±28%, the majority of experimental work was performed in the region of ±14% 

error.  Therefore at high engine powers the sensor accuracy was improved. 

 

 A suitable installation method was researched and it was found that an adhesive 

allowed for the sensors to be secured in position whilst maintaining a liquid seal 

preventing any leakage of coolant.  A Loctite™ 620 adhesive was successfully 

pressure tested prior to the installation in an engine. 

 

 Twelve multipoint sensors and nineteen k-type thermocouples were installed in the 

engine block, with further thermocouples located in the crank caps and cylinder head.  

The location of all measurement points was devised to give an optimal understanding 

of the heat distribution throughout the engine without having to make any significant 

alterations to the engine architecture. 
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Chapter 6. Experimental procedure 

and results 

The aim of this chapter is to analyse and discuss the measured data from each experimental 

phase.  The first experimental phase was the motored operation of the engine; this was 

completed to establish base levels of engine friction. 

 

The second phase investigated the steady state operation of the engine at a number of 

operating conditions.  The analysis aims to establish a detailed understanding of the effect of 

both engine speed and load on cylinder wall temperatures and rate of heat transfer.  Also 

included in this section is the calculation of crank angle based heat transfer coefficients for 

evaluation and comparison with averaged heat transfer rates from measured data obtained 

from the multipoint sensors. 

 

The third section aims to understand the effect of a number of adjustable actuators on the 

coolant and oil circuits on the wall temperatures and rate of heat transfer through the 

cylinder walls over transient drive cycle experiments. 

 Motored operation and friction 6.1

measurement 
Motored tests were undertaken using the A.C. dynamometer at fixed speeds by cutting the 

fuel injection to the engine.  The engine was initially fired until a thermal equilibrium was 

reached, however the lack of combustion during the measurement period will cause 

significantly lower in-cylinder temperatures which will impact the local lubricant viscosity.  

The lower in-cylinder pressures will also reduce the loading of the piston rings on the liner, 

and the loading of the crank shaft bearings and valve train.  These inaccuracies have to be 

considered when evaluating the measured data.  The motored tests were completed across 

the full engine speed range from 1000rpm to 4000rpm at intervals of 500rpm.  At each 

engine speed condition 200 cycles of combustion data were recorded and the mean cycle 

calculated.  There are a number of established correlations for predicting the total friction 
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mean effective pressure of an engine from the measured maximum cylinder pressure at each 

engine speed; the correlations were discussed in Chapter 3 Section 3.3.  A comparison 

between the established correlations and the measured data is shown Figure 6.1. 

 

Figure 6.1 – Friction mean effective pressure calculated using established correlations 

The correlations are shown to predict a lower FMEPtf compared to the measured numbers 

implying that the frictional losses of the experimental engine are greater than the engines 

used to develop the correlations.  The correlations were all developed over twenty years ago 

with significant engine developments and additions being implemented since; this may have 

therefore increased the auxiliary loading.  Auxiliary items on this engine include a variable 

flow oil pump, coolant pump and alternator.  A method of isolating the effects of each 

component is to perform a friction teardown on the engine.  This involves removing the 

loading from different components systematically whilst measuring the effect on the torque 

required to motor the engine across the speed range, thereby quantifying the load from each 

component.  This process was not performed in this case due to time constraints, therefore 

only a measurement of the overall friction load is available.  The closest correlation was 

found to be that by Millington and Hartles which was developed for diesel engines under 

motoring conditions ([130] via [2]).  This shows strong agreement below 2500rpm, however 

the measured data shows a sharp increase in FMEP above this point, which is not reflected 

in any of the correlations.  The Winterbone correlation shows the opposite effect above 

3000rpm ([131] via [2]).  The coefficient C1 in the Heywood correlation can be determined 
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from experimental data and cm is the mean piston speed (m/s).  Heywood found that mean 

piston speed gave better correlation than engine speed for the squared term [132].  A 

comparison of the motored data to the Heywood correlation is shown in Figure 6.2 where C1 

was equal to 89. 

 
Figure 6.2 – Heywood FMEP correlation 

The average motored cylinder pressure traces for each engine speed are shown in Figure 6.3.  

The highest maximum cylinder pressure was achieved at 3000rpm and was 59.5bar.  The 

exhaust valve opening shows an increase in the in-cylinder pressure under some conditions 

due to the turbine obstruction in the exhaust system preventing the gas flow out of the 

cylinder as the exhaust stroke begins.  There is an increase in the in-cylinder pressure during 

the valve overlap period as the piston is at TDC as the fresh charge begins flowing into the 

cylinder.  The motored cylinder pressure data was used in the calculation of the gas side 

convective heat transfer coefficient when using the Woschni correlation. 
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Figure 6.3 – Average motored cylinder pressure for engine speed range 

 Steady state thermal investigation and 6.2

heat transfer coefficient evaluation 
The second series of tests were performed at steady state.  The aim of the steady state test 

work was to understand the relationship between the temperatures down the cylinder and the 

rate of heat transfer to the operating condition of the engine, i.e. the engine torque and 

speed.  The task of fully understanding this relationship across the complete torque and 

speed ranges of this engine would be very large, an area of greater interest was the New 

European Drive Cycle as this was the legislative cycle used to gauge the engine’s 

performance and emissions levels for vehicle standards. 

The determination of the steady state operating conditions to 

evaluate the transient drive cycle 
The New European Drive Cycle (NEDC) is shown in Figure 6.4, traces of vehicle speed, 

engine speed and engine torque are shown against time.  The vehicle speed is the given 

criteria for the drive cycle and the speed and torque are determined by the vehicle inertia and 

gear ratios.  The drive cycle is split into 2 phases, the ‘Urban’ phase and the ‘Extra-Urban’ 

phase, phase 1 and 2 respectively.  Phase 1 is designed to represent inner city driving with a 
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number of accelerations, decelerations and steady state periods.  Whereas phase 2 is designed 

to replicate a number of short higher speed cruises, such as dual-carriageway driving.  Phase 

1 can be further broken down into four repeats of the same conditions, also shown in Figure 

6.4. 

 

Figure 6.4 – New European Drive Cycle specified vehicle speed and equivalent target engine speed and 

load for experimental engine in vehicle 

The drive cycle torque and speed is shown in relation to the limiting torque curve of this 

particular engine in Figure 6.5.  The drive cycle does not exceed an engine speed of 3000rpm 

and has a peak torque of 259.1Nm, whereas the limiting torque curve peaks at 375Nm and 

the engine has a maximum speed of 4500rpm.  This shows the limited engine performance 

used in the drive cycle and, from this it was decided that the steady state testing would be 

focused on the NEDC envelope in which the behaviour of the heat transfer was considered 

to be much more important for current engine designers, particularly with respect to fuel 

economy and CO2 emissions improvement.  However improvements at part load may be 

detrimental to full load cooling so therefore they cannot be regarded as mutually exclusive.  

An approach was developed to produce a number of steady state running conditions which 

would give an understanding of the heat transfer across the NEDC operating envelope. 
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Figure 6.5 – Limiting torque curve and NEDC operating envelope 

The data used in Figure 6.5 was measured at a frequency of 1Hz as used in the vehicle 

simulation for transient testing.  The cycle includes a large number of periods where the 

engine speed is changing; for the purposes of the steady state evaluation all deceleration 

conditions, i.e. negative torque points were discarded as under these conditions the engine 

was not firing so would not be considered for this study, therefore would not be contributing 

to the heat generated and cannot be compared to steady state operation.  The remaining 

operating points are shown in Figure 6.6. 

Idle 
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Figure 6.6 – NEDC operating envelope without deceleration events 

Figure 6.6 consists of 879 operating conditions.  The high speed and load transients during 

phase 2 of the drive cycle are clearly visible and have been highlighted.  In addition the cycle 

contains a considerable number of idle periods resulting in a high number of conditions in 

the region of 800rpm and 0 to 25Nm.  In order to reduce the number of conditions, the full 

operating envelope of the NEDC was divided into discreet speed and torque segments.  

These segments were equally spaced at 250rpm and 40Nm steps.  A similar method has been 

applied in industry and can be described as a minimap test approach.  The discretization 

resulted in 26 steady state conditions for this investigation.  Each of these steady state 

conditions had a weighting factor which was dependent on the number of operating 

conditions within that particular segment.  The sum of all weighting factors was equal to 1.  

The weighting factors were specific to this engine and vehicle combination but the same 

method could be employed for any powertrain or drive cycle.  An approach of this nature 

allows for the number of steady state operating conditions to be dramatically reduced and 

hence reducing the overall test time. 
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Figure 6.7 – NEDC operating conditions with associated weighting factors shown 

Figure 6.7 shows the same operating envelope as Figure 6.6 but the number of data points 

has been reduced to the 26 operating conditions with the diameter of the circular marker 

dependent on the weighting factor and the centre point showing the operating condition for 

that test point.  The test operating condition was located at the centre of the operating 

segment as this will provide the mean performance for that region of the operating map.  In 

order to achieve the target engine operating conditions, the speed and torque set points were 

set by the dynamometer and controlled by the host system computer, whilst the ECU 

strategy managed the important parameters, such as fuelling and injection timing, to meet the 

particular demand.  The additional hardware discussed in Chapter 4 Section 4.4 was installed 

on the engine during this phase of testing, however all items were set to their baseline 

conditions and did not affect the engine performance or heat transfer at a fully warm 

condition.  In-cylinder pressure data was collected at each test point in addition to the 

temperature and flow data.  The test operating conditions, weighting factors, engine power 

and brake mean effective pressure are given in Table 14 in the Appendix.  Figure 6.7 shows 

that 21.7% of the NEDC takes place at a low speed and load operating point, in this case, 

equivalent to idle with ancillary loading, and a further 41.7% occurring at engine loads less 

than 40Nm.  It is interesting to note that a total of 83.9% of the NEDC is achieved at engine 

loads less than 80Nm; therefore highlighting that a coolant system which has been designed 
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for peak torque and power conditions will be oversized for the drive cycle and require a large 

amount of energy to reach optimum operating temperature. 

 

The experimental programme consisted of three repeats at each of the operating conditions 

in order to evaluate the test-to-test repeatability, and the engine thermal state was comparable 

to that of a fully warm drive cycle rather than a cold start cycle.  At each condition three 30 

second average data points and 500 cycles of in-cylinder pressure data for all four cylinders 

was recorded.  Each variable was evaluated for a number of statistical metrics, such as 

standard deviation and coefficient of variation.  The standard deviation was used to identify 

how much the measured values differ from the average value and the coefficient of variation 

is the standard deviation divided by the mean value.  These statistical methods aimed to 

highlight any anomalous results which could be removed from the data set prior to analysis, 

such as thermocouple drift due to instrumentation degradation over the experimental 

programme.  A constant air flow was passed over the engine with the ventilation inlet air 

temperature to the cell controlled to 15°C throughout the experimental period due to the 

long period of running at high load.  The constant air flow meant that the engine was subject 

to a greater than necessary air flow during the low load conditions in order for there to be 

sufficient air flow at high speed and load.  This decision was made in order to reduce the 

number of variables during the experimental programme.  Steady state operation does not 

reflect real engine operating conditions as it is rare for an engine to maintain a single 

operating condition for an extended period of time; however it was essential that the engine 

was thermally stable to obtain suitable data for any future thermal modelling. 

Steady state results and discussion 
This section aims to describe the data collected through the experimental programme and 

highlight the important findings.  The data analysis can be broken down into different areas.  

Initially an investigation of the overall heat balance of the engine was undertaken, this led to 

the requirement of an understanding of the overall temperature distribution of different 

fluids and areas of the engine structure for each of the operating conditions.  The third area 

of interest was the measured temperatures through the cylinder wall and how these were 

affected by the different engine speed and load conditions.  Using the measured temperatures 

the rate of heat transfer from the combustion chamber could then be investigated.  The final 

area of analysis was based on the cylinder pressure data captured at each of the operating 

points.  This was to be used to calculate crank angle based convective heat transfer 
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coefficients which could be compared to those calculated from empirical correlations.  In 

addition, by averaging the crank angle based data over time it can also be compared to the 

measured rates of heat transfer from the combustion chamber. 

Complete engine energy balance 

Investigating the energy balance at the different engine speed and load conditions can be 

completed by implementing the overall first law energy balance with an imaginary control 

volume which surrounds the engine.  The control volume is treated as an open system as 

there is a transfer of mass as well as heat and work across its boundaries.  This method can 

only be applied to a steady state operating condition so is well suited to this application. 

 

Figure 6.8 to Figure 6.11 present the results for the primary heat balance terms within the 

control volume versus engine speed and load.  There were two inputs to the system, the fuel 

energy and the energy of the intake air charge.  The fuel energy is shown in Figure 6.8, as the 

engine load was increased the mass of injected fuel also increased; therefore the fuel energy 

increased as this is based on the mass of fuel and its calorific value.  Figure 6.9 to Figure 6.11 

show the measureable outputs of the energy balance performed.  The brake power shows 

energy output measured at the dynamometer.  This again highlights that the operating 

conditions for this investigation did not achieve rated power of the engine.  The rated power 

of the engine was 103kW at 3500 rev/min; the contour plot shows a gradual increase in this 

direction as it is a function of engine speed and torque.  The second measurable output was 

the heat rejection to coolant; calculated using the engine coolant flow rate and temperature 

difference across the engine, this illustrates a similar shape to that of the brake power.  At a 

constant percentage load, it was found that the heat rejection increased with engine speed, 

due to the coolant pump being driven by the front end pulley and, therefore being directly 

proportional to engine speed.  An increase in the coolant mass flow resulted in an increase in 

the rate of heat transfer to coolant.  The increase in engine speed also resulted in an increase 

in the exhaust enthalpy rejection, shown in Figure 6.11, as the exhaust enthalpy is a function 

of the exhaust mass flow and temperature.  In addition the increase in load also resulted in an 

increase in the exhaust heat rejection, due to higher engine operating loads leading to higher 

in-cylinder pressures and temperatures, therefore higher exhaust gas temperatures.  An 

additional output of the heat balance was the heat rejected to the atmosphere, in this 

experiment this was not measured, however it can be assumed to be the difference between 

the sum of the measured outputs and the sum of the inputs to the energy balance.  The 
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external air flow over the engine was kept constant during these experiments, so any 

variation in heat rejection would be due to changes in component temperatures.  Therefore it 

would be expected that the heat rejection would be similar in character to that of the exhaust 

gas enthalpy since this is the principle heat source. 
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Figure 6.8 – Fuel energy in kW Figure 6.9 – Useful brake power in kW 

Figure 6.10 – Heat rejection to coolant across 

engine structure in kW 

Figure 6.11 – Exhaust enthalpy rejection in kW 

Figure 6.12 – Indicated engine power in kW Figure 6.13 – Friction Power in kW 
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Figure 6.12 shows the indicated engine power calculated from the measured cylinder pressure 

data, therefore the difference between the calculated indicated power and the measured brake 

power is assumed to be the friction power, shown in Figure 6.13.  The friction power is 

shown to be a function of both engine speed and load.  The friction power increases with 

engine speed along a constant load line and reduces with an increase in engine load along a 

constant speed line.  The indicated power was calculated across the whole cycle therefore 

includes the pumping, also regarded as IMEPn.  At high engine loads the turbocharger 

generates boost resulting in negative PMEP due to the increase in inlet manifold pressure 

and a positive pressure gradient across the engine.  The PMEP for each of the operating 

conditions was calculated and found to not be the cause of the assumed error.  As previously 

discussed, there are a number of factors which effect calculations based on cylinder pressure 

data, the most common being pressure phasing.  An investigation into the TDC position of 

the motored pressure signals resulted in a possible TDC error of +0.3°CA.  Figure 6.14 

shows that the friction power reduces further at high load when calculated after the TDC 

offset has been applied to the cylinder pressure data prior to the calculation of IMEPn.  This 

is therefore not the cause of the negative friction at high load.  Another possible cause is 

thermal shock of the pressure transducers.  This will have very little impact on the calculation 

of gas side convective heat transfer coefficients as the in-cylinder pressure data is used 

primarily to obtain a crank angle based in-cylinder temperature and mass. 

 

Figure 6.14 - Friction power in kW with a TDC offset of -0.3°CA implemented 
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The FMEP measurements obtained under motored conditions and the calculated friction 

under fired conditions (without TDC offset) are shown in Figure 6.15.  The friction was 

calculated by different methods under motored and fired operation, therefore a direct 

comparison cannot be made.  However, it is shown that the friction measured under fired 

condition also increases with engine speed; however the magnitudes were far less than that 

calculated under motored conditions.  Ideally the fired operation derived friction would be 

larger as there would be additional components from bearing loads and increased gas 

pressures over the motored friction.  There is also a reduction in the friction power when the 

engine torque is increased.  The reduction in friction as torque is increased is contrary to the 

expected trend and indicates that within the calculation used to obtain the fired friction 

power, there was an increasing error with torque, as previously discussed. 

  

Figure 6.15 – Motored friction power and friction power measured under fired conditions 

The contour maps provide a good overview to the engine’s response to changes in speed and 

load; however it is not possible to compare the relative contributions at an operating 

condition.  At a fixed engine speed the effects of changing loads on the coolant pump and oil 

pump are effectively removed as they are operating at a constant speed.  Figure 6.16 shows 

the absolute magnitudes of the given contributions for 6 engine load points at 2625 rev/min.  

The data shows that the proportion to coolant has the smallest increase over the tested 

conditions and that most energy is lost to the exhaust with the proportion reducing as the 

engine load increases. 
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Figure 6.16 – Heat balance at 2625rpm 

This data is better represented normalised to the sum of the input energy, shown in Figure 

6.17.  It is shown that as the operating load is increased, the proportion of useful energy 

obtained from the total input energy increases, with the most significant reduction shown 

from the miscellaneous losses.  Across the engine load range the average energy lost to the 

coolant was found to be 12.2% (±0.6%), this does not fluctuate greatly due to the constant 

engine speed and therefore the constant coolant pump speed, with the small changes being 

attributed to the fluctuations in the thermostat control of the coolant flow. 

 

Figure 6.17 – Energy usage data for each operating load at 2625rpm normalised to the total input energy 
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The main finding from this investigation is that the proportion of input energy which is 

converted to useful work increases as the engine load is increased.  The gains in efficiency 

reduce as the load increases. 

Oil and coolant temperature distribution 

The aim of this section was to investigate the overall temperature distribution through the 

engine and how it was affected by the different operating conditions.  An overview of the 

temperature distribution across the engine fluids is shown in Figure 6.18 and Figure 6.20 for 

the coolant and oil respectively, by way of a parallel coordinate plot.  Each curve represents a 

minimap operating condition, with all repeat data included, and each x-coordinate is at a 

different location around the corresponding circuit.  Figure 6.18 includes a number of 

temperatures within the engine cooling jacket, in addition to the coolant either side of the 

EGR cooler and oil cooler.  Figure 6.20 shows the oil temperatures across the oil cooler, 

with the remaining locations being within the engine structure following the oil path through 

the engine, beginning at the oil sump, through the filter and continuing into the cylinder 

head.  The temperatures used represent all areas of the engine to give a clear overview of the 

temperature distribution across the different fluids. 
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Figure 6.18 – Coolant temperature distribution for all operating conditions 

 

Figure 6.19 – Flow diagram showing measurement locations used in coolant parallel coordinate plot 
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Figure 6.18 shows very little temperature variation across all the operating conditions 

compared to the oil temperatures shown in Figure 6.20.  The largest variation is in the 

coolant temperature out of the oil cooler, where at high load conditions the oil temperature 

was much higher, resulting in an increase in the coolant temperature.  The small temperature 

difference across operating conditions shows that the thermostat is balancing the flow 

through the radiator and bypass routes to maintain a bulk coolant temperature around 90°C.  

The oil temperatures show a strong dependency on the operating condition, the high speed 

and load conditions were found to be 40°C hotter than the idle condition due to the higher 

oil pressure and combustion temperatures transferring energy to the oil.  The impact of the 

stable coolant temperature through the oil cooler is also evident in Figure 6.20, oil 

temperatures below 90°C show a temperature rise across the oil cooler whereas above 90°C a 

temperature loss was measured.  The oil shows a significant temperature reduction after the 

oil filter as it passes through the cylinder block to the main gallery and the feed to the 

cylinder head.  The temperature rise was caused by the gradual reduction in pressure and 

temperature losses to the engine structure.  A reduction in temperature on the inlet side, 

groove 1 (location 8) to groove 5 (location 9) is shown, whereas on the exhaust side a 

significant increase in these temperatures was shown from groove 1 (location 10) to groove 5 

(location 11).  The increase in temperature on the exhaust side was caused by the higher gas 

temperatures in the exhaust ports resulting in higher metal temperatures.  The surface 

thermocouples mounted on the bridge containing the camshaft bearings support this finding, 

showing that on average the exhaust side was 7.2°C (peak of 20.3°C measured at high load) 

hotter than the inlet. 
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Figure 6.20 – Oil temperature distribution for all operating conditions 

 

Figure 6.21 – Flow diagram showing measurement locations used in oil parallel coordinate plot 
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The response of main journal bearing cap and cylinder head metal 

temperatures to changes in engine operating conditions 

In addition to the instrumentation installed in the engine block, a series of thermocouples 

were installed in the cylinder head and crank caps to measure both oil temperatures and 

metal temperatures.  This section aims to understand how the different steady state operating 

conditions affected the temperature distribution in these areas. 

 

The oil used to lubricate the main journal shell bearings was fed through drillings to each 

bearing from the main oil gallery located on the intake side of the engine.  This is shown in 

Figure 6.22, the upper bearing utilised a groove on the inner side to lubricate the bearing 

surface and to allow flow to the lower half of the bearing.  The oil temperatures in the main 

gallery were found to fluctuate considerably with the different operating conditions, 

discussed earlier, and the variation was found to continue through into the bearing oil 

temperatures. 

 

Figure 6.22 – Photograph showing oil feed to main journal bearing 
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Figure 6.23 – Main journal bearing detail showing a) oil delivery hole to lubricate shell bearing b) five 

main journal bearing caps 

The increase from the oil gallery temperature was found to be largest in bearings three and 

five, shown in Figure 6.24, Omar Mian et.al found that increasing the engine speed caused a 

rise in the oil temperature from the oil feed to the bearing of 10°C at 3000rpm up to 27°C at 

6500rpm with a partial groove bearing [133].  Figure 6.24 was measured at 2625rpm and 

shows a temperature increase of 7°C (5.8%) between the feed temperature and bearing 1.  It 

was found that across the five bearings and all operating conditions that bearing 3 was 

consistently hotter, ranging from 2 to 5°C (3.9%).  The increased temperatures at bearing 3 

are a result of the thrust bearing located at this position increasing the contact area to the 

rotating crankshaft, in addition to the consistently higher cylinder pressures measured on 

cylinder 3 in comparison to the other cylinders, it was found to be on average 3% higher 

during the high speed operating conditions.  The higher temperatures at bearing 5 are caused 

primarily by the increased diameter of the bearing due to the friction power in a bearing 

being proportional to the cube of the bearing radius [134].  Bearing 5 was found to have the 

same surface area as the other bearings but an increased radius.  In addition there would be 

increased load due to the flywheel and clutch assembly located at this end of the engine.  The 

difference of this size could also be attributed to positional error of the thermocouple within 

the bearing.  A contour plot showing the change in oil temperature in the recess in bearing 5 

with operating condition is shown in Figure 6.25.  The temperature was found to increase 

with both speed and load.  This trend was consistent across the five bearings with a small 

change in magnitude. 
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Figure 6.24 – Comparison of oil temperatures 

across each bearing to the main oil gallery 

temperature at 2625rpm and 260Nm 

Figure 6.25 – Main journal bearing number 5 oil 

temperatures for all operating conditions 

Figure 6.26 and Figure 6.27 show the metal surface temperatures in the cylinder head on the 

inlet and exhaust side respectively.  The cylinder head was found to be consistently hotter on 

the exhaust side due to the heat transfer from the hot exhaust gases in the exhaust ports to 

the metal surface.  The inlet side shows an island of increased temperature at higher 

operating conditions, whereas the response on the exhaust side is consistent with changing 

engine speed and load.  At the low speed and load operating conditions, the temperatures 

were found to be comparable on both the inlet and exhaust sides, as the coolant temperature 

was dominant on maintaining a controlled temperature; at higher operating conditions it is 

unable to transfer the heat away from the metal at a sufficient speed to maintain a balanced 

temperature across the cylinder head. 

Figure 6.26 – Metal surface temperature located Figure 6.27 – Metal surface temperature located 

on webbing on the exhaust side of the cylinder 
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on webbing on the inlet side of the cylinder head head 

Measured cylinder liner temperatures and heat transfer 

An investigation into the cylinder wall temperatures was undertaken in order to understand 

the fundamental response to the changes in engine speed and load.  The cylinder wall 

temperature data was initially broken down into BMEP groupings, an example is shown in 

Figure 6.28, which includes the extrapolated boundary temperatures.  At each load condition 

it would be expected that as the engine speed increases, the cylinder wall temperature also 

increases, however below 1625 rpm this is not the case.  In Figure 6.28 the marker size 

represents the engine speed and the low engine speed conditions are highlighted, the tip 

temperature measured 118.2 and 117.2°C at 1125 and 1375rpm respectively, which is 6°C 

greater than the high speed condition.  The outer measured temperature reflects the 

temperature increase whereas at higher engine speeds the outer temperature remains 

constant, indicating a significant rise in the bulk metal operating temperature. 

 

Figure 6.28 – Cylinder wall temperatures measured by Multipoint sensor 8 at 3.14 bar BMEP, marker 

size indicates engine speed 
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 Low BMEP and low speed5 = increasing engine speed caused a reduction in wall 

temperature 

 Low BMEP and high speed = increasing engine speed caused an increase in 

temperature 

 Mid BMEP and high speed = increasing engine speed caused a minimal increase in 

temperature 

 High BMEP and high speed = increasing engine speed caused a minimal effect on 

temperature, i.e. ±0.5°C (some regions increasing and some decreasing) 

 

These trends have been represented as areas on a brake mean effective pressure and 

engine speed map in Figure 6.29.  The arrows indicate an increase in engine speed which 

results in the corresponding effect on cylinder wall temperature. 

 

Figure 6.29 - Wall temperature trend overview 

The coolant pump speed was directly proportional to the engine speed as the pump was 

driven by the front end ancillary drive belt.  The relationship between engine coolant flow 

rate and engine speed is shown in Figure 6.30, above 1125rpm there is a clear linear 

relationship.  Figure 6.30 also shows that load does not affect the coolant flow rate.  A 

                                                 
5 Low speed indicates engine speeds below 1625 rpm. 
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reduced coolant flow rate would be expected to cause a shallower temperature gradient 

through the cylinder wall rather than increasing the absolute temperature at the three 

locations through the wall.  In addition the temperature rise was not reflected in the local 

coolant measurements.  Therefore, this suggests that an additional variable caused the 

increased wall temperature. 

 

 

Figure 6.30 – Engine out coolant flow rate against BMEP and engine speed 

The sources of additional heat within the combustion chamber are limited to higher 

combustion gas temperature, increased friction or reduced cooling of the piston.  As this is a 

low speed and load condition, the combustion gas temperature would be reduced, increased 

friction would be caused by changes in the oil temperature and/or supply, and increased 

piston temperature would also be caused by a change in the oil feed to the piston cooling 

gallery.  The test engine was fitted with standard piston cooling jets (PCJ) which were located 

in each of the cylinders and direct oil to the internal oil gallery on the underside of each of 

the pistons.  Oil is fed from the main gallery to rigidly mounted nozzles on the crankcase at 

the bottom of each liner.  As the piston approaches bottom dead centre the nozzle mates 

with a drilling in the piston skirt and a fresh charge of cooler oil is fed in.  A drilling on the 

opposing side of the skirt allows oil to drain out and back to the sump.  This technology 

helps to improve emissions and aids the engine in achieving higher peak powers.  It is 

important that these function correctly to maintain the piston temperatures within the 

material operating range to prevent piston warping; also if the piston temperature was 

allowed to exceed the boiling point of the oil, then this can result in oil mist generation 

which can add to the unburnt hydrocarbon tail pipe emissions.  Investigations into the effect 
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of piston cooling jets on piston temperatures, emissions and fuel consumption have been 

performed, which showed that with the jets switched off the piston temperatures could be 

between 20 and 88°C higher, resulting in an increase in NOx emissions by 3% and a 

reduction in CO of between 5 and 10% [135].  The PCJs used on this engine consist of a 

simple ball valve designed to open at a set pressure; they were tested prior to their installation 

and they were found to have a nominal opening pressure (NOP) of 150kPa (±4kPa).  The 

post filter oil pressure for each of the operating conditions is shown in Figure 6.316; the PCJ 

opening pressure is also indicated.  The five test points below the NOP correspond to an 

engine speed below 1625rpm.  It is important to note that the effect of the PCJ would not be 

noticeable during a transient cycle due to the steady state periods in the cycle being shorter in 

duration than the decay time of the oil pressure within the main gallery. 

 

Figure 6.31 – Post filter oil pressure response to changing engine load and speed, showing nominal 

opening pressure of the piston cooling jets 

                                                 
6 Plot shows steady state investigation operating region, no data was available for the low speed and high 

BMEP cases.  A similar trend would be expected across the load range with high load and low speed region 

also showing the decay in oil post filter pressure. 
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In order to quantify the influence of PCJ’s on the cylinder wall temperature, a relationship 

between the wall temperature and engine speed was established at each condition, as the 

engine speed had a direct impact on the oil pressure.  A linear relationship was proposed for 

the wall temperature at each multipoint location.  A prediction of the wall temperatures at 

lower speeds was extrapolated, which was then applied to each of the three thermocouples 

within the multipoint.  Figure 6.32 shows both the measured and the adjusted inner wall 

temperatures against engine speed, and Figure 6.33 shows the adjusted temperature profile 

through the cylinder wall for all engine speeds at 3.14bar BMEP load condition, which can 

be compared with Figure 6.28.  The adjustment has been made to allow for the steady state 

operating conditions to be directly compared to the transient data. 

Figure 6.32 – Comparison of PCJ adjustment for 

Multipoint 8 inner thermocouple against engine 

speed 

Figure 6.33 – Resultant temperature profiles for 

Multipoint 8 at 3.14 bar BMEP and different engine 

speeds 

Figure 6.34 shows all temperature measurements taken around cylinder 2.  The combustion 

chamber is positioned in the centre of the figure with the cylinder bore radius shown on the 

x-axis and the four plots on either side indicate the position down the length of the cylinder 

bore (8, 60, 97 and 160mm respectively).  On each plot the marker size represents the BMEP 

of the operating condition and the blue areas indicate the location of the coolant jacket.  This 

figure starts to explain the effect of the engine operating condition on the temperature 

profile through the cylinder wall.  The three measurement locations show a linear 

temperature gradient through the cylinder wall across all operating conditions.  However the 

profile through the wall is extremely different depending on the location relative to the 

coolant jacket.  A positive temperature gradient is visible in all plots where the wall is 

exposed to combustion gases, i.e. down to 97mm from the top deck, whereas at the bottom 
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of the bore the gradient was found to be relatively shallow and negative in some cases.  

Figure 6.34a, g and h show an increase in the temperature across the width of the cylinder 

wall when the BMEP is increased but the locations penetrating the coolant jacket only show 

a similar temperature increase at the inner wall location, and a negligible increase in the outer 

wall temperature.  This is most noticeable 60mm from the top deck where the coolant jacket 

width and flow rate are the greatest.  The wall temperatures nearest the combustion chamber 

in this region are 14°C higher on the exhaust side than the inlet side during the high BMEP 

conditions, which can be attributed to an increase in the heat generated by friction due to the 

piston thrust exerted on the cylinder wall.  The temperature difference was found to be only 

1°C at low BMEP conditions reinforcing this conclusion.  Cylinder wall areas below 60mm 

show an average temperature increase compared to higher up the wall by at least 10°C on 

both sides at higher loads, this is an interesting phenomenon and has been measured in 

previous studies [83, 102, 104].  Even though it has been measured in other engines the exact 

reason for the increase in temperature towards the bottom end of the engine block is 

unknown; however some possible causes may be that the coolant flow is greater higher up 

the coolant jacket, heat transfer to the cylinder head creates a heat transfer path in the 

cylinder block, or the large volume of metal around the bottom end and the reduced 

presence of coolant retains more heat elevating the overall temperature. 
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Figure 6.34 – Cylinder 2 measured and extrapolated temperatures for all operating conditions (Marker size represents BMEP of operating condition) 
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Further down the bore it would be expected that the reduced combustion temperatures and 

exposure time to the combustion gas would result in a reduction in temperature; however it 

is shown that the wall temperature is equal or greater than that that further up the cylinder 

bore where there is coolant present.  Also shown are the extrapolated gas side and coolant 

side cylinder wall temperatures and the local coolant temperatures where available.  The 

coolant temperatures were found to be in the region of 2°C less on the inlet side than the 

exhaust side, having some influence on the rate of heat transfer.  Figure 6.35 shows the 

relationship down the length of the cylinder for each thermocouple within the multipoint 

sensors.  A linear interpolation between the measurement locations has been assumed, 

without an increase in the number of measurement locations this is assumed to be the 

temperature profile, however some care must be taken when analysing the profile down the 

length of the bore.  The measurement heights have been indicated on all figures in which a 

linear interpolation has been performed.  The temperature profile on each side is quite 

different; the exhaust side shows much greater temperature variation due to the changing 

operating condition at all locations (except outer TC at 60mm) whereas on the inlet side, the 

temperatures in the region of the coolant jacket are much less affected by the operating 

condition but show a significant rise towards the bottom.  It must be noted that the recorded 

temperatures at the bottom on both sides are comparable.  At the bottom of the cylinder 

there is very limited cooling available, performed solely by oil splash, therefore explaining the 

higher temperatures and flatter temperature gradients.  The consistently lower temperatures 

higher up the cylinder on the inlet side indicate that it is much more efficiently cooled and 

therefore able to maintain a much more stable temperature across the operating conditions.  

The coolant feed to the cylinder block was located on the inlet side and the coolant at 60mm 

was found to be in the range of 2°C to 4°C cooler compared to the exhaust side depending 

on the operating condition.  At 97mm this range reduced to 1°C to 2°C, illustrating some of 

the impact of the coolant jacket shape resulting in flow rate variations.  Similar trends were 

found on cylinder 3, where the impact of the coolant jacket position was very apparent with 

very little temperature spread on the outer thermocouple within the multipoint. 
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Figure 6.35 – Temperatures down cylinder 2 for a) inner b) middle c) outer multipoint thermocouple for 

each operating condition – coolant jacket location and measurement point shown for both sides of the 

80100120140160

0

20

40

60

80

100

120

140

160

Exhaust side

D
is

ta
nc

e 
fro

m
 T

op
 D

ec
k 

(m
m

)

80 100 120 140 160

0

20

40

60

80

100

120

140

160

Intake side

Temperature (°C)

80100120140160

0

20

40

60

80

100

120

140

160

Exhaust side

D
is

ta
nc

e 
fro

m
 T

op
 D

ec
k 

(m
m

)

80 100 120 140 160

0

20

40

60

80

100

120

140

160

Intake side

Temperature (°C)

80100120140160

0

20

40

60

80

100

120

140

160

Exhaust side

D
is

ta
nc

e 
fro

m
 T

op
 D

ec
k 

(m
m

)

80 100 120 140 160

0

20

40

60

80

100

120

140

160

Intake side

Temperature (°C)

  

  

  

Extent and 
location of 

coolant jacket 

a 

b 

c 



172 

 

cylinder 

To better visualise the response of cylinder wall temperature with changing engine speed and 

load, a contour plot for Multipoint 1 is shown in Figure 6.36.  The figure shows that there is 

an increase in temperature with both speed and load with some bias towards load.  This 

method can be applied to all temperatures providing a thorough understanding of the 

temperature response around the combustion chamber to changing engine speed and load. 

 

Figure 6.36 – Multipoint 1 temperature response to changing engine speed and load in °C 

The temperatures shown in the above figures are measured along a single axis through the 

cylinder wall to provide a temperature gradient to calculate a rate of heat transfer.  At all 

locations the conduction through the cylinder wall will have a longitudinal component, 

conduction in areas which are not subject to direct cooling will be more greatly affected by 

this three dimensional conduction as there will be no direct heat path along the axis of the 

sensor.  The extent of the longitudinal conduction requires investigating as it could have 

significant influence on the calculated heat transfer rates as well as being a fundamental 

assumption in the calculation of the rate of heat transfer using Fourier’s law.  The 

temperature gradient was subsequently calculated both radially (i.e. through the sensor), and 

longitudinally down the length of the cylinder, using the average of the radial temperatures 

within the multipoint sensor.  A positive gradient indicates a temperature reduction radially 

outwards from the combustion chamber and a reduction in the temperature down the 

cylinder.  The longitudinal temperature gradient was found to be in the region of an order of 
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magnitude less than that measured radially due to the close proximity of the coolant in the 

radial direction.  Figure 6.37 shows the longitudinal temperature gradient plotted against the 

radial temperature gradient between the 8 and 60mm, the 60 and 97mm, and the 97 and 

160mm locations down the bore for all operating conditions.  The colours indicate target 

engine torque, which shows that there is a linear increase in the radial temperature gradient as 

the engine speed increases for a fixed torque.  The longitudinal temperature gradient was 

found to become more positive at the top of the exhaust side, indicating a larger heat transfer 

rate down the cylinder as the speed and/or torque increased, whereas at all other locations an 

increase in speed and/or torque resulted in a negative impact of the calculated temperature 

gradient, indicating an increase in the heat transfer towards the cylinder head.  The bottom 

region of the exhaust side shows that at operating conditions above 1875rpm and/or above 

60Nm the heat flow direction changed from down the cylinder to up the cylinder.  In general 

the heat flow direction was found to show a convergence towards the middle of the cylinder 

indicating a strong relationship with the location of the highest flow within the coolant jacket 

and away from regions where there was no active cooling. 

 

Figure 6.37 – Temperature gradient longitudinally versus the radial temperature gradient for all 

operating conditions, colours indicate equivalent engine torque conditions 

The absolute magnitude of the longitudinal conduction as a percentage of the radial was 

found to vary significantly from a maximum of 23.0% at the top of the cylinder on the 
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assumption of a completely 1-D conduction model radially from the combustion chamber is 

incorrect and is dependent on the operating condition and location down the cylinder; 

however the impact on the radial heat transfer may be negligible.  Figure 6.38 illustrates the 

longitudinal temperature gradient towards the middle region of the coolant jacket and the 

radial temperature gradient along the length of the cylinder towards the coolant jacket.  The 

primary heat transfer direction will always be towards the cooler regions, in this case the 

coolant jacket with the longitudinal heat transfer contributing to the energy transfer. 

 

Figure 6.38 – Illustration of longitudinal and radial temperature gradients 

The radial temperature gradient data can be used to calculate the heat flux through the 

cylinder wall from the combustion chamber, shown in Figure 6.39 for both sides of cylinder 

2 and 3 at each BMEP operating condition.  Different engine speeds at a fixed BMEP have 

resulted in a number of test points at each BMEP.  All locations show that as the BMEP 

increases the rate of heat transfer through the cylinder wall increases.  Figure 6.39a shows the 

highest heat flux at 60mm from the top deck, peak values of 340.9 and 311.5kW/m2 were 

achieved at 13.6bar BMEP for cylinder 2 and 3 respectively, illustrating that there is some 

difference from cylinder to cylinder.  The temperature data showed much higher inner 

cylinder wall temperatures but very similar outer cylinder wall and coolant temperatures 

leading to the larger rate of heat transfer on the exhaust side.  The cylinder to cylinder 

variation is a result of the coolant temperature, flow velocity and the installation position of 

the sensor i.e. differences in the cylinder wall thickness and auxiliary obstructions on the 
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outside of the engine block result in small variations in sensor location.  The inlet side, 

shown in Figure 6.39b, shows that the highest heat flux was measured at the top of the 

cylinder highlighting the effect of the sensor position relative to the coolant jacket. 

  

Figure 6.39 – Calculated heat flux versus measured engine BMEP for both cylinder 2 and 3, colours 

indicate measurement height down the cylinder bore 

Figure 6.39b also shows the negative heat flux calculated at 160mm from the top deck.  The 

impact of increasing the BMEP on the rate of heat transfer was found to be dependent on 

the location down the cylinder; a BMEP increase has the greatest effect mid-stroke.  The 

cause of this is the increased combustion temperatures whilst the coolant jacket was 

maintained at a consistent temperature.  Friction would have been a contributing factor to 

the increase in the cylinder wall temperature, higher cylinder pressure at high BMEP 

conditions would increase the piston forces on the cylinder wall, especially on the thrust side 

of the engine.  The exhaust side of the engine illustrates a much larger variation in heat flux 

than the inlet, which is a consequence of the inner wall temperature variation. 

 

Figure 6.40 conveys the heat flux data for both the intake and exhaust sides of cylinder 2, 

with each line representing an operating condition; the line was obtained from a linear 

interpolation between each of the measurement locations.  This figure further highlights the 

different trends exhibited on the intake and exhaust sides of the cylinder block shown above.  

The low levels of heat flux at the top of the exhaust side are due to the elevated temperatures 
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across the length of the sensor as a result of no coolant jacket.  A comparison with Figure 

6.35 shows that a low temperature region does not result in a high heat transfer region or 

vice versa, as heat flux is a function of the temperature difference rather than the absolute 

temperature at any individual location.  Therefore the efficiency of the cooling system on the 

outer side of the wall and the exposure to combustion gases and hot components on the 

inner side cause the differences in heat flux shown.  The findings shown here contradict that 

of Alcock et.al who found that the heat flux changed very little with distance down the bore 

when the engine used aluminium pistons.  The reason given was that the improved 

conductivity of the pistons when made from aluminium distributed the heat along the length 

of the bore more evenly [3, 136].  The conductivity of the pistons would be expected to have 

little impact on the heat flux through the combustion chamber wall as the heat transfer path 

from the combustion gas via the piston would be insignificant in comparison to that directly 

from the combustion gas to the wall.  More important would be the operating temperature 

of the piston which is affected by the piston cooling jet effectiveness and has been shown to 

have a large effect on the combustion chamber wall temperature. 

  

Figure 6.40 – Calculated heat flux through the wall of cylinder 2 for all operating conditions, coolant 

jacket position shown 

As engine power is a function of engine speed and load, Figure 6.41 shows a surface plot of 

heat flux against distance down the bore and engine power for both the exhaust and inlet 

sides of cylinder 2.  An interpolation has been performed between the engine power 
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operating conditions.  The exhaust side shows that increasing engine power causes a steady 

increase in the rate of heat flux through the wall over the full length of the cylinder.  The 

heat flux has a linear relationship with engine power at each distance from the top deck.  The 

rate of heat transfer is much greater, 60mm from the top deck with a much smaller increase 

shown at the top and bottom of the cylinder as the engine power increases.  This reflects the 

trend shown in Figure 6.40.  The increase in engine power has caused a larger increase in the 

inner wall temperature, whilst the increase in engine speed and subsequent coolant flow 

velocity has maintained a more stable outer temperature resulting in a larger heat flux.  The 

inlet side shows the same linear trend with engine power at each distance from the top deck, 

however there are 2 distinct peaks in the trend down the length of the cylinder where the 

heat flux is greatest.  The reduction in heat flux at the 60mm location indicates either a 

reduction in the inner temperature or an increase in the outer temperature to reduce the 

thermal gradient.  Figure 6.35 shows that at this location down the bore the overall 

temperature was less than at the neighbouring locations implying that the cooling in this 

region was more efficient at reducing the metal temperature.  This is much more visible at 

high engine power conditions.  At the bottom of the cylinder the heat flux shows a negative 

trend with engine power. 
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Figure 6.41 – Effect of engine power on radial heat flux for a) exhaust side of cylinder and b) inlet side of 

cylinder 

A possible outcome of this investigation is to establish a correlation that can predict the heat 

flux for each cylinder given a number of inputs.  In order to do this, it is important to 
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 Load dependency (e.g. Torque, BMEP) 

 Engine characteristic length (e.g. Engine bore) 

 

As the data collected was from a single test engine, it is not possible to establish a 

relationship for engines of different displacement; further testing would be required. 

 

To evaluate each cylinder as a single unit, it is possible to calculate an average heat flux for 

the cylinder.  In order to do this, the estimated heat flux from each of sensors was linearly 

interpolated around the circumference of the bore and vertically down the length of the 

cylinder.  Interactions between engine speed and engine load on the estimated average heat 

flux through the cylinder wall can be visualised if the heat flux data is plotted against the 

operating condition number.  Shown in Figure 6.42 is the average heat flux through the wall 

of cylinder 2 for each of the operating conditions plotted against the engine torque and 

grouped by engine speed for each of the operating conditions.  A small increase in heat flux 

can be attributed to the increase in engine speed; however the increase in engine load has a 

much stronger influence on the rate of heat transfer. 

 

Figure 6.42 – Calculated average heat flux for cylinder 2 

The average heat flux data, engine speed and BMEP data was subsequently imported into 

Matlab’s Model Based Calibration (MBC) toolbox in order to create a heat flux model.  A 

single stage modelling approach was chosen due to the simple dataset.  The inputs to the 

model were as above and it was found that a linear model provided the best fit based on a 
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number of statistical metrics such as R2, RMSE and PRESS equivalents7.  PRESS R2 and 

PRESS RMSE differ from their original forms in that they are the average values of the 

original statistic derived when one data point is omitted from the calculation.  They provide a 

good indication of the predictive quality of the model and if they are significantly different to 

their original forms this implies a model over fitting.  The equation given for the response 

model shown in Figure 6.43 is given in Equation (59).  This relationship is only applicable to 

this engine. 

 

푄	(
푘푊
푚 ) = (59.7퐵푀퐸푃) + (25.8푛) + 109.4 (59) 

 

Figure 6.43 – Linear response model for average cylinder heat flux as a function of engine speed and 

BMEP 

A similar model was created for the average cylinder wall temperature as a function of engine 

speed and BMEP, the equation is given in Equation (60) and the response surface is shown 

in Figure 6.44. 

푇 	(°C) = (15.4퐵푀퐸푃) + (7.17푛) + 123.6 (60) 

 
                                                 
7 R2 is a statistical measure of how close the data are to the fitted regression line, RMSE is the root-mean-

square error and is a measure of the differences between values predicted by a model and the values 

actually observed and PRESS is the predicted error sum of squares. 
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The increase in average cylinder wall temperature was found to be linear with both engine 

speed and BMEP.  The response with BMEP was much steeper due to the increase in in-

cylinder pressure and temperature as a result of the higher fuel injection quantities and inlet 

air charge pressure.  Equation (61) is only valid for this engine when fully warm; further 

investigation could expand this model based on a global engine temperature such as the 

cylinder head temperature which is used as an input to the ECU. 

  

Figure 6.44 – Linear response model for average gas side cylinder wall temperature as a function of 

engine speed and BMEP 

This section has enabled the following conclusions to be reached: 

 

 An oil pressure of less than 1.5bar, found to be the piston cooling jet cracking 

pressure, results in a large increase in the bulk cylinder wall temperature during low 

speed steady state operation.  Therefore, the increase in wall temperature was a result 

of an elevated piston temperature caused by reduced cooling.  A variable flow oil 

pump has been shown to reduce parasitic losses and have significant benefits on fuel 

consumption at part load, compared to a fixed displacement pump in other studies, 

the impact of the reduced oil pressure on component temperatures must be 

accounted for when calibrating the operating oil pressure.  In addition, this data 

showed that as well as reducing the parasitic losses the VFOP could potentially aid 

the engine warm-up by increasing the heat flow through the walls to the coolant, this 
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may be a contributing factor to the benefits measured in fuel consumption.  The 

effect of the PCJs was accounted for in subsequent analysis. 

 

 The temperature profile down the length of the cylinder was found to be different 

down each side of the cylinder reflecting changing in measurement location, cylinder 

wall thickness and coolant jacket dimensions.  Temperatures were found to be 14°C 

higher on the exhaust side near the combustion chamber at 60mm from the top deck 

during high BMEP conditions.  The temperature variation from side to side was also 

attributed to increased friction due to the thrust force generated by the piston 

motion. 

 

 Local coolant temperature was also found to vary from the inlet side to the exhaust 

side of the engine by between 2°C and 4°C depending on the operating condition. 

 

 The higher inner wall temperatures but consistent coolant temperatures led to the 

highest rate of heat flux occurring at the mid location down the coolant jacket. 

 

 Longitudinal conduction was found to be significant with convergence towards the 

middle of the cylinder where the coolant flow rate was highest.  In some cases the 

longitudinal temperature gradient was 20% of the radial however this was considered 

to have a negligible impact on the estimated radial conduction through a cylinder wall 

used in thermal modelling. 

 

 The heat flux was found to have a linear relationship with engine power. 

The application of convective heat transfer correlations using 

measured in-cylinder pressure data 
At each steady state operating condition 500 cycles of in-cylinder pressure data were 

captured.  This data was then used to calculate a number of engine performance parameters.  

Prior to analysis the in-cylinder pressure signals were averaged and filtered using a low pass 
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Butterworth filter8, followed by a thermodynamic pressure referencing process with the 

measured cylinder pressure being pegged to match the inlet manifold pressure at BDC.  The 

filtered and corrected pressure data was used to calculate the net heat release as discussed 

earlier.  To calculate the gross heat release, an estimate of the heat transfer from the 

combustion gases to the cylinder wall is required.  Established correlations, such as 

Eichelberg, Annand, Woschni, Finol, Sitkei and Ramanaiah, and Hohenberg can be 

implemented to estimate this.  A number of parameters are necessary in order to implement 

the different correlations, these include in-cylinder pressure data (both fired and motored), 

mean piston speed, instantaneous values of cylinder volume, cylinder surface area, in-cylinder 

mass, mean cylinder wall temperature, and a number of gas properties including viscosity, 

density, thermal conductivity and the ratio of specific heats.  To simplify the analysis the in-

cylinder temperature and mass were obtained through 1D modelling performed in Ricardo 

WAVE.  A simplified four-cylinder engine model was created based on the known geometry 

for the experimental engine.  The model used a number of boundary conditions such as the 

engine speed, measured inlet manifold temperature and pressure, exhaust manifold pressure, 

SOI, EGR rate and fuel injection rate, to estimate the total mass air flow and brake torque.  

Model iterations were performed until the calculated mass air flow and brake torque were 

within ±2% of the measured values.  Outputs from the model included the in-cylinder 

temperature and mass throughout a single four stroke cycle.  The in-cylinder mass was 

calculated based on the mass flow through the valves and was subsequently used, along with 

the in-cylinder pressure, to calculate the in-cylinder gas temperature.  The experimental 

engine had four valves per cylinder and the inlet valves were larger in diameter to allow for 

higher maximum air flows for a given cylinder displacement.  The valves were poppet type 

and the instantaneous flow area was dependent on the valve lift and the valve geometry.  The 

flow area was calculated by breaking the valve lift into three stages.  The first two stages, i.e. 

the minimum flow area for low and medium valve lift, can be calculated based on a frustum 

of a right circular cone and the high lift stage is simply the port flow area minus the sectional 

                                                 
8 The filter was applied using the FiltFilt function from the Mathwork’s Matlab Digital Filter library.  This is 

a zero-phase filter as it is applied in both the forward and reverse directions.  This ensures there is zero 

phase lag which is very important as the pressure signal must remain aligned with the crank angle 

position. 
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area of the valve stem.  Further detail can be found in Heywood [132].  A diagram of a valve 

is shown in Figure 6.45 and the valve dimensions are given in Table 7. 

 

Figure 6.45 – Common valve dimension diagram [132] 

Table 7 – Valve dimensions 

 Head diameter 
(mm) 

Stem diameter 
(mm) 

Port diameter 
(mm) 

Seat width 
(mm) 

β (°) 

Inlet 29.8 7.8 26.3 1.7 30 
Exhaust 25.8 7.6 21.6 2.1 45 
 

The mass flow rate through the calculated valve area can subsequently be described on a 

crank angle basis by the equation for compressible flow through a flow restriction.  This 

equation was derived from one-dimensional isentropic flow analysis: 

 

푚̇ =
퐶 퐴 푝
(푅푇 )

푝
푝

2훾
훾 − 1 1 −

푃
푃

( )

 (61) 

 

푚̇ =
( )

훾

( )
( )

 when the flow is choked, i.e. ≤ ( ) 

 

Equation (61) includes an experimentally determined discharge coefficient, CD to include the 

real gas flow effects, the stagnation conditions upstream of the flow restriction and the static 

pressure immediately after the restriction.  The previously discussed valve flow area is used as 

the area of reference for the flow.  The discharge coefficients and valve lift profiles for the 

experimental engine were supplied by Ford.  The valve lift profile for the inlet and exhaust 

valves is shown in Figure 6.46 and the calculated flow area is shown in Figure 6.47.  In all 
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figures combustion occurs around top dead centre (TDC) shown at a crank angle of 360°.  

The engine has fixed valve timing with a small amount of valve overlap shown in Figure 6.46 

around TDC gas exchange. 

Figure 6.46 – Inlet and exhaust valve lift profiles Figure 6.47 – Inlet and exhaust valve flow areas 

An example of the in-cylinder temperature and mass is shown in Figure 6.48.  The 

compression stroke causes a rise in the in-cylinder temperature but the start of combustion 

shows a significant increase in the temperature within the cylinder.  A peak in-cylinder 

temperature of 1870K is seen during the cycle, and the average cycle temperature was found 

to be 805.8K.  The temperature remains high during the exhaust stroke; however a 

significant drop in temperature is shown with the introduction of the fresh charge.  The low 

EGR rate at this particular condition and efficient intercooler means that the inlet manifold 

temperature was 334K, resulting in the significant drop in in-cylinder temperature.  The in-

cylinder mass is shown to not reach zero, due to the mass contained in the clearance volume 

at TDC.  The fuel injection is shown as a rise during the valve closed period between 200° 

and 500° crank angle, simple models show this as a step increase in in-cylinder mass, 

however WAVE utilises the fuel injector specification and rail pressure to determine the flow 

rate and subsequent rise in mass. 
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Figure 6.48 – Example of in-cylinder temperature and mass profiles for high power operating condition 

The WAVE in-cylinder temperature and mass data for each operating condition was input 

into Matlab for calculation of heat release and for evaluation of the empirical heat transfer 

correlations against the calculated heat transfer coefficients from measured data.  The heat 

flux data from the multipoint sensors has been averaged around the cylinder to result in a 

single average heat transfer rate for the cylinder.  This was done by interpolating the 

measured heat flux around the circumference of the cylinder and linearly down the bore.  A 

flow diagram showing how the measured data was combined with the WAVE data to give 

the gas side convective heat transfer coefficients (CHTCs) is given in Figure 6.49. 

 

Figure 6.49 – Flow diagram of data used for evaluation of established heat transfer correlations 
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The yellow boxes indicate the input of measured and WAVE data and the grey boxes show 

the analysis outputs, in this case these are the gas side convective heat transfer coefficients.  

The thermal gradient calculated from the multipoint temperature data was used to 

extrapolate an average gas side wall temperature which was used in both the established heat 

transfer correlations and the measured heat flux method for calculating the gas side CHTCs.  

This analysis assumes a uniform heat transfer coefficient from the combustion gases to the 

cylinder liner.  The measured data only takes into account the heat transfer from the 

combustion gases to the cylinder liner and not to the piston crown or the cylinder head 

which have been found to be significant in previous studies, this was taken into account in 

the analysis [48].  The analysis described above allowed for the outputs from the empirical 

correlations to be evaluated against measured engine data across a range of operating 

conditions. 

 

Figure 6.50 – a) Average in-cylinder gas temperature from Ricardo WAVE and b) Average extrapolated 

gas side cylinder wall temperature for all operating conditions 

Shown in Figure 6.50 are the gas side cylinder wall temperatures and in-cylinder gas 

temperatures plotted against the engine power for all operating conditions.  The in-cylinder 

gas temperature profile has been fitted with an exponential curve due to the steep increase 

between 2kW and 20kW, the gas temperature was found to plateau above 30 kW around 

780K.  The cylinder wall temperature shows two distinct trends.  Below 7 kW there is a steep 

gradient, indicating a strong change in temperature with an increase in engine power, these 
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points were found to be at 20Nm and the increase in wall temperature was due to an increase 

in engine speed.  Above 7 kW an increase in engine power results in an increase in 

temperature with less noticeable effects of engine torque and/or speed. 

 

Figure 6.51 – Comparison of gas side convective heat transfer coefficients calculated from empirical 

correlations to those estimated using measured multipoint temperature data and in-cylinder gas 

temperatures obtained from Ricardo WAVE 

The correlation derived CHTCs are shown plotted against the CHTCs derived from 

measured data.  The dashed line shows the ideal relationship where the measured CHTC is 

equal to the predicted.  For each set of CHTC, a linear regression curve fitting was 

performed and the data shows a linear correlation between the two calculation methods, with 

R-squared values ranging from 0.75 to 0.86.  The lowest value of R-squared was obtained 

from the Eichelberg correlation; therefore this has the weakest relationship with the 

measured data, indicating that variations in the heat transfer performance are not taken into 

account in the estimation process.  This correlation was derived in 1939 based on a slow 

acting two-stroke engine which is significantly different to the experimental engine used in 

this study.  The strongest linear correlation was found from the Woschni correlation.  The 

Finol correlation also showed a strong linear correlation to the measured data, this would 

have been expected as it was derived from a modern 2.0 litre diesel engine from the same 

engine family as the experimental engine.  The correlations were found to significantly over-

predict the CHTCs at the higher power operating conditions, with some under-prediction at 

the low power conditions, especially using the Eichelberg and Hohenberg correlations.  

Figure 6.52 shows the calculated percentage error at each operating condition for the 
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Hohenberg correlation, which shows significant error at the low engine power conditions.  

The largest error was found from the Annand correlation.  The Finol correlation error is 

shown in Figure 6.53 as it is the most recent and relevant correlation to the experimental 

engine, however it was found to over-predict by up to 80% at higher engine powers.  It is 

interesting to note the error trends at different engine loads, 20Nm and 60Nm are 

highlighted in red and blue respectively.  A similar trend was found for the other correlations 

investigated.  The constants employed in the Finol correlation were established from cycle 

averaged data obtained at 4000rpm and 100% of the limiting torque curve but were found to 

under-predict the CHTC at 70% and 40% of the limiting torque curve by 10%.  

Experimental data shows that in this case it was found to over-predict by at least 54%.  

Improvements to the prediction of the CHTCs are required to better predict the transfer of 

heat to the cylinder wall and through it.  From these findings it was decided to take the 

Hohenberg correlation forward to improve its correlation with the measured data.  The 

Hohenberg correlation illustrated the least error at higher engine power conditions. 

Figure 6.52 – Hohenberg correlation CHTC error Figure 6.53 – Finol correlation CHTC error 

In order to solve the Hohenberg equation globally for the operating conditions tested, a non-

linear least-squares approach was undertaken.  This was performed in Matlab using the 

optimisation toolbox.  The ‘lsqnonlin’ function solves non-linear least-squares problems by 

computing a vector-valued function.  The function is passed a start point and finds a 

minimum of the sum of squares of the desired function.  Each of the coefficients can be 

constrained with an upper and lower limit or be allowed to search unconstrained.  In this 

application no bounds were set.  The solver works on the basis of a gradient error decent, 

therefore changes are applied to each of the coefficients and the sum of squares is compared 

to the previous iteration until the difference is below a given threshold. 
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As with most nonlinear function solvers, it is difficult to determine whether an obtained 

solution is a global solution or a local solution, which means that a local minimum has been 

found.  This highlights that the choice of starting point is often critical to finding the right 

solution.  A possible answer to this problem is to complete the optimisation from a number 

of starting points, commonly referred to as a multi-start optimisation.  A variety of methods 

for selecting the starting points are available, including design of experiments, space filling 

designs or grid patterns.  For this optimisation a range was given to each coefficient based on 

the established coefficients given in the Hohenberg correlation, shown in Table 8, based on 

Equation (62).  In turn each coefficient was perturbed across the range whilst keeping the 

other coefficients constant, resulting in 1260 starting conditions. 

 

ℎ = 퐶 ∙ 푉 ∙ 푝 ∙ 푇 ∙ (푐 + 퐶 )  (62) 

 

Table 8 – Ranges used in nonlinear optimisation 

Coefficient Hohenberg Lower limit Upper limit Step 
C1 130 122.5 137.5 2.5 
C2 1.4 1.1 1.7 0.1 
a -0.06 -0.09 -0.03 0.01 
b 0.8 0.5 1.1 0.1 
c -0.4 -0.7 -0.1 0.1 
d 0.8 0.5 1.1 0.1 

 

Figure 6.54 – Convective heat transfer coefficients calculated using the solutions obtained from the non-

linear optimisation from all starting points plotted against the predicted values from the measured data 
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Figure 6.54 shows all the Hohenberg correlation outputs when employing the coefficients 

found using each of the starting points in the optimisation.  The different starting points 

result in a large variation in the calculated convective heat transfer coefficients at each engine 

operating condition.  This further highlights the non-linearity of gas side convective heat 

transfer within the cylinder, in addition to the large number of local minima which exist in 

the design space.  To improve this error an iterative process was subsequently employed, 

where the solution to one optimisation was fed in as the starting point to the next 

optimisation, thus employing a gradient decent method.  The results of which are shown in 

Figure 6.55.  Also shown in this figure are the heat transfer coefficients obtained using the 

best solution from the single optimisation, and heat transfer coefficients using the original 

coefficients employed by Hohenberg.  It shows that the optimisation has greatly improved 

the accuracy across the operating conditions, with particular improvement at low values of 

CHTC.  The single run optimisation reduced the sum of the errors by 48.6%.  The iterative 

process has shown further benefits over the multi-start optimisation further reducing the 

sum of the errors by 29% (77.6% improvement over the original Hohenberg coefficients).  

The optimised correlation coefficients are given in Table 9. 

 

Figure 6.55 – Comparison of single optimisation solution with iterated solution and Hohenberg original 

coefficients 
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Table 9 – Optimised Hohenberg correlation coefficients 

Coefficient Hohenberg Single run Iterative run 
C1 130 3.14x104 1.074x1011 

C2 1.4 -1.76 -2.61 
a -0.06 -0.04 0.76 
b 0.8 0.85 1.02 
c -0.4 -1.01 -2.33 
d 0.8 0.22 0.17 

 

It was decided to introduce a cylinder wall temperature component into the Hohenberg 

correlation to improve the curve fit.  Equation (63) shows the function for the optimisation.  

A similar process to above was employed with an initial single optimisation performed with 

the same 1260 starting points, followed by an iterative process undertaken on the best result. 

 

ℎ = 퐶 ∙ 푉 ∙ 푝 ∙ 푇 ∙ (푐 + 퐶 ) ∙ 푇  (63) 

 

Figure 6.56 – Comparison of modified Hohenberg equation to original  

Figure 6.56 illustrates the small improvement obtained by including cylinder wall temperature 

as a variable in the convective heat transfer function, especially at the higher heat transfer 

coefficients.  The inclusion of cylinder wall temperature adds another degree of freedom and 

reduces the sum of the errors further over the original equation.  Compared to the original 

Hohenberg coefficients the single run reduced the sum of the errors by 76.9%, whereas the 

iterative run reduced the errors by 81.5%.  This is a 17.4% improvement compared to the 
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correlation without the inclusion of the cylinder wall temperature component.  The final 

equation is shown below. 

 

ℎ = 1.18 × 10 ∙ 푉 . ∙ 푝 . ∙ 푇 . ∙ (푐 − 2.54) . ∙ 푇 .  (64) 

 

Figure 6.57 shows the modified correlation in comparison with the established ones for the 

highest power condition that was tested.  The modified correlation shows some clear 

differences during the gas exchange and expansion periods.  The optimisation was performed 

with no constraints placed on the equation coefficients with the correlation to the cycle 

average being the primary objective; this has led to coefficients which are significantly 

different to the original equation.  As a result the effect of changing cylinder volume, 

especially during gas exchange has a much greater impact on the calculated convective heat 

transfer coefficients resulting in much larger values than the other correlations, clearly seen 

during the gas exchange period.  Therefore to achieve the cycle average the coefficient of the 

average in-cylinder temperature term has decreased, leading to the sudden reduction in 

convective heat transfer coefficient at the start of injection.  The aim of the optimisation was 

to improve the accuracy of the cycle average heat transfer coefficient, which was successful.  

In order to apply this correlation on a crank angle base a repeat optimisation procedure 

would be required, where the equation coefficients are constrained and the focus of the 

optimisation was the combustion period, i.e. intake valve closing to exhaust valve opening. 
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Figure 6.57 – Predicted heat transfer coefficient including modified correlation 

A similar investigation was performed to derive an average heat flux through the cylinder 

walls based on the extrapolated gas side wall temperature using the CHTCs from the 

correlations explored above.  A flow diagram on the analysis procedure is shown in Figure 

6.58.  The calculated heat flux was then compared against that measured by the multipoint 

sensors. 

 

Figure 6.58 – Flow diagram of heat flux calculation from heat transfer correlations and measured data 

The comparison of the cylinder-averaged measured heat flux to the predicted heat flux is 

shown in Figure 6.59.  To calculate the heat flux, the CHTC was multiplied by the difference 
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in the in-cylinder gas and the wall temperature, therefore this is constant at each operating 

condition for all correlations and for the measured data.  Due to this calculation method the 

error from the CHTC calculation is directly transferred to the calculation of heat flux, 

therefore the best correlation was found with the modified Hohenberg equation. 

 

Figure 6.59 – Comparison of measured average heat flux through the cylinder wall to those calculated 

from predicted convective heat transfer coefficients 

The following conclusions can be made from the findings in this sub-section: 

 

 The average in-cylinder gas temperature over a complete engine cycle was found to 

plateau above an engine power of 30kW at around 780K.  This is due to a 

combination of the concentration of EGR and the residency time of the gas within 

the cylinder controlling the temperature.  Temperatures greater than this would result 

in component fatigue and therefore the use of more exotic materials for piston 

crown and inlet and exhaust valves. 

 

 The average cylinder wall temperature across an engine cycle was found to have two 

distinct trends depending on the engine power.  At low engine powers, i.e. below 

7kW there was a large increase in temperature due to a small increase in engine power 

resulting in a steep gradient.  The increase in engine power was a result in increasing 

engine speed at a fixed low load, implying that the injected fuel contributes 

significantly to the temperature control in the cylinder. 

0 50 100 150 200 250 300 350
0

50

100

150

200

250

300

350

Measured heat flux (kW/m2)

C
al

cu
la

te
d 

he
at

 fl
ux

 (k
W

/m
2 )

 

 

Y = X
Finol
Hohenberg
Woschni
Eichelberg
Sitkei
Annand
Hohenberg (optimised coefficients)
Modified Hohenberg



196 

 

 

 An evaluation of established correlations found that the majority over-predicted the 

convective heat transfer coefficients, especially at higher power conditions.  The 

advances in material properties used in engine block manufacture may be the cause 

of the reduction in heat transfer from the combustion charge to the cylinder wall.  

The largest error was given by the Annand equation. 

 

 The Hohenberg equation coefficients were optimised using a non-linear least-squares 

regression employing a gradient decent approach.  This resulted in a 77.6% 

improvement in the correlation between the calculated CHTC’s and those measured 

at each operating condition. 

 

 An average cylinder wall temperature component was added to the Hohenberg 

equation, which further improved the correlation.  It was found that the inclusion of 

the average cylinder wall temperature reduced the sum of the errors by 17.4%, 

highlighting the influence of cylinder wall temperature on the convective heat 

transfer coefficient between the combustion charge and the cylinder wall. 

 

 The modified equation was found to accurately predict the cycle average heat transfer 

coefficient but could not be currently used to estimate the CHTC’s on a crank angle 

base without a repeat optimisation with the equation coefficients being constrained in 

order to prevent an over prediction during the gas exchange period. 

Section summary and conclusions 
This section aimed to provide a description of how the engine operating conditions affected 

the cylinder wall temperature and the rate of heat transfer through the cylinder liner.  In 

addition some understanding of the temperature distribution and energy balance at each 

operating conditions was targeted.  Finally an investigation into the accuracy of established 

convective heat transfer correlations was undertaken.  Some of the key findings of this 

section are outlined below: 

 

 Ideally a larger proportion of the engine operating map would have been explored to 

fully understand the interactions of the engine speed and load on the thermal 
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distribution through the engine.  An additional idle condition would have also been 

included in the steady state operating points as the low load condition which was 

included in the experimental program was at an elevated speed and torque due to the 

applied method. 

 

 It was found that using the midpoint of the operating section did not provide an 

accurate approximation to the average outputs from that area.  In hindsight the 

distribution of drive cycle operating points within the discretized area should have 

been taken into account and the tested operating condition should have been located 

to best replicate the spatial variation within the area, rather than choosing the 

arbitrary midpoint. 

 

 It was found that in the region of 12% of the total input energy to the engine is lost 

to the coolant across the load range at 2625rpm.  It was found that by reducing the 

engine speed and increasing the engine torque, a small proportion of the input energy 

was used to overcome friction.  The experimental engine behaved as expected with 

less than 30% of the total input energy being converted to useful work. 

 

 The coolant temperature distribution across the operating conditions was found not 

to vary significantly through the engine structure, with the largest increase shown 

across the oil cooler where a significant amount of heat was absorbed from the oil.  

The oil temperatures were found to change considerably with the operating 

condition, with the higher speed and load conditions showing oil temperatures 40°C 

higher than at idle.  Interestingly the oil temperature was also found to reduce along 

its path through the engine structure and into the cylinder head.  The oil in the 

camshaft bearings was also found to be on average 7.2°C hotter on the exhaust cam 

than the inlet cam due to presence of the hot exhaust gas in the ports resulting in 

higher cylinder head operating temperatures on the exhaust side. 

 

 The piston cooling jets were found to impact the cylinder wall temperatures 

significantly at low speed.  When operating at low speed, oil pressure remained below 

the nominal operating pressure of the jet and the cylinder wall was found to be 

significantly hotter.  It was concluded that this phenomena only occurred during 
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steady state operating; when the oil gallery pressure was allowed to decay to below 

1.5bar, therefore it was required to remove this contributing factor from the analysis. 

 

 The temperature profile down the cylinder wall was found to vary significantly from 

exhaust side to inlet side, with the location of the coolant jacket also impacting on the 

temperature variation with operating condition. 

 

 The cylinder liner heat transfer was found to be significantly different from the inlet 

to exhaust sides of the engine.  The exhaust side of the engine recorded higher peak 

rates of heat transfer assumed to be caused by the higher levels of friction due to the 

thrust surface of the piston under the power stroke.  The magnitude of heat flux was 

found to have a linear relationship to engine power at each position down the bore 

length on both sides of the cylinder. 

 

 The crank caps were found to have a similar response to increasing to engine speed 

and torque as the other areas of the engine, illustrating a 7°C rise in oil temperature 

between the main gallery and bearing 1.  Higher temperatures were measured at 

bearing 3 and 5. 

 

 The cylinder head surface temperature located on the web between the cylinder 2 

valves and the external structure was found to be on average 7.2°C hotter on the 

exhaust side than the inlet side due to the hot gases passing through the exhaust 

ports. 

 

 Established correlations were found to over-predict the cycle average convective heat 

transfer coefficients, especially at higher operating conditions.  Optimisation of the 

Hohenberg equation coefficients led to a 77.6% reduction in the sum of errors 

compared to the existing correlation.  Further improvements to the correlation were 

achieved by introducing an average cylinder wall temperature component to the 

Hohenberg equation.  This reduced the sum of the errors by a further 17.4%. 
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 Transient investigation – Experimental 6.3

Design of Experiments 
The aim of this section is to assess the thermal effects of additional hardware during cold-

start transient testing on the cylinder wall temperatures and the rate of heat transfer through 

them.  It would be expected that the coolant flow rate through the engine and the 

temperature of the coolant into the engine would have the principle effect on the heat 

transfer through the cylinder liner.  One hypothesis would be that a reduction in the coolant 

inlet temperature would promote a steep temperature gradient through the cylinder wall 

promoting heat transfer from the cylinder to the coolant.  Whilst a reduced coolant flow rate 

would contain the heat from combustion within the engine minimising the heat transfer to 

components external of the main engine. 

A summary of the Design of Experiments operating condition 

determination process 
The engine was fitted with a number of different hardware devices which had been 

integrated into the production configuration.  The effect of these devices on the thermal 

conditions within the engine is very important if they are to be considered for production.  

The final series of experiments was designed to obtain a complete understanding of the 

interaction of each of these devices to the overall system.  The control variables for this work 

are shown in Table 10.  The selection process and reasoning behind these input variables are 

discussed in detail by Burke [137].  The DoE approach was designed to explore the 

responses of a number of individual parameters and their interactions with each other with 

an optimised amount of experimentation. 
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Table 10 – Input variables for design of experiments 

DoE Inputs Setting 1 Setting 2 Setting 3 

Post engine 

throttle 
Mapped 

Mapped with 

minimum limit 
Open 

Oil cooler On N/A9 Bypassed 

EGR coolant 

throttle 
Low Flow: 20% Mid Flow: 28%10 High Flow: 100% 

EGR cooler type Coolant N/A Oil 

SOI Standard +1.5° +3° 

 

The design of experiments, D-optimal test design approach produced a test matrix made up 

of 17 different conditions, shown in Table 11.  An additional baseline test condition was 

added to the design and repeated a number of times through the test programme in order to 

monitor the stability of the engine within the experimental programme.  As the effect on 

warm-up was the prime objective for the experiments, each test point represented a cold start 

NEDC and the calibration run order was randomised.  Further details and reasoning behind 

the experimental programme are discussed by Burke [137]. The forced cool down procedure 

discussed in Chapter 4 Section 4.6 was implemented after each test point which allowed 2 

tests to be performed each day.  Investigation into the control and repeatability of each of 

the input parameters was illustrated by Burke and was found to be good [137].  This 

investigation also highlighted the scatter due to interaction between the different parameters.  

It was concluded that by throttling the coolant flow from the engine, the engine warm-up 

was improved by effectively isolating a proportion of the thermal mass and reducing the 

thermal inertia.  Burke investigated the complete system response, the aim of this section is 

to delve deeper into the mechanism within the cylinder which caused the reduced warm-up 

time [138-140]. 

 

 

 

 

                                                 
9 Implies a two level system 
10 Percentage of throttle opening on outlet of coolant from EGR cooler 
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Table 11 – 17 point D-Optimal design of experiments 

DoE 
number 

1 – Post 
engine 
throttle 

2 – Oil 
cooler 

3 – EGR 
coolant 
throttle 

4 – EGR 
cooler type 5 – SOI 

Baseline Open On High Coolant 0 
1 Mapped Bypass Low Oil 0 
2 Open Bypass Low Oil 1.5 
3 Mapped Bypass Low Coolant 0 
4 Open Bypass Low Coolant 3 
5 Open On Low Oil 0 
6 Open Bypass High Oil 1.5 
7 Mapped Bypass High Coolant 1.5 
8 Open On High Coolant 0 
9 Open Bypass Low Coolant 1.5 
10 Mapped On Low Coolant 1.5 
11 Mapped Bypass High Oil 3 
12 Mapped On Low Oil 3 
13 Mapped On High Oil 1.5 
14 Open Bypass High Oil 0 
15 Open On High Coolant 3 
16 Mapped Bypass High Coolant 0 
17 Mapped11 On Mid Coolant 0 

Transient results and discussion 
This section aims to describe the data collected through the experimental programme and 

highlight the important findings from the series of transient drive cycle experiments 

performed utilising the active thermal management system described above.  The data 

analysis can be broken down into two areas.  Initially a brief investigation into the overall 

system response will be given.  This has been looked at in more detail by Burke, however 

some details are required to understand the subsequent investigation [137].  The main 

discussion within this section is the effect of the system responses on the heat transfer 

through the cylinder liner and how the external coolant and oil system changes have 

impacted the distribution of heat and fundamentally affected the rate of warm-up through 

the drive cycle. 

                                                 
11 This test employed a reduced lower threshold which enforced a minimum throttle opening and hence a 

minimum engine out coolant flow.  This produced a mid-flow setting throughout the test. 
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System responses to changes in active thermal management 

actuators 

A traditional DoE analysis method has not been utilised in this thesis as the overall system 

response and subsequent modelling of the system was undertaken by Burke.  However, the 

effects of the input parameters on the overall system need to be understood before the 

effects on the cylinder wall temperatures and the heat transfer through the cylinder liner can 

be explained.  The engine coolant flow is shown in Figure 6.60 and was found to produce 4 

distinct groups.  The post engine coolant throttle (IP1) has two modes, ‘Open’ or ‘Mapped’, 

the blue traces in Figure 6.60 indicate the ‘Mapped’ or low flow condition and the other 3 

groupings are ‘Open’.  The mapped control of the engine out throttle shows minimal flow 

through the ECE sections of the drive cycle, the closed throttle forces all coolant flowing 

through the engine during this period around the EGR circuit; it is not until the EUDC 

section, when the cylinder head temperature has reached 85°C, that significant flow is 

measured.  The large oscillations in the measured flow through the engine during the EUDC 

are caused by there being no hysteresis set on the coolant throttle so it is therefore 

responding to the cooling effects of the engine coolant on the cylinder head temperature.  

The mid flow conditions include four post engine coolant throttle mapped conditions where 

the EGR flow was high, resulting in an increased engine coolant flow.  The maximum flow 

rate when IP1 is open interacts with the EGR coolant throttle; a high flow rate through the 

EGR cooler results in an increase in the coolant flow through the engine, therefore a low 

EGR flow reduced the peak flow rate through the engine, shown by the green lines.  Figure 

6.60b shows the cumulative engine coolant flow over the drive cycle; this shows the trends 

more clearly as it hides the effect of the changing engine speed on the coolant flow rate. 
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Figure 6.60 – a) Coolant flow rate through the engine and cylinder head for all configurations, grouped 

together by the coolant flow rate condition.  b) Cumulative coolant flow rate through the engine 

Figure 6.61, below, shows the cumulative EGR cooler coolant flow with three groups 

highlighted.  Low flow through the EGR cooler throttle is clearly shown by the blue lines; 

the black lines indicate the mid-point position and the red lines indicate the high flow 

condition.  The maximum flow variation is due to the interaction with both the engine out 

throttle (IP1) and the oil cooler (IP2) mode.  The highest flow rate is produced when IP1 is 
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low and IP2 is in bypass.  The flow rate subsequently reduces as IP2 is ‘On’ and then IP1 is 

‘Open’, the baseline condition is in this grouping. 

 

Figure 6.61 – Cumulative coolant flow through the EGR Cooler for all configurations, grouped together 

by the EGR flow condition 

The impact of the EGR cooler type on the gas temperatures is shown in Figure 6.62, the oil 

cooled experiments are shown in red and the coolant cooled experiments in blue.  Higher 

EGR gas outlet temperatures were measured when coolant was used, indicating that oil 

provides more cooling to the EGR gas than the coolant.  Variation in the peak temperatures 

are more noticeable when employing coolant cooled EGR, indicating that the other input 

parameters have an influence on the post EGR temperature.  The SOI was found to have 3 

distinct groups with some variation due to the engine warm-up rates affecting the operating 

position on the temperature dependent ECU calibration maps.  The SOI was found to have 

significant impact on the fuel consumption, offering up to a 20g (5.5%) benefit over the 

drive cycle, however this was found to be a secondary effect due to the changes in 

temperature in the combustion chamber affecting the ignition delay and subsequent premix 

combustion [137]. 
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Figure 6.62 – Post EGR cooler gas temperatures for Oil cooled and Coolant cooled EGR gas 

configurations 

Response of cylinder wall temperatures and rates of heat transfer 

to changes in the active thermal management system 

It was then possible to use these established groups to show the impact of the DoE 

parameters on the cylinder wall temperatures.  An example of the instantaneous multipoint 

temperature is shown in Figure 6.63 for three repeats of the baseline experimental condition.  

In this figure the coloured groupings indicate the thermocouple position within the 

multipoint sensor.  During the early stages of the drive cycle there is a 3°C variation in the 

recorded temperatures, the cause was found to be a 2°C difference in the overnight cell 

ambient condition and therefore the engine temperature.  The effect of the ambient 

temperature variation is shown to reduce as the drive cycle progresses.  The response time of 

the thermocouples within the sensor to a change in temperature can also be seen after each 

deceleration event as the difference between the tip and middle thermocouple becomes 

much smaller than that of the middle and outer.  In order to simplify the temperature 

analysis, only the inner thermocouple within the sensor has been shown in the following 

figures, unless otherwise specified. 
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Figure 6.63 – Multipoint temperature data over multiple baseline NEDC repeats (Coloured groups 

indicate thermocouple position within the sensor) 

Figure 6.64 shows the cumulative inner temperatures located around cylinder 2 grouped by 

the engine coolant flow rate as in Figure 6.60.  Cumulative temperature is used as a device to 

visualise the temperature data disguising the interaction with engine speed and load through 

the drive cycle.  The inlaid plot shows the final 100 seconds for Multipoint 6 located on the 

inlet side 8mm from the top deck.  The low engine flow experiments clearly show higher 

cylinder wall temperatures, as well as the high EGR mid flow experiments.  The high engine 

coolant flow experiments show a 12% reduction in the cumulative temperature over the 

drive cycle.  A low EGR flow rate was found to reduce the total engine flow rate (Figure 

6.60) during high engine speed conditions; this is shown to cause an increase in the 

cumulative inner wall temperature compared to high EGR flow conditions.  This increase in 

wall temperature can be further compounded when the EGR gas is coolant cooled.  A 

similar response was found for cylinder 3.  Two mid flow conditions were found with 

cumulative inner wall temperatures similar to that of the low engine flow conditions, this was 

found to be as a result of the oil cooled EGR, as less heat was transferred to the coolant 

from the EGR gas. 
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Figure 6.64 – Cumulative inner thermocouple temperature for cylinder 2 at 8mm and 60mm from the 

top deck, colour groupings indicate engine out coolant flow rate condition 

To explain the higher cylinder wall temperatures during the low flow condition the 

cumulative energy transfer to coolant and the cumulative temperature difference across the 

engine are shown in Figure 6.65 and Figure 6.66 respectively.  The closed post engine 

coolant throttle causes the energy transfer across the engine to be much smaller than the high 

flow experiments due to the low coolant mass flow.  The low mass flow rate means that the 

heat energy generated in-cylinder, which is the same for all experiments, that is conducted 

through the cylinder liners is maintained within the engine structure.  The highest rate of 

energy transfer to the coolant across the engine was found to be for two of the mid flow 

experiments.  It was found that the mid flow experiments could be broken down into two 

further groups; one group where all flow through the engine subsequently passed through 

the EGR cooler or the second group in which the post engine coolant throttle was partly 

open and a proportion of the total engine flow passed through the radiator bypass circuit and 

the remainder flowed through the EGR circuit.  The higher rate of energy transfer was found 

to be the part open post engine coolant throttle experiments.  Therefore a large proportion 

of the engine coolant flow was directed around the radiator bypass circuit, resulting in a 

lower engine in coolant temperature than the other mid flow experiments.  This combination 

of increased coolant flow rate compared with the closed post engine throttle experiments 

and the low engine in coolant temperature compared with the high flow experiments resulted 

in the high energy transfer across the engine.  To further understand the interaction between 
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the coolant mass flow rate through the engine and the effect of the temperature difference 

across the engine, the cumulative temperature difference across the engine can be used. 

 

Figure 6.65 – Cumulative energy transfer across the engine (Engine outlet - Engine inlet), coloured 

groups indicate engine coolant flow rate 

Figure 6.66 employs a cumulative temperature method to aid the visualisation of the impact 

of the coolant flow through the engine.  It shows that the low engine coolant flow 

experiments have the largest temperature difference across the engine.  This is a result of the 

low engine inlet temperature caused by the low engine flow rate maintaining a lower coolant 

temperature external to the engine.  Whereas the high engine coolant and high EGR flow 

experiments show a much smaller temperature difference across the engine due to additional 

heat from the EGR gas and significant mixing of the coolant external to the engine structure 

elevating the engine inlet temperature.  The mid flow experiments show the greatest variation 

in the measured temperature difference across the engine.  This is a result of the high flow 

through the EGR cooler increasing the engine coolant inlet temperature; the mid flow 

experiments which have a large flow through the radiator bypass show the greatest 

temperature difference of the mid flow experiments.  The variation within the remaining mid 

flow experiments was found to be caused by the EGR gas cooling medium; oil cooled EGR 

resulted in a larger temperature difference as the EGR gas heat transfer was not contributing 

to the engine in coolant temperature. 
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Figure 6.66 – Cumulative temperature difference across the engine, grouped together by engine coolant 

flow 

As discussed in Chapter 6 Section 6.2, the drive cycle can be subdivided into a number of 

urban drive cycle repeats and an extra urban phase.  For this discussion the key phase of the 

drive cycle is the first urban drive cycle as this has the greatest potential benefit for fuel 

savings from engine warm-up strategies and improved heat transfer understanding.  Analysis 

of the complete drive cycle was performed alongside this investigation but is not reported 

here [141].  Figure 6.67 shows the mean heat flux over the first UDC repeat for each of the 

17 experiments against the average engine coolant flow rate for each of the sensors around 

cylinder 2.  The overall trend shows that as the average coolant flow rate increases the mean 

rate of heat transfer reduces, which contradicts the findings from the steady state 

investigation.  These showed that an increase in the coolant flow rate through the engine 

resulted in an increase in the rate of heat transfer through the cylinder.  The multipoint 

sensors at 60mm on the inlet side show the highest rate of heat transfer, supporting the 

findings in the steady state experiments.  It was found that at a depth of 60mm the heat 

transfer was greater on cylinder 3 for both multipoint sensors, whereas at 8mm it was 

cylinder 2 which measured the larger rate of heat transfer.  Multipoint 1 would not be 

exposed to this coolant controlled heat transfer phenomena.  The small gradient is due to 

conductive heat transfer to neighbouring metal that is exposed to the coolant, inducing some 

heat transfer. 
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Figure 6.67 – Mean heat flux on exhaust and inlet side of Cylinder 2 versus the average engine coolant 

flow rate – MP1 measurement location is not through the coolant jacket 

The position around the cylinder was found to influence the magnitude of the heat transfer 

with a reduction in the heat flux on the inlet side at MP13 compared to MP8, supporting the 

steady state experimental findings.  The effect of coolant flow rate is shown to be much 

greater between the low and mid flow conditions on the inlet side compared to MP8.  The 

energy transfer response to changing engine coolant flow rate and engine inlet coolant 

temperature is shown in Figure 6.68.  The data for all experimental configurations over the 

first urban drive cycle repeat are included and it shows that an increase in the engine coolant 

flow rate results in an increase in the energy transfer to the coolant across the engine 

structure.  The reduced energy transfer to the coolant is the fundamental reason why the 

engine was found to warm-up faster when the post engine throttle was closed.  A reduction 

in the coolant temperature into the engine was found to further increase the energy transfer 

to coolant. 
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Figure 6.68 – Energy transfer across the engine (kW) against the average engine coolant flow rate and 

engine coolant inlet temperature for all experimental configurations over UDC1 

To understand the effects of the DoE configurations on the cylinder wall temperatures 

Figure 6.69 shows the liner temperatures for Multipoint 8 for the low, mid and high engine 

coolant flow rate conditions for each configuration.  In addition to the three metal 

temperatures the extrapolated gas and coolant side wall temperatures, local coolant 

temperature (shown at 0.055m) and engine coolant inlet temperature (shown at 0.06m) have 

been plotted.  The local coolant measurement location is comparable to the position shown 

in the figures; however the engine coolant inlet temperature is shown for reference only.  It is 

shown that the measured temperatures near the combustion chamber reduce as the coolant 

flow rate increases, whereas the outer metal temperatures were found to be comparable 

across all flow conditions.  The reduction in the temperatures measured nearest the 

combustion chamber as the flow rate through the engine increases, could be attributed to the 

heat transfer in the cylinder head.  During low engine coolant flow conditions the flow 

through the cylinder head is also reduced, therefore it will operate at a higher temperature 

which would have a knock-on effect on the combustion gases and the overall combustion 

chamber temperature.  The different configurations were found to have very little impact on 

the measured temperatures in the high flow condition comparable to the 2-3°C temperature 

variation observed under mid and low coolant flow.  This could be attributed to the variation 

in the local coolant temperature observed.  Therefore there are two factors which have 
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impacted the temperature gradient through the wall.  In the high flow regime the local 

coolant temperature was found to be higher and the measured temperature near the 

combustion chamber was lower resulting in a shallower gradient, i.e. lower heat transfer.  An 

identical effect was found on the inlet side of the engine, however measured temperatures 

were found to be lower (2°C) and coolant temperatures comparable, leading to shallower 

temperature gradients across the flow regimes.  In the steady state experiments the greater 

temperatures on the exhaust side were attributed to the influence of the hotter exhaust gases 

and increased heat from friction.  There is also an observed rise in the engine inlet 

temperatures; with some cases showing a reduction between the engine inlet and the local 

measurement point.  This reduction could be caused by the heat transfer from the warm 

coolant to the cold engine block during the early stages of the drive cycle especially during 

the low flow conditions. 

 

Figure 6.69 – The effect of low, mid and high engine coolant flow rate and the DoE configuration on the 

cylinder liner and coolant temperatures for multipoint 8, located on the exhaust side at 60mm from the 

top deck 

The increase in engine inlet temperature was mainly caused by the increased engine coolant 

flow raising the temperature of the coolant external to the engine, in addition to a number of 

interactions between the build configurations.  The coolant temperatures around the system 

were found to be highest during the coolant cooled EGR and oil cooler bypass 

configuration, attributed to additional heat energy transfer to the coolant via the EGR cooler 
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and heat energy not being transferred to the oil within the oil cooler.  The other 

configurations show very little engine inlet temperature variation due to the energy transfer 

interactions within the EGR cooler and the oil cooler.  The change in coolant temperature 

between the mid and high flow conditions for the coolant cooled EGR and oil cooler bypass 

configuration was very small due to the high coolant temperature out of the EGR cooler, 

whereas the other configurations show a stronger dependence on the engine coolant flow 

rate to increase the temperature of the coolant external to the engine. 

 

The effect of the engine coolant flow rate on the liner and coolant temperatures for 

multipoint 8 for the coolant cooled EGR and oil cooler bypass configuration are shown in 

Figure 6.70 for each repeat of the urban drive cycle.  The liner temperatures are shown to 

rise through the drive cycle as the engine warms up to its operating temperature which is not 

achieved until the early stages of the EUDC [137].  The low flow condition is shown to have 

the lowest coolant temperatures across the first 2 repeats with the mid flow condition 

showing the highest temperatures throughout.  The low flow condition has the highest inner 

liner temperatures and the lowest outer temperature initially, therefore having the highest rate 

of heat transfer, which is maintained throughout the repeats.  The mid flow condition was 

found to have the highest coolant temperatures as all the coolant which flowed through the 

engine was subsequently used to cool the EGR gas.  The wall temperatures would eventually 

reach equilibrium during the EUDC phase when the engine is fully warm. 
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Figure 6.70 – The effect of engine coolant flow rate on wall and coolant temperatures for multipoint 8 

through each of urban drive cycle phases for coolant cooled EGR and oil cooler bypass. 

The boundary layer temperature gradient from the wall surface to the local coolant 

temperature for the low and high flow conditions for multipoint 8 over UDC1 is visualised 

in Figure 6.71.  The equation for the convective heat transfer coefficient from the wall to the 

fluid is given in Equation (52).  This states that if the heat transfer through the wall was 

constant, an increase in the temperature difference between the wall and coolant would result 

in a reduction in the convective heat transfer rate between the wall and the coolant, implying 

that there would be less energy transfer per unit area and temperature to the fluid.  It is 

shown that the low flow condition, which was found to have the highest rate of heat transfer 

through the wall, also has the largest temperature difference between the extrapolated wall 

temperature and the local coolant temperature.  Therefore the convective heat transfer 

coefficient, in this case is dependent on the relative increase of the rate of heat transfer to the 

increase in the temperature difference. 
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Figure 6.71 – Visualisation of convective heat transfer profile for Multipoint 8 from the extrapolated 

cylinder wall temperature to measured local coolant temperature for mapped and high flow conditions 

Figure 6.72 helps to further understand the relationship between the convective heat transfer 

and the temperature difference between the extrapolated wall temperature and coolant 

temperature.  The figure includes the data for all experimental configurations and all 

multipoint sensors which were exposed to coolant for both cylinders 2 and 3.  It clearly 

shows a linear trend when plotted on a log scale.  By plotting on a logarithmic scale the data 

is better represented and more visible due to the exponential nature of the coolant side 

convective heat transfer with the reduction in the temperature difference between the 

cylinder wall and the coolant temperature.  The data presented here was found to be 

consistent with other studies. 
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Figure 6.72 – Convective heat transfer coefficient against average temperature difference between local 

coolant and cylinder wall for all Multipoints over UDC1 

Section summary and conclusions 
This section aimed to provide an understanding of how changes to the external oil and 

coolant circuits in the active thermal management system impacted the cylinder wall 

temperatures and rates of heat transfer through the cylinder liner.  The external circuit 

changes were found to affect the rate of warm-up of the engine through the drive cycle and 

this section aimed to provide the fundamental reasons why.  Some of the key findings of this 

section are outlined below: 

 

 The low engine coolant flow was found to have the largest rate of heat transfer 

through the cylinder wall due to higher inner wall temperatures and much lower 

coolant temperatures.  It had the largest temperature difference between the wall 

surface and the coolant indicating high convective heat transfer.  The low engine inlet 

temperature was caused by the reduced mixing of the coolant external to the engine.  

Through the UDC repeats, the low engine flow condition maintained the highest 

inner wall temperature and the lowest coolant temperature, therefore the highest rate 

of heat transfer through the cylinder wall.  This contradicts the findings of Chang 

et.al showing that the coolant temperature and the coolant flow rate have a 

significant impact on the heat flux, reinforcing the suggestion that it is only in HCCI 
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engines that the main driving force behind the heat transfer is the phasing of the 

combustion process [57]. 

 

 The low coolant flow rate resulted in much lower energy transfer to coolant across 

the engine and therefore a much faster warm-up as the heat energy remained within 

the engine structure.  This finding may also highlight the importance of heat transfer 

from the cylinder head as well as from the combustion chamber during warm-up as it 

resulted in an increase in the wall operating temperature during the early stages of the 

drive cycle. 

 

 The coolant cooled EGR and oil cooler bypass configuration was found to have the 

highest engine coolant temperatures due to the heat added to the coolant via the 

EGR gas and no heat being transferred to the oil within the oil cooler. 

 

 The combination of low engine coolant flow and the coolant cooled EGR and oil 

cooler bypass configuration resulted in the fastest engine warm-up as the higher 

coolant inlet temperatures elevate the overall engine temperature but the low engine 

flow retains the heat in the engine structure.  This finding suggests that the coolant 

system would benefit from additional controls which maximise flow through the 

EGR cooler to recuperate heat from the exhaust in order to elevate the bulk coolant 

temperature; an additional exhaust heat exchanger could also be incorporated.  A 

secondary low flow circuit through the engine would then retain heat energy within 

the structure until warm-up has been achieved and the circuits could be combined. 

  The application of Steady State 6.4

convective heat transfer findings on NEDC 

data 
The aim of this chapter is to combine the findings from the two experimental phases of this 

thesis, i.e. the steady state investigation and the transient analysis, to see if any benefits in the 

prediction of the gas side convective heat transfer for future modelling can be obtained. 
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To achieve the aim of this section each of the cruise conditions from the NEDC were 

investigated separately and compared to steady state operating conditions of similar torque 

and speed.  The four vehicle cruise speeds are shown in Figure 6.73 alongside the engine 

speed and engine torque for each of these conditions.  The NEDC cruise operating 

conditions have been summarised in Table 12, also shown in Table 12 is the steady state 

operating conditions used for comparison.  The equivalent steady state condition for the 

32kph has a much higher operating torque and this must be taken into account during the 

analysis. 

 

 

Figure 6.73 – UDC phases of NEDC, highlighting the 4 cruise speeds 

Table 12 – Summary of NEDC cruise conditions for target vehicle and steady state operating conditions 

used for comparison 

 NEDC operating conditions Steady state operating conditions 
Cruise 
(kph) 

Average engine 
speed (rpm) 

Average engine 
torque (Nm) 

Engine speed 
(rpm) 

Engine Torque 
(Nm) 

1512
 2300 5.5 - - 

32 2560 11.3 2625 20 
50 2415 27.3 2375 20 
35 1705 18.1 1625 20 

 

                                                 
12 15kph cruise condition was not further investigated as it was concluded that there was no comparable 

steady state operating condition with the closest condition being 2375rpm and 20Nm. 
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For each UDC repeat an average gas side cylinder wall temperature was obtained from the 

drive cycle and averaged over the cruise period using the extrapolated data from the 

multipoint sensors located down the bore of cylinder 2.  Then using the modified 

Hohenberg equation (Equation (64)), the in-cylinder pressure and temperature data from the 

corresponding steady state condition, an average gas side convective heat transfer coefficient 

was calculated for each of the Design of Experiment transient experiments and for each of 

the UDC repeats within those drive cycles.  It must be noted that without the introduction of 

the cylinder wall temperature into the Hohenberg equation, it would be assumed that the 

convective heat transfer coefficient (CHTC) would be equal across all DoE conditions and 

across the drive cycle.  The gas side CHTC was found to increase through the UDC phases 

for each of the DoE test conditions.  The cooling regime resulted in the average cylinder wall 

temperature increasing at varying rates which directly impacts the CHTC calculation as all the 

other variables remain constant.  The average cylinder wall temperature for the 32kph cruise 

of each UDC repeat is shown in Figure 6.74.  The temperatures have been plotted against 

the DoE test ranked by the average cylinder wall temperature in UDC1 to illustrate the small 

temperature variation under the different cooling regimes which increase during the drive 

cycle.  A number of temperature spikes are visible in UDC2 to 4, where the thermal regime 

has impacted the average cylinder wall temperature.  The spikes located at points 13, 16, 19 

and 22 correspond to conditions where the post engine coolant throttle was mapped and the 

oil cooler was bypassed.  The oil cooler being bypassed would have resulted in higher oil 

temperatures and subsequently higher piston temperatures due to the reduced effectiveness 

of the piston cooling jets with elevated oil temperatures.  Higher piston temperatures would 

have a knock-on effect onto the cylinder wall.  Regimes which mapped the post engine 

coolant throttle resulted in a generally higher cylinder wall temperature early on in the drive 

cycle, however once the ECU temperature reached the desired value this affect would have 

diminished. 
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Figure 6.74 – Average cylinder gas side wall temperature for the 32kph cruise of each UDC repeat 

plotted against the DoE test ranked by the average cylinder wall temperature in UDC1 

Figure 6.75 shows each of the average gas side convective heat transfer for each of the DoE 

test conditions plotted against the rate of energy transfer to coolant across the engine block 

for each of the cruises of UDC 1.  It shows that as the rate of energy transfer reduces the gas 

side convective heat transfer coefficient was found to increase for each of the cruise speeds.  

The average cylinder wall temperature used in the modified Hohenberg equation was 

calculated using the time averaged extrapolated gas side wall temperature from each 

multipoint sensor linearly interpolated down the cylinder bore.  During the early stages of the 

NEDC the wall temperature shows a temperature increase with time due to the structure 

warming up (a variation of 1.9°C to 8.8°C depending on the location down the bore and the 

cooling regime employed).  In the later UDC phases the temperature variation over the 

cruise reduces and in some cases is negative due to the low torque requirement during the 

cruise.  This results in the correlation between rate of energy transfer and the CHTC 

reducing through the UDC phases.  Two anomalous baseline repeats were removed from the 

figures due to the calculation of very low rates of energy transfer compared with the other 

baseline tests.  The low rates of energy transfer were found to be caused by a 3°C difference 

in the coolant starting temperature, reducing the temperature delta across the engine and 

introducing an error. 
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Figure 6.75 – Energy transferred to coolant across engine block plotted against the calculated gas side 

convective heat transfer coefficient for each of the cruises of UDC 1 for each of the DoE points 

The data in Figure 6.75 was found to have an R-squared value of 0.77, 0.80 and 0.83 for 

50kph, 35kph and 32kph respectively, showing a strong correlation.  Figure 6.76 shows a 

very similar trend for UDC 2 however the R-squared values have reduced to 0.40 to 0.65. 

  

Figure 6.76 – Energy transferred to coolant across engine block plotted against the calculated gas side 

convective heat transfer coefficient for each of the cruises of UDC 2 for each of the DoE points 
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Figure 6.77 – Gas side CHTC against rate of energy 

transfer to coolant across the engine for UDC 3 

Figure 6.78 – Gas side CHTC against rate of energy 

transfer to coolant across the engine for UDC 4 

The correlation between the energy transfer rate and the convective heat transfer coefficient 

further reduced as the NEDC progressed, this was attributed to the error introduced in the 

energy calculation when the difference in coolant temperature across the engine was reduced.  

Figure 6.77 and Figure 6.78 show the relationship between the gas side CHTC and rate of 

energy transfer to coolant across the engine for UDC 3 and 4 respectively.  The model is 

clearly less useful when the engine is fully warmed but it has been shown that during warm-

up the inclusion of the wall temperature in the model of convective heat transfer coefficient 

is required.  This is typically where conventional models poorly predict heat transfer 

coefficients.  The interactions taking place within the DoE variables such as the EGR cooler 

type, flow rate and oil cooler position would have influenced the results shown here.  

However in order to isolate these effects a more detailed study would have to be undertaken. 
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Figure 6.79 – Gas side CHTC against average engine 

temperature as measured by the ECU for UDC 1 

Figure 6.80 – Gas side CHTC against average engine 

temperature as measured by the ECU for UDC 2 

Figure 6.81 – Gas side CHTC against average engine 

temperature as measured by the ECU for UDC 3 

Figure 6.82 – Gas side CHTC against average engine 

temperature as measured by the ECU for UDC 4 

The gas side CHTC for all DoE test conditions are also shown in Figure 6.79 to Figure 6.82 

plotted against the average engine temperature as measured by the ECU for UDC1 to UDC 

4 respectively.  The R-squared values range from 0.6 to 0.95.  The correlation is weaker 

during the UDC1 phase particularly during the 50kph cruise.  The correlation of the engine 

temperature to the average cylinder wall temperature becomes stronger as the warm-up 

progresses.  It was concluded that this was due to the transfer of heat within the engine 

structure and how it differs with the different active cooling strategies.  For example, the low 

engine coolant flow strategy resulted in the cylinder wall temperature increasing at a faster 

rate than the bulk engine temperature, however with the high engine coolant flow strategies 

the cylinder wall temperature and the bulk engine temperature increased at a very similar rate.  

This difference reduced as the complete system reached warmer temperatures.  In addition 
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the correlation would also be weakest at the low engine operating temperatures because the 

modified Hohenberg model used to calculate CHTCs was optimised at fully warm 

conditions. 

 

As previously noted the standard Hohenberg equation predicted a single gas side convective 

heat transfer coefficient for each of the cruise conditions, not accounting for any differences 

in cylinder wall temperature or bulk engine temperature.  Table 13 gives the gas side CHTCs 

for the standard Hohenberg model and compares it to the minimum, maximum and average 

calculated using the modified equation. 

Table 13 – Comparison of gas side convective heat transfer coefficients 

 Gas side convective heat transfer coefficient 
(W/m2K) 

32 kph 50 kph 32 kph 
Standard Hohenberg formula13 283.9 268.4 243.1 

Modified Hohenberg 
formula 

Minimum 84.4 102.5 103.3 
Average 153.4 168.0 166.1 

Maximum 240.1 251.9 241.5 
 

The gas side CHTC was found to be much higher when calculated using the standard 

Hohenberg model.  Table 13 shows the range obtained when calculated using the different 

cylinder wall temperatures and the modified equation.  The elevated CHTCs from the 

standard equation are a result of the coefficients being based on cylinder wall heat flux of a 

fully warm engine, whereas the higher cylinder wall temperatures result in a smaller 

temperature difference between the combustion gases and the liner temperature, thus 

highlighting that the standard equation is only valid for a fully warm engine.  However by 

introducing a cylinder wall component it is possible to estimate the gas side CHTCs for an 

engine at different stages through the warm-up process.  This methodology could be applied 

to more complex cooling systems where there is split cooling between the cylinder head and 

block for example. 

Section summary and conclusions 
This section aimed to combine the findings of the steady state investigation with those of the 

NEDC data to evaluate whether there are any benefits in incorporating a cylinder wall 

                                                 
13 Estimation of gas side convective heat transfer coefficient performed using the iterated optimisation 

coefficients. 
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parameter into the equation used to predict gas side convective heat transfer coefficients.  

Some of the key findings of this section are outlined below: 

 

 Each of the NEDC cruise conditions were approximated to a steady state operating 

condition for evaluation.  The 15kph cruise operated at torque outside the steady 

state operating window so was not included in this study. 

 

 The average cylinder wall temperature was calculated by averaging the extrapolated 

gas side wall temperature over the cruise period and linearly interpolated down both 

sides of the cylinder.  The resultant average wall temperature was found to increase 

through the drive cycle.  However during some cruise conditions a reduction in the 

wall temperature was noted. 

 

 The DoE conditions resulted in a wide range of cylinder wall temperatures and it was 

found that as the CHTC increased, the average rate of heat transfer to the coolant 

across the engine reduced. 

 

 The standard Hohenberg equation resulted in a single CHTC for each cruise 

condition which was much higher than those calculated using the modified equation. 

 

 The correlation between the CHTC and the rate of energy transfer reduced as the 

engine warmed up partly due to the difference in coolant temperature across the 

engine reducing and influencing the energy calculation, in addition to the reduction in 

a direct heat transfer path from the combustion chamber to the coolant.  A strong 

correlation was also found between the average engine temperature as measured by 

the ECU and the gas side CHTC.  It was concluded that this correlation was due to 

the cylinder wall temperature reflecting the temperature used by the ECU as an 

overall engine temperature for the engine control strategy.  However due to the 

cooling regimes implemented, the correlation was weaker during the early stages of 

the drive cycle when differences in the rate of change of the cylinder wall and bulk 

engine temperature relative to each other would have been largest. 
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 Chapter summary and conclusions 6.5
The experimental procedure and results for the three experimental phases have been 

discussed in this chapter.  The three phases undertaken were the motored operation and 

friction measurement, steady state operation and the application of convective heat transfer 

correlations at these operating conditions, and transient operation Design of Experiments.  

There were a number of key outcomes from this chapter which have been listed below: 

 

 The motored friction was found to be much larger than that predicted from 

established models, such as Chen and Flynn, and Winterbone.  The cause of this was 

attributed to the increased auxiliary load on the engine. 

 

 The engine was found to convert less than 30% of the total input energy into useful 

work, which is typical of a modern diesel engine. 

 

 Coolant temperatures around the engine were found not to vary significantly with 

operating condition due to the high flow rate and thermostat control.  However the 

oil temperature was found to change considerably with a 40°C range between the 

high speed and load condition compared to the idle equivalent condition.  The oil in 

the camshaft bearings was found to be over 7°C hotter on the exhaust side than the 

inlet as a result of the hot exhaust gases in the ports. 

 

 The deactivation of the piston cooling jets at low speed was found to substantially 

increase the cylinder wall temperature.  This is of limited concern as it would not 

impact the temperature during real world operation as the oil pressure would rarely 

drop below the nominal opening pressure of the jet.  However steps had to be taken 

to remove this variable from the analysis. 

 

 It was found that the assumption of 1-D conduction through the cylinder wall would 

not lead to an error in the estimation of heat transfer even though the longitudinal 

component was found to be up to 23% of the radial conduction under some 

operating conditions. 
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 The temperature and subsequently the heat transfer were found to differ from the 

inlet to the exhaust side of the cylinder, with a sizeable influence from the position of 

the coolant jacket relative to the measurement location. 

 

 The overall heat flux from the cylinder was found to have a linear relationship with 

engine power. 

 

 Established convective heat transfer models were found to over-predict the cycle 

average convective heat transfer coefficients, especially at higher operating 

conditions.  Optimisation of the coefficients of the Hohenberg equation led to a 

reduction in the sum of the errors by 77.6% when compared with the measured data.  

However this was improved by a further 17.4% by incorporating a cylinder wall 

temperature component. 

 

 A Design of Experiments was performed centred around the NEDC and a number 

of actuators to affect the transfer of energy to the coolant and oil during the engine 

warm-up.  The overall system response has been reported by Burke so the focus of 

this study was to understand the impact of the system changes on the cylinder wall 

temperature [137].  The low engine coolant flow conditions were found to have the 

largest rate of heat transfer through the cylinder wall due to higher wall temperatures 

near the combustion chamber and much lower coolant temperatures. 

 

 The lower engine inlet coolant temperatures were found to be a result of isolating the 

coolant from mixing with the coolant external to the engine.  This approach led to 

the highest heat transfer rate through the cylinder wall due to the low coolant 

temperatures and the highest inner wall temperatures.  The high inner wall 

temperatures were attributed to the reduced heat transfer to the cylinder head and 

therefore higher combustion gas temperatures.  As a result of the low coolant flow 

rate through the engine the energy transfer to the coolant across the engine is very 

small retaining the heat within the engine structure and resulting in the reduced 

warm-up period. 
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 The fastest warm-up was found to be coolant cooled EGR, oil cooler bypassed and 

low engine coolant flow due to the higher coolant taking temperature from the EGR 

but the heat being generated in the engine being held within the structure by the low 

overall coolant flow rate. 

 

 The findings from the optimisation of the convective heat transfer models was 

applied to the cruise conditions in the transient drive cycles for each of the DoE 

conditions.  The average cylinder wall temperature was calculated based on the 

extrapolated liner temperature, averaged over the cruise and linearly interpolated 

down the cylinder bore.  The CHTCs were found to increase as the average rate of 

energy transfer to the coolant across the engine reduced. 

 

 The correlation between the CHTC and the energy transfer rate was found to reduce 

as the engine warmed up.  The standard Hohenberg equation was found to estimate 

the CHTC to be much higher than calculated using the modified model.  This was 

attributed to the coefficients of the standard equation being optimised on a fully 

warm engine. 

 

 The introduction of the cylinder wall component allows for the CHTC to be 

estimated when the engine is not fully warm, and therefore allowing more complex 

cooling systems to be evaluated within modelling. 
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Chapter 7. Conclusions and outlook 

 Summary 7.1
The work in this thesis has focused on the development of a robust method of measuring 

the cylinder wall temperature and rate of heat transfer within a modern production diesel 

engine without impacting the performance, the location of the auxiliary systems and the 

integrity of the engine.  In Chapter 2 a review of relevant engine technologies and the trends 

within the thermal management system was given.  Chapter 3 described the methods used in 

other studies to measure the combustion chamber wall temperature and summarised the 

outcome of these investigations, including the understanding of convective heat transfer 

correlation models based on in-cylinder conditions.  Chapter 4 and Chapter 5 described the 

experimental facilities and the heat transfer measurement method.  The detailed design of the 

measurement device was also detailed here, including the calibration procedure.  Chapter 6 

detailed the three main phases of experimental work undertaken and discusses the outcomes 

of each phase. 

 Conclusions 7.2
The conclusions from this work will be presented against the objectives laid out in Chapter 1.  

Each of these objectives is reminded below with the respective concluding remarks. 

 

1) Review literature relating to engine performance technologies, current trends in 

thermal management systems and their subsequent impact on the heat 

generation in modern diesel engines. 

The literature review was presented in Chapter 2.  Key technologies have enabled a step 

increase in the peak performance of I.C. engines which leads to much higher cylinder 

pressures and subsequently higher temperatures.  The rate of heat transfer from the 

combustion chamber was found to impact not only on the cooling system but also on the 

overall engine performance.  Complex strategies and technologies have been proposed to 

combat the increase in heat generation without compromising the requirement for improved 

fuel economy, such as decoupling the coolant flow from the engine operating condition and 
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directing the waste heat to areas where it can be used in a productive way.  It is these changes 

which have led to established methods of predicting heat transfer rates to become outdated. 

 

2) Review combustion chamber wall measurement techniques and the empirical 

convective heat transfer correlations which have been established. 

A wide variety of methods have been employed to measure the temperatures within the 

combustion chamber wall of reciprocating engines, however it was found that the primary 

consideration in all cases was the accuracy of measuring the ‘true’ temperature.  The most 

common method for calculating heat transfer was the differential method applying Fourier’s 

one dimensional law of conduction.  There are a significant number of factors which 

influence the flow of heat from the combustion chamber and the prediction methods derived 

since 1939 vary in complexity and accuracy.  No single empirical model has been concluded 

to be the most accurate when taking into account different engine sizes and operating 

conditions. 

 

3) Apply this knowledge in the design of a temperature sensor to be installed in 

the combustion chamber wall of a production engine at a number of different 

locations. 

A number of probes were designed and evaluated which utilised the differential temperature 

method to measure the heat flux through the cylinder wall.  A calibration process was 

implemented to improve the measurement accuracy and to account for the systematic error 

of using dissimilar materials in the sensor construction.  The sensor was designed to be 

robust and the installation method was evaluated prior to installation in the engine.  The 

sensor was installed in twelve locations, with the majority located around a single cylinder; 

the additional sensors were used for cylinder to cylinder comparison. 

 

4) Develop and implement an experimental programme to evaluate the rate of 

heat transfer through the combustion chamber wall across a targeted operating 

envelope.  Analyse the resulting data and use to evaluate established convective 

heat transfer models used in 1-D engine simulations. 

A series of steady state operating conditions were determined to evaluate the heat transfer 

over a New European Drive Cycle operating envelope.  A number of assumptions were 

made to allow the use of the limited operating conditions to approximate to the NEDC heat 

transfer.  The piston cooling jets were found to have a significant impact on the cylinder wall 
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temperature at low power operating conditions, increasing the wall temperature by up to 

12°C when deactivated.  The temperature profile and heat flux were found to be 

considerably different on the intake and exhaust sides of the engine due to the impact of the 

coolant feed position and the additional friction caused by the thrust force of the piston.  

Longitudinal conduction was found to be significant, in some cases the longitudinal 

temperature gradient was up to 20% of the radial; however this was considered to have a 

negligible impact on the estimated conduction through the cylinder wall.  Linear response 

models were created for the average heat flux and gas side cylinder wall temperature for the 

range of engine speeds and BMEPs tested.  The measured heat flux data was subsequently 

used to evaluate the convective heat transfer models and it was found that they over-

predicted across the range of engine power conditions tested. 

 

5) Improve the accuracy and/or highlight fundamental deficiencies in the 

application of empirical convective heat transfer correlations in their current 

forms in 1-D simulation codes due to the inclusion of modern technologies in 

engine systems. 

An optimisation of the Hohenberg model was performed which showed a 77.6% reduction 

in the sum of the errors when comparing the existing correlation to the measured data.  An 

average cylinder wall temperature component was subsequently introduced which further 

improved the correlation with the measured data, reducing the error by an addition 17.4%.  

A combination of the cylinder wall response model and the modified Hohenberg model 

could be implemented to predict the cycle average gas side convective heat coefficients for a 

range of engine operating conditions and at different points during the engine warm-up. 

 

6) Design and manufacture a number of mechanical components to allow for a 

series of thermal management system build changes to be performed. 

A Design of Experiments based test programme was undertaken to evaluate the effect of a 

number of key actuators within the thermal management system on the engine warm-up over 

a New European Drive Cycle.  The additional hardware and instrumentation was developed 

and implemented in conjunction with Burke and was found to function correctly with little 

impact on the fluid volumes and structure compared to the installation used in the steady 

state investigation. 
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7) Develop an understanding of how different active thermal management systems 

impact the rate of heat transfer from the combustion chamber through the 

cylinder wall. 

It was found that the fastest warm-up was a result of the low engine coolant flow rate, 

combined with the use of coolant-cooled EGR and bypassing the Oil Cooler.  The low 

engine coolant flow maintained a low coolant inlet temperature to the engine, whilst allowing 

the cylinder wall temperature to rise.  The low coolant flow rate then kept the heat within the 

engine rather than it mixing with the coolant external to the engine.  The coolant-cooled 

EGR allowed for some waste heat to be recovered aiding the warm-up process. 

 

8) Combine findings from both the steady state experiments and the transient 

experiments to improve the understanding of heat transfer within a modern 

diesel engine. 

The cruise conditions in the UDC phase of the NEDC were approximated to steady state 

operating conditions and the in-cylinder data from the steady state operation was used to 

calculate the convective heat transfer based on the modified Hohenberg equation and 

measured cylinder wall temperature from each of the transient experiments.  It was found 

that during the early UDC phases, the gas side convective heat transfer correlated to the rate 

of energy transfer to the coolant across the engine structure.  The correlation reduced as the 

engine warmed up, which was attributed to the reduction in the change in the cylinder wall 

temperature.  The findings showed that by introducing the cylinder wall component to the 

Hohenberg model, some prediction of the convective heat transfer coefficients at part warm 

conditions could be made. 

 

The aim of this project was to achieve an improved understanding of the heat transfer in 

modern diesel engines through the measurement of combustion chamber wall temperatures 

under both steady state and transient operation.  Measurement methods have been employed 

on a wide variety of single cylinder engines with different levels of complexity in previous 

studies.  In this work, sensors were integrated into a production engine to give a more 

representative understanding of the heat transfer within an engine currently in production, 

incorporating a large number of new technologies which aim to improve the fuel 

consumption, especially during cold start operation.  Through this work, the inaccuracy of 

established models has been highlighted and the effect of engine operating condition on both 

the rate of heat transfer and cylinder wall temperature explained.  In addition the impact of a 
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number of devices integrated into the production engine cooling circuit has been described 

and how the candidate hardware fundamentally affected the heat transfer through the 

combustion chamber wall. 

 

Additionally from the obtained understanding, a change to an established model has been 

proposed in order to improve the accuracy and allow it to be applied to an engine at different 

stages of warm-up.  These findings can be applied to 1-D simulation codes and are beneficial 

both within the University and in other experimental facilities. 

 Outlook and further work 7.3
The work conducted for the purpose of this thesis has impacted on a number of projects 

since its completion in 2009.  The TSB project was not continued but the improved 

understanding of the fundamentals of heat transfer has provided significant insight and some 

direction in current projects.  The future of I.C. engine development, especially within 

gasoline is towards lower displacement and much higher peak power.  Engine downsizing 

requires the use of air charge systems to maintain the performance of larger displacement 

engines and by doing so increases the in-cylinder temperatures and pressures.  The increased 

temperatures within the cylinder and the increasing complexity of active engine cooling 

regimes to improve cold start fuel consumption require the ability to predict the effect on the 

engine structure. 

 

The conclusions made in this thesis are based on strong experimental data and add to the 

knowledge that was reviewed.  The findings can be used to predict convective heat transfer 

coefficients during warm-up conditions for this particular engine.  In addition the 

mechanisms within the engine structure which result in a faster warm-up have been explored.  

This gives a clear indication that expansion of work of this nature would prove useful in the 

development of modelling and simulation of engines in the future.  The findings are useful as 

a starting point but are very limited due to only one engine configuration being tested; 

however there is still a large amount of information and understanding which can be 

extracted from the current data.  Possible continuations and expansions of this work would 

involve increasing the number of sensors installed in the engine to reduce the level of 

interpolation required.  This would include temperature measurement in the cylinder head 

and piston; however increased instrumentation would result in an engine which does not 

resemble a production unit, therefore a compromise would have to be made.  It would also 
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be beneficial to employ a similar measurement technique on different types of engine in 

order to widen the application of the proposed improvements to the convective heat transfer 

model and the cylinder wall temperature prediction.  This would also allow for some model 

validation to be employed. 

 

The outcomes of this work are useful to engine designers, combustion simulation engineers 

and thermal management teams who are continuously looking for ways to improve the 

predictability of their systems. 
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Appendix 

Table 14 – All minimap operating conditions 

Minimap 
number 

Engine 
speed (rpm) 

Engine 
torque 
(Nm) 

Engine 
power (kW) 

Brake mean 
effective pressure 

(bar) 

Weighting 
factor 

1 875 20 1.8 1.0 0.217 
2 1125 20 2.4 1.0 0.023 
3 1125 60 7.1 3.1 0.001 
4 1375 20 2.9 1.0 0.005 
5 1375 60 8.6 3.1 0.007 
6 1625 20 3.4 1.0 0.150 
7 1625 60 10.2 3.1 0.016 
8 1875 20 3.9 1.0 0.013 
9 1875 60 11.8 3.1 0.125 
10 1875 100 19.6 5.2 0.011 
11 2125 20 4.5 1.0 0.023 
12 2125 60 13.4 3.1 0.031 
13 2125 100 22.3 5.2 0.031 
14 2125 140 31.2 7.3 0.034 
15 2375 20 5.0 1.0 0.094 
16 2375 60 14.9 3.1 0.014 
17 2375 100 24.9 5.2 0.014 
18 2375 140 34.8 7.3 0.022 
19 2375 220 54.7 11.5 0.014 
20 2625 20 5.5 1.0 0.109 
21 2625 60 16.5 3.1 0.011 
22 2625 140 38.5 7.3 0.013 
23 2625 180 49.5 9.4 0.010 
24 2625 220 60.5 11.5 0.001 
25 2625 260 71.5 13.6 0.009 
26 2875 140 42.2 7.3 0.003 

 


