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Abstract

The research described in this thesis is to devatmpvalidate a process system
model for an electrothermal swing adsorption (E$&)cess that incorporates novel
activated carbon monoliths (ACMs) for the recoverfyvolatile organic compounds
(VOCs). The process system comprises two colunmesdedicated for adsorption and
the other for desorption and works in a cyclic madeoperation. Two mathematical
models have been developed to describe the pregsssm, namely in one dimension
(D) and in three dimensions (3D). The developextietrs have been validated using
experimental data at the bench and the pilot sealdjfferent operating conditions and
for two VOCs. It has been concluded that the 1Riehavas sufficient to represent the
experimental data of the current study without gdimrough the trouble of using the 3D
model which was more demanding in terms of formolaand computation. The linear
driving force approximation (LDF) approximation agetely predicted the concentration
of VOCs in the gas phase with no need for a funaaaheliffusion study within the solid
of the ACMs. The kinetics of adsorption and desorpwas governed by the mass
transfer coefficient which was found by parametgimeation and was directly related to
the internal mass transfer coefficient controlleginty by molecular diffusion inside the

pore structure of the ACMs.



Acknowledgments

"My Lord, increase me in knowledge" Al Qur'an Surah 20: Verse 114

In our quest for knowledge, pursuit of our dreamd search for happiness we long for a

better life. The people around us shape thisalifeé to them acknowledgments are due.

I would like to thank Prof. Barry Crittenden forvgig me the opportunity to pursue my
Ph.D. studies at the University of Bath. | am deepateful for the long hours spent in

his office and the vivid discussions.

Thanks are due to Prof. Haitham Lababidi of Kuwdniversity for this support
throughout this work. Without his help, this wavkuld not have been possible.

A big thank you note "Merci" goes to Dr. Olivier @as for sharing with me

experimental data based on which the built modelewalidated.

| would like to acknowledge the academic and retea@mommunity for sharing their
valuable endeavours. | have had some enlightecomgmunications with members of
this community throughout this work, and | values tgenerosity of those, Dr. S.
Tennisson, Dr. C. Grande, Dr. F. Yu and Dr. G. Kpoaras, who were willing to share

their experiences.

My deep gratitude and appreciation go to my parémtgheir continuous support and

encouragement.

Yahia, Salma and Massa, you are my life. May ylraams come true!



Table of Contents

(O F=T o] (=] i PRSPPI 1
110 o [ o (o] o HN TP E PP TTPPP 1
0 R [ o TP O PPPTPPPPPP 3
Y @ o] [T {1V PP PP PPPPPPPPPP 3
R TS oT 0] o PP PPPPPPPPPPR 4
O B Lo (=] (= o = PP 6
(O F=T o] (=] PP PP PPPPPPPPPPP 7
VOC emiSSION & CONIIO ...covviiiiiii e e e e e e e e e 7
P20 IV @ T o 1= 1711 T o PSSO 7
WY © T O = 41511 (o] o ISR 8
P2 TV © T o o] o1 1 {0 I RSP 11
2.2.1. CONAENSALION. ... .ciieiiieiiiiiee e cmmn e e e e e e e eee et e e e e e e aeeasaann e s e eanaaneeeeessnnns 13
2.2.2. Thermal OXIOatION .........iieeeieeees commmm e e e eeeeeiess e e e e e eee s e e e e e e e aeennneaaenanas 14
2.2.3. Catalytic OXIdALION .......cciiiiiiiiiieeeee e e 15
2.2.4, ADSOIPEION. ...ttt e ettt et e ettt bttt bttt mnnnne e e e e e e e e e e e 16
2.2.5. BIOfIratioN ......coviiii i e e 16
2.2.6. AUSOIPLION. ...ttt e 2ttt et st ees sttt mnmmne e e e e e e e e e e e 17
2.3, REIEIENCES ...t et e e e e 18
(O gF=T o] =] e PP 20
Activated carbon MONOITNS ... 20
3.1. MONOIIthS VS. granUIES .........cvvviiiiiiiiiiiiiiiiiieieeeeeeeeeeeeeee e reee e e e e e 23
3.2. Activated carbon monolith production ..o, 24
3.3. Overview of MAST carbon monoliths manufactgrin..............cccccvvvveviiieiinnnnn. 25
G T8 70t R O U4 T 26
.32, MIIIING e —————————————— 26
.33 EXITUAING. e 27
3.3.4. CarbONIZAtION .....cooiiiiiie et 27
3235, ACHIVALION ...ttt e e 28
3.4. Activated carbon monolith applications ...........cccccooeeiiie, 28
3.5, REIBIENCES ... . e e 29
(O gF=T o] (=] g PP PP PPPPPPPP 33
MOAEIING ... ettt ettt bttt bbb m e e e et et e et et eeeeeeeeeeeeeeees 33
4.1. AdSOIPtON/AESOIPLION. .....uuiiiiiiiiiit e e e e et e e e e ea e e e e e 33
4.1.1. Adsorption Methods .........ooooo oo 34
4.1.2. Regeneration Methods.............. i e 34
4.1.3. MOdelS Of TSA CYCIES.....u e e 35



4.2. Electrothermal swing adsorption (ESA) .o 38

4.2.1. Adsorption eqUIlIDIUM .....ooieiiie e e 38
4.2.2. AdSOIPLION KINELICS ....uuiiei e come s s nenene 44
VARG |V [oTo (=1 1T o JF=To] o] (0 = ol o PP 48
4.3.1. 1D MOElliNg cooeeeeeeeeeeeeeee e 49
4.3.2. 2D MOElliNG .oooeeeeeeeeeee e 51
4.3.3. 3D MOElliNG .cooeeeeeeeeeee e 54
G T B O3 Yo [ o] o T 11 PP 54
4.4. Modelling SOfWAIE .......ooiiiiiiiiiiieeeeeee e 55
4.5, RETBIENCES ... . i ettt e e e e e e e e e e e e 57
(O F=T o] =] g J PP PPPPPPPP 62
One dimensional MOAEIING .........cvviiiiiiiiiiiiiiiiiiieieie e eee e 62
5.1. Geometrical preSentation .............oceeeeeeiiiiieiiiiieiiiiieiiiieeieere 62
5.2. ESA Model deVEIOPMENT ..........uuiiirtcummmme s sss s e e s sessenenes 64
5.2. 1. ASSUMPLIONS ....eutiuueteiiieiuruiettrerrnnreerereeeeeeeeereeeaeeeeeseeseeseeseesrsrrereneeeeeeeeeses 64
5.2.2. Mass and energy equations for adsorptioesption...............ceeeeeeeeeeennn. 65
5.2.3. Initial and boundary conditions ........ccccooiiiiiiiiiiiii e 70
5.2.4. Mass and energy balance parameters for@dsoand desorption ............. 71
5.2.5. CyCliC ProCESS EQUALIONS ......cuueiiieieiieieiieiieeieeeeeeeieeseeeeseeeseeseesesreeeeeeeeas 87
5.3. JPROMS PresSentation .........ooooioiiiieieeeeeeeeee ettt e e e e e e e 88
5.3 L. PrOJECT ..t mmmmmm e n e st nnnrnes 88
5.3.2. Variable types ... 90
5.3.3. MO ... e e e 90
5.3.4. PIOCESS ...ttt e ettt a e 90
ST N T I T USRS 91
5.3.6. Parameter @StMAtioN............euuiieiiiiiiiiiiiei e 91
5.4, REIEIENCES ... it eeeee e e e e et reeea e e e e e e e e e aaan s 92
(O gF=T o] (=] N PP PP PPPPPPPP 95
One-dimensional modelling reSult........ ..o 95
6.1. AdSOrption ProCess SIMUIALION .. ...« ueeniie e 95
6.1.1. Validation of adsorption on the bench scale.................cccccoi. 95
6.1.2. Validation of adsorption on the pilot scale...............ooeeeeeeeii. 120
6.1.3. Validation of adsorption for another VOCIGENE) ............evvvvvmriminnninnnnnnnns 123
6.2. Desorption process SIMUIALION .........ccoueeeueiiiiiiiiiiiiiie e 124
6.2.1. Desorption on Pilot SCAlE .........oiiceeeeeiiiiiiiii 124
6.2.2. Validation of desorption on pilot Scale.................ueviviviviviiiiiiiiiiiiiiiinn. 126
6.2.3. Experimental vs. simulated desorption.........ccccoeeeeevieeeeeeeeeeeeeeeee, 128
6.2.4. Validation for another VOC (TOIUENE) .ceeeervvvvvvririririiiiinirininininennnennnns 129
6.3. CyCliC ProCess SIMUIALION .......uuvveiiiiiirieieeiieiieereiieeeeeieeeeaeeeeenreene e eeeees 130
6.3.1. Effect Of CYCle tiIMe ..o s 132
6.3.2. Effect of initial CoONCENLration .......cccceuvviiiiiiiiiiiiiiiiieeee e 138
6.3.3 Effect of regeneration temperature ............ccccvveveeiiiiniininiiaens 139
6.3.4. Discussion of 1D cyclic process inthe &itare...............ccccvvvvivivvvvininnnnnn. 014
6.4, REIEIENCES .....eiiiiiiie ettt e e e e e e e 141

Vi



(O F=T o] (=] A PP PPPPPPPRPI 144

Three dimensional MOdelling ..........oovviiiiiiiiiiiiiii e 144
7.1. 3D CONSIOEIALIONS ....ciiieiiiiiiiiiiitemeee e e e ettt e e e e e e e e s eeeeeeatneeeeeeeas 144
7.1.1. Geometrical presentation ...........cccceeveeeeeiii e 144
7.1.2. Discretisation Method ............ooiierooc e 147
7.1.3. Uniform and non-uniform channel geometry.co.....ccooeeeeviiiiiiiieeeen, 148
7.1.4. VeloCity Profile ........ooooiiiiiiii e 149
7.1.5. Diffusion VS. iSPEISION ............e s nnnessssseasnsssaesaesaessassssssessssssesenes 151
7.1.6. LDF approXimation........ccooeeeeee st s s e smnene 152
7.2. ESA Model deVElOPMENT ..........uviuirtcmmmmem e s s s sesenes 153
7.2. 0. ASSUMPLIONS ....cuvitieiieietiittreinrennnereeeeeeeeeeeeeeeaeeeeeseeseeseeseessesssrraneeeeeeeesees 153
7.2.2. Mass balance equations in gas phase coafiguir................ccccoeeeeeeeeeeennn. 153
7.2.3. Extended LDF approXimation............ccceeeuuvrrrermreerrieinerinennnennnennnnnennnes 156
7.2.4. Mass balance equations in solid phase amafi@n ..............cceeeeeeeeieeeeennn. 157
7.5, REIEIENCES ...t ettt e e e 160
(O F=T o] (=] g PP PPPPPPPPPI 162
Three-dimensional modelling resSult ........ .o 162
8.1. Adsorption ProCess SIMUIALION ... eeniere e 162
8.1.1. Adsorption breakthrough CUIVe ... eeeeimiiiiiiiiii e 162
8.1.2. Parameter eStiMatioN.............uiiceeeeeer e e e e e e e e e eeeenneeanes 163
8.1.3. Validation at different operating conditions...................eeeeeeeieiiinnnennne 164
8.2, 3D PrOfIlES e e 165
8.2.1. GaAS ChaNNEl ... ..cc e 166
8.2.2. Adsorption in SOlid Phase........cooo i 170
8.3. Desorption process SiMulation........ ... e 173
8.4. Conclusion about 3D Modelling ........ooccceeeiiiiiii e 173
(O F=T o] (=] e PP PPPPPPPPRPI 175
9 o U1 [0 o S 175
9.1. 1D VS. 3D MOAEIIING ...cceiiiiiiiiiiiiit e 175
9.1.1. 1D vS. 3D IN gPROMS ..ot 175
9.1.2. 3D gPROMS VS. 3D COMSOL .....uiiiiiieeeeeiie e 617
9.1.3. 1D gPROMS VS. 3D COMSOL ......uiiiiiiieeeeiiee e 717
9.1.4. Comparison with the literature........ccccceveveeeiiiiiiiiiiiiiiieiieiieiiiveeeevieeees 178
9.2. LDF @pproXimatiON......cccoeeeieieee et 180
9.3. Mass transfer COeffiCieNt...........ooouuieiiiiie e 181
0.3, REIBIENCES ... ettt e e e e e 182
(O g F=T o] (=T o 0 O 184
Conclusions and Recommendations .............ceeeeeeeiiiiiiiiiiiiiee e 184
10.1. CONCIUSIONS .....cuiiiiiiiiieiee ettt e ee ettt e e e e e e e e e e e eeeererreeeaeeen e 185
10.2. RECOMMENUALIONS .....ciiiiiiiiiiiiitie e e ee e ettt e e e e e e e e s rmmneee e e e e 186
10.3. REMEIENCES ....coiiiiiiie ettt e e e r e e s 187

vii



List of Tables

Table 1. VOC trends extracted from Schneidemessat, (2010) .........ccooeveeeeeieeeennnnn. 10
Table 2. Physical properties of ACM bench scale eh¢@rittendenet al, 2011) ........ 64
Table 3. Values of University of Bath parametessdiin mass balance for

adsorption and desorption at thechestale.............ccceeeii e, 72
Table 4. Values of parameters to calculate the outde diffusion coefficient

(CUSSIEr, 1997 e 78
Table 5. Values of mass transfer coefficients..............eeueiiiiiiiiiiee 102
Table 6. Coefficient of determination ... . 103
Table 7. Operating CONAITIONS .........uuiieieeeeeeee e 106
Table 8. Coefficient of determination ... e 108
Table 9. Parameter estimation using gPROMS foewdfit operating conditions......... 111
Table 10. Values of internal & external mass tfaneoefficients..............cccccceeinnnnes 41
Table 11. Parameters used in equation (€. Z3).c-ccccooeeeeearrieeeaeeeeee s 114
Table 12. Loading data at 125 min using bench gatéorm ....................... 117
Table 13. Operating conditions for adsorption rUNS...........cc.euviiinieeeeeeeeriiie e, 118
Table 14. Values of Bath parameters used in malssibe for adsorption

and desorption for 58.5 cm Maholi.............coooviiiiiiiiiiiiiiiiieeee 121

Table 15. Yuget al (2007) PAramMELEIS ......cccoiiieeeeee e 123
Table 16. Experimental loading data at pilot sgddgform ...............cooeviiiiine 125
Table 17. Simulated loading data at pilot scaléf@im.................oooeeeeeeiiniiiieeneeneeee 129
Table 18. Yuget al.(2007) PArameters .......coovviiiiiiiiiiiiiieeceee e 129
Table 19. Cyclic process (1 hr & 3 cycles) — load& recovery.........cccoeeeeeeeeeneennn. 134

viii



List of Figures

Figure 1. Prototype unit (Crittenden, 2011) oo 2
Figure 2. Predominant sources of VOCs (Perth AGSBO03)............cuuvvvvimmmiiivininnninnnnnes 9
Figure 3. Emission trends of VOCs 1940-1998, in UBHAen, 2004) ..........cccceevvvvenenn. 11
Figure 4. Waste management hierarChy............ccuuueeueiiiiiiiiiiiiiiiiiiiiiiiieieeeneneee 12
Figure 5. VOC removal (Waterleau — Belgium) ..., 13
Figure 6. Honeycomb structure (Crittendenal, 20058) ..........ccoooeeeeieiiiinineieeeee e 20
Figure 7. Activated carbon monolith (Crittendenal, 2005b).............ueuveieieiiiiinennnnnnnns 21
Figure 8. Monolith channel structure (Crezeteal,, 2005) ........ccoovvviiiiiiiiiiiiiiiiiieieiee 21
Figure 9. Monolithic primary parameters (Crittengenal.,, 2005D)...........cccccoieiiinnnens 22
Figure 10. ACMs assembled into a module and et=dlyiconnected

(Crittenden, 2001) ...ooeeiceeeee ettt e e e e e e e e e e aaeaees 23
Figure 11. Net pore structure (Crittenden, 2011).........ccoooiiiiiiiiiiiiiiiii e 27
Figure 12. Dies for extrusion (Sanchez-Liarte, 2009............cccceveeeeeiiiiiiiiiiieeeeennn 27
Figure 13. Green and carbonised monoliths (Crig@n@011).............cceevvvvvivieirennnnen. 8.2
Figure 14. Schematic diagram of adsorption/desomgarocess (Placef al, 2005)..... 34
Figure 15. IUPAC classification for adsorption isatms (IUPAC, 1985) ............ceueeeeee 39
Figure 16. Experimental vs. Langmuir adsorptionhisams for toluene (Yu, 2003)...... 41
Figure 17. Experimental vs. Freundlich adsorptswtherms for toluene (Yu, 2003) .... 42
Figure 18. Experimental vs. Toth adsorption isatiefor toluene (Yu, 2003).............. 43
Figure 19. DCM adsorption isotherms on ACM sample’s @), 10 (¢) and 20 &)°C

explained by the Téth isothernli(sbines) (Crittendenet al, 2011)............ 44
Figure 20. DCM breakthrough curve on activated @anmonolith: experimental vs.

modelled data: experimentgl dnd modelled-{) and =)

(Crittendemt @l.,2011) ....uuuuuruinnniuiiininieiieeennenee s mmmmms s eeeeeeseesnenenenenenenenenes 45
Figure 21. Mass transfer zone concentration prafile breakthrough curve

(SAnchez-Liarte, 2009)....cccueerrurrumrmrnnnnnnnnnennnnan s svnsssssssenensnennnes 46
Figure 22. Mass transfer zone concentration pr¢@iétenden, 2011).......................... 46
Figure 23. Three dimensional spaces in the soliith@ monolithic channel

(CamURBL @l, 2007) i 49
Figure 24. Cross sectional area of bench scaleaaetl carbon monolith

(CamMURBL Al, 2007) ..o 63
Figure 25. Scheme of the cell considered in thelgition ... 63
Figure 26. Hollow cylinder with insulated extersairface (Pattoret al, 2004) ........... 82
Figure 27. Overall presentation of gJPROMS. ..o, 89
Figure 28. Experimental vs. gPROMS modelled breakihh curves at bench scale .... 96
Figure 29. Effect of axial dispersion coefficiemt imodelled breakthrough curve.......... 99
Figure 30. Effect of interstitial velocity on motkel breakthrough curve....................... 99
Figure 31. Effect of porosity on modelled breaktigio curve............ccccovviviiiiiininnnnn. 010
Figure 32. Effect of density on modelled breaktigtocurve ..., 010

iX



Figure 33.
Figure 34.
Figure 35.
Figure 36.
Figure 37.

Figure 38.
Figure 39.
Figure 40.
Figure 41.
Figure 42.
Figure 43.

Figure 44.
Figure 45.
Figure 46.
Figure 47.
Figure 48.
Figure 49.
Figure 50.
Figure 51.
Figure 52.
Figure 53.
Figure 54.
Figure 55.

Figure 56.
Figure 57.
Figure 58.
Figure 59.
Figure 60.
Figure 61.

Figure 62.
Figure 63.

Figure 64.
Figure 65.

Effect of maximum amount adsorbed onetied breakthrough curve ...... 100
Effect of affinity coefficient on modetl breakthrough curve.................... 101
Effect of Toth parameter on modelledaktierough curve .............c.ccuee.e.. 101
Effect of mass transfer coeffiCient...........ccoooiiiiii e 103
Influence of the mass transfer coeffican the breakthrough prediction
(Claus@t al, 2004) .....ccoooiiiiiiee e 104
Experimental vs. modelled breakthrougives aQ = 5 | miri*

USINBe = 0.0008 B ...ttt e 105
Experimental vs. modelled breakthrougives aQ = 7 | min™

USINBe = 0.0008 B ...ttt et 105
Experimental vs. modelled breakthrougives aQ = 9 | mir*

USINBe = 0.0008 B ...ttt 106
Experimental vs. modelled breakthrougives aQ = 5 | miri*

USINBe = 0.0033 B ...ttt 107
Experimental vs. modelled breakthrougives aQ = 7 | min™

USINBe = 0.0033 B ..ottt 107
Experimental vs. modelled breakthrougives aQ = 9 | miri*

USINBe = 0.0033 B ..ot 108
1D breakthrough curve at 7 | thifte = 0.00087459).........cccevvvvevireennnn. Q91
1D breakthrough curve at 5 | thifte = 0.00087459).........ccocvvevevireennnn. 101
1D breakthrough curve at 9 | thifte = 0.00087459).........ccocvvevevireennnn. 101
1D breakthrough curve at 5 | fhifte = 0.00061552)..........c..cccvcvereerernnnnen. 111
1D breakthrough curve at 9 | fhifte = 0.0008597).........cocvevevevieerennnae, 111
Adsorption breakthrough curve (mass &rgyp balance).....................oo. 115
Adsorption breakthrough curve (Bual, 2007) ... 161
Mass transfer zone (MTZ) ... 116
Effect of gas flow rate ... 118
Effect of gas flow rate on MTZ at 30 mlUN...........evevvemmiimmmmieiiiiiiinens 119
Effect of gas flow rate on MTZ at 45Mml.......ooiiiiiiiiiiie e 120
Experimental vs. modelled breakthrougtves for 58.5 cm monolith

USINBe = 0.0008 B ...t 122
Experimental vs. modelled breakthrougtves for 58.5 cm monolith

USINBe = 0.0008745978.........ovieiceieeeeeee ettt 122
Experimental vs. modelled breakthrougives for 58.5 cm monolith

USINBe = 0.001046678........oooivieieececee ettt 123
Experimental vs. modelled breakthrougtves for Yu.et al (2007) data

USING tOIUENE AS VOC ... et ee ettt ettt ettt ea e e aae e e 124
Experimental desorption curve at pit@is platform............ccccvvvvvvvvinnnnns 512
Desorption breakthrough curve for glaint ...............cccovevviiiiiiiiiiiennen. 126
Modelled vs. experimental breakthrougitve for toluene using

YUEL Al (2007) DALA ....uvueriiiiiiiiir e s e e 130
Cyclic process (4 hrs) - adsorption &afption on the bench scale ........... 131
Cyclic process (4 hrs) - adsorption &afption on the bench scale loading
due to adsorption is 3.3 mol& kgly recovered in desorption................. 113
Cyclic process (1 hr) at bench scalas-nase...........cccvvvvvvvvevinivnnnnnnn. 132
Cyclic process (1 hr) at bench scabading data ..................ooooeeeeen. 133



Figure 66.
Figure 67.
Figure 68.
Figure 69.
Figure 70.
Figure 71.
Figure 72.
Figure 73.
Figure 74.
Figure 75.
Figure 76.
Figure 77.
Figure 78.
Figure 79.
Figure 80.

Figure 81.
Figure 82.
Figure 83.
Figure 84.
Figure 85.
Figure 86.
Figure 87.
Figure 88.
Figure 89.
Figure 90.
Figure 91.
Figure 92.

Figure 93.

Cyclic process (1 hr & 3 cycles) — ghage concentration ...............c.cc.e.e. 133
Cyclic process (1 hr & 3 cycles) — loaygin solid phase............cccvvvvvvvnnn.. 134
Cyclic process (20 min & 3 cycles) — ghase concentration .................... 135
Cyclic process (20 min & 3 cycles) -diog in solid phase.............ccccuuueee. 135
Cyclic process (20 Mmin & 6 CYCIES).cuuereiiiiiiiiiiiiiieee, 135
Cyclic process (20 Mmin & 6 CYCIES).cuuvriiiiiiiiiiiiiiieee, 136
Cyclic process (10 min & 6 CYCIES).cuueeiiiiiiiiiiiiiiieeee, 136
Cyclic process (10 min & 6 CYCIES).cuueeiiiiiiiiiiiiiiiieee, 137
Cyclic process (10 Min & 12 CYCIES)cuuuiiiiiieiieiiieiiiiieieeeeeeeeeeee e, 137
Cyclic process (10 Min & 12 CYCIES)cuuuiiiiiiiiieiiiiiiiiieeeeeeeeeeeeee e, 137
Effect of initial concentratimm gas phase concentration..................... 138
Effect of initial concentrati@m loading ..........ccooeeiiiiiiiriiinin e s 138
Cyclic process at varying desorptionderatures ...........ccceeeeeeeeeeeeeeeeeennns 391

Cyclic process at varying desorptiongeratures — loading in solid phase 140
Three dimensional spaces in the solitith@ monolithic channels

(CamURBL Al, 2007) i 145
Three dimensional spaces in the solitith@ monolithic channels
(Crittendemt al, 2011 .....cceiiiiiiiiiiiiiiiiiieeieeeee s e e e eeeeeeeeeeeeeeeaeeees 145
Breakthrough curves schematic modeihrmmgne channel monolith:

(a) 3D model; (b) 1D model (Granet al., 2006) .........cccoeeeeeveeeeeiiiiieeeeeen, 146

Rectangular channel (Ahn & Brandani,5&)0.................ueuvveeimeiimininnnnnnnes 614

Three dimensional spaces in the solkittlh@ monolithic channel............... 147
Cross sectional area of MAST activattb@an monolith used in bench

scale column (Cam@sal, 2007) ........uuuummmmin s e e 148
3D modelled vs. experimental breakthhoClgrves .............ccocciiiiiiininnnnne 163
Effect of varying mass transfer coefition breakthrough curves............. 163

3D breakthrough curve at 5 | thift. = 0.000874595& 0.00061552 %) 164
3D breakthrough curve at 9 | thifx = 0.000874595& 0.0008597 3) ... 165
Breakthrough curvexdirection in 3D presentation farc

(the VErtiCal @XIS). ... ... 166
Breakthrough curvexdirection in 3D presentation far

(the VertiCal @XIS)........occcmieeieeiei e 166
Breakthrough curve yrdirection in 3D presentation at end of channel

fOIL (the VErtiCal @XIS) ....uvivrririiiiiiiiiiiiimmemee e 167

Breakthrough curve zrdirection in 3D presentation at end of channel
fOIL (VErtICAl @XIS) ..iiiiiiiiiiiiiiiii ittt e 167

Figure 94. Uptake;,; (vertical axis) at the interface Xdirection .............cccccceeennnnnns 168
Figure 95. Uptake,, (vertical axis) at the interface Xdirection ............cccceceecennnnns 168
Figure 96. Uptake at the interfagg (vertical axis) ire direction at the beginning

Of the COIUMIN ... e 169
Figure 97. Uptake at the interfagg (vertical axis) ire direction at the end

Of the COIUMIN ... e 169
Figure 98.4; Uptake inx direction (vertical axis) in 3D presentation ....c................. 170
Figure 99, uptake inx direction (vertical axis) in 3D presentation ..c.e................. 171
Figure 10093 uptake (vertical axis) in 3D gPROMS modelling...........ccoeeeveeiennnn.n. 171
Figure 1010, uptake in 3D configuration in the direction of thaxis................c....... 172

Xi



Figure 1020, uptake in 3D configuration in the direction of thaxis ...............cc...... 172

Figure 103. 1D & 3D modelled vs. experimental bteedugh curves...............c...u..e. 176
Figure 104. 3D modelled vs. experimental breaktghocurves ............ccccoeeeeeeeeneenenn. 177
Figure 105. 1D modelled gPROMS, 3D modelled COMSOL

experimental breakthrough CBIVE............oooeiiii 177
Figure 106. First commercial ACM fast cycle solvesttovery unit

(Crittenden, 2011 ..ot ceeeee e ettt 184

Xii



Nomenclature

Dax
Dc
Dett
D«
Dol

Gas channel surface area
Half channel side length
Specific surface area
Specific surface area
Specific surface area
Affinity coefficient

Affinity parameter

Gas concentration

Initial gas concentration
Gas concentration in pore
Heat capacity of air

Heat capacity of carbon
Heat capacity of gas

Heat capacity of nitrogen
Heat capacity of solid
Heat capacity of water

Concentration in the wall

Pa
mol ™
mol th

mol’m
Jkgh K?
Jkgh K?

J kg-T'K

J kgt
J kgt K?
Jkgh K

mol m*

Concentration at the gas solid interface mol m?®

Channel side length
Diameter of monolith

Axial diffusion coefficient
Intra-crystalline diffusivity
Effective diffusion coefficient
Knudsen diffusivity
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Chapter 1

Introduction

Mankind since ancient times has been seeking errespurces in his pursuit to
shape his environment. Nowadays, more attentidieiisg paid to the environment, and
stricter regulations are being imposed for its @cbbn as conventional energy sources
are emitting pollutants to the atmosphere therebpardizing public health.

Volatile organic compounds (VOCs) are toxic poligt compounds and have
direct impact on human health. In the atmosphésy, are precursors to the formation of
highly toxic compounds: pollutant ozong @hd smog. VOCs are emitted to the air from
different sources. The predominant source rem#dirsautomobile industry with the
contribution of other commencers such as paintpfgim, solvent, lubricant, etc. VOC
emission and control involve the removal and tremvery of VOCs from air streams, as
the loss of VOCs to the atmosphere representssafogluable hydrocarbon resources.

Activated carbon monoliths (ACMs) have been considea suitable sorbent for
the removal and recovery of VOCs from air streamstivated carbon is a processed
porous form of carbon with large surface area bletéor adsorption. These activated
carbons, in their monolithic form, consist of a blen of channels resembling a
honeycomb. They have equivalent performance comapaith their granular carbon
counterparts. They are, however, more advantageopsrformance due to their lower
pressure drop and their higher electrical condugt(Crittenden,et al, 2005; Camusgt
al., 2007).

Adsorption of VOCs on activated carbon monolithused for the removal of
VOCs at low concentration. The knowledge of tl@shnology is fundamental for its
proper application. The type of adsorption processd in this study is temperature
swing adsorption (TSA) and particularly a branci 8 known as electrothermal swing
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adsorption (ESA), since the activated carbon mtmolare electrically conducting and
can be electrically regenerated. This separationgss consists of a cyclic sequence of
adsorption and desorption in which the adsorptitep adsorbs the VOCs onto the ACM
and the desorption step regenerates the adsonnéate for reuse during the subsequent
adsorption step.

Modelling of the ESA process proposes a mathematncalel that covers the
whole cyclic process from its start-up conditiontapts cyclic steady state and involves
dynamic mass and energy balances in one or threengional spaces in the gas and
solid phases of the monolithic channels.

The mathematical model developed can be applied auimrrently initialized £2.3
million Technology Strategy Board (TSB) project winihas delivered its first prototype
unit for the recovery of solvents in an industéaimpany. The prototype illustrated in
Figure 1 is currently on test recovering over 93#ethanol from a diluted air stream
(Crittenden, 2011).

Figure 1. Prototype unit (Crittenden, 2011)



1.1. Aim

The overall aim of research on this TSB projedbislevelop equipment that can
control and manage VOCs in factory air streams. CgCare major air pollutants
threatening the public health. Nonetheless, VGEpsasent valuable resources not to be
wasted. Adsorption on activated carbon is a popelehnology for the recovery of low
concentration VOCs from air streams. ACMs are athgeous vis-a-vis their granular
counterpart in term of pressure drop and fast regeion. The aim of this thesis is the
recovery process of VOCs in a dynamic process cingradsorption and desorption
conducted in a cyclic mode of operation to recdtierVOC from the ACM and then to

regenerate the ACM for reuse.

1.2. Objective

The objective of this thesis is to develop anddatk a process system model for
an electrothermal swing adsorption (ESA) procest thcorporates novel activated
carbon monoliths for the recovery of volatile orgacompounds. A number of models
have been developed in the literature to repredentlynamic ESA process, and some of
these models are covered in this thesis and haee beed as a starting point in
modelling.

The research involves modelling the cyclic adsorgtegeneration process used
to remove VOCs from air steams. Mathematical nlodglof the ESA system is
established incrementally from the simpler modeisard the overall goal of modelling
the complete cyclic steady state process. Pravesilling in 3D of the ESA cycle for
the recovery of VOC on activated carbon monolithl e considered in the current
research, and 1D modelling will be studied as &ng block towards the 3D model.

The mathematical model to be tackled will encouttterfollowing complexities:

* The performance of the process is strongly depdratethe operating conditions.

* The need to cope with high temperature (Z)0when dealing with desorption
since this is approximately the temperature reguioe ACM regeneration.

* The selection of the modelling software that candt& cyclic processes from

start-up to steady state conditions.
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» The assumptions made for the sake of model developm
* The formulation of the modelling equations, bourdand initial conditions.

* The validation of the model with experimental data.

1.3. Scope

The scope of this thesis is to model the cycli@EBocess in three dimensions
for the recovery of an example VOC, namely dichhoethane (DCM), using ACMs
supplied by MAST Carbon Technology Ltd. The maodellwas conducted using
gPROMS software of PSE. Two models have been dpgd| namely in one dimension
(1D) and in three dimensions (3D). The develop&d ahd 3D models have been
validated using experimental data obtained from theiversity of Bath. The
experimental data used have been produced by D&athus from the bench and pilot
scale platforms present in the laboratories ofGhemical Engineering Department at the
University of Bath. The 1D and 3D models have theen compared, and conclusions
have been drawn based upon this comparison.

This thesis comprises ten Chapters, and theset€bkaare described briefly as

follows:

Chapter 1: Introduction

The present Chapter establishes a brief backgroutie topics of this study by
supplying the definitions of the main terms disegsthroughout the thesis. In addition,
this Chapter sets the boundary of the study byflpneentifying the aim, objective and

scope of the conducted work.

Chapter 2: Volatile organic compounds (VOCSs)

Volatile organic compounds are defined in this Gaaplong with their emission
and control technologies. VOCs emission levels tradr regulating legislations are
touched upon. In addition, a summary of the caéntechnologies suitable for VOC

abatement is presented.



Chapter 3: Activated carbon monoliths (ACMs)

Activated carbon monoliths used for the removaV@fCs from gas streams are
studied in this Chapter. The different productsmmemes used for ACM manufacturing
are discussed covering specifically the productbthe MAST ACM. The application

of ACMs in different industries is also considetedlemonstrate their use and viability.

Chapter 4: Modelling

This Chapter establishes the ground level of shisly, as modelling is the heart
of this thesis. The basic concepts of adsorptounliérium and kinetics are introduced.
The choice of modelling software and its selectiateria are discussed. Ultimately, the
modelling approaches used in the literature arsgoted as a starting point in the quest

for the ideal model.

Chapter 5: One-dimensional modelling

One dimensional modelling is the building block thie extended modelling
covered at a later stage. The equations and pteesya the constructed 1D model are
identified and presented. Also the modelling orgation in gPROMS is initiated at this

stage.

Chapter 6: One-dimensional modelling results

The results of 1D modelling are presented in @hspter, including a parametric
study and parameter estimation of the constructedieln The adsorption, desorption and
cyclic modes of operation are tested. Finally, medel is validated on the bench and

pilot scales for dichloromethane (DCM) and for dneottype of VOC (toluene).

Chapter 7: Three-dimensional modelling

Three dimensional modelling is presented in thisgiér covering the aspects
that differentiate 1D from 3D modelling. The deddcequations of the 3D model are
detailed along with the methodology behind thegsgntation.



Chapter 8: Three-dimensional modelling results
The results of 3D modelling derived in the pre@dbhapter are covered in this
Chapter. Specifically, the resulting breakthrouglrves are illustrated in the 3D

arrangement.

Chapter 9: Discussion
The overall outcome of this work is discussed aodhpared to similar and
relevant work in the literature. The results of aBd 3D modelling are particularly

evaluated.

Chapter 10: Conclusions and recommendations
Finally, Chapter 10 presents the conclusions dedifrom this work and provides
the reader with recommendations that can be bealefior future work and similar

applications.
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Chapter 2

VOC emission & control

Worldwide, stricter environmental regulations im@dke continuous monitoring,
logging and controlling of pollutants emitted inthe atmosphere from different
industries. Volatile organic compounds (VOCs) amgjor air pollutants harmful to
human health. Their toxicity presses public andegoments to attach great importance
to the study of VOC emission and control (AIChEQ20Moretti, 2002).

2.1. VOC definition

There is no clear and general definition of VOCst kegulations and policies
create the legal definitions of VOCs. In genevdDCs are organic compounds with high
vapour pressures so that they exist in the gasepatambient conditions. They are
carbon containing compounds that evaporate intath@JK Environment Agency), and
they roughly have a vapour pressure equivalent@t BPa at 20 °C (US Environmental
Protection Agency). There are millions of differeempounds which may be classified
as VOCs. Usually, those that are nose detectatdenalls are VOCs.

Industrial chemicals such as fuels, coatings, papesticides, and refrigerants are
usually VOCs. Fuel consumption emits VOCs direcily products upon fuelling
(gasoline) or indirectly as by-products upon contibas(automobile exhaust). Volatile
organic compounds (VOCSs) are numerous and varidccaver a wide and large number
of products, such as construction materials, offcgiipments, craftsmen tools and
photographic solutions. Also a number of househobtisumer products, such as
cleaning solvents, detergents, and wooden furnidireemit VOC compounds (EPA,
1995).



VOCs can have a direct impact on human healthngrisom their toxicity. They
also may contribute to allergic or asthmatic symo Manyare carcinogenic and are
precursors to ozone formation. VOCs react witmogn oxides (N¢Q and produce
photochemical pollutant (tropospheric) ozong @toxic greenhouse gas harmful to the
environment and to human health.

The impact of ozone is different depending on d@sation in the atmosphere.
Stratospheric ozone, found in the upper atmosphpretects the earth from the
dangerous ultraviolet (UV) radiation, as ozone dbsdhe UV light. On the other hand,
ground level ozone, or tropospheric ozone, hasradwfects on human health.

In addition, VOCs play a major role in smog formati VOCs, under sunbeams,
react with polluting N@ emitted from various chemical industries to forround-level
ozone. The build up of ozone, fine particulated atiher gaseous pollutants results in the
formation of smog. Smog is a problem in a numbecities. It reduces visibility and
harms public health. Smog irritates the eye, nasd throat (ENT) system and
aggravates existing heart and respiratory problémg. asthma) affecting mostly the
fragile population (children & elderly) by puttintheir respiratory and circulatory

systems at risk.

2.2. VOC emission

The loss of VOCs to the atmosphere represents sa dbs/aluable resources.
Figure 2 shows the predominant sources of VOCse mhin contributor remains from
motor vehicles followed by the solvents industryexing paints and coatings (Perth
Airshed, 2003).
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Figure 2. Predominant sources of VOCs (Perth AatsB803)

The removal of VOCs from air streams is of sigmifitimportance in relation to
air pollution control, as air pollution is one tietmajor environmental concerns affecting
the quality of our life. VOC emission control Isztion varies throughout the European
Union and the United States. Over 200 EC direstigad regulations relating to the
environment have been issued and are continuousnging. It is hard to present
complete details of each piece of legislation @r¢bntrol of the different VOC emission
sources, which include painting processes, sudbing, coating processes, etc.

Volatile organic compound (VOC) emissions are caniander increased
inspection worldwide and especially in both Eurapd the United States. The European
Commission advocated a VOC limit for solvent-bopaénts at 400 ¢'1in 2007 and 300
g I in 2010. Similarly, the United States EnvironnarRrotection Agency (USEPA)
regulated the VOC levels of many consumer productsrder to improve air quality.
Regional VOC regulations imposed by the Ozone TarisCommission (OTC),
California Air Resources Board (CARB) and South €oAir Quality Management
District (SCAQMD) have stricter limits on VOC contein comparison to the national
VOC standards set by USEPA. The VOC rule adoptethé OTC for many consumer

products was 350 ¢'] and this regulation went into effect in 2005.



In view of the control measures for VOC abatemt#rd,UK has met its target of
reducing emissions of VOCs to less than 1.2 milkonnes per year in 2010 under the
EU National Emission ceiling directive and the 1996thenburg protocol to cut VOC
emission by 40% in 2010 compared to 1990 (DepartmoérEnvironment, Food and
Rural Affairs, 2011). VOC concentrations decreasiggificantly in the UK from 1998
through 2008 for a number of VOC compounds ranfjiog -3% to -26% per year. This
decrease was more important in London in comparisosites in rural England as
reported by Schneidemessetral (2010) and presented in Table 1. For examplegt®
decreased from 10 ppbv in 1998 to 1 ppbv in 200&haaverage rate of -22% per year at
a selected site in London.

Table 1. VOC trends extracted from Schneidemesset, (2010)

Compound London Rural England
2008 g-mean| change per year] 2008 g-mean | change per year
(ppbv) 1998 — 2008 (ppbv) 1998 - 2008
(%) (%)
Propane 2.7 -3 0.61 -3%
Pentane 0.54 -12 0.081 -2%
Ethene 2.4 -20 0.29 -6
Benzene 0.32 -26 0.088 -12%
Toluene 1.0 -22 0.12 -9%

VOC emissions have also declined in the United eStat Figure 3 shows
approximations of U.S. emission levels of VOCs. iggions reached their highest level
around 1970 and later on have decreased by abdut #Om that level. Major
contributors are industrial applications, solvemifiaation (paints), non-road sources

(marine and garden equipments) and road relatade®(Allen, 2004).
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Figure 3. Emission trends of VOCs 1940-1998, in UB8KAen, 2004)

2.3. VOC control

The best way to avoid VOC emission is to contrslsburce by using materials
and products that do not give off VOCs. Pollutpyavention, or source reduction, offers
itself as the waste management strategy of chaeoause it avoids the generation of
waste in the first place.

The next level down the hierarchy of waste managens to reduce the use of
VOCs and thereby reduce their emissions. Rathar #rguing about how to treat or
where to put the wastes created, society needssigrdsystems that imitate the cycles of
nature whereby waste is reduced.

The subsequent downward level is recycling, thad isecover the VOCs emitted
so that they can be reused, especially if the rr@alVOCs have a recovery value lower
than the purchase of new VOCs. Condensation asarpiibn both offer highly efficient
treatment systems to remove and recover VOCs frase@us process streams. They are
known techniques with paybacks on the installat@omd operation. Adsorption onto
activated carbon monoliths followed by electricallyven regeneration and condensation
allows valuable compounds to be recovered andggetninenvironmental regulations to be
met. This very important solvent recovery prodedbe subject of this thesis.

The next level down the hierarchy is to destroyWa@Cs with energy recovery.

Thermal oxidizers burn off VOCs from process exisusThis regenerative technology
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offers an impressive energy saving and results im@d payback period on the
investment. In addition, the main advantage of fyistem is its extremely high thermal
energy recovery. However, the additional fuel resfito support combustion leads to
both the reduction in non-renewable resources dlsasean increase in greenhouse gas
emissions. In addition, the solvent is lost.

Finally, the lowest level in the waste managemeetanchy is to destroy VOCs
by incineration with no energy recovery, especiafiythe VOC stream cannot be
recovered, has no recovery value, or if theredgssposal concern faa toxic compound.

Figure 4 illustrates the levels of the waste manaeye hierarchy.

Avoid the use of VOCs

Reduce VOCs use to
reduce their emission

Recycling: recover VOCs for
reuse (adsorption and
condensation)

Destroy VOC with energy recovery
(thermal and catalytic oxidation)

Destroy VOCs with no energy
saving (incineration)

Figure 4. Waste management hierarchy

The widespread techniques for removing VOCs froms gareams are
condensation, oxidation and adsorption. The chdmgends, to a large extent, on the
flow rates, compositions and concentrations to beltdwith, as well as on whether
destruction or recovery is required, as illustrateBligure 5.
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Figure 5. VOC removal (Waterleau — Belgium)

Condensation is generally suitable at high VOC eatations, because of the
low temperatures required as partial pressures falkidation, either over a catalyst
(catalytic oxidation) or in a direct flame (thernmdidation) has low capital costs but can
be wasteful and costly to run. Adsorption, on\atgd carbon, is capital-intensive, but
new progress promises to make adsorption more ditmpe Control technologies are
described and compared in more detail in the falgvsections based on functions, uses
and limitations (AIChE, 2001; Moretti, 2002).

2.2.1. Condensation

Cryogenic or low temperature condensatiosuigable for VOC emission control
due to its capability in recovering practically ad@pC under varying conditions. It can
handle all organics and operate with changing caingBons and compositions over
time. This flexibility renders cryogenic condensat predominantly appropriate for
VOC emission control in wide-ranging plants withryiag products.

The condensation process allows the recovery of ¥ @€ reprocessing. The

process operates at very low temperatures to beobtganic vapours so the VOCs can
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be condensed when the dew point is reached. Theem@ture of the process stream is
decreased to lower the vapour pressure of the \l@€by increasing its recovery in the
liquid phase. With the phase out of the ozoneatam chlorofluorocarbon (CFC)
refrigerants, liquid nitrogen is used for exampbecbndense the VOCs in this low-
temperature condensation process.

Nitrogen is suitable for use since it is inert, atantly used in the chemical
industry and is commonly transported and stordtbiliquid state at reduced temperature
and elevated pressure. In addition, the low teatpes capability of liquid nitrogen
allows for the condensation of most organic compisuftom their emission streams.
The vented nitrogen can then be reused afterdigliag.

Cryogenic condensation consists of a number of-sinel-tube heat exchangers.
The VOC and the liquid nitrogen streams flow countarrently through the heat
exchangers to enhance the heat transfer mechani$ra.VOC condenses on the shell
side of an exchanger then is collected into a tdfom this collection tank, the VOC can

be recycled or recuperated for reuse or disposal.

2.2.2. Thermal oxidation

Thermal oxidation is the reaction of the air pahis with oxygen under heat.
By increasing the temperature of the pollutant @&bag auto-ignition point in the
presence of oxygen, and maintaining it at high tenajure for sufficient time to complete
combustion, the VOCs are converted to carbon dex), water vapour (kD), and
usable heat. The combustion process is highlyctteby the following parameters:
exposure time, operating temperature, mixing ratkthe availability of oxygen. These
parameters shape the design of thermal oxidatistesys. There are three main VOC
oxidation systems: direct flame, recuperative, @gEnerative.

Direct flame systems or flares oxidize the VOCs thg combustion of the
polluted stream with a flame. These systems aresithplest thermal oxidizers and the
cheapest to build. Except that they require tiglést operating cost, as they necessitate

the largest quantity of fuel to sustain the oxiolatiemperature.
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Recuperative thermal oxidation, as it name impliespvers part of the heat of
combustion to preheat the stream going into thebemtion chamber using tube or plate
heat exchangers. Recuperative systems installatists are higher than those of flares,
but these recuperative systems operate at lowés.cos

Regenerative thermal oxidation systems have hitjeat recovery efficiencies
than recuperative oxidizers requiring multiple heathanger beds to generate the heat
efficiencies. As a result, the oxidation processts in the beds of the heat exchangers
and gets completed in the combustion chamber. eTbgstems are the most expensive

thermal oxidizers to install, but the saving inlfoelances the added investment.

2.2.3. Catalytic oxidation

Catalytic combustion is one of the important cohttechnologies for the
elimination of low concentration VOCs in pollutedggstreams. Catalytic oxidation,
similarly to other oxidation processes, conversWOCs into CQand HO. In catalytic
oxidation, however, the added catalyst accelertitesrate of the reaction. Oxidation
takes place at the catalyst surface where the oxggd the VOCs react.

The catalytic oxidation takes place at a lower terapure than the one required
for thermal oxidation due to the catalytic activity Typical VOC catalytic oxidation
temperatures range from 320°C to 540°C. The VO{ufea air is first preheated to
reach a temperature necessary to initiate theytiataixidation. Then this preheated
contaminated air is rapidly oxidized by passin@tigh the catalyst beds (EPA, 1995).

Typical commercial VOC oxidation catalysts includestal oxides and noble
metals supported on ceramic monoliths or pelletg] most of these catalysts have
proprietary rights. Their life cycle is around diwears and is prolonged with proper
catalyst regeneration.

The advantages noted for the application of thehrelogy are the complete
oxidation of VOC, and the little formation of oxiilan by-products, such as carbon
monoxide (CO). In addition, this technology regsira low usage of fuel. The noted
disadvantages, on the other hand, are catalystipos and the sensitivity of the catalyst

to elevated temperatures.
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2.2.4. Absorption

Absorption is used as a product recovery techniquthe disposal of VOCs from
polluted gases, especially those VOCs that are rwatéuble. In this purification
technique, the polluting VOCs are dissolved in wate a suitable liquid solvent.
Absorption of the VOCs by the solvent takes platecounter current spray towers,
scrubbers, or packed or plate columns (EPA, 1995).

The choice of absorption as the control systenhferrecovery of VOCs relies on
the availability of a suitable liquid absorbenthelchosen absorbing solvent should have
a high solubility for the organic vapours. Watemised to absorb water soluble VOCs.
In addition, amphiphilic blocks added to water caake hydrophobic VOCs dissolve in
water. On the other hand, hydrocarbon solventh sscoils are used for VOCs having
low water solubility.

Another factor for determining the suitability dfiet absorption process as a
purification technique lies in the treatment orpdisal capacity of the material removed
from the absorber. In general, the absorbing diguntaining the VOC is regenerated by
stripping at high operating temperature and unde&uum to desorb the VOC from the
absorbent liquid. The VOC is then condensed andvexed in its liquid form (EPA,
1995).

Absorption processes are widely used in indussilapurification for medium to
highly concentrated gases (0.1 - 10 §)mwith medium flow rates (100 - 10,000’ hr'Y).
This control technique, however, is more suitablecbntrolling inorganic gases than for
VOCs removal (EPA, 1995).

2.2.5. Biofiltration

Biological treatment, especially biofiltration, & emerging air pollution control
technology for treating VOCs in contaminated diris a cost effective oxidation process
for certain polluted gas streams in comparison wather available VOC control
technologies (Zhu, 2000). In biofiltration, thellpted waste gas stream is purified by its
passage through a biologically active soil mediumlar aerobic conditions where the

VOCs are biodegraded. Biofiltration uses microaigas to degrade various pollutants.
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The temperature and moisture of the air streamhaofiiter bed are critical in design
considerations (Zhu, 2000).

In recent years, new types of bioreactors and Iteafi have been developed.
Biofilters are bacteria or microorganisms suppofiker beds. They are basically simple
beds of dirt or drainage mud. Recently used hesl have been bacteria carried on
artificial supports (Kennes & Veiga, 2004). Bitfition can achieve very high VOC
removal efficiencies. This control technology &ttler suited for low VOC concentration

and is appropriate for odour control.

2.2.6. Adsorption

In the low-concentration levels, adsorption on \aticarbon is the most
commonly utilized control scheme for the recovefyM®Cs from air streams with a
broad range of flow rates (Crittenden, 1992; Rugldyarroll, 1993; Fuertest al, 2003;
Marban,et al, 2006). Adsorption is used to explain the inafion of VOC molecules
from a polluted gas phase to stick to the surfdcthe carbon, i.e. the VOC adsorbate
molecules accumulate on the surface of the adsbsioéd.

Adsorption is a basic property of matter, due te #itractive forces between
molecules. The force region creates an area ofplotgntial energy near the adsorbing
solid surface and, consequently, the adsorbed mleecare clustered on the solid
surface. The molecular density close to the sarfagyenerally greater than that in the
bulk gas phase. Adsorption mainly depends on ifferehce in the affinity of the
surface for different components. This differenoe affinity is called selectivity.
Adsorption due to its selectivity is a mean of paation of fluid mixture from trace
components (Ruthven, 1984; Crittenden & Thomas8199

Adsorption is categorized as chemical or physiciogption (chemisorption or
physisorption), depending on the nature of theasarfforces. In physical adsorption the
forces are fairly weak, involving largely van dera®ls interactions. In chemisorption
there is an important transfer of electrons betwienadsorbate and the solid surface

resembling the formation of a chemical bond. Thasamical interactions are stronger
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than the forces of physical adsorption and canlug/only monolayer coverage, unlike
in physical adsorption where many layers may fdrutliven, 1984).

Adsorption of VOCs from polluted air streams onttivaated carbon monoliths
contribute to air emission control. This new temlogy can meet rigorous environmental
regulations with two advantages: the first benfithat air is purified, while the second
benefit is that the VOCs can be recovered. Thiggss for the recovery of VOCs from
air streams is the subject of this thesis and bélicovered in more detail in subsequent
Chapters.

2.3. References

Allen, David T., 2004. Air PollutionPages 787-815 ofSeidel, A (ed), Kirk-Othmer
Encyclopedia of Chemical Technolodgh ed., vol. 1. Hoboken, New Jersey: John
Wiley & Sons, Inc.

American Institute of Chemical Engineers, 2001 adfdcal Solutions for Reducing and
Controlling Volatile Organic Compounds and Hazasl®ir Pollutants,AIChE,
Center for Waste Reduction Technologies, New YN,

Crittenden, B.D & Thomas, W. J., 1998dsorption Technology & DesigrReed
Education and professional publishing Ltd.

Crittenden, B.D., 1992. Selective adsorption — atunmag but poorly understood
technology, in current best practice in separatiesknology, the R&D Clearing
House, London, pp. 4.17/18.

Department of Environment, Food and Rural Affa#@11. Emissions of air pollutants in
the UK, 1970 to 2010, Defra National statisticeasle.

EPA, 1995. U.S. EPA, Office of Air Quality Planniagd Standards, “Survey of Control

Technologies for Low Concentration Organic Vapos G&reams,” EPA-456/R-95-
003, Research Triangle Park, NC, May, 1995.

Fuertes, A. B., Marban, G. & Neveskaia, D. M., 2088sorption of volatile organic
compounds by means of activated carbon fiber-basedoliths. Carbon 41,
pp.87-96.

18



Kennes, C. & Veiga, M., 2004-ungal biocatalysts in the biofiltration of VOC-phdkd

air. Journal of Biotechnologyl13 (1-3, 30), pp.305-319

Marban, C., Valdés-Solis, T. & Fuertes, A. B., 2008odeling the breakthrough
behavior of an activated carbon fibber monolitmibutane adsorption from diluted
streamsChemical Engineering Sciend®l(14), pp.4762-4772.

Moretti, E., 2002. Reduce VOC and HAP Emissic@kemical Engineering Progress
June, pp. 30-40.

Ruddy, E. N. & Carroll, L. A., 1993. Select the B&OC Control StrategyChemical
Engineering Progress89(7), pp.28.

Ruthven, D. M., 1984Principles of adsorption & adsorption processdshn Wiley &
sons, Inc.

Schneidemesser, E., Monks, P. S. & Plass-Duelmgr2@0. Global comparison of
VOC and CO observation in urban aredsnospheric Environmenéi4, pp.5053-
5064.

Waterleau, VOC Treatment Technology [Online] Belgium. Available at:
http://www.water-leau.com/default2.aspx?PageldJreZessed 8 May 2009].

Western Australian Department of Environmental &tbn (2003) National Pollutant
Inventory Perth Airshed Emissions Study 1998/1999
Zhu, X., 2000A fundamental study of biofiltration process for @ moval from waste

gas streamsPh.D. dissertation. University of Cincinnati.

19



Chapter 3

Activated carbon monoliths

Activated carbons are porous carbons manufactuseexhibit large interior
surface area and pore volume. These unique ckasits of activated carbon are
responsible for its adsorptive properties in nurasrmdustrial applications, especially
the removal of impurities from gases. The surfatethe activated carbon binds
molecules from the gas phase by physisorption dmnesorption resulting in a high
concentration at the interface (Ruthven, 1984)tivated carbon monoliths are suitable
adsorbents of pollutants from gaseous streamsadile tfact that the size and distribution
of the pores within the carbon structure can béred through the manufacturing
process to meet the requirements of promising nari@adkaree, 1998; Leet al,
2000; Yateset al, 2000; Crittenderet al, 2001; Botas Echevarriaf al, 2003; Fuertes,
et al, 2003; Lapkingt al, 2004; Valdés-Soligt al, 2004; Crittendergt al., 2005a).

Monoliths comprise solid integral bundles of chdartkat resemble a honeycomb
structure, as illustrated in Figure 6. In crosstisa, the channels may be hexagonal,

circular, square, triangulagic as demonstrated in Figure 7.

Figure 6. Honeycomb structure (Crittendenal., 2005a)
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Figure 7. Activated carbon monolith (Crittendenal, 2005b)

The internal structure of the monolithic channellvi& presented in Figure 8.

The wall structure is formed of macro-particles,ichhin turn are composed of micro-

domains. The polluted air flows in the gas chasjnahd the pollutant is adsorbed onto

the wall structure where the adsorbent moleculesdifused. For low concentration

VOCs, adsorption is predominantly attained in therapores (< 2 nm) because of the

relations among the attractive forces within theops wall structure.

Dp=2-20um

(l, = 4-10nm

Micro domain:
Glassy carbon spheres
and mean pore sz

Wall Stron e — ;' E‘B
rmitied pore=0.8-Tnm

Figure 8. Monolith channel structure (Crezeteal, 2005)

The geometry of the monolithic structures is categd by three primary

parameters, which are the form of the channels,cti@nel dimension and the wall

width. Secondary factors, subsequently, are thledemsity, the surface area and the
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porosity, and these secondary parameters are awdulfrom the primary ones

(Crittendengt al, 2005b). The primary parameters are illustrateBigure 9.

Figure 9. Monolithic primary parameters (Crittengenal.,, 2005b)

In addition to their high micro-porosity, activatedrbon monoliths conduct
electricity due to their continuous carbon skelstamd therefore can be heated more
quickly for regeneration than by using convectiveatmg from hot gases. Carbon
monoliths, as a result, are being studied as ag@aweration of regenerable adsorbents.
As can be seen in Figure 10, ACMs can be assentbldze electrically heated for
regeneration in the desorption step to be usesdulosequent adsorption.

The adsorption properties of the monoliths areuericed by both their binder
content and their level of activation. Some ACMwdé no binders, and that is the case
for the monoliths studied in the current researthe monolith’s density determines the
electrical resistance, and hence the efficiencyhwithich it can be heated for
regeneration.

22



Figure 10. ACMs assembled into a module and etadtyiconnected (Crittenden, 2011)

3.1. Monoliths vs. granules

The performance of the two forms of activated carbtamely monoliths and a
packed bed of pellets, can be compared. Sevevahtabes of monoliths with regard to
packed beds were noted (Crittendenal, 2005a; Valdés-Soligt al, 2001; Crezeest
al., 2005; Li,et al, 1998b; Yatest al, 2003).

Monoliths offer considerable reductions in presstirep over their packed bed
equivalents. The laminar flow of the gas passhmgugh the monolith channels has a
pressure drop advantage over the twisting passagmas around adsorbent granules.
Crittenden, et al. (2005a) demonstrated the possibility of manuf@actuan activated
carbon monolith with a capacity and mass transdgability similar to an equivalent bed
of granules having the same mass but with a prestnap of only 6% of its equivalent
bed of granules. Yategt al (2003) estimated a null pressure drop in the rithno
adsorption bed caused by the open channel strgcture et al (1998b) found that the
pressure drop through a monolith was 3-5 times dénéhat through its equivalent
packed bed, and consequently the time requiredréesprize the monolith was 3 - 5
times faster than that needed to pressurize theobegukllets. Crezeegt al (2005)
demonstrated that the adsorption performance ofnmbaeoliths is close to that of an

equivalent packed bed of spherical carbons but itbd" of the pressure drop.
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In addition to the negligible pressure drop thaytlereate, another advantage of
monoliths in comparison to packed beds is theiregop resistance to abrasion.
Monoliths also can be positioned in upright or hontal arrangements or in moving
setups without losing their forms. They are, adddlly, simpler to deal with than
packed beds.

Activated carbon monoliths which are electricalbnducting can be regenerated
with an order of magnitude faster than packed hefemis. The unique electrically
conducting monolithic activated carbons that canhleated rapidly to the required
regeneration temperature (150 - 200 °C) allow ctiokes of tens of minutes rather than
the hours associated with conventional granulaodsnt beds. This results in an
estimated 30 fold reduction in bed size with aroeisded reduction in energy demand of
up to 10 fold. The small size of the units, thenglation of steam as the regenerant, and
the low energy demand, will allow these units topb&ced close to the source of the
VOCs, rather than as an end of pipe treatment,lwid then allow the direct recovery
and recycle of the solvents (Crezetal, 2005).

An additional advantage of monoliths over their meupart granular packed beds
is the monolithic activation process which advaatagly creates micro-porous voidage,
in contrast to the activation process utilisedgacked beds. For ACMs, adsorption for
low VOC concentration gases mostly takes plac&énnicropores (Valdés-Solist al.,
2001). The activation method of the granular pddieds creates a fairly broad pore size
distribution with sizes ranging from micropores2A«¥m) to mesopores (2 — 50 nm).

Activated carbon monoliths provide capacity andekim properties that measure
up well to the same mass of their granular couartsbased on the study of internal and
external mass transfer coefficients. Therefore,gatential commercial, environmental,
and health protection advantages of switching fpatked beds to monolithic adsorbents

seem to be favourable (Crittenden, al, 2005a).

3.2. Activated carbon monolith production

Activated carbon monoliths can be produced in abemof ways. Gadkaree
(1998) and Valdés-Solisst al. (2004) carbonised phenolic resin which had been

24



impregnated or dip-coated, respectively, on cerdrmiteycomb supports, whilst Fuertes,
et al. (2003) carbonised polymeric fibres. Yatesal. (2000), on the other hand, extruded
a mixture of silicate clay with activated carbommanolith type used by Yt al. (2002).
Binder-less activated carbon monoliths, known agd@arb, are made by MAST Carbon
Ltd from phenolic resin. They are produced viaskquential steps of resin curing, resin
extrusion, carbonisation and activation (Tennisen,al, 2001; Placeet al., 2004;
Crezeeet al, 2005).

The procedure followed by Valdés-Solst al (2001) for preparing carbon—
ceramic monoliths consisted of dip-coating the ecamonoliths in a phenolic novolac
resin, disposing of the surplus impregnation sohytiair curing and carbonizing. The
cycle of dip-coating, curing and carbonizing wasduacted twice to get a monolith with
a superior quantity of carbon. The carbonized tsuiz® was then activated by steam to
reach its highest adsorption capacity. The highdsbrption capacity was attained at an
activation level of 30 wt%.

Yates,et al. (2000) prepared their monolith composites by ngxa@mmercially
available micro-porous activated carbons with igatié clay binder. After mixing the dry
powder with water, the blend was moulded into dowghich in turn was extruded into
monoliths. The monoliths were then dried, heatetifarther heat-treated.

Rosas,et al (2008) obtained activated carbon monoliths by dlegvation of
hemp canes with phosphoric acid. The surface cterstics of the activated carbons
were found to be greatly related to the carbororatemperature and the impregnation

ratio.

3.3. Overview of MAST carbon monoliths manufacturirg

The carbon monoliths NovaCarb used in this studyehbeen supplied and
manufactured by MAST Carbon Technology Ltd. Thesenaliths are fashioned in
various lengths, diameters, channel shapes andie@atities. The manufacturing process
is summarized in the subsequent sections and maiablves resin curing, extrusion,
carbonization and activation (Tennison, 1998). ®kerall process is divided into cold

steps of curing, milling and extruding followed Wt steps of carbonization and

25



activation. The precursor material is phenoliciresype Novolak produced by the

polymerization reaction of phenol with formaldehydw®der acidic conditions (pH 1 - 4).

3.3.1. Curing

In polymer chemistry, curing translates into themsgithening or the hardening of
polymeric material by cross-linking of the polyneatrains, due to chemical additives and
or heat. The phenolic resin, a thermoplastic pelyrs cured by the addition of a curing
agent (hardener) under thermal treatment and thesetransformed into a highly cross
linked resin.

The curing process is critical because temperatndetime must be controlled to
obtain a structure capable of resisting the sule#athermal steps. If the resin is over
cured then it tends to harden, and if it is undeed it melts. The ideal cure creates the

adequate internal open porosity of the macrostractu

3.3.2. Milling

The cured resin produces a solid "biscuit" whicliirst hammer milled to grain
size and further milled to produce fine powder vtk desired macropore structure. The
second milling stage is carried out in a jet mdl minimize the presence of large
particles. The milled powder is then moistenedtly addition of lubricants and de-
ionized water to be converted into dough for extmus A milling process is used to
control the particle size, which is essential ieating the net pore structure, as shown in
Figures 8 and 11. Macropores are created by thenuof the largest phenolic resin
particles exhibiting a mean particle size in theeorof 10 — 70um giving rise to
macropores with a mean macropore size in the rangg0um. Microdomains, on the
other hand, are formed by the union of the smali@sto sphere resins with a particle
diameter of around 4 — 10 nm forming microporeO& to 1.0 nm in size (Sanchez-
Liarte, 2009).
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Figure 11. Net pore structure (Crittenden, 2011)

3.3.3. Extruding

The dough is sintered without the use of any bind&wder sintering or sticking
together is driven by pressure and moisture. Pphixess is carried out by extrusion,
whereby the powder is pushed through a die sut¢heasnes presented in Figure 12, and
the body of the monolith is shaped in the desi@df The rheology and the pressure
applied are critical to the developing form. ThEsthen said to be the unfired “green”
state of the monolith, having a yellowish red col@wising from the colour of its

phenolic precursor.

Figure 12. Dies for extrusion (Sanchez-Liarte, 2009

3.3.4. Carbonization

The "green" body is then subjected to carbonizatishere its yellowish red
colour turns black. The carbonization processsfiams the porous resins into the

porous carbons and is usually carried out at 8085idg a CQstream. During this
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process, the resin loses around 45% of its weigéattd the removal of retained water and
hydrocarbons from its structure, as illustrated=igure 13. Carbonization of the high
density cross-linked domains formed during curieguits in glassy spherical carbon

particles, and the low cross-linked density resi@sompose into amorphous carbons.

Figure 13. Green and carbonised monoliths (Crigen@011)

3.3.5. Activation

The activation process controls the pore size ibigion. The carbonized
monoliths are activated at 900°C using a2Gtteam in order in increase their surface
areas. Crucial parameters, such as2 @@v rate, temperature and duration, are
controlled to obtain the desired grade of activat@nd thereby the required pore
structure. Finally, the activated monoliths arepged using a super-wool blanket to

avoid any over-oxidation of the surface (Crezgaal.,2005).

3.4. Activated carbon monolith applications

There is an increasing interest in the use of mthmlas adsorbent devices.

Potential applications include:

1 VOC control (Gadkaree, 1998; Lest, al, 2000; Yateset al, 2000; Yu,et al, 2002;
Botas Echevarriggt al, 2003; Fuertesst al, 2003; Crittendenet al, 2001; Valdés-
Solis,et al, 2004, Yuet al, 2007).

2 Air separation (Burchellet al, 1997; Li,et al, 1998a). Onyestyalet al. (2004)
tested a honeycomb monolith that demonstrated isarptapacity and MO,
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selectivity for air separation processes. The opore diffusion of N and Q was
found to affect the process of mass transporteratisorbent monolith.

3 Recovery of CQ from combustion gases (Brandaet, al, 2004). Grande and
Rodrigues (2008) proposed a mechanism that cansbd to capture the carbon
dioxide from flue gas streams containing low con@ions of CQ utilizing an
activated carbon monolith.

4 Methane storage. Lozano-Castello (2002) studieel @ldlsorption capacity of
activated carbon monolith and noted that the mémalensity was a critical factor for
methane storage applications.

In addition, activated carbons are becoming imparita heterogeneous catalysis,
either as catalyst supports or as catalysts bysbkms. Activated carbons are employed
as three-way catalysts for the control of pollutisom cars, and more recently as
catalytic devices in multiphase flow and multifuool reactors (lrandoust &
Andersson, 1988; Kapteijet al, 1999; Lebens, 1999; Nijhuist al, 2001a, b). Carbon
monoliths, when loaded with an appropriate catabst extremely efficient in increasing
chemical reaction rates. This is accomplishedamby by the high surface area of the
monoliths, but also by taking full advantage of lminar flow characteristics associated
with the parallel micro-channels. Opportunities séxin applying this technology to
existing fuel reforming/processing systems and @ddevherever a catalyst support is
required.

As demonstrated, ACMs are very useful adsorbentsmany industrial
applications as they meet the needs of emergingetgar Their main use, however, is the
removal of impurities from gases through the adswmpprocess. Activated carbon
monoliths have been utilized to absorb VOCs fronstateams, and this is the application
studied in this thesis.
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Chapter 4

Modelling

Mathematical modelling and simulation constitutee theart of this project.
Modelling the adsorption and desorption of VOCsrfrpolluted air stream onto activated
carbon monoliths is the subject of this study. Matatical modelling of the adsorption
and desorption is performed based on establishetkliimg equations using appropriate

modelling software.

4.1. Adsorption/desorption

Adsorption of VOCs from polluted air onto activai@bon monoliths is followed
by a desorption step to recover the VOCs and regenéhe monoliths for reuse. The
adsorption/desorption process form a cycle thatoearepeated several times. Figure 14
shows a schematic diagram of the cyclic adsorpglesdrption process, where adsorption
of VOCs onto the activated carbon monoliths takéscep in a freshly regenerated
monolithic column while the used column is regetetaby heating in the subsequent

desorption step.

33



active monoliths

=1

Y feed VOC-free stream
f —

purge gas

regenerating monoliths

condensed VOCs

Figure 14.Schematic diagm of adsorption/desorption procég$ace et al, 2005)

4.1.1. Adsorption method:s

Adsorption of VOCs onto activated carbons is knawnremove pollutants t
virtually nondetectable levels (Shepherd, 2001) Adsorption fecefe for single
component removal as well as for mixis of pollutants (Yu,et al, 2002). In
comparison to other technologies coverean earlier Gapter, this technolochad been
considered the least expensive. Itis simple fyagnd operate and is mainly used in
treatment of off-gases from work areas or plants. VOC moleculeact and accumulat
on the large surface area of the activated carbonotiths. The alsorption process
most effective for high molecular weight and highiling point VOCs. In gener also,
ACMs manufacturing, detailed irthe previous @Gapter, govers the adsorption

selectivity.

4.1.2. Regeneration method

In the chemical process industry, adsorption bgsedesses are governed by
regeneration of the adsorbent. This regeneratiep is time and energy consuming
comparison to the adsorption steTwo well-knownregeneration methocare mainly
utilized, and these amressure swing adsorption (PSA) and temperatunegsadsorptiot
(TSA). PSA is suitable for weak adsorbates whi®ATworks better for strong:
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adsorbed species. Also, PSA operates at high ygeesturing adsorption and low
pressure during desorption. TSA processes, onother hand, work at a reduced
temperature during adsorption and an elevated textyye during desorption.

In a PSA system, regeneration is attained by detrgathe pressure. The
adsorbed species is adsorbed onto the adsorbemthagh partial pressure and then
desorbed at an inferior partial pressure. In otdeadjust the partial pressure of the
adsorbed species, the total pressure or the cotiggof the gas mixture can be
manipulated. In the alternative TSA process, the&ebent bed is heated by a hot gas or
steam to desorb the adsorbed species and so ratgetier adsorbent bed. Once the bed
is regenerated, it is cooled down for the next gutgmn step to take place.

PSA and TSA have their distinctive advantages asaldgantages. TSA requires
heat to regenerate the adsorbent bed; therefaseptbcess is energy intensive. While
the PSA system does not require a high operatingpeeature, its characteristic short
cycle time has a drawback. For the cyclic procesmssorption is followed by
depressurization for regeneration and then repression to close the cycle. The gas
feed is lost to the vent during the depressuripnasiep. The short cycle time gives rise to
this loss of feed gas. Therefore, repressurizatioould be conducted quickly to save the
gas feed. This rapid process introduces instgbifit plant operation caused by the
transitory deviations in the feed and product flaes (Wrightet al,, 2005).

The TSA process is generally more favourable thenRSA process for fluid
purification, but still this process has a numbedigadvantages. TSA requires a large
amount of hot gas to regenerate the adsorbentlbéds a long cycle time in comparison
with PSA, as the heating and cooling steps are tiomsuming. Typical TSA cycles take
hours while PSA requires minutes. Furthermore,gbee gas introduced during the

regeneration step in TSA recovers the desorbedespieca diluted form.

4.1.3. Models of TSA cycles

With the goal of overcoming the disadvantages oATé&hd PSA processes,

research on novel regeneration techniques is dewglosuch as hybrid regeneration
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cycles, heating through a peripheral heater, dineating with an in-bed heat exchanger,
electrothermal heating, etc.

For example, Wrightet al (2005) developed a hybrid regeneration cycle kmow
as temperature-pressure swing adsorption (TPSA)ingi mutual PSA and TSA
advantages but at the same time reducing theirledigxpenses. The proposed TPSA
process, similarly to TSA, needs to increase tmeptrature of the adsorbing bed for
regeneration. The required heat for TPSA, howegelgss than that needed for TSA.
TSPA proposes thermal energy saving and considerpbWer reductions with no
transient operating difficulties arising from thapid cycle time.

Menard,et al (2007) focused on thermal regeneration by meéracexternal
heat exchanger. This regeneration methodologyoi® favourable than the use of a hot
purge gas to regenerate the adsorbent bed. The gas dilutes the desorbed species.

Clausseet al. (2004) and Bonjoukt al. (2005) investigated both numerically and
experimentally the performance of the TSA procespurify polluted gases using an
internal heat-exchanger for indirect heating andling. The authors highlighted the
behaviour differences between an indirectly heatedooled TSA adsorber and other
adsorbers classified as adiabatic, near-adiabatcisothermal. It was also shown that
for a scaled-up adsorber, heat utilization waslaimid normal TSA processes.

The initiative to regenerate the adsorbent bedhkyntean of direct heating with
electric current became public in the 1970s (Fal8uBaibois, 1970). This regeneration
process was referred to as "electrothermal” deisorptind it was known to be an
effective approach to conduct desorption in a TSkle Electrothermal swing
adsorption (ESA) is a rather recent process (Salliet al, 2004; Yu,et al, 2007) for
basically a TSA cycle. The adsorbent bed in ESdesorbed by flowing current through
it thereby generating heat by the Joule effect.e HEA process is basically a TSA
process where the heat source to regenerate thebads bed is different. In TSA, a hot
gas stream is usually used for heating the adsbtszh while in ESA the adsorbent bed
is heated using the Joule effect by having elattritowing through the adsorbent bed to
increase its temperature.

A good example to compare the ESA and TSA processése abatement of
VOCs. ESA has a better efficiency than TSA (Saysteal, 1999; Sullivan, 2003; Yu,
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et al, 2007). The major divergences between ESA andl pi®cesses are dsllows
(Petkovskaset al, 2007; Burchellet al, 1997; Sayssett al, 1999; Yu,et al, 2002;
Sullivan, 2003; Crezeet al, 2005):

The energy effectiveness is higher in ESA than TSice the energy for
adsorbent regeneration is inputted straight in® dldsorbent by passage of a
current at low potential difference, thereby mirdmg the energy spent to heat
the column and its auxiliary equipment.

The rate of heat introduced into the adsorbent dfedn ESA process is not a
function of the heating gas stream but is directlgited to the adsorbent bed itself
as the heat is directly introduced into the bed.

The adsorbate concentration is no longer dilutedhleyheating gas steam in the
ESA process. The adsorbate concentration in theeat stream is only affected
by the purge gas flow rate regardless of the eneegpded to heat the adsorbent
bed.

No water is used in an ESA process in comparisadh thie use of steam heating
in a TSA process. Thereby corrosion and expensrager/steam handling
systems are avoided in ESA.

Heat and mass transfer are concurrent in ESA anohteo current in TSA

affecting the overall process kinetics.

Petkovskagt al. (2005, 2007) conducted a project for mathematiwadelling of

a TSA system with an electrothermal desorption.stdéye developed models described

adsorption, electrothermal desorption and eleotrotlal desorption accompanied by

condensation of the desorbed vapour, as well asdhwwlete TSA cycle. These models

were used for the prediction of velocity, pressgmcentration and temperature profiles

in the adsorbers. The models are also used ilaitn of the amount of collected

liquid and electrical power utilized. In a lateork, Petkovskaet al. (2007) presented a

mathematical model of an ESA system with fixed-lsedl in-vessel condensation.

Mathematical modelling was conducted using COMSO@mmercial software. Three

models were developed to present the three stefbe alomplete ESA cycle: adsorption,

desorption with and without condensation. Thedldeveloped models were integrated
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using COMSOL Multiphysics and Matlab. These modetse effectively utilized to
replicate the three steps of the ESA cycle and tbesimulate the overall ESA cycle.
The influence of operating conditions was also stigated to evaluate process
performance.

Yu, et al (2002, 2007) regenerated the carbon monolithdatihg carbon by the
Joule effect. A number of parameters were studigrérimentally and via modelling and
simulation, especially since the process performawas heavily dependent on the
operating conditions. The conductivity of the miitho decreased with increasing
temperature and increasing the amount adsorbed iantolhe concentration of the
desorbed VOC peaked upon initial desorption thecredsed over time. The initial
concentrations increased with current intensity pmdje gas flow in a linear fashion and
were also augmented with the duration of preheatiftge purge gas flow rate diluted the
desorbed VOC. Desorption efficiency representedhieypercentage of desorbed VOC
was not affected with varying preheating timesihateased with the applied current and

the purge gas flow rate.

4.2. Electrothermal swing adsorption (ESA)

Fundamental aspects of the ESA process for adsarpiid desorption concern
thermodynamics and kinetics. The thermodynamicraaugh studies adsorption
equilibrium. The rate of adsorption and desorptionporous adsorbents, which is
generally controlled by mass and heat transferedaikto consideration the overall
adsorption kinetics.

4.2.1. Adsorption equilibrium

Adsorption equilibrium relates the concentration time gas phase to the
concentration on the solid and is usually descritpe@osteres, isobars or isotherms. As
their names imply, isosteres, isobars and isothedescribe the relation between
adsorbent and adsorbate as functions of constadlinig, pressure and temperature,

respectively. Adsorption isosteres relate the légyiiim pressure to the temperature at
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constant amount of adsorbent to adsorbate. Adsargobars, on the other hand, relate
the amount of adsorbate on adsorbent to temperatui@nstant pressure. Finally,
adsorption isotherms relate the adsorbate condmmiran the adsorbent to its partial
pressure at fixed temperature.

Commonly, isotherms are used to describe adsorgtjnibrium. Six different
types of isotherms describing gas-solid equilibriiare generally encountered, as
classified by the International Union of Pure angphed Chemistry (IUPAC). The
isotherms are shown in Figure 15. The type | mothdepicts monolayer adsorption and
characterizes microporous adsorbents. The tymstherm portrays the adsorption onto
macroporous adsorbents with strong adsorbate-asisibibteractions. The type |l
isotherm shows the formation of multilayers andcdégss macroporous adsorbents with
weak interactions between adsorbent and adsorb@ype IV and Type V isotherms
describe adsorption with hysteresis and charaetenesoporous adsorbents with strong
and weak attractions, respectively. Hysteresisnvsha deviation between input and
output. The type VI isotherm represents a stepwisétilayer adsorption. Gas-solid
adsorption/desorption of VOCs on activated carbamatith can be described by a very
large number of isotherm equations of which onlyngmuir, Freundlich and Toth

isotherms are presented now in their order of cermpl.

1 I m
1= v ;
Relative pressure

Figure 15. IUPAC classification for adsorption isatms (IUPAC, 1985)
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4.2.1.1. Langmuir equation

The Langmuir adsorption isotherm (Langmuir, 191é&ndnstrates the increasing
amount of adsorbate onto the adsorbent surfacefasction of partial pressure. The
isotherm is a curve in a form that gradually insesaand then levels off at a fixed value
of loading on the solid.

According to Yu.et al (2002), the Langmuir isotherm equation is stat&d

q=q, 2
1+bp (eq. 1)
where
q = amount of VOC adsorbed, mol Kg
Om = maximum amount adsorbed, mol kg
b = affinity coefficient, P&
p = partial pressure, Pa

The affinity coefficient is presented in the vaiiff equation:

b=b, ex;{ 5 HT) ©q.2)
where
bo = affinity parameter, Pa
-AHags = isosteric heat of adsorption, J fhol
R = ideal gas law constant*ma K* mol™*
T = temperature, K

The Langmuir isotherm model is mainly compatiblehwmonolayer coverage on a
homogeneous adsorbent with minor intermolecularautions.

Many adsorption processes are well described by Lthiegmuir isotherm.
However, for many systems the Langmuir isothernmas appropriate. For example,
Figure 16 represents experimental vs. Langmuir rptien isotherms in solid lines for
toluene at four different temperatures (20, 60, &QB10°C) (Yu, 2003).
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Figure 16. Experimental vs. Langmuir adsorptiortiisoms for toluene (Yu, 2003)

The Langmuir isotherm equation leads to two lingitconditions depending upon
the pressure. At very low pressure, Henry's law ba deduced, when the amount
adsorbed increases linearly with partial pressuit high pressures, the saturation
capacity of the monolayer is reached, correspondinghe total coverage of all the
adsorption sitesg(= gm) where adsorption is independent of pressure (@afassoyal,
2005).

4.2.1.2. Freundlich equation

The Freundlich equation (Freundlich, 1924) relaespecies' concentration onto
the adsorbent surface to its concentration inlthid in which it is diluted. This equation
is commonly used in the description of adsorptioh ayganics systems onto
heterogeneous surfaces. The Freundlich isotheaessibed by Yuet al (2002) is:

q=kp (eq. 3)
where
q = amount of VOC adsorbed, mol Kg
k = constant for an adsorbate and an adsorberfbatca
temperature, (units depend on the value of n)
p = partial pressure, Pa
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n = constant for an adsorbate and an adsorberfbach

temperature.

This model is normally suitable for a large numbg&rdsorption data but with
narrow range, since this equation is not adequatéw and high pressures. Figure 17
represents experimental vs. Freundlich adsorpsotherms for toluene at four different
temperatures (Yu, 2003). As can be seen in Figufe the modelled Freundlich
isotherms fit the experimental data much betten tha Langmuir isotherms presented in

Figure 16 for the same set of experimental data.
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Figure 17. Experimental vs. Freundlich adsorpismtherms for toluene (Yu, 2003)

4.2.1.3. Toth equation

The Toth model (Téth, 1962) is frequently used eépresent isotherm data on
heterogeneous adsorbents such as activated cavboret al. (2002) use the Téth
equation to satisfy both low- and high-pressurgesan

bp

~ O o1 e

q

where
q = amount of VOC adsorbed, mol Kg

42



Om = saturation solid loading, mol kg

b = affinity coefficient, P&
p = partial pressure, Pa
t = parameter of Toth model

The b andt parameters are explicit for certain adsorbate+éest couples. The
T6th parameter is usually less than unity, andaitge deviation from unity implies a
strong degree of heterogeneity for the adsorptioadsorbate onto the activated carbon
(Crezeegt al, 2005). Figure 18 represents experimental véh &dsorption isotherms
for toluene at four different temperatures (Yu, 200
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Figure 18. Experimental vs. Toth adsorption isatiefor toluene (Yu, 2003)

Yu, et al (2002) concluded that Toth equations presentedrigure 18, in
comparison to Langmuir (Figure 16) and Freundli€iyre 17) isotherms, give a better
fit for VOC adsorption onto activated carbon motiolat varying temperatures. The
isotherms of toluene reveal a typical Type |l shdpinctive of adsorbents having a
broad range of pore sizes.

Crittenden,et al (2011) also used the Toth equation to explainatigorption
isotherm of DCM onto activated carbon monolithsshewn in Figure 19. This figure

shows that the Téth equation provides a reasorfablef DCM adsorption onto the
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activated carbon samples at three different tentpess of 5, 10 and 2C. The gas-
solid adsorption/desorption of DCM on activatedbcar monolith can be explained by a

Type | isotherm which depicts monolayer adsorptaond characterizes microporous
adsorbents (Crittendeat al.,2011).

loading [mol kg

P [mbar]

Figure 19. DCM adsorption isotherms on ACM samples @), 10 (0) and 20 &)°C
explained by the Téth isotherm (solid lines) (@nitlenget al, 2011)

4.2.2. Adsorption kinetics

Kinetics of adsorption is time dependant and can determined from the
breakthrough curve and viewed by the mass trarzsfiee. The adsorption kinetics are
governed by the transport phenomena taking plawe,tlaese phenomena describe the
transport of adsorbate from the carrier gas tarttezior of the adsorbent.

4.2.2.1. Breakthrough curve

The breakthrough curve is a plot of adsorption ewileffluent concentration over
time. This S-shaped curve is the relation oveetohoutlet VOC concentration to inlet
VOC concentration in the gas steam. The steepoésthe breakthrough curve
determines the extent to which the capability ef akdsorbent bed can be used.
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Theadsorption breakthrough fronts of Yet al (2004) measured on a carbon
monolith showed that was effective for cleaning the gas. The carbortetbaeramic
monoliths of Valdés-Solist al (2004) exhibited a very sharp breakthrough cdore
low concentration VOCs. Figure 20 illustrates adithrough curve modelled by
Crittenden, et al (2011) for DCM adsorption onto MAST carbon motigdi The
simulations were capable of predicting the expenia@ebreakthrough curve except at

higher value ot/c,.

T T F T T T T T T T 1
(] 20 40 &0 an 100 120 140 160 180 200
Time [min]

Figure 20. DCM breakthrough curve on activated @anmonolith: experimental vs.
modelled data: experimental)(and modelled (--) and=¢) (Crittendengt al.,2011)

4.2.2.2. Mass transfer zone

The adsorption process is a transient progressfidhe polluted gas through the
monolithic bed. The amount of VOC adsorbed witthie bed depends both on position
and time. As the polluted gas enters the bedill& @ip the available sites on the
adsorbent. Soon the adsorbent near the entratesaerated, and the fluid progresses
farther into the bed before all the VOC is remofredh the polluted air stream. Thus the
active region moves down through the adsorptiooroal as time goes on.

As illustrated in Figure 21, this wave front is teetknown as the mass transfer
zone (MTZ) where mass transfer or active adsorpsoactually occurring between the
adsorbent and the adsorbate in a fraction of theolfitbic bed. While the concentration
wave moves through the column, the mass transfae zooves down the bed, as

illustrated in Figure 22. The air exiting the agdmn column has no VOC in it until the
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MTZ reaches the exit. VOC starts appearing indiliéet gas stream at the breakthrough
time that is when the MTZ reaches the exit. Theoduing column is not completely

saturated until the outlet concentration becomesilelg the initial inlet concentration.
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Figure 21. Mass transfer zone concentration prafileé breakthrough curve (Sanchez-
Liarte, 2009)
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Figure 22. Mass transfer zone concentration pr¢Glétenden, 2011)
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In the adsorption step, the gas stream is purlfig@dapturing its impurities onto
the surface of the adsorbent bed. The concentrafithe adsorbed species peaks at the
upstream end of the adsorbing bed and reduces tbeeMTZ. This zone moves
progressively downstream if the process is perfdrindefinitely until it breaks through
at the bed's outlet. In industrial practice, regahon of the adsorbent bed is necessary
before this occurs.

The desorption or regeneration step restores tkerlaent bed for reuse. In a
TSA process, desorption is attained by increasimg temperature of the system.
Therefore, the overall adsorption/desorption predssa cyclic series of adsorption and
desorption steps.

4.2.2.3. Transport Phenomena

Kinetics of adsorption can be determined from theakthrough curve and is
governed by the transport phenomena taking pladaese phenomena describe the
transport of adsorbate from the carrier gas toirherior of the adsorbent. The actual
adsorption step at the surface is considered tosdrg fast. Three resistances are
identified to control the overall adsorption kiretate:

» Inter-particle external mass transport of the dolster from the carrier gas through
a thin film neighbouring to the external solid suué.

» Surface diffusion where molecules are transporiedgathe adsorbent surface
through the porous structure. Transport then acéiy the movement of the
molecules over the surface in the direction of dasing surface concentration.

» Intra-particle internal mass transport where diffusinside the pore system is
dominated by pore restrictions. Maxwellian and #sen diffusion may occur
depending on process conditions and molecular diimes. As the mean free
path dimension of the gas molecules is consider@ger than that of the pore
diameter, collisions between molecules in the gasnauch less numerous than
those between molecules and pore walls. Undeethesditions the mode of
transport is Knudsen diffusion. On the other hamthen the free passage

dimension of the gas molecules is much smaller tharpore diameter, gaseous
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collisions will be more frequent than collisionstbe molecules with pore walls

and under these circumstances ordinary bulk ddfusiccurs.

Kinetics of adsorption will be discussed furthersmbsequent Chapters. In the
next Chapter, the equations for calculating moleguknudsen and effective diffusion
will be presented. Consequently internal and estlemass transfer estimations will be

covered and further discussed.

4.3. Modelling approach

Modelling of the adsorption/desorption process @lagn important role in
research. It contributes to the understandingp@fetixperimental data and creates a vision
of the phenomena taking place. Mathematical modglbf the adsorption and or
desorption is addressed in the literature, andrabeu of numerical models have been
developed for the adsorption/desorption of VOCsaadtivated carbon monolith (Shadt,
al., 1996; Da silvaet al, 1999; Valdés-Soligt al, 2001 & 2004, Pattoret al, 2004;
Tomasic,et al, 2004; Ahn & Brandani, 2005; Grand#,al, 2006; Camusgt al, 2007;
Yu, et al, 2007, Crittenderet al, 2011, etc.). Mathematical modelling involveslding
a number of models, which are tested and validatdividually. Individual models
include the mass and energy balances of the adsorahd desorption steps. These
individual models are then combined together antlikited at steady state conditions.
Dynamic and cyclic operations are introduced atterIstage once all the elements of the
overall process are in place.

The modelling of the ESA process can be performred ithree-dimensional
matrix to account for the geometry of the monottbhannel illustrated in Figure 23 or
by employing more simplified descriptions in onedawo dimensional spaces. The
proposed mathematical models involve dynamic massemergy balances in the solid

and the monolithic channel.
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Solid phase

Figure 23. Three dimensional spaces in the sokitth@ monolithic channel (Camues,

4.3.1. 1D modelling

A large number of the TSA processes in the liteetre modelled in a one-

al., 2007)

dimensional matrix. In general, the mass balamseribes the diffusion in the channels

of the monolithic device, the gas velocity in themulithic channels and the adsorption

in the monolith as a function of its porosity.
The model developed by Ya] al. (2007) was for varying operating temperature

with mass transfer throughout the adsorbent bede developed material balance

expressed in mole fractiog)(is:

ad
0 U

D
Tt

2’y oy 1-& 0q
+Uu +- —p 1= eq.5
*eoax* "ox & "Cot (eq.5)

axial diffusion coefficient, As*
amount of adsorbed toluene, molkg
time, s

specific molar flux, mol m s*
toluene mole fraction in gas phase

axial axis in the column, m
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€ porosity of monolith

gas density, mol ih

Py

Ps solid density, kg

The experimental setup of Yt al (2007) places the monolithic adsorbent in an
adsorption cell. Accordingly, the energy balangaations for the gas phase, solid phase
and the wall of adsorption cell are given by thiéofeing three equations, respectively:

aTg _ K., 62Tg _iaTg B hsaS 1—5‘(_'_ —T) (eq. 6)
ot c,p, X* p Ox cpo £ ° °

0T, _ ha h,a AH__oq P
S — s's T _T wom T _T — ads v . 7
ot c.p, ( ’ S)+ C,.0, (r,-T) C, Ot * C,.0, (ea. 7)
oT, _ h,a, h.a
Wo—_w T-T)-—2(T -T . 8
1) () (¢0.8)

as, am ay=  specific surface areas of different elements$, m

Cog = specific heat capacity of gas, J'Kg™

Cos = specific heat capacity of solid, Jki™

-AHags = isosteric heat of adsorption, J fhol

hy = heat transfer coefficient between solid and Yasy? K™
hw = heat transfer coefficient from solid to wall, M? K
Kax = axial thermal conductivity, W K™

Ty = temperature of the gas, K

Ts = temperature of the monolith, K

Tw = temperature of the vessel wall, K

Py = electrical power per unit volume of carbon, W m
ha = heat transfer coefficient from wall to air, W2rk*
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Bonjour, et al (2005) and Clausset al (2004) presented a 1D mass and energy
model based on indirect heating and cooling usimgnéernal heat-exchanger. Their

component mass balance is written in the followorgn:

dc _ duc o’c 1-& 4dq
~Z=-"""4D -= “p eqg. 9
o ox T e P (€q. 9)

And the energy balance is given by this equation:

(1_ g)pSCpS aa_jt_ = _gz Cpg @ + ”hsz (TW - T) + (1 - g)pSAH ads @ (eq' 10)
X ot
where
1] = fins efficiency of the internal heat-exchanger

4.3.2. 2D modelling

A number of studies in the literature (Bonjoat,al, 2005; Claussest al, 2004;
Yu, et al, 2007) have claimed that under characteristicitmms used in the monolithic
column, a one-dimensional (1D) model was adequatescribe the experimental data
due to relatively insignificant effect of concetia in the other gradients (radial, y or z
directions). However, a 2D model has been usesbine studies to represent mainly the
solid phase influenced by the diffusion rate.

The model of Shimet al. (2006) described the adsorption breakthroughecurv
1D and 2D based on the transport of VOCs in thephase, active layer, and adsorption
on adsorbent. The gas phase was modelled asyadislersed plug flow while the solid
phase contained both the axial and radial dimesgi8him,et al, 2006).

Grande and Rodrigues (2008) modelled the elestiimg adsorption for CO
abatement from flue gases using a MAST activatebdotamonolith. Their equation for

the mass balance in the gas phase is expressédag: 1
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& as[ﬁjkf (o-c,)= -], Da{a C] (eq. 11)

£ 0x ox’
where
ks = film mass transfer resistance in the boundaygrias'
Co = concentration at gas solid interface, mol m

While in the carbon monolith, they considered géfsislon inside the pore network and
the amount adsorbed in the monolith using the ¥ahg equation:

dac aq d°c
E—L+p,—=D,| =
at P e“( or? j

They employed three energy balances, the firstifergas phase, the second one for the

(eq. 12)

solid phase and the third for the wall. The endrghance equation for the gas phase is:

oT oc _ ,| 0°T oT,
P,Coy o~ ERT, o= /1{ P~ } =P Colle (1-&)ah, (T, -T,) (eq. 13)

The energy balance for the monolithic channels is:

2
oT, _ 0q I
pscps E - (1_ g)ashf (Tg - Ts) + psZ(_ AH ads)E + ﬂeff (mj (eq 14)
Finally, the energy balance for the wall is:
pWCpW% = a'\NhW(Tg _Tw)_aaha(Tw _Tw) (eq' 15)

where

hs = film mass transfer coefficient!s

A = thermal conductivity, W thK™

Foff = effective electrical resistance of the solid
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Valdés-Soliset al (2004) also presented a simulation model withdifigsion in
both the axial and radial directions. The massarx®@ model was devised for a single,
square channel with a flat carbon coating on thd. w&he mass balance in the
monolithic channel was presented in the axial timacas follows (Valdés-Soligt al,
2001):

oc ac d’c 1-¢ .
—=-u,—+D -a.—Kk,|c-c eg. 16
at ave OX ax axz S £ f( ) ( q )
where
c* = average concentration at the gas solid interface

The mass balance in the channel wall, converselg, given in the radial direction by the

aq ac d°c
—+g|—r= w eq. 17
(ac j ot eﬁ[aﬁ} (eq.17)

Cw = concentration in the channel wall

following equation:

where

Flow is complex in the experimental setup of Pesikavet al (2007). Here, the
gas flows in the axial direction through the celnwae and in the axial direction through
the annular space, and in the radial directionuinothe adsorbent bed, whereas the
electric current is passed through the adsorbemtito¢he axial direction. As a result,
Petkovskaet al (2007) noticed that the concentration and tentpsrachange both in the
axial and the radial direction in both the adsaglaed and the tubes. Hence, using a 1D
model, which neglects the deviations in the radie¢ction and assumes perfect mixing
of the gas in the tubes would not be justified KBeska, et al, 2005). Therefore,
Petkovskaget al (2007) built their models in a 2D space takingaadage of the axial

symmetry.
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4.3.3. 3D modelling

Modelling in 3D is briefly covered in the literagumainly due its computing-
intensive nature. However, due to the advancenmentomputing capabilities and
numerical analysis tools, 3D models have been dped lately in the literature for
adsorption in rectangular or square channels ofafitbic columns (Ahn & Brandani,
2005), in zeolite monoliths (Grandet al, 2006), in slim zeolite films supported on a
monolith structure (Perdanat al, 2007), and in binder-less activated carbon mthsl
(Crittendengt al, 2011).

Ahn and Brandani (2005) studied the breakthroughadycs and validated their
analytical solution against a full 3D numerical rabd The 3D model took into
consideration the four corners of the adsorbentatibnwall which was defined as a
separate domain and captured the mass transfstarese accurately.

Later on, Grandegt al (2006) developed a comprehensive 3D mathematical
model for propylene adsorption in a square honeycamnolith encompassing zeolite
crystals. The mathematical model was devised inf@Cthe bulk phase, the monolith
wall and the spherical zeolite crystal to presehee3D description of the process.

Perdanaget al (2007) used 2D and 3D models for kinetic modgllof NOx
adsorption. The use of a 2D model was adequatéhéostudy of adsorption transport
and kinetics. The 3D model, in comparison with 2 one, gave similar concentration
profiles but in a 3D view despite its greater cotagional demands.

Recently, for non-isothermal operation, fully dengdd parabolic flow and 3D
convection-diffusion equations, Crittendenat al (2011) applied a model to the
adsorption of dichloromethane (DCM) from a pollutanl stream passing through a
binder-less activated carbon monolith. This mottef certain extent, is the base case for
the current research study aimed towards modeltimg complete cyclic process
(Crittendengt al, 2011).

4.3.4. Cyclic process

Little has been found in the literature on the eilinlg of the complete cyclic

process of adsorption and desorption. The reaaoioe attributed to the limitation of the
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modelling software used in the simulation. Thisagddressed in the next section on
modelling software. Mostly, adsorption is models=parately from desorption as indeed
are the experimental measurements of the two steps.

Petkovska.et al (2007) modelled the complete ESA cycle of adsonptvith
electrothermal desorption developed for the regpweéhazardous VOCs onto activated
carbon fibre cloth. Desorption was carried outbgct heating of the adsorbent particles
based on the Joule effect using an electric currdvibdelling was performed using
COMSOL Multiphysics and Matlab to integrate the ngathatical models of the whole
ESA cycle. The models were effectively utilized foe simulation of the different steps
of the process and of the whole ESA cycle (Petkayetkal., 2007).

A mathematical model was developed by Grande andrijRees (2008) to
forecast the behaviour of an ESA process for, @noval from flue gas employing
activated carbon honeycomb monolith supplied by MA&rbon (UK). The ESA cycle
was projected to detain the €0sing an ESA process consisting of feed, elecatibn,
desorption and purge. The proposed model was galsemmg gPROMS, and it predicted
the cyclic behaviour observed experimentally witodj accuracy. This model was then
utilized in cyclic trials to enhance the overalbpess performance and achieve superior
CO, purity and recovery and in assessing the effectgperating conditions (Grande &
Rodrigues, 2008).

Based on the findings in the literature, processetimg in 3D of the ESA cycle
for the recovery of VOC on activated carbon mokhgliis considered in the current
research. Even so, 1D modelling will be studiedaabuilding block towards the

complete 3D model.

4.4. Modelling software

Mathematical modelling of the ESA process can béopmed by using different
software. The models are used for the simulatibthe ESA process, plus for the
examination of the effects of the key operatioraigmeters on the process performance
(Petkovskaet al, 2007; Crittendergt al, 2011; Zabkagt al, 2007).
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The selection of the modelling software, such aR@WMS, COMSOL and/or
MATLAB, is of critical consequence to the outconwsthe project. The features and
limitations of each software are investigated fa $ake of selection.

The modelling problem at hand is tackled in a thddmensional matrix.
MATLAB is presented as modelling software in then¢i domain and two dimensions
only. Hence this eliminates MATLAB from the curteasearch on three dimensions.

Petkovska,et al (2007) reports the use of COMSOL and MATLAB in
combination to simulate the TSA cycle, due to tHeMSOL limitation in solving the
integral process. Even though different COMSOL ateatan theoretically be executed
successively, shifting from one model to anothetomatically, by verifying whether
certain conditions are met, is not possible in C@M$Petkovskaet al, 2007).

Grande and Rodrigues (2008) used gPROMS in solvimathematical model for
CO, removal from flue gas streams. A model was depexloand validated to portray the
cyclic ESA process. The ESA cycle consisted ofrfiasic steps: adsorption,
electrification, desorption and purge. A numbecyglic simulations were performed by
modifying the operating conditions such as the si@@tions and the flow rates in order
to improve the C@purity and recovery.

COMSOL Multiphysics software is based on the firelement method (FEM).
The finite element method (FEM) is a numerical apph for locating estimated answers
to partial differential equations (PDEs). The restied solution is approximated based on
eliminating the differential equations or on tramsfing these PDEs into ordinary
differential equations (ODEs). FEM is a reasonaty¢ion for solving PDEs over
complicated domains.

gPROMS, on the other hand, uses the finite diffeeemethod (FDM) for
resembling the solution to the differential equasio The finite difference method uses
finite difference equations to approximate the \ddives by replacing derivative
expressions with roughly equal difference quotienfnite difference methods relate a
grid to the tested region and solve the PDEs biynating the derivatives using the
Taylor series expansion and by using differencespasoximation. For this approach the
utilization of a uniform grid over the tested regi®s crucial in order to decrease the

errors resulting from the differencing approachherefore, the finite difference method
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is considered inadequate for irregular shapes mpewison to the finite element method
which divides the tested region into separate etgésneovering the whole region and
solves the PDE. The FD method has a number offileaenong which are the facts that
they are easy to understand, to describe, anddgrgm. The mesh resulting from
applying a uniform grid is simple, and the erroeg&imated from the remainder of the
Taylor series expansion of the derivatives.

The differences between FEM and FDM comes from wlag in which the
variables are approximated and the discretizatiocgsses. FDM involves
approximating derivatives in a PDE and then solvimg algebraic equations. In FEM,
the integral equation derived from the differentiguation is solved by assuming a
piecewise continuous function over the domain.

As a result, gPROMS is proposed as the desired lfimagsoftware for the study
at hand for its capability of handling cyclic pregses. gPROMS is a general process
modelling software licensed by Process Systemsrpnige Ltd. It is an object-oriented
modelling and simulation tool that enables equabased modelling, and includes a
wide range of algebraic equations, ordinary difféied equations (ODE) and partial
differential equations (PDE) solvers and optimizatioutines.

Mathematical modelling of the ESA process invohNaslding a number of
models, which are then combined together as a gPR@dcess and simulated at steady
state conditions. After having all the elementshaf overall process in place, dynamics
and cyclic operations are introduced. The cydlieration can be introduced in gPROMS
using tasks, which are utilized to introduce anchwdate different scenarios. The
flexibility provided in gPROMS is that model devpfoent is established incrementally
from the simpler models toward the overall goahafdelling the complete cyclic steady

state incorporating the steps of adsorption andrgésn.
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Chapter 5

One dimensional modelling

In advance of studying three dimensional modellingich is described in
Chapters 7 and 8, mass and energy balances arlpkydirstly in a one dimensional
matrix in this Chapter and the results of 1D madgllare described in Chapter 6. The
parameters used in the developed models are absermged and discussed in this
Chapter. The values of these parameters are baseekperimental data from the
University of Bath and estimated data from therditere. The assumptions made in
terms of geometry and equations pertain to the &isity of Bath's particular conditions.
The performance of the monoliths of different s¢alench scale and pilot scale) has been

tested.

5.1. Geometrical presentation

The monoliths NovaCaflf used at the University of Bath in the bench andi pi
scale apparatuses have been provided and mane@diyrMAST Carbon Technology
Ltd. Details on the manufacturing procedure of M&ST activated carbon monolith
have been presented in Chapter 3. The monolittticaied carbons used are cylindrical
in shape and extruded in square channels, asrdtadtin Figure 24. This monolith is
about 19 mm in diameter with a nominal channel disien of 0.7 mm. This bench scale
monolith is 103 mm long. Visually, as can be ofbedrin the Figure, the channels in the
centre of the monolith have a bigger cross sedtiarea than those at the edge, which are

somewhat irregular in shape.
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Figure 24. Cross sectional area of bench scaleadet carbon monolith
(Camusegt al, 2007)

Otherwise, the channels are square in shape, tmith main characteristic

dimensions: the channel wall thicknegsdnd the channel widthl), shown in Figure 25.

[ Il |
o
o
A 4

Figure 25. Scheme of the cell considered in thekition

The physical properties of the bench-scale monaoisd in the study at hand are
summarized in Table 1.
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Table 2. Physical properties of ACM bench scale eh¢@rittendenet al, 2011)

Monolith overall lengthL 103 mm
Monolith overall diamete) 18.6 mm
Monolith total mass 13.2 ¢
Nominal channel sizel 0.7 mm
Nominal wall thickness 0.35 mm
Fractional free cross sectian, 0.44
Cell density 90 cell cih

The monolith comprises a bundle of parallel chasifiefming the honeycomb
structure. The assumption of complete uniformmtyhe channels (Groppet al, 2000)
is assumed for the current modelling where thermatediameter and wall thickness are
uniform throughout the length of the monolith amel the same for all the channels.

Most models in the literature are restricted toirsglse channel monolith and
necessitate the evaluation of some of the modelnpeters to fit the experimental data.
Crittenden.et al (2011), on the other hand, accounted for theallvperformance of an
activated carbon monolith which has channels ofimgrdimensions by comparing two
approaches: the uniform channel model (UCM) and rthe-uniform channel model
(NUCM).

5.2. ESA model development

5.2.1. Assumptions

A number of assumptions were made in the develapwiethe model, and these
assumptions are listed as follows:
» Gas phase is assumed ideal and so the ideal gas ldized.
» Gas is distributed uniformly in all the channel¢he monolith entrance.
* Flow is plug flow.

* Only a single channel is modelled.
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» Pressure drop is negligible.

» Purge gas (Y is not adsorbed.

* Internal mass transfer is represented by the lingaving force (LDF)
approximation (Yang, 1987).

» Gradients of concentration and velocity within gi@nnels at right angles to the
direction of flow are negligible.

» Solid phase is considered to be homogenous.

5.2.2. Mass and energy equations for adsorption &esorption

The literature, as presented in the previous Chaptgplies a large spectrum of
models that describe the TSA process, but each Ini®dpecific to the experimental
setup used by the different authors, the assungtimade for simplification, and the
objective of the studies conducted. These prelyomsblished models have been very

helpful in the model development of the mass aratgnbalances in the present study.

5.2.2.1. Mass balance equations

In general, the mass balance should describe thHecoiar diffusion in the
monolith (Valdés-Solist al, 2009, the gas velocity in the channels of the monottit,
porosity and void fraction in the monolith, the fanm or non-uniform channel model
(Crittenden,et al, 2011), the density of the solid, and the différtypes of adsorption
isotherm. Different equations, such as Téth, LamigmFreundlich, presented in the
previous Chapter, describe the vapour-solid adsorpsotherms of VOCs onto activated
carbon monolith. Various zones of the adsorptimtess are identified and compared,
such as external and internal mass transfer, tres fmaance in the bulk phase or in the
channel wall.

The mass balance model developed in this studyrierfly one VOC component
(dichloromethane, DCM) being adsorbed in a singleéase channel. The single phase
flow regime in monolithic channels is laminar floand axially dispersed plug flow

through the channel is assumed with mass trarsthetwall.
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Based on the assumptions made, the mass balarcmnssructed by taking a
differential section of the monolith perpendicutarthe flow of the gas betweenand

x+dx for an adsorbent at timteand for a duration oflt, as presented in the following

equations.
Entrance:
e{uavec(x)—Dax "C(X)}dt (@)
0x
Exit:
EA{uavec(x +dx)-D,, M}dt (eq. 19)
0X
Accumulation in the gas phase:
EAdXM dt (eq. 20)
ot
Accumulation in the solid phase:
@-e) ,osAdxaqa—(tX) dt (eq. 21)

The simplest one-dimensional model material baldoca single VOC in the gas

phase then amounts to:

2 —
ac_D £+ @Jrl £psaq_0

— — = eq. 22
w2 g g Py (eq. 22)

where
c = gas phase concentration, mof m
t = time, s
Dax = axial diffusion coefficient, As*
X = axial position of column, m
Uwve = interstitial velocity, m'$
€ = porosity of monolith
q = amount of VOC adsorbed, mol Kg
ps = solid density, kg
A = gas channel surface areg m
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The mass transfer kinetics between the gas anddliek phase are expressed by
the linear driving force (LDF) approximation (Yarif87):

99 _ (o —
5 =Kla - (eq. 23)

where g* is the quantity adsorbed in equilibrium with thasgof concentratiol and
calculated by the Téth equation which provided hist fit for DCM data based on the
previous Chapter:

B bPc/ p,
=0, T (eq. 24)
(1+ (ch/ P, )t)l
where
= affinity coefficient, P&
= mass transfer coefficient; s
P = total pressure, Pa
pg = gas density, mol fh
= amount of VOC adsorbed, mol Kg
q* = loading in equilibrium with gas, mol Kg
Om = maximum solid loading, mol kg
t = parameter of Téth model

As will be seen later, the mass transfer coefficlems related to the geometry of the
adsorbent and an effective diffusion coeffici€nt. This coefficient has to account for
the various types of diffusion which take placehwitthe adsorbent. These aspects will
be discussed later. This mass balance of equétipn22) accounts for the molecular
diffusion in the axial direction, the interstitialocity, the porosity of monolith and VOC

adsorbed onto the solid monolith.

5.2.2.2. Energy balance equations

The energy balance is not fully explored in therature, as few authors have
included the energy balance in their studies (Geyet al, 2004; Bonjourgt al, 2005;
Menard,et al, 2007; Petkovskeet al, 2007; Yu,et al, 2007). Some of the important
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parameters to be accounted for in the heat balawfctse gas and solid phases are the
configuration of the monolithic adsorber, the thafraonductivity of the monolith, the
surface area, the porosity of the monolith, densftgas and solid, temperatures of the
gas and solid, the heat capacity of the adsorbemtieat transfer between the gas and the
solid, etc. In addition, the sensitivity of therfeemances to the regeneration temperature
and purge flow rates is to be considered.

The energy balance consists of heat transfer battteegas phase and the solid,
heat of adsorption and finally heat generated kyJtiule effect. The energy balance can

then be written in a similar fashion to that of thass balance, as follows:

Entrance:
K. 0T (X)
EAucC T (Xx)——2——"|dt eq. 25
A{ m—pg Q( ) MW ax i| ( q )
Exit:
K, 0T, (x+dx)
s{umcpgTQ(x+dx)— MW £ F }dt (eq. 26)
Accumulation in the gas phase:
oT
eAdxc, o, ;fx) dt (eq. 27)
Exchange between the gas phase and the solid:
ha,(1-&)AdXT, - T, Jdt (eq. 28)
MW '
The resulting heat balances for VOC amount to:
oT, 0°T, oT, -
g - Kax 29 _ﬁ 9 _ hsas 1 E(Tg _Ts) (eq 29)
ot c,oMW ox" p ox c oMW ¢
Tz q)-Bledd, R (eq. 30
ot Cpsp s Cps ot c psp s
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where

as = specific surface area,'m

Gy = specific heat capacity of gaskg' K™
Cs = specific heat capacity of solitikg* K™
-AHags = isosteric heat of adsorption, J fhol
hs = heat transfer coefficient between solid and gasn* K™
Ko = axial thermal conductivity, W K™
Ty = temperature of the gas, K

Ts = temperature of the solid, K

un = specific molar flux, mol fAs*

MW  =molecular weight of the gas, kg rifol
X = axial position of column, m

P, = volumetric power, W i

The difference between conventional TSA and ESdcesses is the volumetric
power termP, in the energy equation. The volumetric powe)) {s defined as the power

per unit volume of the carbon monolith, at constaténsity, and is given by:

2
P, = p(T,q)[1+ 1_‘9\5}(1— g)’ nAt;)IZL (eq. 31)
where
P, = volumetric power, W i
p = electrical resistivity of the monolith as a fuioct of
temperature and amount of VOC adsorlsed,
I = electrical intensity, A
L = length of the monolith, m
D = diameter of the monolith, m

The volumetric power cannot be provided experinlgnfeom the University of

Bath. Therefore, the energy balances are simglfiigther by omitting the volumetric
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power term. The energy balances for the gas athid pbases amount then to the

following format:

2
a;;g - Cc ,Io<aRAW (33;([;9 _%OGE T ,Zsal\s/lw 1;£(Tg _TS) (ed. 32)
paPg g paPg
%:}—a;(Tg —TS)—%% (eq. 33)
psPs ps
where
as = specific surface area,'m
Gy = specific heat capacity of gas, J'Kg™
Gs = specific heat capacity of solid, Jkg™
-AHags = isosteric heat of adsorption, J fhol
hs = heat transfer coefficient between solid and $asn* K™
Ko = axial thermal conductivity, W K™
Ty = temperature of the gas, K
Ts = temperature of the solid, K
un = specific molar flux, mol fAs*

MW  =molecular weight of the gas, kg rifol

x
1

axial position of column, m

Equation (eqg. 33) should be extended to accounhédating and cooling by the
addition of the heating or cooling rates to theagun. The heating rate should produce

the same effect of the volumetric power term.

5.2.3. Initial and boundary conditions

The initial and boundary conditions are set aofed:
For adsorption, the monolith at the entrance is f@€, and the temperatures of the gas
and solid are at ambient temperature:

Att=0,c=gandg=0. Tg=Ts=T,
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Att>0, Dax% =u,.(c-¢,) and %€

=0 (eq. 34)
Xly=o 0X

x=L

=0 (eq. 35)

x=L

oT aT
Att>0,K,— =u.c MW(T -T,)and—2
ax ax m~pg 9 S a

X

x=0

For desorption, the monolith at the entrance reguiegeneration. The inlet gas is VOC
free, and the temperatures of the gas and solidtaegeneration temperature of 200°C:
Att=0,c=0andq=qp. Tg=Ts=Ta

oc oc

Att>0, Do = u,.(c-c,) and=

=0 (eq. 36)
Xly=o 0X

x=L

=0 (eq. 37)

x=L

aT aT
Att>0,K,— =u.c MW(T -T,)and—2
= dx mre e d

X

x=0

5.2.4. Mass and energy balance parameters for adsion and desorption

Parameters used in the mass and energy balamcdssaribed as follows and are
calculated according to the supplied equations. me&Soof these parameters are
temperature dependent and thereby differ for adisor@and desorption. Adsorption is
conducted at ambient temperature whereas desotptes place at around 200°C.

The adjustment of temperature dependent paramdtersadsorption and
desorption adds to the accuracy of the developedemoln another study, the authors
chose to simplify their model by considering most tbeir physical and transport
parameters as constants, although these parameteiage with temperature.
Supposedly, these parameters add to the complaixihe model with the introduction of
overlapping equations (Pekovsle,al.,, 2007).

In addition, the accuracy of calculating theseap@aters has an impact on the
predicted breakthrough curve. Some of these pdesmdave a minor effect on the
breakthrough curve whereas others can dramatichinge the shape of this curve.

The values of the mass and energy balances paenae summarized in Table
3. These parameters are described and calculatégdl@vs and are used in modelling
the adsorption and desorption processes on thésmade apparatus.
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Table 3. Values of University of Bath paramgtesed in mass balance for adsorption

and desorption at the bench scale

Description Parameter Value Unit
Initial concentration Co 2000 ppmv
Axial diffusion coefficient (adsorption) Dax 2.536x10° n? st
Axial diffusion coefficient (desorption) Dax 2.074x10 n? st
Density of gas (adsorption) Pq 43.15 mol n?
Density of gas (desorption) Pg 25.7 mol n?
Interstitial velocity Uave 1 m st
Specific molar flux (adsorption) Un 40.9 mol n? st
Specific molar flux (desorption) Un 23.19 mol nf st
Flow rate Q 7.2 | min?
Porosity of monolith & 0.44
Density of solid Ds 842.2 kg n?
Maximum amount adsorbed Om 4680 mol nt
Affinity parameter (adsorption) b 0.13 Pd
Affinity parameter (desorption) b 8.3E-5 pd
Toth parameter t 0.463
Mass transfer coefficient k 3.26x10° st
Length of monolith L 0.103 m
Diameter of monolith D 0.0186 m
Channel dimension d 0.0007 m
Channel wall thickness e 0.00035 m
Temperature (adsorption) T 25 °C
Pressure P 101325 Pa
Affinity parameter b 2.615x10° m® mol?
Isosteric heat of adsorption AHags 46,169 J met
Molecular diffusion coefficient Drnol 1.04976x10 e st
Effective diffusion coefficient Deit 4.5x10" e st
Axial thermal conductivity (adsorption) Kax 23 wmtK?
Axial thermal conductivity (desorption) Kax 18 wmtK?
Heat transfer coefficient (adsorption) hs 6.16 WP Kt
Heat transfer coefficient (desorption) he 4.36 W n? K?
Heat capacity of nitrogen Con 1040 Jkg K?
Heat capacity of air Coa 1000 Jkg K*?
Heat capacity of solid Cos 1000 Jkg K*?
Specific surface area as 4571.4 mt
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5.2.4.1. Concentration €)

For the experimental runs carried out by othershat University of Bath, the
concentration of VOC in the air stream at the dwifeahe monolith was measured using a
flame ionization detector (FID) for total hydrocans. This analyzer ionizes the
molecules contained in the sample gas using a csiobuprocess created with a
hydrogen flame. The amounts of hydrocarbons &g theasured in an electrode and a
signal is produced. The initial concentratioty) (of the polluted gas entering the
monolithic adsorption column amounts to 2000 ppritais concentration is converted to
mole fraction by multiplying one part per millionome (ppmv) by 18. The
concentration can also be obtained in ma! by multiplying the concentration in mole

fraction by the density of the gas.

5.2.4.2. Interstitial velocity (aye)

The interstitial velocity is defined as the amowoiitgas that flows through the
cross sectional area of the monolith per unit timi@e interstitial velocity or the average
channel velocity Yave) and the molar fluxyy) are given consecutively in the following

two equations:

Upve = A - *(mzj (96)3

ave (eq . 39)

where
Uge = interstitial velocity, m'$
Un = molar flux, mol nf s*
= flow rate, litre mirt
monolith diameter, m

= monolith area, m

m > O O
1

= factor to convert | minto nt st



5.2.4.3. Density of the gap§)

For adsorption, the density of the polluted gasssumed to be that of air at°€5
with a value of 43.15 mol th This assumption is realistic since the treated g
predominantly consists of air. For desorption, deasity of gas is that of nitrogen at

200°C, that is 25.7 mol i Nitrogen is the purge gas used in desorption.

5.2.4.4. Porosity §)

The porosity or voidage of a monolith is defined®its fractional free space that
is the volume of all the channels divided by therall volume. Clearly, the porosity is
also the fractional free cross-sectional area albilfor gas flow. The geometry of the
monolithic structures can be categorized by thremagry parameters, which are the
shape of the channels or cells, the channel sizk tae wall thickness. Other
characteristic parameters, like cell density and Woid fraction or porosity can be
calculated from these primary parameters (Crittande al, 2005). Crittendenet al
(2005) calculated the monolith porosity for a square channel as follows. The porosity
of the square-channel monolith studied having anebhsize of 0.7 mm and wall

thickness of 0.35 mm amounts to 0.44:

(eq. 40)

where
= wall thickness, m
= channel size, m

€ = fractional free cross-section or porosity

5.2.4.5. Cell densityfp)

Crittenden,et al (2005) also calculated the cell density for aasquchannel
monolith as follows. The density of the solid amtsuto 90 cell ¢ for the monolith of

this study having a channel size of 0.7 mm:
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&
n. =— eq. 41
D d2 ( q )

where

o
1

channel size, m

™
I

fractional free cross-section or porosity

5.2.4.6. Maximum amount adsorbedd,)

The maximum adsorption capacity of the activattban for DCM is determined
from the adsorption isotherm using the IGA (Intgint Gravimetric Analyzer) in the
laboratory of the University of Bath. The analyzakes readings of mass uptake at
regular intervals of pressure. The analyzer usgsa@metric technique to measure the
change in weight of a sample. The mass uptakheo§ample is measured as a function
of time at an equilibrium pressure and temperatien the equilibrium is established
at a determined pressure point, the pressure isesaap to the next set pressure point to
reach equilibrium and the uptake is measured.

5.2.4.7. Affinity coefficient ()

The affinity coefficient is a measure of how sglynthe adsorbate is attracted
onto the monolithic surface, and it is dependenthentemperature of activated carbon as

presented in the van't Hoff equation:

b=b, exp{_ ARq_adsj (eq. 42)
where
bo = affinity parameter, Pa
-AHags = enthalpy of adsorption, J nfol
R = ideal gas law constant*mRa K* mol*
T = temperature, K
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The affinity coefficient decreases as the tempeeatdi adsorption increases, and
the larger the affinity coefficient the more moll=uiare attached to the surface of the

activated carbon. This can be explained thermaayeelly from the Gibbs equation:

AG=4H-TAS <0 (eq. 43)

The physisorption is a spontaneous process wherirdl energy decreases. The
molecules lose their free degrees as they are laeldoand entropy is lowered. The

enthalpy change then becomes negative resulting exothermic procesgil < 0).

5.2.4.8. Isosteric heat of adsorption4H a4s)

The isosteric heat of adsorption gives a measureofethe infinitesimal change
in the adsorbate enthalpy with respect to an isti@simal change in the amount adsorbed.
During the adsorption process, heat is releasedpartdof this heat is absorbed by the
adsorbent, increasing its temperature and incrgabim kinetics of adsorption at which
adsorption takes place.

Adsorption isosteres are obtained from the adgorpgsotherm using the van't
Hoff equation when the amount adsorbed is fixetie Value of the energy of adsorption
is obtained when the multiple fit to the Téth modekarried out on the isotherm data.
The isosteric heat of adsorption corresponds withvalue of the energy of adsorption
when the amount adsorbed is zero (Do, 1998).

The van't Hoff equation relates the change in teatpee to the change in the
affinity coefficient given the standard enthalpyanbe for the process. The variation of
the isosteric heat with the amount adsorbed suggmstenergetically heterogeneous
surface for the activated carbon as reported by (2001) and Do (1998) for adsorption
of DCM onto activated carbon fibre.

5.2.4.9. Diffusion coefficients

Of relevance to the model are five diffusion caedints, namely the molecular

diffusion coefficient, the axial diffusion coeffamt, the Knudsen diffusion coefficient,
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the surface diffusion and the effective diffusimefficient. In line with other research,

the phenomenon of surface diffusion is assumedonotcur.

Molecular (Maxwelian) diffusion coefficient (Dmg)

Diffusion describes the net flux of molecules franmigh concentration region to
one of lower concentration. The consequence dusidn is a gradual mixing of
material. Predictive equations for the calculatdmyas-phase diffusivity are available in
the literature. A useful and reasonably accuraeretical equation based on the kinetic
theory of gases was suggested by Chapman and byodr{€ussler, 1997). The
diffusion coefficientDag strongly depends upon binary interaction pararaetéthe A-B
pair. The molecular diffusion coefficient for anary mixture of gases may be obtained
theoretically from the Chapman-Enskog equation §lams 1997), and this equation is
used to calculate the value of molecular diffusioefficient for the air/DCM mixture.

(1 R 1] (eq. 44)
D, =0.0018583 ¥? I\;I’;isgl 2
Ons =12(0,+0y) (eq. 45)
where
P = pressure in atmospheres, Pa
Ma, Mg = molar masses of A and B, g rifol
T = temperature, K
OaB = collision parameter
Q = parameter of the interaction of the 2 species

Sanchez-Liarte (2009) used this expression to l@kuthe molecular diffusion
coefficient at ambient conditions. The parametexsd in the equation for an air-DCM
gas mixture are given in Table 4. The calculateteoular diffusion coefficient is 1.14 x
10° m? s* (Sanchez-Liarte, 2009).
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Table 4. Values of parameters to calculate the cotde diffusion coefficient
(Cussler, 1997)

Parameter Value Parameter Value
On (ain) A 3.711 TIK] 293

O (DCM) [A] 4,182 OpB [A] 3.9465
Ma [g mol] 28.97 Q 1.128

Mg [g mor7] 84.93 Dot [M” -1 1.14x 10°

Crittendengt al (2011) used an empirical equation suggested bgri-Gchettler
and Giddings (1966) to calculate the molecular udifin coefficient Dmo). The
calculated value oDy, for DCM in air at 298K and 101 kPa was 1.05 X 16 s*, and
this value is used in the current study. The Fullehettler and Giddings (FSG) method
is not only simple to use but also reasonably ateun predicating binary gas-phase

diffusivity up to moderate pressures. This metisdoased on the following formula:

1.0133x1077T 278 [1 1 TZ
Jz
B

e SRS N (3. 46)
where
Ma, Mg = molar mass of A and B, respectively, g ol
T = temperature, K
P = total pressure, Pa
Va, Vs = molar volumes of air and the gas, mol m

Axial dispersion coefficient Dax)

The axial dispersion coefficient must be consideifeglug flow with axial
dispersion is assumed. The axial dispersion adeffi for laminar flow can be
calculated from the molecular diffusion coefficiehy means of the Taylor relation
(Valdes-Solisgt al, 2004; Sanchez-Liarte, 2009):

1 u’d®

D,=D_,+— eq. 47
ax mol 192 DmOI ( q )
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Knudsen diffusion (D)
Knudsen diffusion is related to the transport aflenules in the pores when the
pore radius is less than the mean free path ofl flaolecules. The flow in the pore

decreases because of the resistance of the walg(M®87) and the Knudsen diffusivity

is given by:
1
T 2
DK = 97rp0re( MWJ q(@'8)
where
I pore = pore radius, m
T = temperature, K
MW = molar mass of the diffusing species, g ol

Sanchez-Liarte (2009) calculated the Knudsen ddfuscoefficient for DCM
(having a molar mass of 84.93 g mMpknd obtained a value of 7.21x1@n’ s for a
mean pore diameter of 0.8 nm for ACM and a tempeeabf 293K. This Knudsen
diffusion coefficient (7.21x10 m? s') is, as expected, lower than the molecular
diffusivity of 1.14 x 10° m? s* calculated by Sanchez-Liarte (2009) and that 05 &0
10° m? s’obtained by Crittendemt al (2011).

Effective diffusion coefficient D)

The effective diffusion coefficient or diffusivityDeff) lumps together the
mechanisms of intra-particle mass transport (mddec& Knudsen), as it explains
diffusion through the pore space of the monolithaicous media. It takes place at the
macroscopic level, because it is not the indivich@ies but the entire pore space that is
considered. Internal diffusion depends on thectiire of the pores as molecules move
randomly and takes place in the pore space.

The effective diffusion coefficient is normally theombination of the two
mechanisms of intra-particle mass transport ancergsp on the structure of the pores.
Both Knudsen diffusion and bulk flow can be desedibadequately for homogenous

media. However, for a porous mass of solid comgirpores of non-uniform cross
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section, the flow follows a very tortuous path. ughthe flux for bulk and Knudsen
diffusion is multiplied by a geometric factor whitdikes into account the tortuosity given
the fact that the flow is obstructed by a fractainthe solid. An approximation of the
effective diffusion coefficien{Deft) given by Froment and Bischoff (1990) is calculate
on the basis of a flux resulting from a concentratjradient in a homogeneous medium
which is equivalent to a heterogeneous porous ras$sg into account the geometric

factor. This expression is called the Bosanqueaggn (Shenet al, 2011):

1 1 17, (eq. 49)
= + L
Deff DmoI DK £
where
o = tortuosity factor

void fraction

™
I

Tortuosity, as explained, is included because siifiiu follows a zig-zag path.
Taking into consideration a tortuosity of 65 (ChB94) and a voidage of 0.44, the
effective diffusion coefficient calculated for sqeahannel monolith is 4.59 x2on? s?,
usingDmo = 1.14x1C n? s* and Dy = 7.21x10 m? s* (Sanchez-Liarte, 2009)Des is
equal to 4.57 xI® m? s, using Dymo = 1.05x10° m? s* and Dy = 7.21x10° m? s*
(Crittendengt al, 2011).

These values dDess are much higher that the value @fx which was obtained by
using the LDF equation to interpret the rate ofalgptof DCM on a monolith sample
using an Intelligent Gravimetric Analyser at theiwdmsity of Bath (Sanchez-Liarte,
2009). TheD¢rwas found to be equal to 4.5x1an? s, that is, two orders of magnitude
lower than the theoretically calculated values.e Vhlue of 4.5x16" m? s* will be used

for the time being.

5.2.4.10. Mass transfer coefficientk]

A mass transfer coefficient correlates the massstes rate, mass transfer area

and concentration gradient as the driving force. mass transfer coefficient can be
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estimated from many different theoretical equatiand correlations. The criterion for
selection of the most appropriate model is depenoiethe material and the system. The
mass transfer coefficient is introduced in thedindriving force expression of equation
(eq. 23). The effective mass transfer coefficiemtbe used in equation (eq. 23) is
comprised of a mass transfer coefficient internght adsorbent, namdly, and the film
mass transfer coefficient external to the adsorbearnelyk.. Both k. andk. are now

presented for a monolith and will be discussecdhtrrtn Chapter 6.

Internal mass transfer coefficient ke)

The internal mass transfer coefficient used in #gngeq. 23) is based on linear
driving force assumptions, being approximated fa tonolith by either slab geometry
or by a geometric transformation from the squara@nael to a hollow cylinder
impervious to mass at its outer radius. These &pproximations are presented as
follows:

0] The mass transfer coefficientk is calculated for slab geometry

according to the method of Glueckauf (1955) asqiresl by Yu.et al.
(2007). For an isothermal slab geometry, the daticn is performed

based on the following equation:

_10D,,a,

K, (eq. 50)
€
where
ke = mass transfer coefficient' s
Det = effective carbon diffusion coefficient,’rsi*
as = specific surface area,’m
e = wall thickness of the channel, m

0] Patton, et al. (2004) obtained an expression derived from the LDF
approximation to transform a monolith square chageemetry into that
of an equivalent circular duct. The authors assuthat a square channel

has the same surface area and wall volume petangth as a cylindrical
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channel. The geometry of the square channel veasformed into an
equivalent hollow cylinder. The dimensions of thdindrical channel,
inner radiusr; and outer radius,, with an insulated external surface are
shown in Figure 26. For the transformation, thellwhickness of the
square channel is taken as half of the total vimdkness as diffusion into

the channel occurs from all its sides.

N

2%

Figure 26. Hollow cylinder with insulated extersairface (Pattoret al, 2004)

The mass transfer coefficient for the equivalentiowo cylinder for square
channel with an insulated external surface is gibgnthe following expression as
developed by Pattoet al (2004).

d_a - 4Peff (q* - a) )
dt (((ro / ri )_ 1)(r02 - riz)_ (1/ ri (ro - ri ))X|.(1/ 2)(ro4 - ri4)_ (4ro /3)("03 - ri3)+ rO2 (rozi - riz)J)
and (eqg. 51)
r= 2d (eq. 52)
T
(= e, +d) 41y (&9
T

82



(eq. 54)

=
N o

where
ri = internal radius of hollow cylinder, m
ro = external radius of hollow cylinder, m
d = side length of channel, m
tw = half wall thickness of the channel, m

The values calculated by the two methods will besented and discussed later in
Chapter 6.

External mass transfer coefficient k)

The external mass transfer coefficient, that isflimw in the channel is obtained
from correlations for the Sherwood numb8h( Valdes-Soliset al (2004) and Grande
and Rodrigues (2008) calculated the external masssfer coefficient from the

Sherwood number using the correlation proposed kbythiorn (1974) for square

channels:
d 045
Hawthorn: Sh= 2.97{1+ 0.095ReSctj (eq. 55)
where
d = channel diameter, m
L = channel length, m
Re = Reynolds number
Sc = Schmidt number

Other equations are available for the calculatibrexdernal mass transfer coefficients
such as the ones by Votrubet, al. (1975) (eq 56) and Bennedf al. (1991) (eq. 57).
Generally the correlation developed by Hawthorn7@)ds used for monoliths. Several

studies demonstrated the suitability of the Hawtheqguation with monoliths as it
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produced the best fit with the experimental datal@€s-Soliset al, 2004; Grande &
Rodrigues, 2008; Sanchez-Liarte, 2009).

043
Votruba: Sh=0.70 ReE Sc*° (eq. 56)
L

0.829
Bennett: Sh= 0.0767(1+ ReSc%j (eq. 57)

The Reynolds numbeRE measures the ratio of inertial forces to visctauses
and consequently characterizes the flow regimeshehdaminar or turbulent. With a

Reynolds number of 44, we conclude that the fulyedoped flow is laminar.

_ du,.0,
7]

Re (&)

where

u = viscosity, kg 8 m*

The Schmidt numbeiSQ correlates the ratio of momentum diffusivity @asity)
to mass diffusivity. It is utilized to describauitl flows in which there are simultaneous
momentum and mass diffusion convection processeghysically relates the relative

thickness of the hydrodynamic layer and the masssfer boundary layer.

Sc= H (eq. 59)
pg DmoI

The Sherwood numbeBE is a dimensionless number utilized in mass temsf
operations to represent the ratio of convectivdiffoisive mass transport as given by the

following equation:

oo ki eq( 60)
D

mol
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The external mass transfer performance of a mdnadn be enhanced by
reducing the channel size, whereas, the internasnieansfer performance can be
enhanced by reducing the wall thickness. Theretbeobjective is to make thin walled
monoliths with high cell densities. Although, teewill be manufacturing limitations in

doing this.

5.2.4.11. Specific surface aread)

The specific surface area is defined as the sairf@ea of the solid-gas interface

over the volume of the solid. The specific surfacea for the whole monolith then

amounts to:
4dL
a =+ \ eg. 61
s ((d+e)2—d2)L (eq. 61)
I
" ele+ 2d) (&)
where
as = specific surface area,’m
e = wall thickness of the channel, m

= side length of channel, m

5.2.4.12. Thermal conductivity Q)

The thermal conductivity indicates the ability ofmaterial to conduct heat, and it
depends on humidity and temperature. For MASTvatgd carbon monoliths which are
structures with a bunch of channels full of aire tthermal conductivity coefficient
decreases exponentially with an increase in temyrera The thermal conductivity
coefficient of MAST ACM at 25°C is 23 WiK ™ while that of graphite is in the range of
50 - 150 WritK ™ (Sanchez-Liarte, 2009). Kuwagakt, al (2003) measured the thermal
conductivity of graphite activated carbon and aledia very poor value of 0.17 W'm
K. Sanchez-Liarte (2009) reported the thermal cotidty (\) for MAST activated

carbon monolith to be equal to be 23 W1 at 25C and 18 W nf K™ at 125C.
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5.2.4.13. Heat transfer coefficient between solichd gas fi5)

The evaluation of the heat transfer coefficieniestn a fluid and solid has been
the subject of much research especially in the domwiacatalytic chemical reactions. A
lot of correlations exist and are available in therature. The choice of equation is
important for the simulation of the adsorption mes. The gas-solid thermal transfer
coefficient is mainly expressed as a function oksalt number. The Nusselt number is
the relation of convective to conductive heat tf@ansnalogous with the Sherwood

number, the dimensionless number for mass transfer.

hd
Nu=- (€R)
9
where
Ag = thermal conductivity of the gas (pure nitrogen)

Yu, et al. (2007) used the correlation equation of Bennettal (1991) that

studied the oxidation in a monolithic catalyst avidch is expressed as:

Nu= 0.076{1+ RePr%j (eq. 64)
d
Re= —= (&5)
U
Pr= _Cpﬁ’pg (eq. 66)

The Nusselt correlation, presented in equation §8yjis the heat transfer version
of an analogous equation of the Sherwood numbemass transfer presented earlier in
equation (eqg. 60). For heat transfer, the Nusaetiber Nu) is written in term of the
Reynolds numberRe and the Prandtl numbelPr); while for mass transfer, the

Sherwood number is a function of the Reynolds nunfBe and the Schmidt number
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(S9. The Schmidt numbeBg for mass balance is analogous to a dimensionigsger

for heat transfer, the Prandtl number)(

5.2.4.14. Heat capacity of solidcgs)
The heat capacity is defined as the quantity @it fiem Joules) that is added or

removed from a unit mass of that substance to itéemperature by one degree. There
is very little information about values of the siiecheat for activated carbon. This
value may be considered to range from 7009 K{g for carbon to 1000 J Ki™ for an
ACM with a binder (Yy et al.,2007).

The heat capacity of the sol@s is not constant according to Yet al (2007).
This heat capacity can increase by up to 70% ahb hogding.  For the sake of
simplification, the heat capacity of the sofid is assumed to be constant for the current
study and is assumed to be that of the carbonm Fne literature, the heat capacity of
carbon (graphite) ispc = 711 J kg K. Yu (2003) and Yuet al. (2007) reported a value
of 1000 J kg K™ from Bonnissel (1997).

5.2.4.15. Heat capacity of gagd)
According to Yu (2003) and Ywet al (2007), the heat capacity of the gagis

dependent on the concentration of its constitueigain for the sake of simplification,
the heat capacity of the gasd) is assumed to be constant and to be thatcgiy for

adsorption and that of nitrogeg,() for desorption.

5.2.5. Cyclic process equations

Based on the findings in the literature, procesdetimg of the ESA cycle for the
recovery of VOC on activated carbon monoliths carcbnsidered to be one element of
the novelty of the present study. Mathematical efiody of the cyclic process involves
executing the adsorption and desorption equationseguence from start-up. Results

will be provided in Chapter 6.
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Two factors, time and concentration, can be comsdldimiting in the cyclic
process. Both adsorption and desorption procesmede executed consecutively, for
example, for a duration of 30 minutes for each.step

In addition to the equations presented above feomadion and desorption and the
limiting factor that ensures the transition betwela two processes, other parameters
have to be set for the cyclic process to run smyotihese parameters include the ones
that have to be reset after each cycle. The maodedioftware imposes the modelling
structure as described in the following section.

The cyclic process is complete if heating is conedicafter adsorption and a
cooling process is conducted after desorption. th®@heating process by passing electric
current, the monolith needs to reach a maximum ésatpre of 200C. The cooling

time, on the other hand, is relatively slow in camgon to the heating time.

5.3. gPROMS presentation

Mathematical modelling involves building a numbémaodels which are tested
and validated individually. Individual models arentbined together and simulated at
steady state conditions. After having all elemeatsthe overall process in place,
dynamics and cyclic operations are introduced. fldwability provided in gPROMS is
that model development is established incrementiaiy the simpler models towards the

overall goal of modelling the complete cyclic stgathte and dynamic processes.

5.3.1. Project
The first step taken in modelling the ESA procésdo create a gPROMS

“Project”. Within the created project, a tree atiges is opened, and to get started three
entries are needed: variable types, model, andepsoc Other entries are added and/or
explored upon the first building block. Figure 8RAows the overall presentation of
gPROMS.
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gPROMS ModelBuilder 3.4.0
File Edit View Activities Tools Window Help

TR XTEEICE L ¢ -0 D

57 £5A_1D_Ads_MB Execution Output (Mass_Balance_20131209_173738) = | @ ﬁ
(7 variable Types Show messages to level 22
_,ﬁAdSOrptlDﬂ_ Reporting results at time 9670 EI
-{% Concentration Reporting results at time 9630
i & MTCoef FReporting results at time 9690
_| 5tream Types Reporting results at time 9700
| Connection Types Reporting results at time 9710
=57 Models Reporting results at time 9720

Beporting results at time 3730
Reporting results at time 3740
“7 Processes Reporting results at time 9750
b Mass_Balance Reporting results at time 9760
7 Experiments Reporting results at time 3770
Feporting results at time 9730
Eeporting results at time 9730
Beporting results at time 2800
e o Reporting results at time 3510
AT | Experlment Designs Reporting results at time 9820
Ij‘—_) Parameter Estimations Reporting results at time 9830
/ Mass_Balance Feporting results at time 9840
Optimisations Reporting results at time 9850
| Saved Variable Sets Reporting results at time 29860

[ 7] Miscellaneous Files Reporting results at time 9870
ULE Mass_Balance_20131209_173738 Reporting results at time 2830
-I'_,ﬂ Original Entities Feporting results at time 9530
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. to be designed

I—J@Tra]ectones Feporting results at time 9300
- % ME Feporting results at time 9910
L-Q Problem Description Reporting results at time 9920

Executlon Output Reporting results at time 2930

Reporting results at time 9940
Reporting results at time 9950
Reporting results at time 9960
Feporting results at time 93970
Feporting results at time 9930
Beporting results at time 3930
Beporting results at time 10000
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Execution of Mass Balance completed successfully. |v|

1 1 ] v

| Properties

Projects

Figure 27. Overall presentation of gPROMS
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5.3.2. Variable types
The "Variable Types" is the first entity in the RBMS project. This entry lists

the variables used in the model. Each variabtkecdared to be of a particular type, and it
is user-defined. For the illustrated project forample, two variables are defined:
concentration in the gas phase and adsorptioreisdhd.

5.3.3. Model

The Model contains a mathematical description ef ghysical behaviour of the
ESA process and comprises a number of sectiond, @ataining a different type of
information regarding the system being modelleche Model performs the following
functions for the tested Process:
» Set the constant parameters used in the modelijnations.
» |dentify the variables that will be calculated e tmodelling equations.
» Describe the distribution domain over which thecakdtion will be made.
» Set the boundary conditions.
» Write out the equations used in the model.
In the Model entry, the physical behaviour of tlgetem is defined. But a Model
can be used to study the behaviour of the systeserumany different circumstances.
Each specific situation is called a simulation\agti The coupling of model with a

dynamic simulation activity is done in the Processty.

5.3.4. Process

A Process is partitioned into sections. Each seatbntains information required
to define the corresponding dynamic simulationvagtisuch as:
» Set up a dynamic simulation activity by specifythg unit section of a process.
» Set appropriate values to all the parameters oifribeel.
» Determine the initial values for the system varsbt time equals to zero before

the dynamic simulation can commence.
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» Provide the information on the external manipulagiothat are to be simulated in

the schedule section of the process.

For the separate adsorption and desorption pragesddodel and a Process were
defined for each in order for the separate prosesserun independently. The two
processes can be run separately for parametrinasin and operation condition studies.
These two processes then are combined to simiatentegral cyclic process using

Tasks.

5.3.5. Task
The cyclic operation is introduced in gPROMS udiagks, which are utilized to

simulate different scenarios. For the cyclic pss¢an addition to the model and the
process, two Tasks were defined. One defines hoycle should proceed in sequence
while, the other defines column operation. TheKT&s a model of an operating
procedure that can be considered as a recipe tifaited periods of undistributed
operation along with external disturbances to tfstesn. A Task

* Can be re-used multiple times during a dynamic kitman.

» Can involve other tasks and thus complex opergimgedures can be defined in

a hierarchical manner.

5.3.6. Parameter estimation

Parameter estimation is also performed using gPRQivtgect. A detailed
gPROMS process model is developed from equatiorscriténg the physical and
chemical phenomena that occur in the system. Thegations typically engage
parameters that can be attuned to make the moddicfipns match the experimental
data. The accuracy of these parameters enhanagsl performance in predicting real
data. The fitting of these parameters to expertaietata obtained from the laboratory or
the plant is named parameter estimation.

Parameter Estimation problem makes use of the datiaered from a set of

experimental data. The Performed Experiment ertitysed to specify the full details of
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an experiment using both dynamic and steady siqierinental data. In the Performed
Experiment the controlled variables and measurdd dee specified. The Performed
Experiment is then simulated.

The complete specification of a Parameter Estimateruires some additional
information such as the unknown parameters to timated, define the experiment used
and the sensor specifications.

Based on the gPROMS presentation for the diffeegnities, the modelling of
adsorption, desorption and cyclic processes areute@ using the modelling equations

and parameters. The resulting output is discusstte Chapters that follow.
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Chapter 6

One-dimensional modelling result

This Chapter presents the results obtained usiegotie dimensional model
described in the previous Chapter. The modellstrudion and desorption breakthrough
curves are then compared with the experimentalkbhieaugh curves obtained at the
bench and pilot scales of the University of Bathr falidation. The modelled
breakthrough curves are also validated for ano¥@C namely toluene using the
experimental data obtained from Yu (2003) and &fwgl (2007). Based on the validated
adsorption and desorption breakthrough curvescylec process is modelled, and the
effects of varying the cycle time, the initial cemtration and the regeneration

temperature are studied.

6.1. Adsorption process simulation

6.1.1. Validation of adsorption on the bench scale

The mass balance model presented in the previouspté@h produces the
breakthrough curve related to adsorption. Theltiagubreakthrough curve is compared
with that produced experimentally at the Universdfy Bath and both curves are
illustrated in Figure 28. Details of the monolitbperating conditions and other

parameters are provided in Tables 2 and 3 of Chéapte
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Figure 28. Experimental vs. gPROMS modelled breakifjh curves at bench scale

The experimental breakthrough curve is obtainethftbe bench scale apparatus
using a 10.3 cm in length square channel monolithe modelled breakthrough curve is
obtained based on the mass and energy balanceauptesented in Chapter 5. 1t is
clear that the gPROMS modelled curve does not m@dugood fit with the experimental
data. Accordingly, an investigation of variousgraeters is required in order to obtain a

better fit of the experimental data.

6.1.1.1. Statistical analysis

The deviation between the experimental and moddieshkthrough curve is
quantified using the coefficient of determinati@h In statisticsR® provides a measure

of how well experimental data are likely to be pceedl by the model. In general, the

experimental data has valuesof each of which has an associated modelled vélue

Here, the modelled valuek are those resulting from gPROMS modelling. The

variability of the data set is measure throughedéht sums of squares. The total sum of

squares is given by the following equation:

s, =3 (v, -yf (eq. 67)

The sum of squares of the residuals is calculadddlws:
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S%rr = Z(y| - fi)2 (eq 68)

i
where the mean of the experimental data is expidsge¢he following equation in which

nis the number of observations:

1
y:EZ Yi (&9)
The most general definition of the coefficient aétefmination then amounts to the
following expression:

R?=1- S (eq)70
SSu

The coefficient of determination for the curve mm®d in Figure 28 has a value
of 0.831. The deviation of this coefficient fromeoshows its weakness. Values close to
one, in the range of 0.9 and higher for example,raore acceptable and demonstrate a
better fit to the experimental data being modelled.

6.1.1.2. Parametric study

The mass balance developed in equations (eq. 2238nd presented now as
equation (eq. 71). The parametric study involves study of all the important
parameters involved in the mass balance equaticorder to assess their impact and
analyze the results of their variation. Some patars have a minor impact on the

breakthrough curve whereas others can dramatichinge the shape of this curve.

ac d%c oc 1l-¢ bPc/
A Dax 2 + l'lave_ + psk qm ps ¢\t —q|= 0 (eq 71)
" ox x € 1+ (oPcr p,)

All the parameters of the mass balance equafiR (ave & ps, Gm D, t, K) are

considered for the parametric study as follows.
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It is observed in Figure 29 that any change inatkial dispersion coefficienDy)
has no impact on the breakthrough curve. Indéedbteakthrough curves for the tested
Dax vValues are all superimposed. The interstitial ei#yo(Uave), On the other hand, is an
operating condition. Basically, changing the vélpaffects the time to breakthrough.
The faster the gas flows inside the monolithic ctgnthe shorter is the time to
breakthrough. Due to the faster gas flow, the mtingets saturated faster causing the
time to breakthrough to decrease. The changeeigdis flow is nonlinear to the change
in the time to breakthrough, as illustrated in F&gB0. For the slower flow rates, the
deviation in the time to breakthrough becomes longe

The porosity §) and the density of the solidg are characteristic parameters of
the studied monolith. Even though it is outside Htope of this work to change the
tested monolith, optimisation of ACM manufacturidgtailed in Chapter 3 remains of
primary importance to the current research. Tiecebf the porosity and the density of
the solid are illustrated in Figures 31 and 32peesively. As expected the more porous
the activated monolith is, the time to breakthroigybbserved to be shorter. The surface
area increases with increasing porosity resulting higher capacity to adsorption, and
breakthrough is achieved in a shorter time, astifiied in Figure 31. An estimated 10%
increase or decrease in the porosity results inifas breakthrough time by around 15
minutes. This relationship, however, is nonlinear the increase in porosity is not
proportional to the decrease in time to breakthnou®n the other hand, the density of
the solid is linearly proportional to the breakilgb time, as observed in Figure 32. The
higher the solid density, the time to breakthroughobserved to be longer, as the
adsorption capacity of a less dense solid is Idhen that of a denser solid.

The maximum amount adsorbeg), the affinity f) and Téth ) parameters are
parameters of the Toth adsorption isotherm. Tivedges are obtained experimentally
from the IGA of the laboratory of the University B&th (Crittendenet al, 2011). These
parameters are interrelated, but their effectscaresidered separately. The maximum
amount adsorbed is linearly proportional to theease of time to breakthrough. Higher
capacity of adsorption translates into an increagene to breakthrough, as observed in
Figure 33. The affinity parameter also has an thgmn the time to breakthrough.

However, a larger affinity parameter results inoader time to breakthrough, as the
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larger the affinity coefficient the more moleculase attached to the surface of the

activated monolith which delays breakthrough. Hesvethe impact of the affinity

parameter is minimal as can be observed in Figure Bimilarly to the affinity

parameter, a larger Toth coefficient results irger time to breakthrough. However,

the relationship between Téth coefficient and timéreakthrough is nonlinear as shown

in Figure 35.
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Figure 29. Effect of axial dispersion coefficiemt imodelled breakthrough curve
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Figure 30. Effect of interstitial velocity on motkl breakthrough curve
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Figure 31. Effect of porosity on modelled breaktigb curve
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Figure 32. Effect of density on modelled breaktigtoaurve
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Figure 33. Effect of maximum amount adsorbed onetied breakthrough curve
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Figure 34. Effect of affinity coefficient on modedl breakthrough curve
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Figure 35. Effect of Téth parameter on modellechktierough curve

Because all parameters associated with the dedigtiheo monolith and the
experimental operating conditions cannot be altarédrarily, the only parameter whose
value is uncertain is the mass transfer coefficienBackground research reveals that the
principal term that has a major impact on the bitgakigh curve is indeed the mass
transfer coefficient. Brosillonet al. (2001) confirmed that a good agreement between
experimental and numerical results is found whenadjustable value of the internal
mass-transfer coefficient is used. Brandahgl (2004) also observed that dispersion in
monoliths is shown to be controlled by mass transésistance rather than by axial
mixing. Therefore, the mass transfer coefficidgtwill be studied in more detail in the
sections that follow.
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6.1.1.3. Parameter estimation and evaluation of magransfer coefficient k)

Parameter estimation is a study that evaluatepdh@meters used in the equation
in order for this equation to produce a breakthroumurve that can match the
experimental data using the tested monolith abgierating condition of the experiment.
Based on the parametric study, the mass transtdficdent has the greatest impact on
the breakthrough curve and can influence its shapbe mass transfer coefficieft
comprises resistances to mass transfer externalirdathal to the adsorbent. The
coefficients for these resistances larandke, respectively.

Two values for the internal mass transfer coedfits k.) were calculated in the
last Chapter and are shown in Table 5. These comits were calculated based on the
predictions presented by Pattat, al (2004) and Glueckauf (1955 cited in Yet, al,
2007). The effect of using these two values orbtleakthrough curve is shown in Figure
36. In addition, two arbitrary other values (0.8Gfhd 0.0008) were tested to see their
effects.

Table 5. Values of mass transfer coefficients

Method ke (s1)
Pattonet al. (2004) 0.00326
Glueckauf (1955) 0.00588

As can be seen in Figure 36, the effect of altetimg internal mass transfer
coefficient has a great impact on the shape ofptiedicted breakthrough curve. For a
mass transfer coefficient of 0.0008, she resulting breakthrough curve compared best

with the experimental curve.
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Figure 36. Effect of mass transfer coefficient

The deviation from experimental data is quantified Table 6 using the
coefficient of determinatiof?. TheR? values for the different values kf are shown in
Table 6 and confirm the fact thakavalue of 0.0008 5 produces a breakthrough curve
that compares best with the experimental breaktiroourve. The coefficient of
determination resulting fromla value of 0.0008 Svalues 0.972 and is the closest to 1.0

in comparison to the other coefficients studied.

Table 6. Coefficient of determination
st ke =0.0058| ke=10.0033| ke=0.0008| ke=0.0005
R? 0.806 0.831 0.972 0.909

6.1.1.4. Sensitivity analysis of mass transfer cdieient (k)

Although correlations are available to estimate Whadue of the mass transfer
coefficient, other researches have also consideredbe an adjustable parameter. For
example, Clauseet al (2004) studied the numerical and experimentabkiteough
curves for different values of mass transfer cogfit (from 0.005 to 1. As shown in
Figure 37, the numerical breakthrough curveskfer0.01 and 0.005sare too dispersive
when compared with the experimental ones. Fordriglalues, the numerical curves
agree well with the experimental measurements. ighdr value ofk corresponds to a

stiff numerical problem. The effect of mass transfoefficient is only noticeable for
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small values. This is because for the experimesgtlp of Clausegt al (2004), the
cycle times are long for which the sensitivity tlmlgal pellet mass transfer is usually
much stronger (Clauset al, 2004).
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Figure 37. Influence of the mass transfer coeffican the breakthrough prediction
(Clausegt al, 2004)

Based on the sensitivity analysisk &alue of 0.0008 §is chosen for the current
study. Later, it will be shown that parameterraation using gPROMS will provide a
more precise value &t

6.1.1.5. Validation of mass transfer coefficient adifferent operating conditions

As was shown in Figure 36, the mass transfer ageffi has a major impact on
the breakthrough curve and can dramatically atseshape. A value of 0.0008 svas
chosen based on the figure. To validate the chosdme, it is tested at different
operating conditions in order to ensure that thelelled data fit the experimental results.
The mass transfer coefficient value of 0.0008&s tested on three operating conditions
with flow rates of 5 | mif, 7 | min* and 9 | mi". The comparisons are shown in
Figures 38, 39, and 40, respectively. The parasatised for the three operating
conditions are shown in Table 7.
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Figure 40. Experimental vs. modelled breakthrougives aQ = 9 | min*
usingk. = 0.0008 &

Figures 38, 39 and 40 show that wher 0.0008 &, the fits for the higher flow

rates of 7 | mift and 9 | mift are good while the fit for a flow rate of 5 | riliis poorest.

Table 7. Operating conditions

Parameters Q=5Imin? Q=7Imin? Q=9 Imin?
Actual Q (I min™) 4.7 7.2 8.7
U (Mol m? s 26.6 40.9 49
c (PPMV) 1950 2000 1910

Figures 41, 42 and 43 show that when 0.00033 $ as calculated by Pattoet
al., (2004), the fits to the experimental data arey ygoor when compared with the
chosen value df, = 0.0008 &.
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Figure 41. Experimental vs. modelled breakthrougives aQ = 5 | min*
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Figure 42. Experimental vs. modelled breakthrougives aQ = 7 | min™
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The coefficients of determinatiof®q) are shown in Table 8 for the three different
flow rates in | mift (5, 7 & 9) using the two values of mass transtesfiicient (0.0033
& 0.0008 &). The coefficient &) shows which mass transfer coefficient provides a
better prediction of the experimental data. As lsa seen in the Table, the mass transfer
coefficient of 0.0033 5 provided by Pattonet al (2004) gives a poorer prediction in
comparison to a mass transfer coefficient of 0.0808Based on these findings, it can be
concluded that Patton's correlation for mass teangdefficient is not suitable for the 1D
mass balance model.

Table 8. Coefficient of determination

R° Q=5Imin? Q=7Imin? Q=9Imin?
ke = 0.0033 0.792 0.831 0.798
ke = 0.0008 0.961 0.972 0.969

6.1.1.6. gPROMS parameter estimation of mass trarsf coefficient

In addition, parameter estimation fky was conducted for the 1D model using
gPROMS. This estimation is established using tteemental breakthrough data for
the flow rate of 7 | mifl. Under the performed experiment entry, the cdietlovariable

and measured data are specified. Upon simulahirsgexperiment, a new process is
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generated using the initial conditions and contd@Bned in the experiment. Under the
parameter estimation entry, the parameter to benasd is identified. Upon the

execution of the estimation, a parameter estimatéport is generated displaying the
final value of the parameter to be estimated alwitly the calculation of the variance and
the goodness of fit.

The gPROMS parameter estimation report gave a fpradicted value of
0.00087459 $ for the mass transfer coefficierlt) For this value, the modelled 1D
curve is presented in Figure 44. The predictedveeucompares well with the
experimental one with a 0.9738 coefficient of deieation for the operating condition

of 7 | min™.
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Figure 44. 1D breakthrough curve at 7 | thifte = 0.00087459)

The predicted value of mass transfer coefficiertaioied by gPROMS parameter
estimation k. = 0.000874597 is tested with the other operating condition$ ¢fmin™
and 9 | mint. The resulting breakthrough curves are preseineeigures 45 and 46,
respectively. As concluded earlier, this massstiemcoefficient of 0.00087459'ss best
suited for the breakthrough curve resulting frorficav rate of 7 | mint. The fit is
slightly poorer for 9 | mitt (Figure 46), and the fit is worse for 5 | figFigure 45).
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Figure 45. 1D breakthrough curve at 5 | thift. = 0.00087459)

1.2
1 /
0.8
o
Lo.6
o
0.4 e Experimental
s k = 0.00087459
0.2
0 — : . . .
0 2000 4000 6000 8000 10000 12000
Time (sec)

Figure 46. 1D breakthrough curve at 9 | thift, = 0.00087459)

Now gPROMS is used to estimé&sfor 5 and 9 | miit. Table 9 shows the values
of mass transfer coefficients obtained from gPRORSE the different flow rate
conditions. The table also lists the parametarslired in establishing the goodness of fit
test. The comparisons with experimental data hosve in Figures 47 and 48 for two

flow rates 5 | miff and 9 | mirt, respectively.
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Table 9. Parameter estimation using gPROMS foewd#fit operating conditions

R? Q=5 Imint Q=7 Imin! Q=9I min!

Ke 0.00061552 0.00087459 0.0008597
Weighted 407.96 247.04 239.87
Residual

/2 —value (95%) 438.11 306.11 285.73
Comment Good fit: weighted| Good fit: weighted | Good fit: weighted
residual less thayf | residual less thayf | residual less thagf
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Figure 47. 1D breakthrough curve at 5 | thift. = 0.00061552)
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Figure 48. 1D breakthrough curve at 9 | thif, = 0.0008597)
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It has been seen that the best valudg,dds obtained from gPROMS, depend on
gas flow rate down the monolith channel. The ddpeany is small at the higher flow
rate of 9 | mif* and more pronounced at the lowest flow rated bfrn™. In principle,
though, an internal mass transfer coefficient catmeoa function of the flow rate down
the gas channel. Therefore, it is now necessarstudy the impact of mass transfer

external to the adsorbent.

6.1.1.7. Internal vs. external mass transfer coeffient (ke vs. k)

The effect of mass transfer coefficient on the kile@ugh curve has been
investigated in the literature. Crittende,al. (2011) used the expression of Patten,
al. (2004) derived from the LDF approximation to detere the internal mass transfer
coefficient of a monolith square channel geometaygformed into equivalent circular
ducts. Yu,et al. (2007) calculated the internal mass transfer coefit for a slab
geometry according to the method of Glueckauf ()96 a spherical adsorbent.
Bonjour, el al. (2005) and Claussest al (2004) used sensitivity analysis to find the
suitable mass transfer parameter. Graetl&l. (2006) and Valdes-Soligt al. (2004)
both used the Sherwood expression for the calomabf external mass transfer
coefficient.

Vis-a-vis the findings presented in the previoustise, an insight into mass
transfer parameters is necessary. The mechanismisofption is often described by two
steps: mass transfer from the bulk to the monalithirface and mass transfer within the
internal structure of the monolith. The influermfeexternal mass transfer is noticeable
particularly at low fluid flow rates due to diffus of the pollutant from bulk gas to the
monolithic surface. While on the other hand, thernmal mass transfer resistance results
from the diffusion of organic molecules within tperous monolith. In addition to the
external mass transfer, the internal mass transégrplay a dominant role.

In the literature, two-resistances (internal andemal) are modelled for the
diffusion and reaction in catalytic monoliths. Withe linear driving force (LDF)
approximation, internal and external mass transfegcts can be contained in a single

overall coefficient K) in equation (eq. 72). The external and intenmalss transfer
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resistances are coupled in series for a spherigatatline adsorbent as given by
Ruthven's expression (Ruthven, 1984). This relatigp provides an extension of the

Glueckauf approximation for systems in which mdrant one mass transfer resistance is

significant.
R R’ 2
ﬁ - Bki * 155ppr * 15rI2DC (eq. 72)
where

k = mass transfer coefficient; s
K = Henry's law adsorption constant, dimenssionless
Ry = adsorbent pellet radius, m
ks = external fluid film mass transfer coefficient. s
&p = porosity of adsorbent particle
Dp = pore diffusivity, M s*
re = crystal or microparticle radius, m
D. = intracrystalline diffusivity, rhs®

An equivalent expression now needs to be develdpedhe monolith. First of all,

carbon is not crystalline and hence the third taste in Ruthven's equation is zero.

R
Next, the geometric factor for external mass tmngh Ruthven's expressiongk@)
f

needs to be adapted for the monolith and this besc(mlk—). Then the term accounting

C

. e R? . . . .
for the internal diffusivity ﬁ) is taken into account in the internal mass transf
p—p

coefficient k). The value ok.presented in Table 10 was estimated to be 0.0608 s

(eq. 73)

Based on the equation parameters presented in &€h&ptthe external mass

transfer coefficient was calculated using Hawthoorrelation. The calculated value of
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ke corresponds very well to the one calculated gaflié®d4958 m ) by Sanchez-Liarte
(2009).

Table 10. Values of internal & external massdfar coefficients

Method Mass transfer coefficient
Internal — parameter estimation ke=0.0008 3
External — Hawthorn (1974) ke=0.045m$

It can be seen from Table 11 that the external nrassfer coefficient has no

influence on the overall mass transfer coefficient.

Table 11. Parameters used in equation (eq. 73)

Parameter Value (5"
Ke 0.0008
aske 205.71
kK 0.0008

In general, the external resistance to mass traisséenaller than the internal pore
diffusional resistance, but in some cases it milybgt large enough to have some impact
(Karger & Ruthven, 1992). Nonetheless, in theenirstudy based on equation (eq. 73)
and using the parameters shown in Table 11 thetedfehe external resistance seems to
be negligible in comparison to the internal oned d&ence the overall mass transfer
coefficient is essentially a function of the intarione only. Therefore, the valueloin
equation (eq. 23) is 0.0008.s It is different from that obtained using equati@q. 50)
(0.00588 8) of Glueckauf (1955) and from that obtained usiguation (eq. 51)
(0.00326 8) of Pattongt al (2004). These differences will be discussed lat€hapter
9.
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6.1.1.8. Adsorption model outputs

The predicated adsorption experimental breakthraugkes for the bench scale
monolith usingk = 0.0008 & and a flow rate of 7 | mihare shown together with the gas
phase temperature at the end of the monolith inrEig9. The modelled breakthrough
curve matches the experimental one with a 0.97fficismt of determination. It can be
noted that that there is a slight deviation attdpeand the bottom of the curve. Overall,
however, the matching of the curves is satisfactang the curves are similar in shape to

those from the literature illustrated in Figure 50.

feles)
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Temperatue (©

S

Figure 49. Adsorption breakthrough curve (mass &rgy balance)

15
Time (hr)

The temperature curve shows the exothermic natutleecadsorption process, as
the temperature increases slightly at the samedsradsorption occurs. The temperature
then decreases to 25°C, the feed temperaturepasted when breakthrough is complete.

This temperature curve is similar to that foundvly et al (2007) in Figure 50.
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Figure 50 Adsorptionbreakthrough curve (Yt al, 2007

The gas phase concentrations and hence the mass$etraone (MTZ) can k
deduced from the adsorption model by plotting the goncentration over the length
the monolith at specific intervals of time, ass#ated in Figur5s1 for k = 0.0008 8 and
a flow rate of 7 | mift. This shows how the concentration profile move®ugh the
length of the monolith over time. In accordandgthvthe breakthrough curve illustrat

in Figure 49 the monolith of 10.3 cm is fully saturated indeékan an hot

e ] 5 TTRITY
e 30 PV

45 rmin

—— &0 min

Congentration |ppm]

4] 0,02 004 006 008 0.1
Length of monodith (m]

Figure 51. Mass transfer zone (MTZ)

The loading data (that is, the amount adsorbechenrtonolith) can be deduc
from the simulated breakthrough curve and can bmpemed to experimental de

obtained at the University of Bath. The simulaaverage loadingqj is obtained from
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the gPROMS model based on the LDF approximatidne [dading can also be obtained
from the gPROMS model by mean of a mass balancardedrating the breakthrough
curve. Experimental data, on the other hand, carolitained in two ways. Firstly
(Method A), it can be determined from a mass badncintegrating of the breakthrough
curve. Secondly (Method B), it can be determingadviighing the monolith before and
after complete breakthrough. The four values arapared in Table 12. The values of
the experimental data obtained at the Universigy shightly different. Method B gave
close predictions based on experimental and matleiéculations of DCM loading.
While the simulated data predicted the highestit@ad/hen compared to the other three
values. Loading prediction affects the desorpfoocess and consequently the cyclic
process, as the predicted DCM loading is the sibint of the desorption process. In
the desorption and cyclic processes, the simulesdae of the average loading will be

used, as it is directly calculated in the adsorpstep.

Table 12. Loading data at 125 min using bench gaatéorm

Adsorbate Modelled Modelled Experimental | Experimental
(simulated) (method A) (method A) (method B)
Total Loading (g) 451 3.87 3.96 4.23

The value of quantity adsorbed calculated usindp Bguation (eq. 4) equals 3.62
mol kg, using the parameters presented in Table 3 of ®8h&p As expected, this value
corresponds to 4.51 g of adsorbate calculated &ygfPROMS model. This value can
also be experimentally depicted from Toth isotheeseloped similarly to the ones
shown in Figure 19 of Chapter 5 by Crittendehal (2011) (Crittendenet al., 2011).
For a partial pressure of 2 mbar, the loading msdb kg*. This value corresponds to 5.6
g of adsorbate. Based on Table 12, the loading fdam the simulated adsorption model
is in good agreement with the experimental dataer@fore the simulated loading data
will be used as the initial loading in the desarptprocess and consequently in the cyclic

process.
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6.1.1.9. Effect of gas flow rate on the bench scaeparatus

The effect of gas flow rate and thereby the mdia bn the breakthrough curve
is studied in Figure 52. The experimental curves the gPROMS simulations (wikh=
0.0008 &) are compared. Three different flow rates aresimered in the study, and the
operating conditions are listed in Table 13. As ba seen in the figure, increasing the
gas flow rate decreases the breakthrough time aedwersa. It is also noted that the
relationship is not linear between the increagtiéngas flow rate with the decrease of the
breakthrough time.

A/

f e Experimental(7)
“04 Modelled(7)
e Vodelled(5)
e Experimental(5)
0.2 e Experimental(9)
0 // e [\ 0delled(9)
0 20I00 4OIOO 60IOO 8OIOO 1O(I)OO 12600 14000
Time (sec)
Figure 52. Effect of gas flow rate
Table 13. Operating conditions for adsorption runs
Q (Imin™) Co (PPMV)
5 1950
7 2000
9 1910

As the flow rate increases, the time to breakthinoisgdecreased as expected and
so is the total time for adsorption. As the veipdf the carrier gas increases, a greater
amount of the VOC molecules transfer from the eargas and adhere to the carbon
surface and the kinetics of adsorption increaseinguthe activated carbon to become
fully loaded more quickly.
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In addition as the flow rate increases, the breakiyh curves become slight
steeper while, as the flow rate decreases, thé-hand part of the curve spreads
needing more time to return to the initial concatidn. This is because, as the cct
time decreases, the time allowed for internal niiesssfer will also decrease (Yu, 200:
In theory, low flow velocities can create a broaderface boundary layer producing
higher diffusion resistance in the boundary laykr.some situations, ternal transport
could begin to take part and control the rate ef akierall process. Conversely, at h
carrier gas velocities, micropore diffusion can dyae the limiting rate factor and tl
pore structure becomes very important. The slowestess tep controls the overe
adsorption rate witlthe transition from equilibrium control at low flovates to kinetic
control at high flow rates (Brand, et al, 2004).

Theoretically, at high flow rates, the speed of thdZ increases as tt
breakthrough time is observed to shorten. As shiowFigures53 and54, the MTZ for
the higher flow rate moves faster in the monolittedumn. The figures show the di
for 30 mirutes and 45 minutes, respectively. The MTZ is etgueto be shorter whe
the mass transfer increases. A shorter and f&8E&r will make the breakthrough cun

become narrow and steeper (Schzer, 1997).

R0

Concentration [ppm)

o 0.02 0.04 0.06 0.08 0.1 012

Lengthed monalith {m)

Figure53. Effect of gas flow rate oM TZ at 30 mir
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Figure54. Effect of gas flow rate on MTZ at 45 n

6.1.2. Validation of adsorption on the pilot scal

The gPROMS model devised for the adsorption breautih curve is nov
validated for a longer monolith (58.5 cm). The mlodasinitially validated in sectiol
6.1.1for a 10.3 cm monolith implemented on the bencHescd o further assure tt
robustness of the gPROMS model, it is now validébed longer monolith implemente
on the pilot plant rig.

The pilot plant rig is a scaup of the bench scale set up. Therefore, the tipg!
conditions on the pilot plant are also scaled ugomparison with those used for 1
bench scale. The parameters used on the pilat atarshown in Table4.

The gPROMS modelled breakthrough ces for the longer monolith are sho'
in Figures 55, 56 and 50 assess their agreement with the experimentalktrsugh
curve. Figures 55, 58nd 57 correspond to three values of mass transfer cosfts
0.0008 &, 0.00087459 5 and 0.0010466°S respectively The first value (0.000€7) is
the bench scale validated value. The second \0.00087459 §) is the gPROMS
parameter estimation value for bench scale. Rintie third value0.0010466 %) is the

gPROMS parameter estimation vafor pilot scale.
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Table 14. Values of Bath parameters used in massite for adsorption and desorption

for 58.5 cm monolith

Description Parameter Value Unit
Density of gas (adsorption) Pq 43.15 mol n?
Density of gas (desorption) Pq 25.7 mol n?
Axial diffusion coefficient (adsorption) Dax 0.00285 ms’
Axial diffusion coefficient (desorption) Dax 1.88x10° m’ st
Linear velocity (adsorption) Uave 3.7 ms
Linear velocity (desorption) Uave 0.2 ms
Specific Molar Flux (adsorption) Un 143.9 mol nf s*
Specific Molar Flux (desorption) Un 5.76 mol nt s*
Porosity of monolith e 0.44
Density of solid Ds 842.2 kg nv
Maximum amount adsorbed Om 5.91 mol kg'
Affinity parameter (adsorption) b 0.0088 Pa
Affinity parameter (desorption) b 8.3x10° Pa'
Toth parameter t 0.71166
Mass transfer coefficient Ke 0.0008 g
Length of monolith L 0.585 m
Diameter of monolith D 0.0186 m
Side length of channel d 0.000647 m
Thickness of channel wall e 0.000395 m
Temperature (adsorption) T 313.27 K
Pressure P 101325 Pa
Affinity parameter bo 2.615x10° m°mol™”
Isosteric heat of adsorption AHa4s 5108.33 J mol
Molecular diffusion coefficient Dol 1.04976x10 m” st
Effective diffusion coefficient Det 4.5E-11 ms’
Flow rate Q 7.2 | min®
Initial concentration Co 2940 ppmv
Axial thermal conductivity (adsorption) Kax 23 W mt KT
Axial thermal conductivity (desorption) Kax 18 W mt KT
Heat transfer coefficient (adsorption) hs 6.16 W n¥ K™
Heat transfer coefficient (desorption) hs 4.36 W n¥ K™
Heat capacity of nitrogen Con 1040 Jkg K™
Heat capacity of solid Cos 1000 Jkg K™
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Figure 55. Experimental vs. modelled breakthrougives for 58.5 cm monolith
usingke = 0.0008 &
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Figure 56. Experimental vs. modelled breakthrougives for 58.5 cm monolith
usingke = 0.00087459°%

None of these comparisons are perfect, but it se@matk. = 0.0010466 § is
appropriate to use, with a coefficient of deterrtioravalue of 0.9744. The gPROMS
parameter estimation value for pilot scale (0.0GB04") is close enough to the bench
scale validated value (0.0008)s As expected, MAST carbon makes their monoliths

similar manner, but still the longer monoliths ac# identical to the smaller monoliths.
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Figure 57. Experimental vs. modelled breakthrougives for 58.5 cm monolith
usingke = 0.0010466°S

6.1.3. Validation of adsorption for another VOC (tduene)

The developed gPROMS model is also validatedHerexperimental data of Yu
et al, (2007) using a different VOC, toluene. The paters used in the gPROMS
model are listed in Table 15. In this comparisive mass transfer coefficient used in
equation (eq. 23) is the one obtained by &tugl (2007) and shown in Table 15.

Table 15. Yuget al (2007) parameters

Description Value Unit
Density of Toluene 41.03 mol ™
Axial diffusion coefficient 2.65x10 m st
Porosity of monolith 0.64
Density of solid 1040 kg M
Affinity parameter 11.5 Pa
Total Pressure 101325 Pa
Initial concentration 0.0013 mole
To6th Parameter 0.206
Mass transfer coefficient 2.49x10 st
Length of monolith 0.1 m
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The developed model nicely predicted the breaktjmoaurve of Yu,et al.

(2007), as can be seen in Figure 58.
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Figure 58. Experimental vs. modelled breakthrougives for Yu.et al (2007) data

using toluene as VOC

The coefficient of determination for the curveswhadn Figure 58 above equals
0.9856. Thus the gPROMS model gives a good piedialf the Yu,et al (2007)

experimental data.

6.2. Desorption process simulation

Desorption was not studied on the bench scale atUhiversity of Bath.
Experimental data which follow came from the p#otle monolith. Table 3 shows the
parameters for desorption provided experimentalhd acalculated for desorption

modelling by the equations presented in Chapter 5.

6.2.1. Desorption on pilot scale

After complete breakthrough with VOC, the electasthal desorption is started
with the introduction of electrical current and thiew of purge nitrogen to push the
desorbed VOC out of the monolith. The desorbatecewtration reaches a maximum
very quickly and attains a high concentration lewgre than the feed concentration of

the adsorption step. Within minutes, most of theG/is desorbed. Nonetheless, the
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concentration continues to decrease sl, and the remaining VOC will be obtained
ratherlow concentration Electrothermal desorption is very effective in fist minutes
but the rate of desorption decreases rather quatktyward An experimental desiption

curve is shown in Figure ..
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Figure 59 Experimentadesorption curve gtilot scale platforr

The desorptiorcurve has the common shape of a peak followed ftail, as
illustrated in Figure 59 This shape of desorption curve is distinctivéhef ESA proces:
and the tail is a dispersive wave |, et al.,2007). At the start of desorpticthe VOC is
highly concentrated but subsequently the concentration gradually ebesgs. Th
performance of the process is highly depnt on the operating conditiol

Electrothermal desorpticstarts from the loading &.40 mol k¢! attained in the
adsorption step. Due to heating, the loadstarts to decreasg®.98 mol k¢*) then
decreases much furthét.48 mol k¢*) once desorption temperature is attai The
experimental loading dacalculated by integratgithe area under the breakthrough ct
(method A)are presented in Tab16 for the pilot scale platforrat theUniversity. As
can be seen in the Table, experimental desorpéoovered 72% of thDCM adsorbed
in the adsorption stef?.44 mol k¢* from heating & desorption vs. 3.40 mol™ from
adsorption).

Table 16 Experimental loadindata at pilot scale platfor

Method A Adsorption | Heating | Desorption Heating & | Recovery
only only Desorption
Loading (mol k@) 3.40 0.98 1.46 2.44 72%
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6.2.2.Validation of desorption on pilot scale

The desorption curve imodelled using the modelling equations providec
Chapter 5. This curve is thevalidated with experimental data conducted at tihat
scale level, as can be seen in Fig60. The value omass transfer coefficiek at the
higher temperature of 200°C is 0.00:'. The value has been obtained by paran
estimation. An initial loading of 16 mole kg" which corresponds tine value presente

in the previous table igsed in modellin.
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Figure6C. Desorption breakthrough curve for pilot p

The deviation between the modelled and experimecuales was quantifie
using the coefficient of determination’. The resulting coefficient of determinati
amounts to 0.9928, confirming the good agreemertivden the modelled ar
experimental curves.

The value of the mass transfer coefficiek) was estimated to be 0.00s™ for
desorption at the pildeale This value is 2.62%imes larger than theestimated in
section 6.1.1 fomdsorptionat the bench scale (0.0008)sand 2.006 times larger th
that estimated in section 6. for adsorption at the pilot scale (0.0010 s%). It is
normal that this valuevould be greter because the temperature is mihigher for
desorption The coefficienk is represented e diffusivity in the solid which increas

with temperature regardless of the mechanism d&ision. Yu,et al (2007) found thak

126



of desorption (0.0034™% was 14 time higher than that for adsorption (0D® &),
thereby supporting the finding in the current study

The adsorption process in this study is conduateZB8K while desorption takes
place at 473K. Therefore, the desorption tempezaisi 1.587 times higher than the
adsorption temperature. The ratio of the desamptitass transfer coefficient to the
adsorption mass transfer coefficient can be cdeéléo the ratio of their corresponding
temperatures. This temperature ratio can then &pped to the diffusion coefficient
equations presented in Chapter 5 in order to sdehwdiffusion mechanism has the
greater impact on the adsorption/desorption process

The Knudsen diffusion coefficient can be calculatsthg equation (eq. 48). This
equation relates Knudsen diffusivity to the squard of temperature. The square root of
the ratio of desorption to adsorption temperatgiess a value of 1.26 which equals the
ratio of desorption to adsorption Knudsen diffus@s. This value is lower than the ratio
of desorption to adsorption mass transfer coefiisiendicating that Knudsen diffusion is
not the mechanism that is mainly dominating th&udi¥ity in the solid.

The molecular diffusion coefficient can be caltethusing the Chapman-Enskog
equation (eg. 44) presented in Chapter 5. Thistémushows that molecular diffusion is
a function of temperature to the power of 1.5. Tago of desorption to adsorption
temperatures powered to 1.5 gives a value of 2.&hwhorresponds to the ratio of
desorption to adsorption mass transfer coefficiastimated for the pilot scale. This
agreement indicates that the dominating diffusemblecular, as calculated using the
Chapman-Enskiog equation.

Molecular diffusion can also be calculated usimg ESG equation (eq. 46). This
equation relates the molecular diffusion to tempeeapowered to 1.75. The ratio of
desorption to adsorption molecular diffusion amsuiat 2.24 based on the temperature
ratio. This value is higher than the ratio of desion to adsorption mass transfer
coefficients indicating perhaps the unsuitabilityfte FSG equation in comparison to the
Chapman-Enskiog equation.

It was shown earlier in section 6.1.1.7 that th@muohating mass transfer
coefficient is the internal one which encompass#h molecular and Knudsen diffusion.

Based on the analysis just presented, moleculdusthh seems to be dominating
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indicating that the dimension of the gas molecukesnuch smaller than the pore
diameter. Gaseous collisions are also more frdqtieen collisions of the DCM
molecules with the pore walls, and ordinary bulifugion occurs.

Another diffusion mechanism that potentially atéethe kinetics of adsorption
and desorption is surface diffusion, as discussatlee in section 4.2.2.3. Surface
diffusion, however, can be neglected in this anslgsnce, as described by Ruthven:
"surface diffusion is significant only in small dieter pores in which the flux through
the gas phase can generally be attributed entoel{nudsen diffusion”. This is not the
case here as the flux has been attributed, as abmweolecular diffusion. In addition,
Ruthven indicated that the contribution of surfatifusion decreases with increasing
temperature. This is because the amount adsonmbex surface decreases significantly
with increasing temperature. Therefore, surfafiglon is expected to be less effective
for desorption in comparison with adsorption. Tiesulting ratio of desorption to
adsorption surface diffusion then amounts to laas unity, which is again not the case

here.

6.2.3. Experimental vs. simulated desorption

In the desorption curve, two regions are identififithe first region of desorption
is mainly controlled by the temperature increas¢hef monolith whereas in the second
region the concentration decreases slowly and imnetion of the mass transfer
coefficient.

The experimental data show a sharp increase ofeotration over the heating
time whereas the modelled curve does not takeaotount this heating time. The purge
gas flow rate has no influence on the maximum ceinagon, which is mostly attributed
to the desorption temperature. Tailing increaseseduced flow rate by dilution

phenomenon (Ywet al, 2007).
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Table 17. Simulated loading data at pilot scaléfqien

Method A Adsorption Heating Desorption Heating &
only only Desorption
Loading (mol kg") 3.327 0.98 1.46 2.44

It is observed that VOC adsorbed onto the mona$itmot fully desorbed, as
demonstrated in Table 17. Adsorption resulted.B23 mole kg of loading whereas
heating and desorption evacuated only 2.44 mofedtgyyOC. A difference of 0.96 mole
kg is left adsorbed onto the monolith. Thereforegynlic modelling it is assumed that
the resulting loading of adsorption is fed to tlesalption process. Then the next cycle

starting with adsorption is performed with the lwapdoutput of the previous cycle.

6.2.4. Validation for another VOC (Toluene)

The developed model is also validated for expeantaledata from for Yuget al.
(2007) using a different VOC, toluene in this ca3ée parameters used in the model are
listed in Table 18.

Table 18. Yuget al. (2007) parameters

Density of Purge Gas @N(mole nt) 25.7
Axial diffusion coefficient (M s™) 2.65x10"
Porosity of monolith 0.64
Density of solid (kg ™) 1040
Affinity parameter (Pa) 0.003
Total pressure (Pa) 101325
Initial concentration (mole) 0.0013
Téth parameter (t) 0.206
Mass transfer coefficient & 3.4x10°
Length of monolith (m) 0.1
Specific molar flux (mol i s%) 0.58
o (Mol kg™ 1.59
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The developed model nicely predicts the breakiinazurve of Yuget al (2007),
as can be seen in Figure 61. The coefficient ¢érdenation for the curves shown in
Figure 61 equals 0.9856. Thus the modelled givgsoa prediction of Yuet al. (2007)

experimental data.
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Figure 61. Modelled vs. experimental breakthrougtve for toluene using Yt al.
(2007) data

6.3. Cyclic process simulation

For the cyclic process, the adsorption and desmrppirocesses are simulated
consecutively in gPROMS using Tasks, as descrilme@ iprevious Chapter. Both
adsorption and desorption processes have beenatadidn previous sections with
experimental data. Therefore, the simulated cymlaress is based on validated models
with k = 0.0008 & for adsorption anét = 0.0021 8 for desorption. For the sake of this
work, it can be assumed that cyclic process is nohdesorption and desorption solely
and heating and cooling are incorporated in themden and desorption process.

The cyclic process as simulated by gPROMS for @ech scale is illustrated in
Figure 62. This figure shows the situation afteg adsorption breakthrough curve has
been fully completed followed by desorption breattigh curve. From Figure 62, it is
noted that desorption time is in the range of n@autvhereas that of adsorption is the
range of hours, meaning that the adsorption andorgiésn processes are not
symmetrical. Grande and Rodrigues (2008) also dndteat both adsorption and
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desorption curves of GQbn activated carbon monolith are not symmetrid2etkovska,

et al (2007) also concluded that very long adsorptiod ahort desorption times are
observed for their system.
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Figure 62. Cyclic process (4 hrs) - adsorption &afption on the bench scale

Using the bench scale parameters, the maximumeotration in the gas outlet is
around 16 times the initial concentration of thdlyged gas. This concentration is
reached in the first few minutes of desorption lasws1 in Figure 62. The maximum
loading resulting from adsorption reached 3.3 nkgi& This value dropped back to zero

in desorption as illustrated in Figure 63 sincaltdesorption was assumed.

3.5

25 /

_ \
3 / \
3 s / \
= / \

03 / \

0 / . \ .
0 50 100 150 200
Time (min)

Figure 63. Cyclic process (4 hrs) - adsorption &afption on the bench scale loading

due to adsorption is 3.3 mole kéully recovered in desorption
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6.3.1. Effect of cycle time

In the previous section, complete breakthrough wadewed to occur for
adsorption and complete desorption was allowedctwio In a real process, neither of
these can occur and, accordingly, a cycle timeeists prevent breakthrough from
occurring. In cyclic process modelling, therefamepractical cycle time is introduced to
control the duration time of adsorption and desorpt Adsorption breakthrough starts
with the appearance of VOC concentration in théebstream. This breakthrough starts
to occur at 45 minutes. A 30 minutes adsorptionetifollowed by 30 minutes of
desorption is therefore modelled in Figure 64. cAs be seen in the Figure, adsorption
was not completed within the 30 minutes duraticateté as it requires around 45 minutes
to breakthrough, and desorption was carried onrdéggs. Again desorption was not

fully completed.
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Figure 64. Cyclic process (1 hr) at bench scalas-ghase

The maximum concentration in the gas outlet now ritl reach 16 times the
initial concentration of the polluted gas upon dpton as in Figure 62. The maximum
now was about 5.5 times the initial concentratisslaown in Figure 64. This decrease in
peak concentration is due to the fact that adsmmpdiid not reach breakthrough in the
adsorption step. Desorption is conducted befagefuh saturation of the monolith takes
place. The loading in the solid also decreasent fitee 3.3 mole Kg predicted in Figure

63 to around 0.124 mole Kgas shown in Figure 65. Upon desorption, this &alu
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dropped to only 0.046 mole Kgas not full desorption was assumed resulting in a
recovery of 63% only.
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Figure 65. Cyclic process (1 hr) at bench scatading data

Successive cycles from start-up with a fresh adsdrhre illustrated in Figure 66.
Cyclic process for a cycle time of one hour inchgdB0 minutes of adsorption and 30
minutes for desorption required three consecutyades to reach steady state. In the first
cycle 63% of adsorbed VOC is recovered while in gbeond and third cycles 66% of
VOC adsorbed is recovered in each as shown in TEhleFigure 67 shows the loading

due to each cycle. Again, steady state requinegbtbonsecutive cycles to be reached.
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Figure 66. Cyclic process (1 hr & 3 cycles) — ghage concentration
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Table 19. Cyclic process (1 hr & 3 cycles) — |oapd& recovery

Loading Cycle 1 Cycle 2 Cycle 3
(mole kg-1)
Adsorption 0.12441 0.144 0.145
Desorption 0.04624 0.0485 0.049
Recovery 63% 66% 66%
0.16
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Figure 67. Cyclic process (1 hr & 3 cycles) — loayplin solid phase

The effect of decreasing the cycle time on suceessycles is studied in Figures
68 and 69. The cycle time was reduced to 10 mimdsforption and another 10 for
desorption. From the figures, it is clear that #asorption and desorption are not fully
completed within the 20 min cycle, and the cycles ot identical from start up. For
these cycles to reach steady state, additionaésweere required as shown in Figures 70
and 71. In Figures 70 and 71, the number of cydesxtended to six cycles allowing
steady state to be reached and the cycles toiz&bil

134



3
2.5 \
S . \ \
T 15 \\ N
0.5
0
0 10 20 30 40 50 60
Time (min)

Figure 68. Cyclic process (20 min & 3 cycles) — ghase concentration

(mole kg -1)
o
o
o

q
o
o
D

—~
/
10 20 30 40 50 60
Time (min)

Figure 69. Cyclic process (20 min & 3 cycles) —diog in solid phase
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Figure 70. Cyclic process (20 min & 6 cycles)
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Figure 71. Cyclic process (20 min & 6 cycles)

In Figure 72, the cycle time was reduced furthet@amin in total allowing 5 min
for adsorption followed by 5 min for desorption.s Mustrated in the Figure, steady state
operation is not reached within the 6 cycles bgumed more than 8 cycles to reach

steady state as shown in Figures 74 and 75. Thweuof cycles was increased to 10
cycles in Figures 74 and 75.
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Figure 72. Cyclic process (10 min & 6 cycles)
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Figure 74. Cyclic process (10 min & 12 cycles)
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6.3.2. Effect of initial concentration

The effect of altering the initial concentration e cyclic breakthrough curve is
also considered and studied in Figures 76 and 73daninutes of adsorption followed
by 30 minutes of desorption. The effect of altgrithe initial concentration is not
apparent on the maximum concentrations reachedyurd-76. However, increasing the

initial concentration resulted in higher loadingmthe solid monolith as shown in Figure
77.
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Figure 76. Effect of initial concentratiam gas phase concentration
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Figure 77. Effect of initial concentratiam loading
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6.3.3 Effect of regeneration temperature

The effect of regeneration temperature is testethercyclic breakthrough curve.
Testing the regeneration temperature involves cetating the parameters used in the
desorption process especially as most of thesenadeas are temperature dependent.
The base case is conducted at a desorption terapeEHt200°C as used up to now. The

other regeneration temperatures studied are 1508Q%0°C.
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Figure 78. Cyclic process at varying desorptiongeratures

As expected, increasing a regeneration temperadsidts in a faster desorption
time and thereby a shorter overall cycle time.adidition, the maximum concentration
reaches a higher value multiple of the initial cemtcation ¢; = 2000 ppmv) for a higher
desorption temperature. The maximum concentrateached 5.5 times the initial
concentration @ = 2000 ppmv) of the polluted gas upon desorptamntiie base case
having a regeneration temperature of 200°C and @nman of 6.7 times the initial
concentration @ = 2000 ppmv) was reached when the regeneratiopesture was
increased to 250°C as shown in Figure 78. Consdlgube loading decreased with the
increased regeneration temperature as can be sdagure 79. At higher regeneration
temperature, higher recovery of VOC is expected.
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6.3.4. Discussion of 1D cyclic process in the liagure

The cyclic process is not fully investigated in titerature. Two studies ha
been conducted otyclic process by Petkovs, et al (2007) and Grant and Rodrigues
(2008). The former study was conducted to recdarardous VOC using activat
carbon fibre cloth and w modelled using COMSOL & MATLAI while the latter
removed CQ from flue gas by mens of MAST activated carbon monolith and u
gRPOMS in modelling.

Petkovskagt al (20(7) successfully used the mathematical model of tR&A
process to investigate the influences of the kegrampnal parameters on the cyc
process performance. e simulations were conducted for varying desorg
temperatures breakthrough concentrations, suppltages and gas flow rates for 1
duration of adsorption and desorption half cyckestkovskaet al, 2007).

The results demonstrate clear influeiof the selected operational parameter:
the performance of the ESA system. It can be dsdltitat the increase of the desorp
temperature is favourable for the separation amiigation of the feed stream, as well
regeneration of the adsorbed pour, but undesirable for energy consumpti
Alternatively, the increase in the breakthrough casrration is unfavourable f
separation and purification of the feed stream, podd when regeneration of t
adsorbed vapour and energy consumption a principal importance. The increase

the supply voltage brings about superior energgieficy. The total vapour recovery
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around 20%. It increases with the increase ofthiéch temperature, the decrease of the
breakthrough concentration and with the increash@Supply voltage (Petkovsket, al.,
2007).

Grande and Rodrigues (2008) noted that their madkieal model described the
experiments with good precision. The experimedégdd illustrated that both adsorption
and desorption curves are not symmetrical, whiaginotibe precisely explained by the
mathematical model used in their work. This bebawvis attributed to the channels with
varying sizes in the boundaries of the honeycomb.

Grande and Rodrigues (2008) also observed thatyitie should be rearranged
and enhanced. The primary necessary enhancementhesve the regeneration step of
the cycle counter-current to the feed step. Anotimperative feature that should be
taken into account in the cycle is that VOC carnrdmvered in the electrification and
desorption step, but this desorption step shoultblb®ved by a purge to let the system

to cool down.
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Chapter 7

Three dimensional modelling

One of the principal objectives of this study ismmdel the ESA process in a
three-dimensional presentation. The reason bethisdobjective is to thoroughly study

the effect of the different parameters on the guigmr/desorption process.

7.1. 3D Considerations

7.1.1. Geometrical presentation

3D models have been constructed lately in the ditee because of the
advancement in computer capabilities and in mathiealasolutions to resolve intricate
problems. The geometrical presentation for modiglin 3D is handled differently from
one author to another, and several approachesoasdered in the literature. The 3D
geometrical presentation has a major impact on dtating the modelling equations and
boundary conditions.

For a single monolithic channel, different domatlas be addressed to represent
the 3D model in the gas and solid phases. Caetus, (2007) considered two axes of
symmetry to model the single channel as shown gurei 80, thereby decreasing the

channel to 1/4 of its size and reducing the contpmrtal time.
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Solid phase

Figure 80. Three dimensional spaces in the solibth@ monolithic channels (Cames,
al., 2007)

In a later study, Crittendert al (2011) considered symmetry in three axes and

reduced the channel to 1/8 of its size to lesserctimputational time of the solution, as

shown in Figure 81.

Gas flow

Gas phase

Solid ;;fm:.'t-

Figure 81. Three dimensional spaces in the solith@ monolithic channels (Crittenden,
et al, 2011)

Grande, et al (2006) presented two different configurations féneir
mathematical model: the first one retains the 3@upe of the configuration; while the
other considers variation only in the axial direnti Figure 82 is a schematic diagram of

both configurations.
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Figure 82. Breakthrough curves schematic modelhirane channel monolith: (a) 3D
model; (b) 1D model (Grandet al, 2006)

Ahn and Brandani (2005a) improved the height edeitatheoretical plate
(HETP) methodology by initiating a three-dimensiomaodel and developing a
straightforward HETP expression that consideredeffect of the monolithic wall at the
four corners. The authors also neglected diffusiotihe axial direction within the solid
and set the four corners (Figure 83) as an indepgndomain. In spite of these

adjustments, the mathematical result required séheurs of runtime to simulate.

1 : Mobile phase i ;
Gas flow| '
I A A
b
Corner of the
Side af the solid phase
solid phase

Figure 83. Rectangular channel (Ahn & Brandani,52)0
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For the current study, the geometrical presentadio@rande.et al (2006) was
not adopted due to the fact that it involved oygplag domains causing the need to fill
these domains with zeros. Also the geometricadgmation of Crittenderet al (2011)
was not suitable since it necessitated writingthatboundary equations at the diagonal
adding to the complexity of the problem.

The geometrical presentation presented by Ahn aadd&ni (2005a) and Camus,
et al (2007) was adopted for the current study. Onetlioof the monolithic square
channel is modelled as illustrated in Figure 84r fhis configuration, one gas domain
and three solid domains are included. The gas mloimane quarter of the overall gas
channel and is square in shape. The solid donraimesent also one quarter of the
overall solid domain. But this solid domain cotsisf one square corner and two

rectangular borders equal in shape as illustratédigure 84.

q3 ql

ql1

92 p22 Y

Figure 84. Three dimensional spaces in the soliit@ monolithic channel

7.1.2. Discretisation method

The effect of the geometrical presentation is mdy dimited to formulating the
3D model but also largely affects the discretisatiethod used in approximating the
solution of the differential equations, whetheisithe finite difference method (FDM) or
the finite element method (FEM). The discretisatmwacess utilized by FEM and FDM
differs. FDM is less robust for irregular shapeadies than FEM. FDM involves

approximating derivatives in a PDE and then solvimg algebraic equations. In FEM,
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the integral equation derived from the differentiguation is solved by assuming a
piecewise continuous function over the domain.

For the current study, FDM is used mainly as thecrditisation method. The
models of the software gPROMS are addressed by snehithe “method of lines”
numerical method. Discretisation of the distrilouéguations is performed with regard to
all domains thereby reducing the solution to a doatipn of differential algebraic
equations. In the main, the centred finite défere method (CFDM) is used. Grane,
al. (2006), on the other hand, used the orthogondaation on finite elements method

(OCFEM) to solve most of their problem.

7.1.3. Uniform and non-uniform channel geometry

Monolithic channels differ in dimension and form ilgstrated in Figure 85 of
the monolith side view. At the edge of the moimlthe channels are uneven, non-square
and smaller in cross sectional area than thoséetriside. To simplify monolithic
modelling, the performance of only a single charisetonsidered with the assumption
that all the channels are equal in size and shagéin and Brandani (2005b),
nevertheless, assessed the non-uniformity of therel to model the adsorption of €O
on square channel carbon monoliths and Crittenelesd, (2011) considered non-uniform
channel geometries in adsorbent monoliths to mtieeedsorption of VOC on a MAST
ACM.

Figure 85. Cross sectional area of MAST activastban monolith used in bench scale

column (Camusgt al, 2007)
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Crittenden,et al. (2011) concluded that the non-uniformities in roia sizes
resulted in broadening of the breakthrough curVee channel size distribution used in
the non-uniform channel model (NUCM) was broadantthe one observed for uniform
square channels. The NUCM produced a somewhatmilassend of the breakthrough
curve than that obtained by a uniform channel mgd€lM) and the experimental data.
One cause could be the fact that the effectiveusiibin coefficient utilized in the NUCM
is rather higher than that back-calculated by tliMJ Using the NUCM, the air flow is
slower in the smaller channels. Hence breakthrasigiot fully attained in these small
channels justifying the vaguely dissimilar loadifigsecasted by the models.

There is some uncertainty that deviations from oe&to channel are probable in
a monolithic adsorbent as the velocity distributititough different channels of a
monolith at steady flow rate is explained by a rarmistribution (Crittendenet al,
2011). Therefore for the current study, only umifachannels are considered, and hence

only one single channel is modelled.

7.1.4. Velocity profile

For the 1D model, the average channel velocity wsed and derived from the
volumetric flow rate over the monolith cross settibarea, as presented in an earlier
Chapter. Three-dimensional modelling of the gasnolel has previously demonstrated
that there is a small variation in the breakthroaghves for the following three channel
gas flow assumptions (Crittendezt,al, 2011):

» Developing flow
* Fully developed flow
* Plug flow

The equation for fully developed laminar flow irrectangular duct was derived
by Cornish (1928). This expression is then redudael to symmetry to the following
approximation, used in this study. The equati@rasents the parabolic velocity profile
for a square channel (Crittendet.al, 2011):

u(y, z) = guave(l—y—zj(l—z—zj (eq. 74)

4 a a
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As reported by Crittendemt al. (2011), the curves for developing flow and fully
developed flow are coincident. The curve usingpghgy flow assumption, on the other
hand, shows a longer time to breakthrough in corsparto the other two. Accordingly
to simplify the development of the NUCM model, th#ly developed parabolic flow
assumption was utilized in the study of Crittend=tnal (2011). This made the channel
flow model fully three-dimensional with regard teetgas concentration.

Grande,et al. (2006) used diluted gas where the quantity of dmbrgas is
extremely small in comparison to the amount of owihg gas into the column.
Therefore, the gas density was assumed to be conteughout the length of the
channel. The momentum equation was then reducea tonstant velocity profile
independent of the axial direction. The profilevefocity was totally developed over the
entire channel and expressed analytically by Ritcl (2002)

_APRY| lz _ iz
u_%tc[l (Fi”[l [R” (€a- 79

where
AP = pressure difference between monolith inlet amiiet Pa
g = gas viscosity, kgsm™
R« = single channel half-length in x direction, m
MW
=— eqg. 76

P RT, (eq. 76)
MW = gas molecular weight, g mbl
R = ideal gas constant, a K mot*
Ty = gas temperature, K

Both Grande,et al (2006) and Ahn and Brandani (2005a) considered a
completely developed velocity profile function yandz in the axial direction, and this
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consideration will be adopted for the current studsing the modified Cornish

expression.

7.1.5. Diffusion vs. dispersion

By definition, dispersion is caused by the couplofgconcentration difference
and fluid flow whereas diffusion is caused by ramdmovement of particles (Brownian
motion) suspended in a fluid. Dispersion with arabdispersion coefficient oflY,) is
strongly a function of position and independentcbémistry. Diffusion Dn,), on the
other hand, is independent of direction and strpgpendent on chemical interaction.
Dispersion also is much larger than diffusion. Bog current studyDa,yx is 24 times
larger thanDm, as axial dispersionDf,) amounts to 2.536 x T0m? s* and molecular
diffusion (Dmo) equals 1.04976 x T0om* s*. Diffusion is normally the progression in
which a component shifts through a concentratiadignt, and dispersion denotes the
mixing due to physical processes.

The amount of dispersion is lower in developingoegl profiles than in those
which are fully developed. This arises becauspedon is enhanced by differences in
the velocity of the fluid particles perpendicularthe main direction of flow. Diffusion
details the net flux of molecules from a regionhoh concentration to one of low
concentration. The result of diffusion is a graduating of material.

The 1D mass balance model developed in Chaptea%iadly dispersed through a
single square channel where the flow regime inctrennel is laminar. Therefore for this
1D configuration, the axial dispersion coefficig¢bY,,) is considered, as plug flow with
axial dispersion is assumed. The velocity praleelatively flat for laminar flow. A
dispersion coefficient is inversely proportional @odiffusion coefficient. The axial
dispersion coefficient for laminar flow can be cdéded by means of the Taylor relation
from the molecular diffusion coefficienDf,q).

Typically, Dy is used in most studies for 3D modelling in the ghase (Ahn &
Brandani, 2005a; Grandet al, 2006; Crittendenet al, 2011). Zabkaget al (2006),
however, used both,y in the axial direction anBn in the radial direction of the single
monolith channel gas phase equation. For the mustady,D,o in the gas phase will be

considered in the three directionsxpf andz
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7.1.6. LDF approximation

For the developed 1D model presented in Chapterebl DF approximation was
used to estimate the average amount of VOC adsanbiedthe surface of the activated
carbon. This assumption can also be applied wkealdping the 3D model. Crittenden,
et al. (2011) used the LDF approximation in their 3D nlotte estimate the average
loading. Zabka,et al (2006 & 2007) used a silica-based monolithic ooluand
transformed the mass balance of the monolithic mélawall into an LDF equation by
taking the average of the pore concentration througthe monolithic wall and adopting
the assumption of a parabolic pore concentratiofilprover the wall. Nikolajsen (2007)
in his thesis stated that "to avoid the complerityhe diffusion solutions it is common
practice to use the linear driving force (LDF) mbdéth an overall effective rate
constant. This approach eliminates the diffusiordehdor the adsorbent and assumes
that the overall rate of uptake is LDF". By adogtthis approach, the diffusion model for
the adsorbed VOC can be eliminated and the oveadl of uptake can be estimated
using the LDF expression.

The LDF approximation can also be used at the j[gwed. Koladeget al (2009)
studied VOC abatement using an adsorptive readm@revthe solid zone comprises the
adsorbent and the catalyst. The mass balancesestablished in the gas phase and the
solid phase where reaction and adsorption termg \weorporated. The reaction term
accounted for the reaction taking place at thelysttasite while the adsorption term used
the LDF expression to describe the intra-partickssntransfer. LDF is used to calculate
the rate of adsorption at the particle level wharenodified effective gas diffusion
coefficient is devised.

Grande (2004) in his thesis studied the adsorptbrivOCs (propane and
propylene) on to a zeolite honeycomb monolith aseduthe LDF approximation in the
gas phase continuity equation to account for theerdence among the bulk gas
concentration and the gas concentration at thengtavall surface. Later on, Grancd,
al. (2006) did not use the LDF approximation but oetyuated the mass fluxes at the
interface of the gas and solid. Adsorption wasoanted for in the mass balance
equation of the monolith wall, the adsorption tgkplace in the zeolite crystals inserted

into the ceramic monoliths. Ahn and Brandani (200&lso did not use the LDF
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approximation but only equated the mass fluxesatfiuid-solid interface and used a
linear adsorption isotherm to account for equilibri at the channel surface of the
microfabricated monolithic column.

In order to consider the adsorption at the micralesc additional
considerations/parameters are needed, such as Brekpression for the intra-particle
mass transfer and a modified effective diffusioeftioient for the rate of adsorption in a
particle. In conclusion, the LDF approach at tlas/golid interface remains a valid
approach and provides an overall approximationhef fate of adsorption in the solid
phase. Therefore, for the current study, the LDOdpreximation will be used in
modelling, especially since no adsorption datahatpgore level inside the monolith is
available. From the LDF approximation, the difusiinside the pores of the solid is
calculated using the diffusion coefficient knowitigat the amount adsorbed equals the
amount diffused within the solid.

7.2. ESA model development

7.2.1. Assumptions

A number of assumptions have been made in thela@went of the model.
Some of these assumptions are listed as follows:

* Gas phase in assumed ideal and the ideal gas latilized.

Gas is distributed uniformly in all the channelsheg monolith entrance.

Pressure drop is negligible.

Purge gas (B is not adsorbed.

LDF approximation is valid.

7.2.2. Mass balance equations in gas phase configtion

The 1D model presented in an earlier Chapter wasnded to 3D for the gas

channel. By adopting the LDF approach, the maksiba in the solid domain is reduced
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into the LDF equation at the interface of the gad the solid phases. The overall 3D

mass balance then amounts to the following equation

1 2 2

GC(; y.2) _ Dmol(azdxzy, 2), F'dxy.2), Fdxy, Z)] +(9uav {1_£J[1_§D(WJ -0

ox oy o7 4 a a
(eq. 77)
where
c = gas concentration, mol#n
t = time, s
Dmo = molecular diffusion coefficient, frs*
XY,z = position of column, m
Uwve = interstitial velocity, m$

The LDF equation approximates the average loaditigmthe solid as follows.

aq(x . —
9909 - g ()~ ) (eq. 78)
where
q = average loading within the solid, mol &g
qg* = surface concentration at equilibrium with thes gmol kg*
k = mass transfer coefficient

The adsorbed quantitg*) is in equilibrium with the gas and calculatedngsthe Téth

equation:
T
o))
where
b = affinity coefficient, P&
P = Pressure, Pa
qg* = surface concentration in equilibrium with thesganol kg*
Om = maximum solid loading, mol kg
t = parameter of Téth model
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c = concentration of DCM in gas, mol'm

Initial Conditions
For the adsorption:

ox,y.2)=¢,, a(x) =0 (eq. 80)

For the desorption:

c(x,y.2)=0, q(x)=q, (eq. 81)

Boundary Conditions

For the adsorption:

Dmol M = uave(C(O! y’ Z) - CO) (eq' 82)
X
ac(L,y, z)
———7=0 eq)83
o (eq)
ac(x, y,0)
——=—=0 ed)8
P (ed)
oc(x0,2) _ (€5)8
oy
ac(x, y,a) 1) aq(x)
D 27/ =_ = eg. 86
mol az [ Sjps at ( q )
5 dc(xaz)_ (1 ’ aq(x) (eq. 87)
mol ay as s at
where
W = a+t,m
as = geometrical presentation of area over volume, m
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For the desorption:

D w =u,(c(0y.2)-c) (eq. 88)
by - (ea)89
w =0 (€§)9
OC(E % 2o (@)
D, w = —(ijps aaa(tx) (eq. 92)
o, o). —[ijps 20 (¢a. 93)

7.2.3. Extended LDF approximation

The LDF equation at the interface is averaged afiched in the previous section
in one dimensional matrix. But in the 3D configioa presented in Figure 84, two
interfaces @11 & (o) are identified. Therefore, the LDF equation tenextended and
configured in 2D wherg;; is a function ok andz andqy; is a function ok andy. Or the
LDF equation is reduced further and bagth andgy, are defined in 1D as a functionof
only. Both definitions of the LDF equations aregented as follows fay; and gy,

respectively:

2D Interface:

B -0
99:0) - (g, (1) ) (eq. 95)
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1D Interface:

aatl;t(X) = k( . ()= an(X)) (eq. 96)
292 < g, (- ,4() (¢q. 97)

The adsorbed quantityg¥) is in equilibrium with the gas and estimated bg fhoth
equation:

2D Interface:
bPdx,a,2)/ p,

402201 b 0] (3.%9)
o by)=ap e (2099
1D interface:
G () = 0, . (EZ:((XZZ g (eq. 100)
A (X) =0, > (Ezj);;;zz g (eq. 101)

7.2.4. Mass balance equations in solid phase configtion

Once the equations of the gas phase are modellgPROMS, the degrees of
freedom settled, and a solution is obtained, tifilesion equations in the solid domains
can be introduced. By adopting the LDF approxiomtdiffusion inside the pores of the
solid is calculated using the diffusion coefficiekhowing that the amount adsorbed
equals the amount diffused within the solid.

The mass balances in the solid phase describeifttsioh of adsorbed DCM in
the solid phase and are presented by the followigqgations related to the different

domains @1, g2 & g3) presented in Figure 84
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aq,(x, v, 2) 5 ﬁ(azon(x, y.2) + (% y.2) + 0’g(x.y, Z)J (eq. 102)

ot ox’ ay,” 0z’
aqz (X, Y, Z) =D t azqz (X' Y, Z) + azqz (X’zy’ Z) + azqz (X'zy’ Z) (eq 103)
ot ° ox? ay, 0z,
0a(xy.2)_p (0alxy.2), Calxy.2), 0elxy.2) (eq. 104)
ot ¢ ox’ ay, 0z,
where
01,0, 0 = amount of VOC adsorbed, mol Kg
Dest = effective diffusion coefficient, fa*
Y1, Yo, V3 = axes of distribution domains, m
2, D, 2 = axes, of distribution domains, m
a.(x, y,a) =q,(x,y,a ) (eq5)0
qs(x’ a, Z) = qz(x’ a, Z) (QQGJ.O

Initial Conditions

c(x,y,2)=¢,, q(x¥,2) =0, q,(x,¥,2) =0, (X, y,2) =0, (eq. 107)

2D interface:

0,,(x.2)=0, g,,(x,y)=0 (eq. 108)

1D interface:

0,,(x)=0, q,,(x)=0 (eqg. 109)
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Boundary Conditions

D, 20Y.2 -, ((0y.2)-¢,), 2¥:D) g

mol ax aX

00,(0.y.2) _, 0a(L.y.2) _,
) " OX

00,(0.y.2) _ g 0a,(L.y.2) _
) ’ )

00,(0.y.2) _, 0a(L.y.2) _
) " OX

ac(x,y.0) _ 0 dc(x0,2) _ 0
0z T oy

9q,(x,y.0) _ 0 9q, (x W, 2) _ 0
0z, Loy,

00,(x0.2) _ 5 0, (x y.W) _
9y, oy,

00, (%, Y W) _ 5 06, (xW.2) _ |
0z, oy,

2D interface:

ot

oclx,a, z 1 09,,(x,z
Dmol (a ): _(_ ps q ( )
y a, ot
b 0%(xy.a) __(1)00,(xy)
0z, a, ot
b 9a(xa2) __(1)09,(x2)
oy, a, ot

1D interface:

ac(x, y,a 1) 90,,(x
Dmol (azy ): _(_jps q ( )
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(eq. 110)

(eq. 111)

(eq. 112)

(eq. 113)

(eq. 114)

(eq. 115)

(eq. 116)

(eq. 117)

(eq. 118)

(eq. 119)

(eq. 120)

(eq. 121)

(eq. 122)



p,_ 9clxaz) ac(x,a, z) (al jps 00,,(%) (eq. 123)

Deﬁ aqz(X Y, a) ( 1Jaq22(x) (eq 124)
0z, a ot

Deﬁ aql(X, a, Z) - _ i aqn(x) (eq 125)
ay, a, ot
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Chapter 8

Three-dimensional modelling result

8.1. Adsorption process simulation

The 3D model developed in Chapter 7 is used inatiod the breakthrough
curve of the adsorption process. This curve ispamed to the experimental data then
validated at different operating conditions. The @ofiles resulting from the 3D model

are also presented and evaluated.

8.1.1. Adsorption breakthrough curve

The 3D model developed in the previous Chapter ymesl the adsorption
breakthrough curve. Namely, the 3D model usingakiended LDF approximation is
used where the average loading at the interfa@eg,; dx, z2) andg.x(x, y). The resulting
breakthrough curve for the bench scale is comparatiat produced experimentally at
the University of Bath. The parameters are thagengin Table 3 of Chapter 5. Figure
86 shows how these two curves compare with eaddr.oth is clear that the gPROMS

3D modeled curve produces a good fit with the expental data.

162
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Figure 86. 3D modelled vs. experimental breakthhotigrves

8.1.2. Parameter estimation

Parameter estimation was conducted for the 3D modethe mass transfer
coefficient ). For the 1D model presented in an earlier Girajgt previous parametric
study was conducted and a value of 0.0068vas used for the mass transfer coefficient
(k). Parameter estimation is conducted in Figure hree values of mass transfer
coefficient (0.001 3, 0.0009 &, 0.0008 &) were tested.

1.2

1 —r

| //

[=]
L os
o
| e Experimental
04 e k = 0.0008 s-1
e k = 0.00087 5-1
0.2 - k=-0-0009-5-1
k=0.001s-1
0 - T T T T T
0 2000 4000 6000 8000 10000 12000

Time (sec)

Figure 87. Effect of varying mass transfer coedfintion breakthrough curves

Based on Figure 87, parametric estimation for tlessriransfer coefficient did

not produce a better value than the one used ilEhenodel. Therefore the value of
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0.0008 & predicted for the mass transfer coefficiekt i used in both 1D and 3D
modelling.

8.1.3. Validation at different operating conditions

The 3D model was validated at different operatimgditions from the one
presented in Figure 86 which was 7.2 | thinTwo other operating conditions (5 | riin
and 9 | min') were used in the validation process, as carrigdpeeviously for the 1D
model. Figures 88 and 89 show the predicted bineakgh curves vs. the experimental
ones, respectively.

1.2

I
0.8 /

UO
L 06
(S)

0.4 -

/ e EXPETIMeENtal
02 gPROMS (ke = 0.0008 s5-1)
{/ / —_gPROMS (ke = 0.0006 s-1)
0 : : " T T T
0 2000 4000 6000 8000 10000 12000 14000
Time (sec)

Figure 88. 3D breakthrough curve at 5 | thifte = 0.00087459°5& 0.00061552 9)

Figure 88 compares the experimental breakthrougiecat 5 | mift with the
predicted 3D curves at two mass transfer coefftsign= 0.000874595 & 0.00061552
s). These were the mass transfer coefficients desgelier in Chapter 6 for the 1D
model. As can be seen a mass transfer coeffioieit00061552 § produced a better
matching breakthrough curve with the experimenghd This was also the case for the
1D model.
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Figure 89. 3D breakthrough curve at 9 | thiix = 0.00087459§& 0.0008597 )

Figure 89 compares the experimental breakthrougtecat 9 | mif operating
condition with the predicted 3D curves at two mizgasfer coefficientsk(= 0.00087459
s’ & 0.0008597 3¥) tested for the 1D model in Chapter 6. The eftédhe mass transfer
coefficient is not apparent in the Figure, as rasglbreakthrough curves overlap.

Figures 87, 88 & 89 validate the developed 3D madi¢hree different operating
conditions and compare their predicted breakthroogtves with their corresponding
experimental data. The mass transfer coefficidigicts the breakthrough curves and
requires a parameter estimation study to set thassmeters at each operating condition.
This effect is mostly noticeable at lower flow teHenceforthk is set at 0.0008%sas it

was for the 1D model in Chapter 6.

8.2. 3D Profiles

The 3D model developed in gPROMS produces profibesconcentration and
uptake. These profiles correspond to the breautirccurve in the gas channel in the

three coordinates, the uptake at the interfacetamddsorption in the solid domains.
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8.2.1. Gas channel
The breakthrough curve resulting from the 3D modeath extended LDF
approximation is presented in 3D configuration igufe 90 in term ot/c, as a function

of time along the gas channel.
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9.2E-2
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Figure 90. Breakthrough curve xrdirection in 3D presentation fartc, (the vertical axis)

The same breakthrough curve is presented in Figlrbut in terms of absolute
concentrationd). The value ot reaches the initial concentratioty)(upon saturation.
The path of the mass transfer zone travelling ddvenlength of the column, denoted by

thex axis, is illustrated in Figures 90 and 91.
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Figure 91. Breakthrough curve xrdirection in 3D presentation far(the vertical axis)
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The breakthrough curve is also presented in Fig92sand 93 in terms of
concentration over thg andz axes, respectively. The concentration profilerabe y

axis or thez axis is uniform, as illustrated in the Figures.
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Figure 92. Breakthrough curve yrdirection in 3D presentation at end of channekfor

(the vertical axis)
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Figure 93. Breakthrough curve zrdirection in 3D presentation at end of channekfor

(vertical axis)

The fact that the concentration profile is unifoover they andz axes verifies
that the concentration gradient over these axeggdigible, and that the concentration

gradient over the length of the channel dominat&ensequently, using a simpler, one-
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dimensional model, which takes only account of ¢bacentration change in the axial
direction and assumes perfect mixing of the gasgatbey andz axes would be justified
for the current study.

Figures 94 and 95 illustrate the uptake along #rmgth of the column at the
interfacesg;; and gy, respectively. The average uptake at the intedas calculated
using the extended LDF approximation. The averagdihg reaches a maximum value
of 3045 mol i, which is lower than the ACM maximum loading oB®mol m®,
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Figure 94. Uptake;; (vertical axis) at the interface xdirection
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Figure 95. Uptake,, (vertical axis) at the interface xdirection
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Figure 96 shows the uptake along treis at theay,; interface at the entrance for
the column. Figure 97 also shows the uptake atbaeg axis at theg;; interface but at
the end of the monolithic column. Similar figures Figures 96 and 97 could be
produced for they,; interface along thg axis. These figures illustrate a uniform uptake
at the interface over the studied axis. The awerggjake at the beginning and end of the

monolithic column is affected by the travelling masansfer zone along the column.
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Figure 96. Uptake at the interfagg (vertical axis) ire direction at the beginning of the

column
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Figure 97. Uptake at the interfagg (vertical axis) ire direction at the end of the

column
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The average uptake at the interfaces is estimatédebLDF approximation based
on the concentration in the gas channel. The umify of uptake profile at the interfaces
over they and z axes conforms with the symmetry of the square wblan Also this
uniformity demonstrates that variation is only atvee over the length of the channel.
Again, using a simpler, one-dimensional model, Whakes account only of the changes
in the direction of the x axis, would be justifi the current study.

8.2.2. Adsorption in solid phase

As modelled in the previous Chapter, the 3D moadal be extended to account
for the adsorption in the solid domain. The sdamain was divided into three sections
as described in Chapter 7. These sections wereegtanglesd; andq,) and one square
gs- As detailed in the previous Chapter, the loadimgach section was calculated based
on the diffusion coefficientder) and the boundary conditions at the interfacegurgés
98, 99 and 100 illustrate the loading in each eastiof the solid d;, g, and qg),
respectively. As expected, the loadinggnand g, are identical due to symmetry.

Loading ingy, g, andgs reached a maximum of 3198 mo’m
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Figure 98.g; Uptake inx direction (vertical axis) in 3D presentation
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Figure 99.q, uptake inx direction (vertical axis) in 3D presentation
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Figure 100gs uptake (vertical axis) in 3D gPROMS modelling

As can be seen in Figures 98 - 100, the profileshef uptakes in the solid
domains are identical and their shapes match tfdgw of the overall uptakg;; anddyo,
but with different maximum values. The loading fjes of the three solid domains,
however, show a significant valley halfway down teegth of the channel. This valley
could be attributed to the fact that the executiotput reported that the iteration became
stuck during the execution of the process. Thablem arose from about= 0.05 m up
to aboutx = 0.08 m. Fronx = 0.08 m to the end of the monolith,= 0.103 m, the
problem did not arise.
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Figures 101 and 102 show the loadingjinn they andz directions, respectively.
The loading reached slightly different values ie tivo figures due to the configuration
of the rectangular solid sectiop. The loading reached a value of 3176 mdlimthey
direction and 3225 mol thin the z direction. These values are reasonable when
compared with the average loading predictedyatwhich amounted to 3045 moln
Similar figures can be produced fprandgs.
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Figure 1010, uptake in 3D configuration in the direction of thaxis
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Figure 1020, uptake in 3D configuration in the direction of thaxis
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The profiles ofq;, g2 and gz in they and z axes demonstrate the fact that no
loading variation takes place in the@ndz axes within the solid monolith. This outcome
is expected due to the use of the LDF approximatinah produces an average loading
since the loading in the solid domains are caledlatrom the effective diffusion
coefficient. Again this fact is expected as noiateon was observed in the gas
concentration in thg andz directions. Consequently, 1D modelling can besatered

sufficient to satisfy the conditions of the currstudy.

8.3. Desorption process simulation

The 3D model is also used to simulate the desorpgii@cess in configuration
using the parameters pertaining to the bench ssal@esented in Table 3 of Chapter 5.
From the 3D profiles of the desorption processyas observed that variation in the gas
phase concentration only occurred in the axialotivae (x). The desorption breakthrough
curves in both the y and z directions had uniforofifes. Also variation of the desorbed
average loadinggf; anddy,) from the solid to the purge gas was only occgriim the
axial direction and average desorption from thadsoionolith to the gas phase was
uniform in both they andz directions.

Desorption from the individual solid domaing,( g and gs), however,
encountered convergence issues. The predictedr8iidep for g1, g, and gz were not
very realistic. Convergence problems were alscoemered in the 3D profiles of
adsorption in the solid, as was seen in sectior®2 8Therefore, it can be concluded that
3D modelling in the solid domains was encounteroanvergence issues both in
adsorption and desorption. The convergence igsuke solid phase could be attributed
to use of the LDF approximation in the model. Tse of this approximation will be

discussed further in Chapter 9.

8.4. Conclusion about 3D modelling

Vis-a-vis the findings on 3D modelling presentedhis Chapter and the findings
on 1D modelling presented in Chapter 6, it can twecluded that no benefit is to be

gained by using 3D modelling for the current systehnterest. No variations in the
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and z directions were observed in the 3D profiles fothbadsorption and desorption.
Hence, the 1D model can be used effectively torpmét adsorption, desorption and the
cyclic process for the recovery of VOC on a MASThoan monolith. That is not to say
that 3D modelling would have no value in other mdhm adsorption processes or

systems. Further discussion on 1D vs. 3D modelliitigoe presented in Chapter 9.
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Chapter 9

Discussion

This Chapter discusses some of the findings predentthe previous Chapters,
especially, the comparison between the 1D and 3defspthe evaluation of the LDF

approximation, and the implication of the massgsfancoefficient.

9.1. 1D vs. 3D modelling

For the sake of this study, 1D and 3D modellingehbgen presented. Chapters 5
and 6 present modelling in the 1D configuration;ilefChapters 7 and 8 cover 3D
modelling. 1D modelling was initiated as a builglinlock in the development of the 3D
model. The 1D model was established for adsorptiesorption and the cyclic process.
3D modelling, on the other hand, was developecketpdientially more accurate although
it was found that 1D modelling was sufficient fdretcurrent study. This finding is
confirmed next.

9.1.1. 1D vs. 3D in gPROMS

The gPROMS modelled 3D breakthrough curve is coetpdao the modelled
gPROMS 1D curve, in earlier Chapters. Figure 108 nompares the 1D and 3D curves
to the experimental breakthrough curve. As casdan in the figure, the two gPROMS
curves coincide at their upper part, but the 3D @had a poorer fit as seen for the
beginning of the breakthrough curve. The coeffitseof determination for the two
curves are 0.9738 and 0.9728 for the 1D and 3Desymespectively.
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Figure 103. 1D & 3D modelled vs. experimental bteedugh curves

It can be seen therefore that 1D modelling presamsod approximation for the
experimental data without going through the troubte3D modelling which is more
demanding in terms of formulation. In addition, 3Bodelling is generally
computationally more extensive. For example, satioih took two seconds to run the
1D developed model in g°PROMS with a total CPU tmh®.203 seconds. On the other
hand, the simulation took 99 seconds to run then8idel including the solid domains
with a total CPU time of 81.277 seconds.

9.1.2. 3D gPROMS vs. 3D COMSOL

At the University of Bath, 3D modelling was condeatt using COMSOL
(Crittendenet. al, 2011). Figure 104 compares the experimenta déh the modelled
3D curves using both COMSOL and gPROMS. The medebreakthrough curves
coincide in their higher parts, but the gPROMS kile@ugh curve takes more time to
initial breakthrough. The COMSOL breakthrough @ustarts earlier. The coefficients
of determination for the two curves are 0.99413 ar@l728 for the COMSOL and
gPROMS curves, respectively.
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Figure 104. 3D modelled vs. experimental breaktghocurves

The COMSOL breakthrough curve seems to be slighglyer than the gPROMS
curve based on the coefficient of the determinatibhe gPROMS curve takes more time

to breakthrough but does not show the strong catycatvthe upper part of the curve.

9.1.3. 1D gPROMS vs. 3D COMSOL

The 1D model developed in gPROMS is next comparedhe 3D model
constructed at the University of Bath using COMSOIEigure 105 illustrates the
comparison between the resulting adsorption brealth curves along with the

experimental data.
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Figure 105. 1D modelled gPROMS, 3D modelled COMSGLexperimental

breakthrough curves
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The coefficient of determination is higher for t6®©MSOL breakthrough curve
(0.99413) than that of the 1D gPROMS model (0.9738pwever, the shape of the 1D
curve demonstrates less concavity at its uppergraltseems to fit the experimental data
better.

The difference between the two models could also alteibuted to the
discretisation method used. COMSOL Multiphysicétvgare uses the finite element
method (FEM). gPROMS, on the other hand, useditiite difference method (FDM)
for resembling the solution to the differential atjans.

The advantage of the 1D model remains in the feaatit can be developed into a
cyclic process of operation in gPROMS, unlike th2 Bodel developed in COMSOL
which is constrained by the COMSOL limitation inhsong the integral process. This
aspect has been reported by Petkoveka) (2007) who used COMSOL and MATLAB
in combination to simulate the TSA cycle (Petkoyskal, 2007).

9.1.4. Comparison with the literature

The literature was generous in supplying infororation 1D modelling in
comparison with 3D modelling which has only beemdiected in a limited number of
studies. Bonjouret al (2005), Claussegt al (2004) and Yuget al (2007) have all
claimed that under characteristic conditions usedhie monolithic column, a one-
dimensional model is adequate to describe the erpatal data because of the relatively
minor effect of concentration in the other coordésa(radial, y or z directions).

Ahn and Brandani (2005a) showed that it is feasiblenatch precisely the 3D
simulation results using a 1D model of adsorptiofhis was done by specifying an
equivalent system dimension. The computationak titmereby was reduced to one
second or less for a single channel breakthroudttcording to Ahn and Brandani
(2005a) several hours are required to get the nuaalesolution to the 3D model on a
high performing computer (Ahn & Brandani, 2005a 2005b).

Grande et al (2006) conducted modelling in different configimas for propane
and propylene adsorption in zeolite 4A honeycomimalith. A complete 3D model was

developed in addition to a simplified model to dése the adsorption step. A
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comparison between these models was conductedralling that the simplified model
could be utilized without losing precision but rethg significantly the computational
time (Grandeet al, 2006).

In a personal communication, Grande justified tise of a simplified model
instead of the 3D model: "Regarding the 3D mod&an give you some advices. First
one, try to avoid it! Unless you think it is comigly necessary, it will consume a lot of
your time and the results are not that differentrfrwhat you get with the simplified
model. In case you have to do it, note that you ewgerience two kinds of problems:
first one is related to code (you have to definees® domains filled almost with zeros).
The second one is a direct result of the first @o@vergence problems. You have lots of
zeros in one side (gas or solid), and on the atiter you have the same variable with its
maximum value. | have experienced them even haxiuagry slow kinetics of diffusion.
So it would not be a surprise to have convergenmoblems in “normal” cases." (C.
Grande, personal communication, May 21, 2011). cAs be seen from the previous
Chapters, Grande's advice is particularly pertinent

Perdanaet al (2007) used 2D and 3D models for kinetic modelafgNOXx
adsorption. The use of a 2D model was adequatgtuidy adsorption transport and
kinetics. The 3D model, in comparison with the Zaye similar concentration profiles
but in a 3D view despite its greater computatiaehands.

Crittendengt al. (2011), on the other hand, used 3D modeling amfirooed that
1D modeling is limited in predicting the performanof the monolithic column. The
authors confirmed the necessity to model the gasehonvection-diffusion in 3D, as the
maximum gas phase concentration exists on the middlis while the lowest
concentration exists in the corners (Crittendsral, 2011).

Two-dimensional (2D) model has been used in somdies to represent mainly
the solid phase influenced by the diffusion raetkovskaget al (2007) noticed that the
concentrations and temperatures change both inathal and radial directions.
Therefore, the use of a simpler one-dimensional ghatght not be justified in their
systems (Petkovskat al, 2007).

The adequacy of the 1D model in comparison to 2d 8D modelling is

debatable. Of course individual studies and theiresponding operational conditions
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differ. Nontheless for the current study, 1D mdtidgl is sufficient to adequately

represent the ESA cyclic process.

9.2. LDF approximation

The LDF approximation has been used throughoutstiidy in the development
of the 1D and 3D models. The LDF approximatioruged to estimate the average
amount of VOC adsorbed onto the surface of thevatetil carbon. Crittendeet al
(2011) used the LDF approximation in their 3D motkelapproximate the average
loading. Zabkaet al (2006 & 2007) transformed the mass balance otHamnel wall
into an LDF equation. Grande (2004) in his thesisd the LDF approximation in the
gas phase continuity equation to account for theerdence among the bulk gas
concentration and the gas concentration at thengasurface. By adopting the LDF
approach, the diffusion model for the adsorbed V@ be eliminated and the overall
rate of uptake can be estimated. The LDF apprdhehefore, reduces the complexity of
the model.

Other studies, however, have not used the LDF @ir thork. For example,
Grande,et al. (2006) only equated the mass fluxes at the irtert# the gas and solid.
Ahn and Brandani (2005a) also equated the masedlax the fluid-solid interface and
used a linear adsorption isotherm to account failiegium at the channel surface.

The LDF approximation can also be used at the j[gwel. Grandeet al. (2006)
used the LDF expression to account for adsorpticdhe zeolite crystals inserted into the
ceramic monolith wall. Koladest al (2009) used the LDF expression to describe the
intra-particle mass transfer in the solid zone emgassing the adsorbent and the catalyst.
LDF is used to calculate the rate of adsorptiorhat particle level where a modified
effective gas diffusion coefficient is devised. wver, in order to consider adsorption at
the micro-scale, additional considerations and rpatars are needed, such as an LDF
expression for the intra-particle mass transfer andnodified effective diffusion
coefficient for the rate of adsorption in a pa#icl

In conclusion, the LDF approach at the gas/solittrface remains a valid

assumption and provides an overall approximatiothefrate of adsorption in the solid
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phase. Therefore, for the current study, the Lppreximation has been used in both 1D
and 3D modelling. For the 3D model, the mass lz&lan the gas phase seems to be
adequate with the use of the extended LDF apprdiom#o estimate the average loading
in the solid, especially since no adsorption datthe pore level inside the monolith is

available. From the LDF approximation, the diffusinside the pores of the solid is then
calculated using the diffusion coefficient knowitigat the amount adsorbed equals the
amount diffused within the solid. However, the 8fiass balance in the solid phase

seems less adequate based on the 3D profiles pedserthe previous Chapter.

9.3. Mass transfer coefficient

The effect of diffusion is of vital significance toonolithic adsorbent simulation
and design. A precise understanding of the massfer coefficient is indispensable for
modelling and prediction of monolithic performanceThe effect of mass transfer
coefficient on the breakthrough curve is very imaot is comparison to the effect of
other parameters of the mass balance equatiomheHiglue of mass transfer coefficient
results in a steeper breakthrough curve indicagjreater loading onto the ACM, and
thereby a narrow MTZ that signifies a more effitiase of the monolithic channel.

Two main mass transfer mechanisms are taking phaaemonolithic channel; an
external mass transfer from the gas bulk to themélawall and an internal mass transfer
within the porous monolith. The controlling regimehether external or internal transfer,
depends on the geometric properties of the monalith the flow properties. Both the
external mass transfer from the bulk gas to the alithic surface and the internal
transfer related to the diffusion within the mottak pores must be considered.

As concluded in Chapter 6, the effect of exterredistance was found to be
negligible in comparison to the internal one, dmel dverall mass transfer coefficient was
therefore essentially a function of the internaé @nly. The dominating internal mass
transfer coefficient encompasses both molecular kknddsen diffusion. Molecular
diffusion calculated using the Chapman-Enskiog ggnaseems to be dominating based
on the analysis discussed in section 6.2.2 indigathat the dimension of the gas

molecules is much smaller than the pore diameBaseous collisions are more frequent
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than collisions of the DCM molecules with the pevalls, and ordinary bulk diffusion
occCurs.

In addition, the dominating internal mass transfeefficient is directly related to
the effective diffusion coefficient as approximatgdGlueckauf (1955) and Pattaet, al.
(2004). Both approximations relate the internaksnmansfer coefficient to the effective
diffusion coefficient using a geometrical transfation. In addition to the suitability of
the geometrical transformation, the effective diftun coefficient has a major impact on
the breakthrough curve.

For the current study, the mass transfer coefficieas estimated for the
developed 1D and 3D models based on a parametenaésh study. Neither the
Glueckauf (1955) nor the Pattoet al (2004) approximations predicted the best mass
transfer coefficient, probably due to the unsultgbiof their geometrical adaptations.
Instead, the best values of mass transfer coefficiere found by parameters estimation
methods (fitting of curves and the use of gPROMS).
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Chapter 10

Conclusions and Recommendations

Volatile organic compounds (VOC) are harmful aidlg@ants threatening the
public health, and activated carbon monoliths (ACA& considered suitable for the
recovery of low concentration VOCs from air streaimg the adsorption process.
Mathematical modelling of the adsorption/desorpfiwacess proposes a model that can
be applied on a prototype unit, like the one illatgd on Figure 106, for the recovery of

VOCs in the chemical industry.

Figure 106. First commercial ACM fast cycle solvesttovery unit (Crittenden, 2011)

The aim of this thesis is to control and manage ¥@Cair streams. Its objective

lies in developing and validating a process modelttie adsorption/desorption process,
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and its scope is to model the cyclic ESA processhe recovery of VOC namely DCM
using ACM from MAST Carbon Technology Ltd.

Mathematical modelling constitutes heart of thespreé work covering the basic
concepts of adsorption equilibrium and kineticspaging the modelling software and
selecting the modelling approach. One-dimensiomalelling was the building block for
the development of the three-dimensional modele ffodelling equations, parameters
and structure were constructed in 1D configuratignparametric study and parameter
estimation were conducted for the model differemtrameters. The adsorption,
desorption and cyclic modes of operation were testéinally, the model was validated
on the bench and pilot scales and for another ayp#OC. Three-dimensional modelling
of the adsorption process was then attained, am@spects differentiating 1D from 3D

modelling were covered.

10.1. Conclusions

A number of specific conclusions can be drawn fr@search presented in this
thesis:

» The 1D model adequately represents the experimdatalat the bench and pilot
scales, at different operating conditions, for thobmethane in experiments
carried out at the University of Bath and for afefiént type of VOC (toluene)
studied elsewhere.

e The 1D model is sufficient for the current study tepresent adsorption,
desorption and the cyclic process (from start-uhaut going through the
additional trouble of using 3D modelling which isrgrally more demanding in
terms of formulation and computation.

« The 3D model does not enhance the fitness of thakithirough curves to the
experimental data, as it gives uniform concentratgofiles in the y and z
directions indicating that no concentration gratien observed in directions
perpendicular to flow.

e This does not mean that the 3D model has no valather process applications.

What it means is that it has no particular valuehia study of VOC adsorption
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onto MAST carbon monolith under the conditions wp&riments carried out at
the University of Bath.

The LDF approximation is a valid assumption usethenmass balance of 1D and
3D modelling to adequately predict the concentraiio the gas phase without
going into a fundamental diffusion study within tid.

The mass transfer coefficient used in the LDF axpmation is directly related to

the internal mass transfer coefficient which isfduo be controlled mainly by

molecular diffusion inside the pore structure @ thonolith.

The values of the mass transfer coefficients ammdoby parameter estimation
based on their corresponding adsorption or deswrphireakthrough curves.
There is good consistency between values of adearpind desorption when

temperature differences are taken into account.

10.2. Recommendations

Based on the conclusions devised from the -curremdys the following

recommendations are proposed for future work:

The 1D model was developed in the current studyafsingle channel with the
assumption that all the channels in a monolith egeal in size and shape.
Crittendengt al. (2011), however, considered non-uniform channehggries in
adsorbent monoliths to model the adsorption of VO& a MAST ACM.
Therefore, it is recommended to develop the 1D mbdéher so that it can be
used with monoliths that have non-uniform channélfis model could then be
developed further to buildup a simulation of thi ¢ycle.

One of the major assumptions made in the presewlyss the use of LDF
approximation at the gas solid interface. Evenugfio an extended LDF
approximation was used accounting for the full @cef area of the interface, the
LDF equation remains an approximation. Thereftris, recommended to apply
the LDF approximation at the pore level by derivithg rate of adsorption at the

micro-scale level where a modified effective gdfudion coefficient is needed.
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e Another consideration is related to the parametesed in the modelling
equations. Petkovskat al (2007) used fixed parameters for both adsorpiach
desorption. In the current study, temperature d@pet parameters were
calculated for both the adsorption and desorptiepss To take these parameters
one step further, it is recommended to incorpoparametric equations within the
model to account for both concentration and tentpegavariations. In addition,
incorporating parametric equation within the cyehiodel enhances the prediction
of heating and cooling curves. For example, tlusteyic heat of adsorption
equation needs to be incorporated in the mode§hen, et al (2011) reported
that the isosteric heat of adsorption varies with surface loading. It was also
demonstrated in this thesis that the mass transbefficient is temperature
dependent, and its value needs to be adjustetidarhtanging temperature profile
during regeneration.

* Finally, the energy balance used in modelling waisved based on a number of
assumptions and limitations. A number of terms iaduded in the energy
balance, among which is a term that characterizestype of heating used in
regenerating the ACM. The adsorption process usélte current study is ESA,
a specific type of TSA. In order to specify theattic heating of the process in
comparison to thermal heating, a volumetric power) (term should be
incorporated into the energy balance. This terra @mitted in the current study
due to the unavailability of the experimental da¢aded for this term. Therefore,
it is recommended to measure and collect the @attresistivity, voltage and
current in future experimental work to incorporatectric heating in the energy

balance.
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"We shall not cease from exploration
And the end of all our exploring
Will be to arrive where we started
And know the place for the first time."

T. S. Elliot
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