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Atomistic modelling of perovskite solar cells

by Federico BRIVIO

This thesis focuses on the study of hybrid perovskites properties for the purposes
of photovoltaic applications. During the almost four years PhD project that has
lead to this thesis the record photovoltaic efficiency for this technology has in-
creased from 10.9% to 22.1%. Such a significant pace of development can be com-
pared with few other materials. It is for this reason that hybrid perovsites have at-
tracted impressive research efforts. We approached the study of such unique ma-
terials using computational ab-initio techniques, and in particular Density Func-
tional Theory. We considered different materials, but most of the attention was
concentrated on MAPI (CH;NH,Pbl,).

The results are divided in three chapters, each exploring a different material prop-
erty. The first chapter reports the electronic structure of the material bulk, sur-
faces, and other electronic-related properties such as the rotation barrier for the
organic component and the Berry phase polarization.

The second chapter focuses on the vibrational properties primary employing the
harmonic approximation but also extends to the quasi-harmonic approximation.
The outcome of these calculations permitted us to calculate theoretical IR and Ra-
man spectra which are in good agreement with different experimental measure-
ments. The quasi-harmonic approximation was used to calculate temperature
dependent properties, such as the Griineisen parameter, the thermal dependence
of heat capacity and the thermal volumetric expansion.

The third and last chapter reviews the thermodynamic properties of binary halide
compounds. The cobination of ab-initio calculations with the generalised quasi-
chemical approximation has allowed to study the stability of mixed composition
perovskites. The results certified a set of stable structures that could stand at the
base of observed phenomena of photo-degradation of hybrid perovskite based
devices.

All three chapters have been written to understand the chemical and physical
behaviour of hybrid perovskites and to extended and contribute to the under-
standing of experimental work.
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Chapter 1

Introduction

1.1 From fossil fuels to photovoltaics

1.1.1 Energy landscape

Energy is one of the basic requirements of the human society. The technological
improvement of production, storage and distribution of energy drives human
evolution and influences the environment, politics and the economy.

Energy is not simple to define. From the simplest thermodynamic point of view it
is a measure of an object’s capability to do work. More generally, it is a property of
bodies that can be only transformed or converted to other forms, but not created
nor destroyed.! In the arena of human activities energy is the medium to power
devices, enable transport and produce goods.

Nowadays the main sources of energy are fossil fuels (oil, coal and natural gas):
together they sum up to more then 80% of world consumption,? while the re-
maining are nuclear power, hydroelectric power and other renewable sources of
energy.

This imbalance leads to political issues and environmental problems. It is there-
fore clear that a new, more sustainable source of energy is needed. In the next
paragraphs we will present a more detailed overview of fossil fuel issues, and
propose photovoltaic as a valid alternative.

1.1.2 Fossil fuels

Fossil fuels originate from the organic mass that has accumulated in a particu-
lar zone of Earth and has been processed by micro-organisms,** although some
abiotic theories had been presented.” At the moment fossil fuels represent the
largest source of energy for human activities*® and they can be consumed to pro-
duce mechanical work or electricity. Exploiting fossil fuel involves powering a
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Levelized Cost of Electricity in € per kWh

Source: Fraunhofer ISE, Germany November 2013
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FIGURE 1.1: The chart reports the cost spread per kWh in € for different en-

ergy sources in Germany.!! We can observe that renewable energy are in general

more expensive than fossil fuel, but especially wind generated electricity can be
competitive. Image taken from reference.!!

combustion engine or a turbine whose efficiency is:

_ workdone Qi — Qout
= heat absorbed Qin

(1.1)

where ();, is the heat provided to the system and @), is the output of the process.
In an engine, or in a power plant, this process is far from ideal and lot of heat is
dissipated limiting the overall efficiency to about 40%.”~'° Even if the efficiency
is low, fossil fuels have flourished due to their competitive cost. In Figure 1.1 is
reported the energy cost for energy production in Germany'! for the year 2013,
as example.

Since the industrial revolution the consumption of fossil fuel has increased steadily
but it is not easy to assess when the reserves of different resources are going to
be depleted.'*® According to different studies the reserves could last for some
decades, or at most one century with coal to last the longest,® but these predic-
tions can be affected by the discovery of new fossil fuel sites or future economical
and political scenarios.'

Wiirfel® estimated that the maximum amount of fossil fuel present on earth is
about 35 times the actual known reserves, leaving margin for the discovery of
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new reserves. This figure is based on the coarse assumption that all the oxy-
gen and organic material present nowadays in the atmosphere is the result of
photosynthesis.'® The primordial Earth’s atmosphere had a reductive character
(i.e. it was rich in CO,) without any significant presence of gaseous oxygen; O,
was produced along with carbohydrates accordingly by photosynthesis as:

n(HyO + COs) — CypHonOp + nOs 1 (1.2)

This type of processes transformed the CO, into oxygen, which was released into
the atmosphere, and organic material that ultimately contributed to the formation
of fossil fuel.

The large discrepancy between the known reserves of fossil fuels and the theoret-
ical limit could support the research of different and new sources of oil, coal or
gas. If these resources were available, energy would be produced with the inverse
reaction shown in equation 1.2. To obey conservation mass law, the use to com-
pletion would consume all atmospheric oxygen with tragic consequences for life.
It is clear that in the long term fossil fuels are not, and can not be, a sustainable
source of energy regardless of their availability.

1.1.3 Global warming and pollution

The concerns about the use of fossil fuels are not limited to their scarcity, but to
the production of Green House Gases (GHG) and CO, in particular.!”

Increasing atmospheric concentration of CO, has many environmental impacts,
such as raising global temperatures' and acidifying the oceans.’*?® A proof of
anthropogenic effects on the atmosphere comes from the atmospheric concentra-
tion of CO, that surpassed 400 ppm,?! effectively providing confirmation that the
upward trend which started with the industrial revolution is real? as pictured in
Figure 1.2.

We explained in the previous sections how photosynthetic organisms transformed
the initial CO,-rich atmosphere into an oxygen-rich. Combustion of fossil fuel in-
verts this process and induces, among other effects, a rise in the average global
temperature.

If Earth had no atmosphere, its temperature would be the result of the balance be-
tween energy absorbed and the energy reflected by the surface. The atmosphere
only partially reflects* the radiation with a consequent rise in temperature sim-
ilar to what happens in a green house. The green house effect is mostly due to
the IR-reflectance of CO,.>>?® Early estimations® forecast an increment in mean
surface temperature in a range of 1° to 5°C. This trend has been verified on a
long timescale, back from data availability.28 The temperature trends, obtained as
averages over different time interval, are reported in Figure 1.3.

Most recent data show a hiatus in temperature raising that different authors®*2°

suggest is due to compensating effects and biased estimations.
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Carbon dioxide level from the Law Dome Ice Core
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FIGURE 1.2: Historical CO, atmospheric concentration as measured from the
Law Dome DEO08, DE08-2, and DSS Ice Cores. Image taken from reference.??

Temperature anomaly (K)
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FIGURE 1.3: The continuous line reports the global mean surface temperature

variation with respect to 1960-1990 average per year, while the dashed line is a

smooth fit to this trend. The graphic also shows the linear tread over periods of

15 years. This trend is reported in blue if the 15 year trend is steeper than the
long term average, red otherwise. Image taken from reference.?
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The rise of mean temperature leads to biological undercompensation and could
ultimately melt the west Antarctic ice sheet,® which would also result in a av-
erage raise of global sea level of 5 meters.>” Besides, the increase of temperature
would also result in effects with positive feedback such as the increase of water
vapour concentration.®

In terms of environmental impact another important effect regards the acidifica-
tion of the oceans. Approximately 50%" of the atmospheric CO, is dissolved in
the ocean according to:

COyaimy == COypy + H,O == H" + HCO;~ == 2H" + CO*".  (1.3)

atm)
This acidification has negative effect on the microscopic flora with a reduction of
photosynthesis®*.

In general fossil fuels are not pure and do not undergo perfect combustion, this
lead to the production of other toxic gasses as CO, SO,, NO,, etc. .¥? These gases
contribute to the greenhouse effect and represent a hazard for human health with
economic repercussions.*#4!

1.1.4 Fossil fuel alternatives

The greenhouse effect is highly debated for political reasons, but there is an over-
whelming scientific consensus** that human activity is changing the climate of
the globe. As explained in the previous section the main reason of climate change
is found to be GHGs. To invert this trend it is necessary to change the energy pro-
duction paradigm. Historically fossil fuels have dominated the market due to
their lower price,***” but in the recent past the gap is closing as pictured in Figure
1.4.

Substitution of fossil fuel is not a simple task but different alternatives are avail-
able:

e wind

photovoltaic
o tidal

biomass

hydroelectric
e nuclear

From 1973 to 2013, according to the International Energy Agency,* the world’s
energy supply more than doubled. There has been a significant decrease in oil
consumption compensated by the growth of natural gas and coal, which we saw
are the most abundant fossil fuels. All the data are collected in Figure 1.5.

Nuclear power plants represent a possible way to reduce the emission of GHG,
but nuclear waste disposal is still a technological issue and the general production
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Components of levelized cost of energy

Type Technology
Alternative Onshore Wind I | B Capital Cost Average
Solar PV Utility 1 B Fixed O&M Average
Biomass Direct s M variable O&M Average
Geothermal I B Fuel Cost Average
Microturbine o e
Solar Thermal I |
Fuel Cell s
Solar PV Rooftop C&l |
Solar PV Rooftop Residential [N
Battery Storage U Average [
Conventional Gas Combined Cycle I
Coal ~ am
Nuclear .
i6cC  Em
Gas Peaking I

Diesel Generator

1
E

$50 $100 $150 $200 $250 $300
Levelized Cost ($/MWh}

FIGURE 1.4: Summary of the normalised cost of 16 different energy sources, di-
vided per component. The data are taken from Lazard’s Levelized Cost of En-
ergy Analysis, Version 8.0, September 2014. Image taken from reference48.

declined in the last two decades at advantage of wind power as reported in Figure
1.6.%

Part of the fall of nuclear power started in 2011 after the disaster of Fukushima,
Japan®'. Nonetheless, to reduce the impact of radioactive waste, different cleaner
and safer reactors have been proposed,”™ in particular based on different fissile
materials such as thorium, but even with these technologies various concerns on
process safety are still present™.

Even if nuclear power could be a solution to reduce the production of CO,, such
power plants are based on the exploitation of nuclear fuel whose amount is limited*
and there is not a clear solution for the waste.

A long term sustainable form of energy has to be based on resources that are
almost inexhaustible. Hence, to obtain a virtually endless source of energy;, it is
necessary to exploit the natural phenomena that spontaneously occur in nature.
These phenomena include wind, sea currents, water flows and light.

Actually hydroelectric power plants were the first source of renewable energy,
and every year they contribute to the 2.4 % production of world energy supply.*’
Other technology such as wind generators, or tide power plants cover a smaller
fraction of world energy production but are growing.”*>®

One problem of renewable energy sources is the need for large infrastructures
that often exploit the landscape and have a negative impact on the environment.
For example, hydroelectric plants require the construction of a basin and a dam
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World' total primary energy supply (TPES) from 1971 to 2013
by fuel (Mtoe)

14 000
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1973 and 201 3 fuel shares of TPES
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a Other®
Hydro and waste Other® 10.2% 1.2
1.8% Hydro
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1. World includes international aviation and international marine bunkers.
2. In these graphs, peat and oil shale are aggregated with coal
3. Includes geothermal, solar, wind, heat, efc.

FIGURE 1.5: Comparison of world total primary energy supply between 1973
and 2013. The data are reported in toe, tonne of oil equivalent. One toe is equiv-
alent to 11.65 MWh. Image taken from reference.*’
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Variation in Global Electricity Production from Nuclear, Wind and Solar

TWhiy Variations in Global Electricity Production Compared to Reference-Year 1997
800 from Nuclear, Wind and Solar Photovoltaics
(in TWh/y)
700
600
==Wind

500

==Nuclear 415

400 —=Solar

300

200

100

1 a4 18 30

=100 *
1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013

Sources: BP, IAEA-PRIS, MSC, 2014

FIGURE 1.6: Evolution of global electricity production from nuclear wind and

solar power plants. Image adapted from reference.

that significantly impact the environment and the local micro-climate.”® An-
other example is wind turbines: they are often accused of ruining the natural
landscape of large areas, being towers of more than 100m in height.®!

A general limitation on employing natural phenomena arises from their lack of
consistency. This induces a non-constant production of energy that is affected
by daily or seasonal regimes. The presence of such time schemes makes man-
agement of the overall electricity production difficult and requires a mixture of
resources to provide energy in a constant manner.

At this point of discussion it is worth noting that all of the fossil fuels, the move-
ment of huge mass of air and most of the Earth natural phenomena depends on
the energy irradiated by the sun. Smill in 2005 estimated that the total human
mean power consumption per year was 13 TW (18TW in 2015,*) while the sun
was providing 122 PW dwarfing the human demands. Energy is not equally dis-
tributed on Earth’s surface and an annual average of sun irradiation is reported
in Figure 1.7.

1.2 Photovoltaics

1.2.1 Motivation and background

Among all the alternative sources of energy, in this work we consider the direct
exploit of solar energy, through the photovoltaic process, to produce electricity.



1.2. Photovoltaics 9
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FIGURE 1.7: Annual average of energy irradiated on Earth by the sun. Image
taken from reference.®®

Photovoltaic devices have some critical limitations, but in the last decade they be-
came the fastest growing alternative source of energy.*’ The total annual energy
demand by human activity in 2013 equals 157PWh,* equivalent to an annual-
mean power usage of 18 TW. The total human supply of energy could be ob-
tained only converting a fraction of the sun’s energy that irradiates the Earth’s
surface. In order for photovoltaics technologies to be competitive economically,
some problems must be solved.

The first issue regards the fact that human activity relies mostly on non-electric
form of energy, and electricity constitutes of roughly 30% of human energy con-
sumption.* A photovoltaic-based energy revolution needs a shift of paradigm
toward electrically powered devices to be possible.

The second issue is linked to technical aspects of photovoltaic panels. In partic-
ular, due to the daily and seasonal oscillations of solar irradiation, photovoltaics,
need to be paired with other sources of energy, or with storage systems.

An indirect consequence of these issues is the need for an electrical infrastructure
able to respond to different load of consumption. On this side of the story a posi-
tive sign arrived in 2015 when during the total solar eclipse the European produc-
tion with photovoltaics resisted to the abrupt change in light irradiation without
major consequences.®* The resolution of such problems would make photovoltaic
even more competitive, but nowadays photovoltaic is already a valid alternative
source of energy. In particular, historically a lack of competitiveness was of eco-
nomical nature, but the prices have steadily dropped as reported in Figure 1.8.
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Median Reported Installed Prices of Residential
and Commercial PV Systems over Time
§14 5 Residential & Commercial PV
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FIGURE 1.8: Electricity price evolution in US for commercial photovoltaic pro-

duction. Since 1998 every year the price of photovoltaics devices dropped in
average of 7 %. In the last year this trend has been dominated by the price of
large systems, while the average module price remained constant.Image taken

from reference.®®

1.2.2 Device generations and evolution

The photovoltaic evolution is captured by the National Center for Photovoltaics
(NCPV) at the National Renewable Energy Laboratory (NREL). They certified
and collect the data for research-cell efficiency that are reported in Figure 1.9.
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Historically the photovoltaic technology are grouped in three main generations®

and, in fact, it is possible to divide the cells reported in Figure 1.9 in three main
areas. This division reflects the historic evolution of research to develop better
technologies and reduce the effective cost of cells.

The term First-generation is usually associated with the first solar panels that were
based on bulk semiconductors p-n junctions. This class of solar cells occupies the
actual high efficiency part of the NREL chart, and are based on silicon or gallium
arsenide (GaAs).

Second-generation of photovoltaics panels are based on similar mechanism, but
employ thin-film materials. Thin film cells allows easier production, and, in gen-
eral, a reduction of costs.””! They represent a mature technology, and appear in
the contemporary central-upper part of the NREL Chart.

Third-generation solar cells include frontier technologies and exploit molecular or
nanostructures properties. The main examples of this cell are the organic bulk-
heterojunction solar cell, and the dye sensitized solar cell (DSSC). The former are
based on a photoinduced charge transfer between soft materials’?. The latter are
more complex systems where a light harvester is chemiadsorbed on a semicon-
ductor (typically TiO,).” At this interface a charge transfer between the excited
state of the molecular light absorber and the conduction band of the semiconduc-
tor occurs, which leads to the formation of the photoelectric voltage.

1.3 Physics of solar devices

1.3.1 Electronic levels

Materials can be distinguished according to the shape of their electronic density
of states (DOS) that originates from the overlap of electronic orbitals as pictured
in Figure 1.10. The main parameter is the energy difference between the conduc-
tion band (CB) and the valence band (VB). This band gap represents the minimum
energy needed to excite one electron in an excited state, and it determinates the
principal optical and electronic properties.

At absolute zero, the electrons occupy only the lowest energy bands and the en-
ergy of the highest energy electron is called Fermi energy (Er). When the temper-
ature is increased some electron are promoted to levels with energy larger than
Ep. The probability for an electron to occupy a state with a specific energy at a
given temperature is determinate by the Fermi distribution:
-1

fo(E, 1. T) = (eFot 4 1) (1.4)

The Ef is meaningful only at 0 K, at higher temperature for a system in ther-
modynamic equilibrium, it is more appropriate to introduce the Fermi Level or
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FIGURE 1.10: Panel a) reports an atom with the distribution in energy of the
levels, each one can host 2 electrons with different spin. The energy difference is
larger for lower energy levels, and decreases going upwards. Panel b) show to
atom interacting. Some electronic levels remains on the single atoms, but others
interact originating bonding levels. Panel c) show more atom interacting. The
level originates from the interaction are very similar in energy, and the system is
described through a density of state (DOS) instead of some specific levels.
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electrochemical potential, ;.. This is an ideal energy level, with occupancy proba-
bility of 50%. For an non-doped insulator or a semiconductor at 0 K it lies at the
center of the band gap.

In order to move, electrons need to have enough energy to have access to empty
states. According to 1.4, if the probability to occupy a state in the CB is negligible
at room temperature, the material is an insulator. Otherwise, if the band gap is
smaller, electron can be thermally or optical (an optical excitation is due to light
absorption) excited and the material is a semiconductor.

Metals do not have a band gap, CB and VB are continuous and form one partially
tilled band. In this case electrons at higher energy have access to empty state.
These electrons are free to move, and their collective motion results in a current
when a bias is applied.

1.3.2 Semiconductors

In the previous section when we described the behaviour of an electron promoted
from a state to another, we did not consider that the electron leaves behind a va-
cancy. The presence of an electron in the excited state is connected to the existence
of a correspondent vacancy which behaves, by any mean, as virtual particle. This
virtual particle is called hole, and it has a behaviour similar to the electron, but
with opposite charge. The introduction of holes permits to simplify the descrip-
tion of the collective response of the VB electrons to the promotion of one of them
to the CB. This allow to describe the process with the dynamic of a single particle.
Because each hole corresponds to an excited electron for an intrinsic semiconduc-
tor, their concentration is also determined by equation 1.4.

The concentration of holes and electron controls the behaviour of the material.
One method to tune these parameter is the doping, i.e. adding atomic impuri-
ties, which results in the introduction of extra states in the band-gap. Doping
concentration are of the order of 10'" impurities per cm?, a quantity that inter-
feres enough to change the occupation probability, without significantly alter the
electronic structure”.

Impurities with more electrons than the host material (n-doping) introduce filled
levels below the CB. The presence of electron with higher energy shifts upwards
the Fermi level. This lead to a concentrations of electrons promoted from the
impurities levels to the CB larger than the holes in the VB. Upon excitation of
electron, in fact, the holes remain trapped in the intra-gap states and can not
participate to the conduction.

Analogously when the impurities have less electrons (p-doped), they will create
empty states in the band gap above the VB, with a resulting lowering of the Fermi
level. Electrons are then excited to these levels rather than the CB. The two situa-
tions are represented in Figure 1.11.

CB Electrons and VB holes are subject to an attractive Coulombic force, which
results in the relaxation of the electron in its starting level with the annihilation of
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p-doping n-doping

FIGURE 1.11: Schematic of p (left part of the image) and n (right part of the

image) doped semiconductors. The p doping induces the inclusion of empty

states above the VB with a consequent downshift of the Fermi Level toward the

VB. Contrary in the n-doped case the presence of filled stated below the CB shift
upwards the Fermi level.

the hole, with a process called recombination. In general, the product of the con-
centration of holes and electron is constant. This result in a dynamic equilibrium
at a certain temperature as regulated by the Fermi distribution.

To generate electricity this equilibrium must be broken with the introduction of
a potential that puts the charge in motion, avoiding their recombination. For the
scope of photovoltaic this perturbation is achieved by illuminating the material.

1.3.3 p-njunction photovoltaics

We mentioned that the promotion of electron to the CB can be performed by the
the thermal excitation, but in most cases this excitation is not enough to promote
electrons. For semiconductors with a band gap in the order of 1 eV the electron
can also be promoted with visible light whose photons have energy that belongs
to the interval 1.5-3 eV corresponding to wavelength of 400-700 nm.

Photons with energy larger than the band gap can scatter with an electron pro-
viding enough energy to promote it in the CB.

The promoted electron increases the conductivity of the materials since the CB
becomes partially filled similarly to a metal. The same effect happens for holes
in the VB. To generate a current it is then necessary to apply a bias. This can be
achieved with an external field as in a photodector, or by an inner driving force.
The latter is the case of photovoltaic devices where a driver-force can be created
by building an interface between a metal and a semiconductor (Schottky junction)
or between two semiconductor with different doping.
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. Depletion .
p-region Zone n-region
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FIGURE 1.12: Schematic of a p-n junction in open circuit condition. At the in-

terface the charges migrate from the n-doped region to the p-doped region. The

region where this process happens is called depletion zone and the charge diffu-

sion lead to the accumulation of charges on the two sides of the junction that
results in the band bending pictured.

If we create a junction between a p-doped and a n-doped semiconductors there
will be a mismatch between the Fermi levels of the two materials. Doing so intro-
duces a potential difference that drives the electrons rearrangement with a con-
sequent change in the electrostatic potential.

The presence of a field perturbs the electronic structure. To keep the Fermi level
constant through the material a shift of the band energy occurs followed by the
bending of the bands in correspondence of the interface in order to remain con-
tiguous. A simplified version of a p-n junction is schemed in Figure 1.12

The bend and the shift of the levels lead to the formation of empty electronic
states at a lower energy in the p-type semiconductor and higher energy holes
states in the n-type. Therefore it is possible for electrons to diffuse in the p-type
part to minimize the energy and analogously the holes diffuse in the opposite
direction.

Once the electrons flown in the p-type semiconductor, they recombine with the
p-type defect present in the materials, while the opposite process happens in the
n-type region. This led to an accumulation of negative and positive charges at
the two side of the interface: positive charges in the n-type semiconductor, and
negative charges in the p-type. This gives rise to a field that opposes to the charge
flow. The equilibrium is reached when the field is large enough to block the flow
of the charges. This field extends for few pm across the interface in a zone called
depletion zone where all the charges are trapped and can not move.
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The equilibrium is broken if a photon with energy larger than the band gap will
be adsorbed in the depletion zone. In this case one electron is promoted to the CB,
leaving an hole behind. In a single semiconductor, after the excitation, the elec-
tron and the hole would recombine, but in this case due to the presence of the p-n
junction the charges are separated by the interface field and can not recombine.

In an open-circuit condition (the extremes of the cell are not connected) contin-
uous light determinates an accumulation of charges until the interface field is
cancelled. This results in a change in the Fermi level at the two sides of the junc-
tion. In this case since the system is formally not in equilibrium the level is called
quasi-Fermi level rather then Fermi level.

Because the charges accumulated at the two sides have different sign, the levels
in the material split. This induces a difference in the potential: the photovoltage,
which stands at the base of a working solar cell. Once the two sides of the semi-
conductor are connected to a circuit (close circuit), the photovoltage set in motion
the charges.

This is the general behaviour of a solar cell based on a semiconductor p-n junc-
tion. We can highlight three main mechanisms: light absorption, charge separa-
tion due to the formation of a photo-bias, and charge conduction.

Most of photovoltaic technologies had been based on semiconductors, until the
same mechanisms were mimicked with molecular systems.

1.4 Dye sensitized solar cells

The electronic bands are the result of the overlap of atomic orbitals which extend
in the whole crystalline system. This statement does not hold in molecular sys-
tem: the overlap is localised on a single molecule. Intermolecular conduction is
more difficult to achieve and electrons /op between molecules rather than diffuse
in the material.

Even though the hopping process is more difficult than diffusing, it is possible to
build a photovoltaic devices exploiting molecular levels. The most representative
examples are the Dye Sensitised Solar Cells (DSSC) and the bulk hetero-junction
organic solar cells.

1.4.1 Structure of DSSC

We focus here on the DSSC. They have been firstly developed in the "70s with the
work of Fujishima” but they became popular in the early "90s with the work of
Grétzel and O’'Reagan”. The first cell they developed achieved an efficiency of
about 7% and started a whole area of research, with thousands of publications as
shown in Figure 1.13, making Grétzel one of the most cited living scientist.
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FIGURE 1.13: Citation report for the keyword "DSSC" according to Thomson-
Reuters Web of Knowledge. Updated to June 2016.

& Counter Electrode

FIGURE 1.14: Working mechanism of DSSC. The light is absorbed by the dye that

lead to electron-hole separation. The electron is then injected in the TiO, layer

and enters the electronic circuit while the hole left in the dye is reduced by the
electrolyte. Picture taken from reference.”®

In DSSC the light collection, the charges separation and transport instead of hap-
pening in a semiconductor p-n junction, are performed by three different materi-
als as pictured in Figure 1.14.

The setup and the concept behind DSSC is simple. The main part of the device is
composed by molecules (the dyes) chemi-adsorbed on a porous semiconductor.
This semiconductor is then immersed in an electrolyte that permit to close the
circuit.

The semiconductor is usually a nanostructured mesoporous layer of TiO,. The
morphology of the mesoporous phase has a critical role since its large surface
allows to maximise the amount of dye adsorbed. From an electronic point of view
titanium dioxide has a large band gap (in the domain of UV spectra) that reduces
the recombination between the holes and the electrons leading to a good charge
conductivity. Another appealing aspect in the use of titanium dioxide is that it is
easy to process and environmentally friendly. On the other side if exposed to UV
radiation, it behaves as a catalyst and promotes the photodegradation of the cell.
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CO0H

FIGURE 1.15: N3 molecule. This dye is commercially available and known as
black dye.

For this reason the cells are often coated with anti-UV filter.

The dye is a crucial component of the cell and determinates the amount of light
collected by the device. This high absorbance yield is due to the presence of d-
metals (usually ruthenium?””) whose levels are responsible for light absorption.
Different dyes can be used to control which part of the solar spectra is adsorbed.
The most common metallorganic complex are commercially available. Some of
these compounds are the N719, Z907 or N37%” whose structure is reported as
example in Figure 1.15.

The dyes are very expensive (in the order of thousand pounds per gram)®, but
their impact on the final price is mitigated by the small quantity required. The
cell is then completed by an electrolyte that closes the circuit. The most used
electrolyte is a ionic liquid that contains the redox couple I;” /,I". This solution
is efficient from an electronic point of view but presented stability issues. The
ionic liquid in fact is corrosive, and exposes the cell to the risk of leakage. To
improve this aspect new generations of DSSC employ solid state conductor such
as spiro-MeOTAD.

1.4.2 Working mechanism

Under operation the light is absorbed by the dye. When a photon is absorbed
an electron is promoted from highest occupied molecular level (HOMO) of the
molecule to the excited state which is the lowest unoccupied molecular orbital
(LUMO). After this excitation the electron is transferred to the conduction band
of the semiconductor leaving back an oxidized dye that is reduced by the elec-
trolyte. The semiconductor is connected to the anode. If the circuit is in open
condition the electrons generate an electromotive force, once the circuit is closed
the electron can reach the cathode generating a current flow.

At the cathode the electrons restore the electrolyte, completing the chain of elec-
trochemical processes. The schematic processes behind DSSC are rather simple,
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but are difficult to be properly designed. A correct alignment of the electronic lev-
els is not enough if the processes are not kinetically favourable. To explain this
requirement we can consider the charge injection in the semiconductor. Because
the energy difference between the levels is small, to maximise the probability of
injection, thermal excitation is large enough to allow a small probability for the
opposite process to happen. If this is the case, the electron can then reduce the
dye lowering the over all efficiency of the cell.

To control the kinetic of the processes and the chemical instability it is necessary
to introduce blocking layer or to improve the design. This usually improves the
stability of the cell, but reduces the total output.

1.4.3 Improving the stability

First DSSCs performed worse than commercial silicon panels in term of efficiency,
but they were cheaper, and could be used on flexible and wearable substrates.
The main limit was their short term stability due to the presence of the liquid
electrolyte, which suffered from leakage, and induce corrosion. To overcome this
limit most research concentrated on improving solid-state electrolyte beyond the
liquid electrolyte. A suitable electrolyte would be a p-type semiconductor or a
polymer that would behave as an hole transport materials.”

Switching from a liquid electrolyte to a solid state conductor requires to solve
different problems. Besides being a good charge conductor, the electrolyte has to
be transparent and offer a good adhesion with the semiconductor.

The first solid cells appeared few years after the initial cells of Gratzel , but they
often did not improve the efficiency of the cells. Most of these devices where base
on copper compounds as CuSCN and Cul or organic polymers as OMeTAD. Em-
ploying solid state hole transport materials (HTM) had not suddenly improved
the efficiency of the materials but allowed to easily replace the organo-metallic
dye with quantum dots, or compact films. From this type of approach originates
the first hybrid perovskite based solar cells that in a few years substituted the
DSSC as the main studied type of third generation solar cell.

1.5 Perovskites

1.5.1 Introduction

Perovskite is the proper name of CaTiO; mineral identified for the first time by
Gustav Rose in 1839,%1%2 who named it after Russian mineralogist Aleksevich von
Perovski. Different materials have perovskite or perovskite-related structure and
it became an umbrella term to generally indicate crystals with such structure.
Perovskites have been intensively studied over time due to the richness of their
behaviour. The structure, as we will explain, is favourable to the appearance of
different phenomena that go beyond mere scientific interest and have different
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FIGURE 1.16: Structure of archetypical inorganic perovskite. This structure be-
longs to the space group Pm3m (n. 221). In the image is highlighted the octahe-
dra coordination of metallic ions.

technological applications. Piezoelectricity, controllable magnetism, magnetore-
sistivity, tunable conducibility are, among others, some of the properties found
in perovskites that permitted the realisation of different devices.

These properties have been exploited in different cases as the AFTMSTM micro-
scopes where the position and the deformation of the cantilever/tip is controlled
with piezoelectric materials®® or non-volatile memories resistant to radiation.®*
Perovskites as BaSnO; and SrTiO; have been employed to build different type of
sensors to detect humidity, temperature, gasses, or pressure. 8>

The perovskite structure has been found mostly in oxide, but it is possible to find
it in different type of ternary compounds, such as halides, or in more complex
structures where one or more ions are substituted by molecular cations or ligands.
The best example of the first case are the so called hybrid halide perovskites, the
main topic of this thesis, the latter are represented by polyanionic perovskites or
metallo-organic frameworks with perovskite motif.

1.5.2 Ideal and non-ideal structure

Perovskites crystals have general stoichiometry ABX;. The atoms are arranged in
a cubic lattice with symmetry Pm3m (221) and the atomic positions are reported
in table 1.1.! A picture of an archetypical structure is shown in Figure 1.16.

The crystal is formed by a network of corner sharing BX, octahedra that form a
cubooctahedra cavity that host the central A cation.

IThe dot indicate oriented site symmetry and it substitutes the symmetry inactive
operators®?°
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TABLE 1.1: Cubic perovskites positions expressed in Wyckoff notation.

Atom Coordination Wyckoff notation Coordinates

Site Multiplicity Site-symmetry

A 12 a 1 m3m (0.0, 0.0, 0.0)
B 6 b 1 m3m (1/2,1/2,1/2)
X 2 C 3 4/mm.m (1/2,1/2,0.0)

The term perovskite should be used only to name cubic structures, but we can ex-
tend the term to denote similar (homotypic)” structures which are obtained from
the ideal structure via small distortion of bond lengths and angles. Practically
this include all ABX; structures derived by distortions that keep the topology un-
altered: same ion coordination and a corner-sharing octahedra network. These
distortion can affect the lattice, hence we can further classify the perovskite ac-
cording to the lattice shape which can be cubic (a = b = ¢), tetragonal (a = b # ¢)
or orthorhombic (a # b # c¢) allowing small deviations (< 5°) on the angles.

The stability of a perovskite phase is strictly related to the size of the ions in-
volved. Goldschmidt did the first attempt to rationalize this concept introducing
the tolerance factor (t-factor) still in use nowadays:

B R4+ Rx
t= \/§(RB Ry (1.5)

where R4 and Rp are the radii of the cations and Ry of the anions. He also found
that most ternary compound has a stable cubic perovskite structure if ¢ falls in the
interval ~[0.9-1.0]. These observations can be extended saying that orthorhombic
or tetragonal phases are found for values of ¢ between ~ [0.7 — 0.9]. Li et al.”>
observed that a proper t-factor is a necessary, but not sufficient, requirement to
obtain a perovskite structure. For this reason they introduced an octahedral factor
(u-factor):

= (1.6)

Ju

In their work they consider 223 ternary oxides, and 186 halide systems, they
showed that oxide perovskite have a stable cubic perovskite structure if the ¢-
factor falls in the interval [0.74 — 1.0] and x in [0.414 — 0.732] with the only excep-
tion of CaCeO;. For halide perovskites they found an analogous trend with 96%
of the structure having a t-parameter between [0.813-1.107] and p-factor between
[0.442-0.895].

The role of p-factor reflects the importance of the octahedral environment present
in the structure.

One important feature of perovskite regards the tilting of the octahedra on dif-
ferent planes. If a cell is expanded in one direction it is possible to tilt octahedra
perpendicular to it. In 1972 and sequentially in 1975 Glazer®** enumerated all
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TABLE 1.2: Perovskite classification due to octahedra tilting.”

System Glazer  Lattice  Supercell Lattice Space Number
number tilting  centering vectors group

3 Tilts
1 atbtet I 222 a#b+#c Immm (71)
2 atbT b+ I 222 a#b=c Immm (71)
3 atata’ I 222 a=b=c Im3 (204)
4 atbte P 222 a#£b#c Pmmn (59)
5 atate P 222 a=0b+#c Pmmn (59)
6 atbth™ P 222 atb=c Pmmn (59)
7 atata” P 222 a=b=c Pmmn (59)
8 ath e A 222 a#b#c a#90° A2;/m11 (11)
9 ata ¢ A 222 a=>b#c, a#90° A2;/m11 (11)
10 atb b A 222 a#b=c a#90° Pmnb (62)
11 ata"a A 222 a=0b=c a+#90° Pmnb (62)
12 a~b ¢ F 222 atb#c,a#B#y#90° F1 ()
13 a~b b F 222 a#b=ca#pB#y#90° I12/a (15)
14 a"a"a F 222 a=b=ca=pF=v#90° R3c (167)

2 Tilts
15 a’htct I 222 a<b#c Immm (71)
16 a’bt bt I 222 a<b=c I4/mmm (139)
17 a’bte” B 222 a<b#c Bmmb (63)
18 a’bt b~ B 222 a<b=c Bmmb (63)
19 a’b~c” F 222 a<b#c,a#90° F2/m11  (12)
20 a’b= b~ F 222 a<b=c,a#90° Imem (74)

1 Tilts
21 a’a’ct C 221 a=b<c C4/mmb (127)
22 aa’c F 222 a=b<c F4/mmc  (140)

0 tilt
23 a’a’a” P 111 a=b=c Pm3m (221)

the possible perovskite structures that are obtainable from a perfect ideal cubic
structure (aristotype) via a set of rigid tilts of octahedra. To perform this he in-
troduced a nomenclature to distinguish the tilting that can occur along the three
different crystallographic axis. For each axis the tilting is represented by a letter
(a,b,c) with a superscript (+,-,0). If the tilting in consecutive directions has the
same magnitude it is labelled by the same letter. The superscript 0 indicates that
no tilting occurs in that direction, while + and - specify if the tilting on consecu-
tive planes proceed in the same direction or not.

The perfect cubic structure has tilting a’a"a’, and all the other possibilities are
reported in Table 1.2.

The tilting of octahedra are rigid deformations of the structure, and are due to
coordinated displacements. It is also possible to introduce independent atomic
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displacement that distort the octahedra or the positions of other ions. This type
of displacements further lower the symmetry of the cell and cause most of the
interesting electronic and magnetic properties of perovskites. For example in
the proper perovskite CaTiO; two different phase are present: one with a cubic
Pm3m symmetry, and a distorted one where the Ti at the center of TiO," octa-
hedra is displaced along a crystallographic direction. This displacement breaks
the inversion symmetry of the system and generate an overall neat electronic dis-
placement that gives rise to a polarization moment. The displacement can be
induced in different ways, for example applying a pressure as in piezoelectric
devices.

1.5.3 Alternative stoichiometry and hybrid perovskite

In the previous paragraph we analysed the behaviour of the perovskite with the
variation of the atomic positions. The structure can be influenced by the com-
position, and stoichiometry is another variable to consider in order to tune and
control perovskite chemical-physical properties.

There are different possibilities to achieve charge-neutral perovskite material with
general composition ABX;. The largest and most studied class of perovskite is the
oxide. In this case to balance the formal six negative charges of the oxygens the
A and B ions could belong to the I and V group (LiNbOj;) or the II and the IV
(CaTiO;), respectively, or both at the III (LaAlO;).

Another important class of perovskites is the halides, where the anion belongs to
the VIIA (17) group of the periodic table. In this case the cation oxidation states
have to sum up to —3, which allows only the I-II combination (CsPbl,).

Beyond oxide and halides other perovskitic structure are found in hydrides as
CsCaH and RbMgH? or in compounds as carbides MgCNI;.””

The perovskite or perovskite-derived structure is also found in non-ternary and
defective materials. The most famous example is given by the family of super-
conductor cuprate or borides as Li,Pd;B*® and LnRh,B.”

This class of compound are often descried as double perovskites if the material
presents ordered structure of alternating cations, or inverted perovskites where
the A and X site are swapped, as in the previous cited example of LnRh;B.

In the previously presented examples, the crystal sites have been occupied by
single ions, but it is possible to substitute the atomic ions with small molecular
species.

Example of these compounds are the polyanionin perovskites where molecular
fragments form a hollow structure with cubic symmetry that host a cation. Re-
cently much attention was given to the material subject of this thesis, the so-called
hybrid perovskite where the A-site is occupied by small organic molecules.
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TABLE 1.3: Ionic radii of different perovskite and relative 1 and ¢-factor parame-

ters for different assumed values of methylammonium (MA) radii. 156 pm refers

to half the length of the molecule, while 145 pm is the geometric average of cylin-
der in which MA could be inscribed.

Element Radii'® [pm]

Cl 181

Br 196

1 220

Pb 119

Compound R4 = 156 pm 145 pm

7] t t

MAPbCl,  0.66 0.79 0.77
MAPDBr, 0.60 0.79 0.76
MAPbDI, 0.54 0.78 0.76

1.6 Hybrid perovskites

1.6.1 Introduction

The term hybrid perovskite has been employed to describe perovskite structure
where the octahedral network was composed by an inorganic compound, while
the central A cation is a small organic molecule, usually an amine. In literature
this class of compounds can be also named metallo-organic perovskite, with the
correspondent IUPAC name R-ammonium metal halide. We will stick with the
term hybrid perovskite since it is affirmed and it is quite concise and precise at
the same time. In general the term hybrid will indicate the presence of organic
and inorganic components.

The general chemical formula for these compound is RMX;. The most studied or-
ganic groups R at the center of the cage are methylammonium (MA:CH;—N"Hj;)
and formamidinium (FA:H;N—CH—-N"Hj;). The most common metals in the B-
site are Pb and Sn, but other compounds with isovalent metals have been re-
ported. The anion is a halide chosen between Cl, Br, 1.

Previously we explained that it is possible to forecast the presence of a perovskite
phase observing the value of the ¢-factor and ;.. Those values are derived from
a hard spheres model, and it is not directly applicable to the MA cation. We
adapted the model assuming two different parameters, one is half the length of
the molecule (156 pm) and the other, slightly smaller, is the geometric average of
the cylinder dimensions where the molecule can be inscribed (146 pm). The final
values of t-factors are not significantly affected. Table 1.3 reports the example
values of t and p parameters for different MAPbX; materials.

The parameter found, as observed and previously reported,'”! even with some
approximation lays in the range for perovskite structure, but are quite far from
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being ideal. The presence of the molecule breaks the symmetry of the crystal and
it induces different distortions. Besides the molecules are not held fixed in some
position and orientational disorder increases with temperature.

1.6.2 Development of hybrid perovskite photovoltaic

The history of hybrid perovskite spans over a century, but they became one topic
material since employed in photovoltaic from 2012. The last years of develop-
ment have been intense with counter-intuitive results and contradictory reports.
Hereby we report a brief overview of the perovskite development milestones.

The first type of hybrid perovskite has been reported at the beginning of the cen-
tury and, an initial characterization is reported in literature.'”> The materials have
been almost entirely ignored for decades, with some few exceptions.!%1%7

Mitzi et al. investigated hybrid perovskites for their semiconductor properties
and employed them in LED and electronic devices. Other consequent studies
arrived in 1990s when Onada et al.'®1% performed a thermodynamic analysis of
the material suggesting some structural phases for MAPbX.

Applications in the photovoltaic area emerged from the contribution of the DSSC.
One major area of research in this field was the assembly of a full solid state
device to eliminate the leakage due to the liquid electrolyte. This involved the
development of new hole transport materials and new dyes that were compatible
to build a solar cell. The first cell substituted the liquid electrolyte with spiro-
OMeTAD, but the efficiency was still lower than correspondent standard solid
state devices.

Evolution of solid state cells included quantum-dots as sensitizer. Due to quan-
tum confinement effects there is an absorption enhancement of radiation in the
visible part of electromagnetic spectra.

The first reported hybrid perovskite based solar cell occurred in 2009''° when
quantum dots of MAPbI, and MAPbBr; have been deposited on a mesoporous
titanium layer. The efficiency of these cells was as low as below 4%, but the
photovoltage of 0.96 V was encouraging. Similar cells have been built with Sb,S;
quantum dots, but the efficiency was not significant.

In the following years hybrid perovskites have been the subject for structural and
optical studies,'!! interface materials for solar cells,''?
The second attempt to employ MAPbI; quantum-dots-sensitized solar cell, lead
to an improvement in the photovoltaic conversion up to 6.54%.'* After this work
different research groups employed hybrid perovskite or analogous materials in
solar cell with different architectures.'’>?? This large interest was justified for
the possibility of developing new all-solid-state solar cells to improve the DSSC
whose instability was mainly due to the presence of the liquid electrolyte.

The first wave of research was mostly devices-driven with new record of effi-
ciencies obtained almost at each new use of the material. This great succes was

and tunable semiconductors.!

3
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possible because the design of hybrid perovskite solar cells took over the DSSC
techniques and expertises developed in the last decades.

The turning point in the field occurred with the work performed in Snaith’s group
who reached a power conversion efficiency of 10.9%.!"® The particularity of this
achievement consisted in the presence of an aluminium dioxide (Al,O;) scaffold-
ing on top of which the perovskite had been deposited. This work is particu-
larly significant because until then all the previous devices were based on the
assumption that the mechanism behind the cell was similar to the one observed
in DSSC: the perovskite was considered responsible of electron-hole couple gen-
eration upon light absorption, followed by the injection of the electron in the
titanium oxide layer.

If TiO, is substituted with Al,O; there is a misalignment of the energy levels be-
tween the hybrid material and the semiconductor, and the charge injection would
not be possible if based on the DSSC mechanism. This demonstrated that such
cells work, or can work, with a mechanism substantially different from a DSSC
and the perovskite being able to generate the electron-hole couple and also trans-
port it.

This discovery multiplied the possibilities for the employment of perovskite in
solar cells. In particular the research is including other possible architectures,
mesoscopic semiconductor solar cells, thin film solar cells and p-n heterojunction
cells. A panorama of current technologies and future developments in solar cells
covering from DSSC to different architectures employing hybrid perovskites, was
presented by Snaith'* and it is reported in Figure 1.17.

The highest performing solar cells use a mesoscopic the architecture and a mix-
ture of different halide in their composition. Even if efficiency has improved in-
credibly in the last 3 years, and the field was overpopulated with publications, a
clear, comprehensive understand of the behaviour of the material is not present.
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FIGURE 1.17: Schematic of the evolution from DSSC toward different design of
hybrid perovskite solar cells. The first row reports in order the evolution from
regular DSSC to mesoporous perovskite solar cells. The cartoons reports: DSSC
with liquid electrolyte, solid state DSSC, extremely thin adsorber (ETA) solar
cell, and mesoporous solar cell, where the perovskite is adsorbed on a alumina
scaffolding. The second row reports future development at the time. From left
to right: semiconductor mesoporous solar cells, "p-i-n" solar cell (a p-n junction
with an insulator layer at the interface, and porous perovskite heterojunction.

Image taken from reference.
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Chapter 2

Methodology

2.1 Computational materials science

2.1.1 A quick historical overview

The evolution of sciences historically proceeded on two distinct levels: a theoreti-
cal and a practical (experimental). Until the 19" century the scientific community
focused mainly the description of natural phenomena. Those investigations lead
to the development of theories that were able to explain most of the observations.
Nonetheless some small exceptions were present and remained unexplained as
the ultraviolet catastrophe, or the photoelectric effect!,

With the aim of solving these and other problems, by the beginning of the 20"
century, new theories had been developed to explain such phenomena and, the
boundary of the unknown had been pushed forward. Theory predicted phenom-
ena never observed before and the curiosity pushed experimentalist to build new,
intriguing experiments, rather than just observe what nature offered. This spirit
put the basis for the space exploration or the building of high energies facilities,
as the CERN.

The new quantum mechanical theories required intense efforts, from a mathemat-
ical point of view, and the application remains constrained to some small simple
cases until the second half of the 20" century.

2.1.2 Computational science

The introduction of computers and calculators that arose from the work of Alan
Turing quantitatively changed the paradigm of science. The exponential increase
of calculation power, reported in Figure 2.1, allowed scientists to actually calcu-
late predictions of different theories, which results could be applied to systems
beyond small test-cases. Computers sciences facilitated the development of engi-
neering technique and, more broadly, science. One example of this is the graph
represented in Figure 2.2 where the development of computational methods in
quantum chemistry are reported. The computational approach to problems grew
in popularity to the point to be recognized by the whole community. For example,
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FIGURE 2.1: Time evolution of world top 500 supercomputers updated to
November 2015. The purple line report the sum of the calculation power of
the top 500 computers; the blue line report the evolution of the most efficient
machine; the orange line reports the average of the top 500 computers. We can
notice that since 1993 the Moore law has been respected and for all three samples
the computational power grew exponentially. Data available at top500.org.'%

the Nobel Prize in Chemistry of 2013 was assigned to Martin Karplus, Michael
Levitt and Arieh Warshel for the development of multi-scale models for complex chem-
ical systems'?®. Even if there are times that computational scientists are defined as
theoreticians, the possibility to predict experimental results on some theoretical
basis is something different that could be described as a meta-experiment. In fact,
computational sciences are a precious tool that can be used to both test the reli-
ability of a theory or to suggest original experiments, rather than develop a new
theoretical framework.

One area where computer science grew intensively and became fundamental was
the field of solid state. Science computers allowed the possibility to actually per-
form calculations for quantum physics predictions and helped the development
of methods to investigate the basic electronic and atomic properties of matter.

2.1.3 Schrodinger equation

In 1926 Edwin Schrodinger changed the paradigm behind the behaviour of Na-
ture. He continued the studies about the wave-nature of particles and proposed
to describe them with the same methodology used to describe mechanical waves.
He defined what it is nowadays called the Schrodinger equation; it allows to fol-
low the temporal evolution of a quantum particle as a wave, and in its more
general form, it can be written as:

B X
h—VU = HU 2.1
iho (2.1)
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where 7 is the reduced Planck constant, U(r) the system wave-function and H
the Hamiltonian operator whose spectrum’ is the set of values that the energy of
a system can assume. The solutions of the equations are called states since they
describe a particular state of the studied system. If the electrons occupy all the
lowest energy orbitals, the system is described as being in its ground-state.

It is important to underline that the previous equation describe a very general
case and does not impose any constriction on the system studied.

The focus in solid-state physics and quantum chemistry, in general, is the steady-
state of atomic (or molecular) systems, then it is more common to refer to the
time-independent version of the equation:

HV = BV (2.2)
The Hamiltonian is then written in the form:
—h? )
H=|—— 2.
{Qm V©+ V(r)} (2.3)
In general a Hamiltonian is composed by two parts: the kinetic energy and the

potential energy. If an atomic system of interest is composed of M nuclei and N
electrons, the explicit form of the Hamiltonian is the following:

) h2 N h M 2 N N,N 62 ]V[,MZ 7 62
H=-" ?——E}i E: E: i 2.4
2m i1 ! 2 — M |I‘m - |rij| + 1 Raﬂ ( )
j<i B<a

The R stands for the nuclear coordinates, while r for electronic. R,z is short
notation for |R, — Rg| and analogously R;, stands for |r; — R,|. Each term con-
tributes to the energy and it is possible to simplify the equation as a function of
the electronic (r) and atomic positions (R):

H(r,R)=T.(r,R) + Tn(r,R) + Vi (r,R) + Vie(r, R) + Viy_n(r,R)  (2.5)

The first two terms represent the kinetic energy of electron and nuclei. The last
three terms are the potentials that describe the interactions between the objects
considered: electrons and nuclei, electrons and electrons and nuclei with nuclei,
respectively. Equation 2.4 can be solved exactly (in the relativistic limit) only for
the hydrogen atom. In all other systems, approximations are necessary.

2.1.4 Born-Oppenheimer approximation

The solution of the Schrodinger equation is the set of all possible states of the
analysed system. In the discussed case the solution depends on two variables:

! An operator is a particular linear transformation that acts on functional spaces. The spectrum
of an operator is the equivalent concept of eigenvalues of a matrix. For this reason the solutions of
a problem are often indicated as eigenvectors and the correspondent energy as eigenvalues.
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the coordinates of the electrons and the coordinates of the nuclei. It can be ob-
served that electrons are lighter, and faster, than nuclei. The coupling of the rel-
ative motion between electrons and nuclei, in fact, is proportional to their mass
ratio, which is of the order of 0.1%. Due to this, the dynamics of the two compo-
nents can be decoupled and studied separately for most cases. If a nuclei moves,
the solutions change, but the electrons rearrange almost instantly to occupy the
new ground-state without affecting the motion of the nuclei. This description re-
minds the thermodynamic definition of an adiabatic transformation?, and hence
it is also called adiabatic or Born-Oppenheimer approximation. This allows us to
simplify the problem assuming that the atomic positions are just parameters for
the electronic problem. In this case, it is possible to solve the equations only with
respect to the electronic variables. Under the Born-Oppenheimer approximation,
the Hamiltonian can be split in two parts, one relative to the electrons where the
nuclei positions is only a parameters, and one related to the nuclei:

A

H(r,R) % A.(r:R) + Ay(R) (2.6)

This implies that the solution can be factorized in the product of a purely nuclear
part and an electronic part:

(r, R) = 0 (r; R)on (R) 2.7)

The solution of 2.7 requires two steps. Firstly, one has to find the electronic wave-
function using the nuclei coordinates as parameters. Then the electronic eigen-
values, which depend parametrically on R, and are inserted in the equation to
find the nuclear wave-function. The total solution is finally given by the product
of the two wave-functions. The challenging part that needs to be resolved is the
one referring to the electronic wave-function. The next chapters will refer only to
the resolution of the electronic problem.

2.1.5 One-electron approximation

The electronic wave-function depends on the position of every single electron:

VY = P(x1,Xg, ..., XnN) (2.8)

where x; represents both the position and the spin of the i-electron. If the in-

teraction between electrons, V,_. (r), is assumed constant, the Hamiltonian can be
expressed as a sum of independent one-particle Hamiltonians, one for each single
electron. Consequently the electronic wave-function can be further factorized:

N
[:Ie = Z ;Le,i (29)
=1

2A transformation that proceeds between equilibrium states.
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N

Ye(X1,X2, ..., XN) = HXi(Xz‘) (2.10)

i=1
Equation 2.10 is called Hartree function, but it is not enough to describe a multi-

electron system. Electrons are Fermions and therefore are described by an anti-
symmetric wave-function:

¢e(X17X27 sy Xy Xy e 7XN) = _we<X17X27 sy Xy Xy e JXN) (211)

To avoid this issue it is possible to build a specific function called Hartree-Fock
equation or Slater determinant:

Xlgxlg X?Exli XNEX1§

1 X1(X2 X2(X2) ... XN (X2

¢€(X17X27...,Xi7Xj,...,XN) = W (212)
xi(xn) xe(xn) oo xw(xw)

Due to matrix determinant properties® the Slater determinant will respect prereq-
uisite anti-symmetric property.

The problem is then to reduce the resolution of the single electron wave-functions.
When all the solutions are computed, it is then possible to calculate the energy or
other properties of the system.

2.1.6 LCAO and Hartree-Fock method

An approach to the resolution of this class of problems is to identify the single-
electronic functions with the chemical concept of an orbital. Each function in-
cludes also the spin component, and for this reason are also called spin-orbitals.

The orbitals are not known algebraically, and are normally assumed as a linear
combination of known functions. One of the first developed method is based on
the assumption that any molecular orbital is the superimposition of hydrogen-
like orbitals. This method is called Linear Combination of Atomic Orbitals (LCAQO)
and it is useful in the description of molecular systems. In general, the set used to
obtain the linear combination is called basis set, and different sets can be chosen
to solve a problem. For each single-electronic function one can state that that:

N

Yi = Z iy (2.13)

p=1

where c,; are the coefficients of the linear combination and ¢,, are the elements of
the basis set. In this way, the resolution is not focused on the calculation of the
wave-function but on the search of an appropriate set of coefficients for a given

3Any permutation of matrix rows or columns determinates a change in the sign of the matrix
determinant.
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basis set. This approach was proposed just after the Schrodinger studies and lead
to the development of the Hartree-Fock (HF) method.

The HF methods allows the calculation of the ground state of a system in an
iterative way. In order to achieve this equations 2.4 and 2.7 have to be rearranged
in such a way to define a special operator called Fock operator. This new operator
is defined using the function itself and for this reason an iterative approach is
needed to solve this equation.

This particular iterative operation is called Self-Consistent Field (SCF) and if the
energy is minimized it can be demonstrated that (ideally) it is possible to obtain
convergence to the ground-state of a system. Nonetheless, it must be kept in
mind that some approximations are present:

e Born-Oppenheimer approximation

e no relativistic effects

e mean and constant electron-electron interaction
e omission f electronic correlation

The HF method describes a single-determinant wave function. For this reason
it can not take in account the interaction between electrons with opposite spin,
but it fully accounts for the exchange interaction that arises from the antisymme-
try of the wavefunction. Correlation and exchange are crucial aspects of related
Density Functional Theory (DFT) calculations and we will discussed it in the next
sections.

The dimension of the system affects the complexity of the calculation which be-
comes impracticable for large system. Formally the cost to solve the HF equations
scales as the fourth power of the number of elements in the basis set. The com-
plexity for large systems can be reduced by a range of approximations and thus
the actual scaling will be close to the square of the number of the basis set.'?
This problem has been the starting point to develop methods that allowed the
description of larger systems.

2.1.7 Density Functional Theory

In the HF approach the dimension of the system directly affects the number of
variables, i.e. electrons coordinates, needed to describe properly the system.
Hohenberg and Kohn in 1964 and 1965'®1% demonstrated two theorems that
allowed the replacement of the HF function and its large number of the vari-
ables, with a single function that depends only on the three spacial coordinates
(n(x,y, 2)). The two theorems stated that:

e The ground state of a multi electronic system is a functional* of the elec-
tronic density n(r)

%A functional is a special operator which takes a function as argument and returns a value. An
imprecise way to define a functional is to consider it as a function of a function.
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e This functional exists and it is unique (universal functional)

It follows then:
Eo = Eo[n(R)] (2.14)

It is possible to decompose the total energy in different parts. This operation is
similar to what can be done in the HF method and, for this reason, it had been
previously omitted. In 1965, in fact, the work of Kohn and Sham proved that the
ground-state energy could be rewritten as:

E(] = ET -+ EV [n] -+ Ej [TL] —+ Exc[n] (215)

where .
Er=23 [ x5 ¥ Vi 2.16)

represents the Kinetic energy of the electrons. dr; is the infinitesimal volume
occupied by the j electron for all the considered x; orbitals.

n

Zen(rj)
By = — Lo 4 217
R et &17)

«

is the electron-nuclei interaction potential,

1 n(r;)n(r;) e
E; = 22//M—‘ri_rj‘ drdr, (2.18)

is the term related to the Coulomb electron-electron interaction. The first three
terms are the quantum correspondent to the classic mechanics quantities. The last
term, Ex¢([n], on the other hand, is a peculiar quantity present only in a quantum
interpretation of reality and it is impossible to describe it with a classic-physics
analogy. This quantity takes into account the interaction between two electrons in
the same spacial position with the same spin (exchange), and also with opposite
spins (correlation). This interaction arises from the antisymmetry of the wave-
function and is a purely quantum effect. Even if, in principle, the problem is
reduced to find a 3-variable function, operatively this is not possible. It is neces-
sary to decompose the whole density in a sum of single-electronic contributions
as in the HF theory. Since the density of a function is the square module of the
wave-function, this can be written as:

n(r) = [¥@) =23 ) 219)

where the factor of 2 takes into account the spin degeneracy and the y;(r) func-
tions, which are known as the Kohn-Sham orbitals and are solutions of the fol-
lowing equation®:

Frs(1)xi(i) = €i,xsxi(7) (2.20)

Sagain this formalism is analogous to HF theory
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where

. 1 Za n\r; .
Frs(i) = —§V? -y T + / _nir) dr; + Vxe (i) (2.21)

ol |ri - rj|

and it is called the Kohn-Sham operator. It is important to underline how the
Kohn-Sham orbitals are a purely mathematical object and they do not have nec-
essarily any physical meaning, if not to reproduce the total charge density.

Differently from HF, DFT includes both the correlation and the exchange effects.
They are described in 2.21 by the Vx (i) term, which is the exchange-correlation
potential, and of which the exact form is not explicitly known:

8Exc[n]

5> (2.22)

Vxc =
Therefore to solve the problem it is necessary to define a Vy which effectively ap-
proximates the real potential. Once the exchange-correlation potential is defined,
equation 2.20 is solved using some trial Kohn-Sham orbitals which, accordingly
to 2.19, determine the initial electronic density. Since the density appears also in
the operator, a SCF approach is needed. However there are some differences with
the HF method. In fact, as previously said, the Kohn-Sham orbitals doesn’t neces-
sary have a physical meaning and the self-consistent procedure returns only the
electronic density and no direct information on the wave-function is provided.
Besides it must be pointed out that since the Vx¢ is not exactly known, the DFT
energy can not be considered an upper bound of the true value.’®*? This implies
that contrary to the HF, the SCF procedure can not be improved in a consistent
manner.

2.1.8 Pseudopotential

Most of the calculations we performed were completed using the software VASP,
which uses a planewave basis set. This basis set is particularly useful to describe
systems with free or nearly-free electrons, but struggles to reproduce localised
feature as bonds and regions where the wavefunction has rapid oscillations, for
example near the nuclei.

To solve these problem two different approximations are introduced: the froze-
core and the replacement of real potential with pseudopotentials.!® The frozen-
core approximation divides the electrons in two groups: core and valance. Since
the properties of materials depends mostly on valence electrons, the electron-
electron interaction that appears in equation 2.5 can be rewritten in a core elec-
tron contribution, which is precalculated and kept-fixed during the evaluation
of a specific system, and a valence electron contribution that is considered in a
standard calculation.

As consequence the real-potential can be substituted with an effective potential
which is easier to treat. This pseudopotential is built in order to match the real
potential above a certain radius (r,,), and substitute the highly oscillating part,



38 Chapter 2. Methodology

r

o~
/

FIGURE 2.3: The dashed blue line reports the real potential and the correlated

real wavefunction. The behaviour in proximity of the nucleus, below a certain

radius, is replaced by the pseudopotential and the pseudowave function that are
pictured by the solid red line. Image taken from reference!>*.

which is poorly described by planewaves, close to the nucleus with a smoother
function as represented in Figure 2.3.

As result of this substitution the wavefunction is substituted by a pseudo-wavefunction.
The spectra of the pseudo operator is identical to the all-electron one. This ap-
proximation also allows us to introduce further corrections to the core-electrons

or to the valence electrons'®.

Pseudopotential can be implemented using different methods: norm-conserving,'*
ultrasoft,’” and projector augmented-wave (PAW).13813

The norm-conserving pseudopotential are built in order to conserve the charge
within the pseudopotential radius. Outside this region the pseudo-wavefunction
has to match the real-wavefunction reproducing the same eigenvalues and the
same amplitude resulting in the same charge distribution.'*

Removing the constraint of norm-conservation leads to the formation of ultra-
soft pseudopotential. This type of pseudopotential allows to describe a system
using less planewaves simplifying the computational implementation. The PAW
is an extention of this method that consists of a linear transformation from the
all-electron wavefunction to the pseudo-wavefunction. Doing so, it allows the
calculation of the operator expectation value applied of the real-function directly
from the pseudo-wavefunction.
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2.1.9 Exchange-correlation functional

In the previous section it has been stated that it is necessary to define an approxi-
mative exchange-correlation functional. This can be done in many different ways
with various results. The energy resulting from the exchange-correlation poten-
tial represents only a minor fraction of the total energy, generally less then 10%,
but affects many properties of the studied material. For example, it is known how
(semi)-local functionals underestimate band gaps because the derivative discon-
tinuity is incorrect.'*!

The choice and the construction of the potential must reflect the properties of
the studied material. To simplify this procedure it is possible to decompose the
potential in two parts: one of pure exchange and another of pure correlation:

Excn] = Ex[n] + Ec|n] (2.23)

In this way the potential is more flexible and in the case of hybrid functionals
experimental data can also be used to fit it. Local Density Approximation (LDA)
and the Generalized Gradient Approximation (GGA) are the most common ap-
proaches to describe the E'x¢ in DFT.

LDA

The LDA is derived assuming that the density is locally constant and equal to an
equivalent homogeneous electrons gas, then:

B¢ [n(r)] = Excln(r)|—v] = / drexc(n(r))(n(r)) (2.24)

The term exc(n(r)) is the single electron exchange-correlation energy in the case
of an homogeneous gas of electrons*? and can be calculated using Monte Carlo
simulations. This method was one of the first to be implemented and can describe
accurately the behaviour of some metallic materials.

GGA

If the variation of the density is important, such as in molecular systems, the
description of the system can be improved considering the gradient of the density,
and the same argument can be extended to higher order derivatives:

ESE n()] = Exo[n(r) le=e Va(r) =i ., V'0(r) lo=r] (2.25)

If equation 2.25 is truncated after the first derivative the functional is defined with
the General Gradient Approximation (GGA). If the Laplacian (or further terms)
are also considered, the functional is called meta-GGA. This type of functional can
also be expressed with respect to the kinetic energy of the Kohn-Sham orbital,
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and hence go under the name of semi-local since part of the locality present in
LDA and GGA case is lost."#

Example of GGA functionals are PBE'* and PBEsol'** developed by the Perdew’s
group. They do not include fitting to experimental data, but the potential is given
by different functional expansions of the functional to better describe different as-
pects of a system. For instance PBEsol is derived from PBE and designed to better
reproduce long range interactions. This leads to a better description of equilib-
rium properties of solid materials, but at the cost of more coarse description of
cohesive energies.!4

Hybrid functional

We observed that most problems of DFT originate from the description of the
exchange-correlation functional. We have seen that the LDA and GGA methods
are based on a local, or semi-local, description of the electronic interactions. It
means that the correction of the energy relies on the density value in a specific
point. On the other hand, the exact exchange energy obtained through the HF
method is not local, and to calculate it, integrals on the whole space have to be
considered. For this reason Hartree-fock is often described as non-local. To in-
troduce a non-local correction to the energy within a DFT approach one has to
replace the exchange-correlation functional with a linear combination of LDA or
GGA functionals with a HF exchange. The obtained functional can be generally
expressed as:

Exc=(1—a)ERET + aBHT (2.26)

The linear combination parameter « can be fitted with experimental data or post-
HF calculations. Equation 2.26 can be expanded including extra terms to improve
the functional.

One particularly successful example of hybrid potential is the B3-LYP#148 po-
tential which is defined as a linear combination of different contributions from
different previous functionals:

E)B;%—LYP — AE)I({F_'_(]_ —A) 'E}PgF_i_B‘E)B;ecke_l_EgdW_i_C'AEgon—loc—LYP (227)

the parameter A, B and C are fit against set of molecules experimental data. The
implementation of experimental data is necessary to recover the poor description
of the exchange-correlation effects.

B3-LYP is commonly used in molecular calculations. More recent hybrid func-
tional have been derived from PBE functional, as the PBE0'**!*° and HSE06.'>!

The PBEO functional is described as:

Exc = E$Y +0.25(BYE — ESCY (2.28)
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The HSEQ06 functional is derived from the PBEO including long range corrections
via the inclusion of a screening parameter that returns the GGA functional re-
sponse at large distances.

2.2 Many-body interaction

The presence of exchange-correlation functionals within the DFT approach de-
scribes, as an average, the electron-electron interaction. The explicit treatment of
the interactions between each particle would lead to an impossible or impractical
system of equations. As an example, we can consider a system of electrons: the
energy of one electron depends on the positions of all the other electrons, but at
the same time, the positions and the energy of all the other particles depends on
the electron itself. For this reason the fraction of energy of a particle that depends
on the system response to the particle itself is called self-energy (X).

In the DFT formalism the self-energy contribution is absent. The many-body
effects are approximated and contained by the exchange-correlation functional.
This approach allows us to calculate properties of extended materials with a good
compromise of cost and accuracy.

For specific conditions and materials, for example, if electrons are highly corre-
lated or excited-state energy has to be considered, the proper calculation of the
self-energy is crucial to avoid anomalous results.

The self-energy can be calculated using the HF method to obtain the ground-
state properties, or with the Configuration Interaction (CI) to include excited-
state description, or via a linear response approach that describes the response of
a system to a small external perturbation. These methods are usually solved self-
consistently and they allows us to reach higher precision and describe accurately
different effects, but these require a higher computational cost.

Another alternative is the GW approximation that expands the many-body com-
ponent of the electrons interaction in terms of Green functions (G) considering a
screened Coulomb interaction (W). Within the GW approximation it is possible
to calculate explicitly the self-energy solving the limitations present in the DFT.

The GW formalism retains a single-particle view of the electronic structure, and
it relies on a perturbative approach. If 2-body interactions are a particularly sig-
nificant, within the Green formalism it is necessary to solve the Bethe-Salpeter
equations (BSE), of which the GW method is a specific case'*.

Although computationally cheaper than the resolution of BSE, the GW method
is quite demanding and different approximations and methods have been devel-
oped to carry out calculations. These efforts have been done because the GW
methods allows to introduce a term that describe the electronic screening, not
present in HF, preserving at the same time local, non-local and many-body ef-
fects.
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Since GW is a perturbation theory a starting ground-state wavefunction is needed.
Usually starting from a LDA solution is sufficient to improve the description of
the electronic bands, a feature particularly useful in the study of semiconductors.
Unfortunately this is not a systematic approach with a predictable outcome.

To improve this aspect different GW approaches have been developed. These
methods include self-consistent techniques to improve, not only the exchange-
correlation part of the ground-state Hamiltonian, but also the screening potential.

The most popular approach is the Gy W, method.'®!>* In this approximation the
initial wavefunction is assumed to the be same obtained with LDA calculation,
and only the first-order perturbations to the self-energy correction are consid-
ered. This correction is carried out applying one single calculation, i.e. without
applying a self-consistent scheme.!*?

The GyW, can be further improved with the Quasiparticle Self-Consistent GW
(QSGW). In this case not only the screening, but the whole Hamiltonian is op-
timised to obtain bettet results than those provided by the starting point alone.
This results in a consistent method that can be applied to most of materials and
properties of interest.

2.3 Vibrational properties

The Born-Oppenheimer approximation guarantees that once the ionic position
are fixed, the electrons fall almost instantaneously in the ground state configura-
tion. The energy of the system depends, parametrically, also on the atomic posi-
tions, so if the atoms are not in an equilibrium position, forces arise. During the
geometry optimisation the minimization of these forces lead to the localisation of
local, possibly absolute, minima-energy configurations.

The same principle can be exploited also to study the dynamic of a material. In
a real crystal atoms are not occupying statically the minima position, but these
vibrate to respond to external perturbation and thermal energy. The vibrational
effects arise due to an increase of kinetic energy that results in the displacement
from the energetic minimum.

2.3.1 Atomic dynamics

The displacements induced by thermal energy are small compared to the size of
the cell and inter-atomic distances. The position of an atom can be decomposed
in its ideal lattice position, plus a displacement:
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The potential that keeps the atoms together can be expressed as a Taylor series of
the atomic displacement u;, expressed as:

ov PV
Vo(R,u;) = Vo(R) + Z 5_uz T Z u. ulu] + = Z I aujf)ukuzu]uk +.

(2.30)
The first term is the potential energy of the atom in the frozen position, the second
term represents the sum of all the forces acting on an atom, and since the system
is in equilibrium it equals to zero according to Newton’s law. Higher-order terms
express the dependency above the linear-regime.

For our purposes we consider only the second derivatives which correspond to
the harmonic approximation. This is equivalent to describing the system as a set
of point-masses connected by ideal springs. We can ignore the remaining terms
and rewrite 2.30 as:

1
0%V
D= — .
where D;; ud, (2.32)

The term D;; is called dynamical matrix and contains the information about the
atomic vibrations. It is possible to derive the force that acts on atom ¢ as the sum
of all the force resulting by the movement of all the other atoms:

The forces acting on each atom must obey Newton’s second law of motion:
F; = ma; = mu; (2.34)

This constrain leads to the definition of a set of differential equations of motion,
which solution returns the vibrational frequencies and the displacements allowed
in the system:

mii; + Y~ Dyju; =0 (2.35)

J

2.3.2 From the monoatomic chain to 3D crystals

Because the vibration in one direction is decoupled from the movement in the
other direction, we can consider a monoatomic chain to better understand the
vibrational properties of solids. The chain is formed by N atoms with mass m
and lattice a. Applying Equation 2.29, the position of the n'" atom is:

R, = na+u, (2.36)
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where u,, indicates its displacement with respect to the equilibrium position. To
introduce periodicity, the last atom is ideally connected with the first:

Ry =Ry (2.37)

The interaction between each pair of atoms is constant and proportional to the
spring constant K:

Dy =KV¥n#n' (2.38)
1 2
V=To+ K > (2.39)

Applying Newton’s law, we can derive the equation of motion of the n'* atom:
maiy, = K[(upr1 — ) — (Up — Up_1)] (2.40)

The periodic boundary condition imposes that the force that acts on a specific
atom depends only on the next-neighbour displacements. The solution is inde-
pendent on the choice of the n atom and can be expanded in planewaves. This
simplifies extremely the problem and the solutions are formed by a collective
motion of atoms called modes. Because the concerted movement leads to prop-
erties that resemble one particle, it is possible to identify each solution as a quasi-
particle called phonon.

To explicitly build the respective solutions it is possible to consider planewaves
of the form:
ug(t) = Ajeltkima=eit) (2.41)

To satisfy the condition of periodicity u,(t) = u,,n(t), there is a consequent quan-
tization of the states described as:

2mj
= 242
q] NCZ ( )
Once the solutions are found, the correspondent vibrational energy is:
4K | . ,gja
= — = 243
w; - sin( 5 ) (2.43)

As we have specified before, because of the periodic boundary conditions the
system is treated as an infinite system where limy_,, so the frequency (w;) dis-
persion becomes continuous at the Brillouin Zone:

w(k) = 2\/5

This relationship is reported in figure 2.4.

sin (%) ] (2.44)

For small values of g the relationship is linear and the angular coefficient is the
speed of sound in that material, i.e. the coherent movement of all the atoms in one



2.3. Vibrational properties 45

Frequency W (q)

-m/a 0 n/a

g-space

FIGURE 2.4: The diagram reports the phonon dispersion for a diatomic chain.
In the mono-atomic chain the only mode present is the acoustic mode (green).
For the acoustic branch for small value of ¢ the dispersion is almost linear and
the coefficient of such line is the speed of sound in the material. If a second
atom with 5 times larger mass is considered, the solution includes a less disperse
higher frequency branch (purple) relative to the presence of optical phonons.

direction. The low energy mode that vanishes at the center of the Brillouin-zone
(¢ — 0) are called acoustic modes. They describe in-phase vibrations associated
with sound propagation.

If diatomic mono-dimensional chains are considered the number of degrees of
freedom is doubled, thus the dispersion will be described with a new solution
with higher frequency, as shown in Figure 2.4. These high energy modes are
labelled as optical-modes. In this case, the movement of atoms is out-of-phase,
and in ionic materials are induced by the absorption of radiation in the infrared
(IR) portion of electromagnetic spectra.

If we consider a finite crystal with N unit-cells and s atoms per cell there will
be 3N's degrees of freedom to consider. The introduction of periodic boundary
conditions will reduces the number of degrees of freedom to 3s, so the number of
phonon modes. Three of these modes are the acoustic modes associated with the
in-phase translations along the three Cartesian directions.

The atomic vibration is not necessary bound to occur in the same direction of the
mode propagation. In general, a mode can have a mixture of longitudinal and
transversal characters and, usually, the vibrations have a single character only
along the high-symmetry lines of the Brillouin-zone.

Similarly to what we described in the electronic section, it is possible to define
also a phonon density of states. The phonon density of states is a function that
gives the number of vibrational states per unit of energy. Of particular interest
in the density of states are the van Hove singularities'®1°¢ that are physically
observable by IR reflectivity measurements and allow to deduce the elastic prop-
erties of solids.
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2.3.3 Bose-Einstein distribution

In the previous chapter we have considered single atom dynamics to derive the
thermal properties of solids. Implicitly, we consider the collective motion of
atoms as it is an individual particle with quantised unit of frequency, the phonon.
The phonons are in fact quasi-particles and differently than electrons they are not
fermions; they have integer spin and are classified as bosons. The expected num-
ber of particles with a certain energy (or frequency) is given by the Bose-Einstein

distribution: .
hw

eXp T —

n(w,T) = (2.45)
Because of the Boson spin-statistic, the Pauli exclusion principle does not apply
and Bosons can occupy any quantum state accordingly to Equation 2.45 (i.e. each
level can host more than two particles).

In the ideal limit of 0K temperature, this means that all the particles collapse in
the level with minimum energy. For an quantum-oscillator even at 0 K the motion
of the particle does not freeze, and all the particles keep a small fraction of energy
equal to "™ /,, which is called zero-point vibrational energy. This behaviour is
characteristic of the quantum nature of a system, and derives from Heisenberg
uncertainty principle:

g < AzxAp (2.46)

where Az and Ap are the uncertainty of position and momentum, respectively.

2.3.4 Anharmonicity

The results presented to this point were based on the harmonic approximation,
i.e. all the atomic interactions have been described as harmonic oscillators. This
approximation allows to obtain most of the lattice properties, but lacks to describe
anharmonic phenomena such as phase-transitions, melting point, heat transport,
or thermal expansion.

The first step towards the understanding of anharmonic properties is to consider
the Quasi-Harmonic Approximation (QHA) which allows the description of how
the volume affects the harmonic vibrations. This method consists in a set of har-
monic calculations performed on systems with different constrained volumes and
from this it is possible to obtain temperature-dependent properties.

The QHA retains some limitations of the harmonic approximation. In particular,
the life-time of phonons are still infinite, because the scattering events are not con-
sidered and the dissipation is zero due to the symmetric nature of the potential.
To derive such properties a proper resolution of anharmonic effec is required.
This is achieved expanding the potential reported in equation 2.30 beyond the
second power term to take in account higher orders.

An alternative to calculate the anharmonic term, i.e. to obtain the heat transport
properties is the resolution of Linearized Phonon Boltzman Equation (LPBE)."”



2.4. Computational implementation of vibrational properties 47

The LPBE is obtained assuming that, within the crystal periodicity, the dynamic
of the phonons will satisfy a hydrodynamic behaviour. The phonons are then
treated as constituent of a fluid which particle can diffuse or undergo convection.
The fluid properties are due to the phonon-phonon interactions and the solution
of the LPBE will allow to the calculation of phonon life time and the lattice ther-
mal conductivity.

2.3.5 Experimental measurement of anharmonic properties

From an experimental point of view, it is important to consider the life-time of
phonons, since it affects different experimental results. In particular, it has a role
in light-phonons scattering since it defines the line-widths of Raman or IR signals.

The Heisenberg uncertainty principle allows the violation of the conservation of
energy for a small period of time. This results in a broadening of signal resulting
from spectroscopy measurement. The shape of peak for a signal that occurs at wy
is given by the Breit-Wigner line shape:

1

L(w) = oW i T (2.47)

The parameter I' is the Full Width Half Maximum (FWHM) and it is directly
linked to phonon life time 7 through the relationship:
I &

24 Computational implementation of vibrational prop-
erties

The physical atomic displacement falls within a small percentage points of the
absolute position of atoms, i.e. they are small compared to the size of the cell.
Exploiting this observation can lead to two main approaches to the problem: per-
turbational, or relied on the finite difference approximation. Both techniques will
be described in the next following sections.

The computational setup required for this type of simulations are reported in
Chapter 4.

2.4.1 Density functional perturbation theory

Density functional perturbation theory is based upon the observation that it is
possible to probe the variation of the systems’s properties in response to small
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perturbations to the potential The property X of a system subject to a perturba-
tion v can be expressed as:

0X 10X

The previous equation can be truncated to the first-order to obtain the linear re-
sponse. If different quantities of a system are investigated by applying the linear
approximation it is possible to obtain the macroscopic properties of the consid-
ered system. For example, it is possible to obtain the phonon modes calculating
the variation of the energy under small perturbation of the atomic coordinates, or
the polarizability if the dielectric constant is considered.

We used the DFPT method to obtain the phonon modes at the I'-point of the Bril-
louin Zone. The frequency of vibrations are calculated by perturbing the energy
with small atomic displacements along the normal modes, thus determining the
Hessian matrix. Since the standard Raman or IR measurement can not resolve the
phonon phase, the I'-point calculations are enough to simulate the spectra peaks
positions. Once the phonon vibrations are calculated it is possible to obtain the
associated intensity of IR and Raman spectra. The IR intensity is derived from
the Born Effective Charge (BEC) matrix, which is obtained by calculating the lin-
ear response of the atomic polarizability to a perturbing electric field along the
different Cartesian directions'®!>’. The Raman signal instead originates from the
variation of the polarizability that can be obtained calculating the macroscopic

dielectric tensor!'®8.

2.4.2 Finite displacement method

The DFPT method results in quite expensive and difficult calculations, and it
is particularly challenging to implement the method for other high-symmetry
points of the Brillouin zone, other than the I'-point. An alternative to this is the
Finite Displacement Method'®*!®! (FDM) that we have applied, as implemented
in the Phonopy package.'®*'% This method relies in the fact that, since the atomic
displacements are small, it is possible to calculate the derivative of the energy as

a finite ratio:
oE N AFE

o~ As for sufficiently small Az (2.50)
It is possible to calculate AL as the difference between the energy of a reference
cell with another cell where the atoms have been displaced by a small quantity
Az. Operatively, the FDM consists of a first step to tight optimize the geometry
of the studied material. This optimization is required in order to reduce the resid-
ual inter-atomic forces below a certain threshold which in our present work was
defined as 1072 ¢V /4 (one order of magnitude smaller than the default one used
to calculate the electronic properties).

Once the single cell is optimized for each atom corresponding to the initial unit-
cell, supercells are generated where only one of the atomic coordinate is changed
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of a fixed amount. For a cell that contains N atoms, this results in 6N super-
cells (x £ Az, y = Ay, z = Az). If the cell belongs to a specific space group, it
is possible to reduce this number ignoring the equivalent structures. The use of
supercells is needed to avoid self-interaction between an atom and its virtual im-
age. In general a simple 2 x2x2 supercell expansion is sufficient to obtain a good
description of vibrational properties, but for particularly small cells larger expan-
sions are necessary; instead for particularly large cell the unit-cell is sufficient. To
address this aspect a convergence test with different supercell expansions is then
appropriate.

Due to the small nature of the energy variance, this method is highly susceptible
to the numerical noise present in the calculations. It is then necessary to optimize,
not only the size of the cell, and the threshold of the geometric optimization, but
all the computational parameters that influence the energy, for example the k-
point mesh or the cut-off energy for the planewave basis set.

2.4.3 Soft-modes

The vibrational modes we have have described are considered as perturbations
of the ideal ground state of the compounds. According to equation 2.43, since
the ground state is the minimum energy state, the vibration results in a positive
variation of energy proportional to the square of the frequency:

AE = kmw? and w = 4| ?—E which is real for AE > 0 (2.51)
m

from which it follows that the frequency has to be real. However if the energy of
a structure is not the global or local minima (in general a transition-states), some
vibrations cause the structure to lower its energy. As a consequence, w will belong
to the complex numbers domain. The phonons associated to these frequencies
are defined as imaginary (or soft) modes, and they are fingerprints to detect that
a structure is dynamically unstable, and therefore promote the existence of more
stable structures.

If the presence of spurious forces, or noise, is excluded, soft-modes are useful
to investigate the different phases of a material, for example to determinate the
existence of different phases in experimentally unknown compositions.

2.4.4 Quasi-harmonic approach

As we described in the previous paragraph, it is possible to obtain some prop-
erties beyond the harmonic approximation using the quasi harmonic approach
(QHA). This method is available through Phonopy sofware which allows to ob-
tain several temperature-dependent properties. Once the different FDM calcu-
lations have been performed for different volumes, using different equation of
states as the Rose-Vinet,'** or the Birch-Murnaghan'®>1% to fit the volume-energy
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curves, it is possible to extrapolate the temperature-dependant thermodynamic
quantities such as: bulk modulus, Gibbs free energy, volume and the thermal
expansion, Griineisen parameter, constant pressure specific heat. Besides, it is
possible to obtain the heat capacity, and the Helmholtz free energy versus the vol-
ume. In the case of a material presenting different phases, through the study of
Gibbs free energy, it is possible to establish which phase is the thermodynamic
stable one, and in principle, predict the phase transition temperature (7¢).

2.4.5 Higher-order anharmonicity

The derivation of the third order anharmonic term can be pursued within the
FDM as implemented in the Phono3Py module included in Phonopy. The method
is quite intuitive and allows to study the third-order force constants with the
FDM. From an unperturbed single cell, a first FDM calculation generates a set of
perturbed structures. Then for each of those structure a set of FDM calculations
are consequentially performed. This way it is possible to analyse the response of
phonon states when they are influenced by other phonons.

This type of calculations allows us to study the third-order force constant to cal-
culate the phonon life-time and by applying the Boltzman Linear Equation the
phonons’s thermal conductivity can thus be extracted.

2.4.6 Computational note

To calculate vibrational properties requires accurate computational setups are re-
quired. In particular the basis-set or the cut-off energy of the planewaves, as well
as the k-mesh need tight convergence. The details for each type of calculation
that we performed are reported in Chapter 4.

2.5 Mixed halide solid solution

2.5.1 Phase diagrams

This thesis presents some phase diagrams to describe the stability of pseudo-
binary alloys. The prefix pseudo, is used to underline the fact that just one com-
ponent is changed, due to the complex nature of the hybrid perovskites.

Two compounds can be completely immiscible, miscible, or they can form two
different phases with partial miscibility. A phase diagram is a synthetic represen-
tation of the conditions (in this case the temperature and the composition) that
allow the existence of a specific phase. This depends on its free energy, of which
the phase diagram is a graphical representation.

In the study of solid alloys it is more appropriate to refer to the Helmholtz free
energy, since the volume variation is considered constant. The Helmholtz free



2.5. Mixed halide solid solution 51

X X Xy -
FIGURE 2.5: Example to determinate if a system with composition X undergoes
phase separation or not. In this case the free energy of the composition X is lower
than the weighted average of two phases with composition X_ and X.

energy is obtained as difference between the internal energy of the system and
the product of temperature and entropy:

F(x,T)=U(z,T) —TS(z,T) (2.52)

The stability of a phase is determined, not by the value of the free energy, but by
its variation. A process happens spontaneously if it can lower the free energy of
a system. In the case of mixing this result in the following equation:

For a given composition x a binary system can exist in two forms. One single
homogeneous phase with compositions x, or it can be divided in two phases
with different compositions (one with composition z, > z, one with composi-
tion z_ < x) which in average results in the same composition z. The energy of
such system is given by the weighted average of the two phases, and is graphi-
cally represented by the a straight line that join the two point of the free energy
diagram as pictured in Figure 2.5.

If the Helmholtz energy of the single phase is lower than the straight line, then
the system can form an homogeneous alloy, otherwise it will phase segregate.

If the free energy has just one minimum the condition is always respected, and
the compounds are completely miscible. Mathematically this is verified if the
second derivative of the free energy with respect to the composition is positive,

82F oy
5.z > 0 for every composition.

This is not the case we found in the study of the hybrid perovskites alloys. The
free energy has a double well shape as showed in the left part of Figure 2.6. In
this case there is a set of compositions for which the energy is minimized if the
system undergoes a phase separations. The interval where this happens is called
miscibility gap and it is defined by the intersections of the free energy curve with
the common tangent of the curve itself. Complete miscibility is possible outside
this interval. Inside, instead two different situations are possible. As show in the
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FIGURE 2.6: Representation of spinodal decomposition. The spinodal point is

label as "S". The right panel reports the comparison between fluctuations in the

free energy curve and the correspondent line related to the phase separation at
those compositions.
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right part of Figure 2.6, there are points within the miscibility gap where small
fluctuations of the composition raise the energy of the system. This occurs for
point in the miscibility gap where, in analogy with what said before, the second
derivative of the free energy is positive. The flexes (spinodal points) of the free
energy divide the miscibility gap in regions with different regimes. Between the
boundaries of the miscibility gap and the flex the alloy is a local minimal and
the homogeneous phase can be metastable. Inside the flexes instead, the alloys is
unstable and undergoes what is called spinodal decomposition.

For metastable compositions the system need to overcome a barrier to minimize
the energy: the phase separation happens with a mechanism of nucleation and
growth. Instead in the spinodal region, the process is barrier-less and proceed
through diffusive mechanism. The analysis of the free energy leads to individu-
ating some critical points that define the behaviour of the alloys.

Until this point we considered a constant temperature. The phase diagram re-
ports the positions of the different critical points in function of the temperature.
As the Temperature increases the second term that appears in equation 2.53, be-
comes more and more prominent, the miscibility gap is reduced and the alloy
becomes completely miscible above a critical temperature 7'c.

There are different methods to obtain the free energy of mixing of a mixed sys-
tem, in the next section we present a general overview of the Generalised quasi-
chemical approximation that we employed using ab-initio calculations.

2.5.2 Generalised quasi-chemical approximation

The study of an alloy is particularly complex because the behaviour of such sys-
tem depends on multiple different atomic configurations that are determined by
long and short range effects. To include all these aspect it is necessary to con-
sider a supercell large enough to provide a good sampling of all the possible
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local atomic environments, and avoiding self-interaction. DFT methodology is
computationally too expensive to treat such large cells and other methods, as
classic molecular dynamics or force fields calculations should be considered.

To preserve the DFT accuracy it is necessary to approach the problem from a
different prospective. Materials where atoms are disposed with a random pattern
can be seen as an ensemble of all the different possible atomic configurations. The
alloy properties can then be extrapolated considering each one (or a significant
amount) of all these possible configurations to build a partition function.’”

Different methods have been designed to calculate the partition function of an
semiconductor alloy. In this study we considered the Generalised Quasi-Chemical
Approximation (GQCA).!%® The GQCA approach has been developed mainly for
binary alloys and we applied it to the halide sub-lattice of the perovskite to obtain
the entropy and the free energy of mixed halide perovskites.

In its general form the GQCA considers a random system as an ensemble of inde-
pendent clusters and allows to study a mixed system A, B, (or a more complex
case CA B, in this study) as a function of temperature and fractional composi-
tion z. Dividing the system in smaller parts, it has the advantage that the results
can be systematically improved increasing the clusters size.

To further reduce the number of the calculations, the clusters are considered sta-
tistically independent from each others, i.e. the total energy of the system is given
as the sum of each of its clusters energy.

Each composition of the system can be represented by a set of M clusters with n
atoms each. In a simple system the energy of the cluster could depend directly
on its composition (i.e. the number of atom of a specie), but that is not strictly
necessary.

Once the clusters are defined, these can be grouped in function of their energy ¢;,
and there will be a number M of clusters with energy ¢; so that ) M; = M. If
the atomic positions of a cluster belong to a specific space group such cluster has
to be considered with a proper degeneracy factor g;. The fraction of the clusters

with energy ¢, is 2; = i
8Y € = M-

If different clusters are jointed to form a system with a specific composition = they
have to respect an additional constraint:

Z nj(A)z; =n(l —x) (2.54)

where n;(A) is the number of atoms A for the clusters j. This relation is necessary
to ensure that only clusters that concur with a specific composition are taken in
account. The size of the cluster, or the number of clusters considered at the same
time, also fixed the compositions that are possible to test; only the ones multiple
of +.
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Given n sites per cluster, the maximum number of possible clusters is 2" for a
binary system. If some cluster is equivalent or degenerate then:

Z g =2" (2.55)

With this set of clusters, it is possible to describe any possible system with a set
of clusters that forms it. Once the energies of the clusters are known, the parti-
tion function can be built and the interesting properties can be extracted. If we
consider the set of clusters {M/;} which energy is E{M;} = >, Mje;, the partition
function will have the general form:

200 = 3 GUM e et (2.56)
{M;}

This definition is possible only if the different clusters are mutually independent.
The term G({M,}) takes in to account the degenerate configurations. This num-
ber is equal to the combination of N4 and Np atoms on N sites, multiplied by the
fraction of the cluster of such composition. Equation 2.56 can be simplified by
defining the quantity:

xo = g;x (B (1 — ), (2.57)

If we consider 1 — z as the probability that an atom A (so, x is the probability
relative to atoms B) occupies a random site of the lattice, the quantity =7 is the
final probability to obtain a cluster with a specific configuration of n;(A) and
n;(B) atoms. With this definition it is possible to approximate G({);}) as:

G{M;}) ~ NA],V]'VB (H M,H ) (2.58)

The first factor represents the total number of ways of arranging N4 atoms of
type A and N atoms B on the N sites, the second takes in to account all the pos-
sible arrangement of the clusters and the final term is the probability of finding a
specific cluster in the material. It follows that G({)/;}) expresses the number of
possible combinations to arrange different clusters to obtain a certain energy «;.

Once the partition function is defined, using the Stirling’s approximation, it is
possible to calculate the entropy according to the definition of Boltzman that as-
sociate the entropy to the number of possible microstates of a system:

S =kylogG (2.59)
S =—kpN((1—2)log(l—z)+zlogz + Z z;logx; — x;log )

= kN ([(1 — z)log(l — z) 4+ zlog x| — ij log —é (2.60)
]
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Analogously the Helmholtz free energy is obtained from the partition function
as:
F(z,T) = —kgTlog Z (2.61)

The initial form reported in 2.56 can be simplified introducing p5 to define the
maximum number of nearest neighbours ¢ for each composition:

x€ 3

= eFpT (2.62)

1—=z

Therefore it follows that the number of B atoms is fixed to:

kT
nr = KT Og. (2.63)
q Oup
being ¢, the single cluster grand partition function:
nj(b)/muB—ej
g=>Y gie & (2.64)
J
The final partition function is then:
N! —nuy,
_ o a\n(l-z), .nx % M
7 = NN [q(1 — 2) z"e FBT | (2.65)

From this it follows that the Helmohltz free energy is:

F(x,T) = Mnzug + kgT (N — Mn)[zlogx — (1 — z)ln(l —x)] — Mlogq (2.66)

The problem can be simplified in the case of a random distribution:
F = NkgT[zlogz + (1 — x)log(l — x)] + €y + nazAe]. (2.67)

The introduction of Ae is necessary since the distribution depends not on the
absolute values of energy, but on the difference between each one of them.






57

Chapter 3

Perovskites electronic structure

3.1 Introduction

DEFT calculations return the total energy of an electronic system. The energy is
obtained from the electron density of the system, n(r), derived from a fictitious
wave function as explained in section 3.3.3. In the following chapters we employ
different DFT techniques to extract materials electronic and structural properties.

For example, the energy minimisation with respect to the atomic coordinates al-
lows to explore the configuration landscape of the structure and localize to the
minima structure. DFT allows us to calculate the electronic structure from which
it is possible to extract electronic parameters that are crucial to understand the
behaviour of solar cells. DFT fails to catch some properties of materials, and we
used many-body calculation to describe more accurately specific effects as the
relativistic Rashba splitting.

The first part of this chapter covers the properties of inorganic halide perovskites.
At the early stage of research the experimental data on hybrid perovskites were
not abundant and straightforward. We considered three compounds: CH;NH,Pbl,
(MAPI), CH(NH,),Pbl; (FAPI) and NH,Pbl; (API). We arbitrary choose these sys-
tems, rather than other similar ones such as perovskite with lower dimensionality,
to produce test-cases for future developments in the field. A three-dimensional
perovskite structure of API, for example has never been reported and the research
focused mostly on MAPIL. Nonetheless we will discuss the results, because of
their insight about the size role of the central cation.

During the development of the research we moved our attention to focus mostly
on MAPI following the technological development of the solar cells employing
different software and methodology as we will explain.
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3.2 Computational setup

3.2.1 Inorganic halide perovskites

The calculations for this first part have been performed with the FHI-AIMS soft-
ware using DFT.'?%130 FHI-AIMS is an all-electron electronic structure code based
on numerical atom-centred orbitals. To describe the electronic wave function dif-
ferent basis set are available, but in all calculations we employed the precon-
stricted tight basis set. This basis set contains a range of diffuse and polarization
functions that allow the description of partially localized or diffuse charges. It is
intended to provide meV-level accuracy.

Since the materials studied are represented by their crystal structure, periodic
boundary conditions (PBC) have been employed. PBC allows modelling of a per-
fect crystal from the single crystal unit cell. They consist in an infinite replica
of the single cell structure in the direct space. This is achieved imposing conti-
nuity between the opposite ends of the cell vectors. In practice if we consider a
2D square cell with an atom moving from left to right, once it crosses the right
border, it re-enters in the same cell from the left side.

This approach is ideal to study an infinite perfect system, but it relies on choice
of a crystallographic cell of proper size. Small cells can lead to the introduction of
self-interactions of local environments (e.g. defects), or misrepresentation of long
range effect (e.g. dispersion cell); oversized cell increase the computational cost
of the calculation oversampling the electronic structures. The study of specific
cases, such as point defects or localised charges requires different methods, or
the inclusion of correcting potentials.

We considered perovskites with general formula CsMX; (X= Cl, Br,I and M= Sn,
Pb), with a cubic perovskite lattice belonging to the space group Pm3m (n. 221).
The Cs atom occupies the Wyckoff a-site (0.0, 0.0,0.0), the halogen atoms adopt
the c-site (0.5, 0.5, 0.0) and the divalent metallic ion sits at the center of the cell (3,
1, 1), which is the Wyckoff b-site.

27 2
The cubic phase is the high-temperature stable phase, and for these materials it
occurs in a range of temperatures from 320 K for CsPbCl,,'® to 563 K for CsPbl,.'”°

The first step of this work was the optimisation of the lattices parameters. This
operation was performed using the Broyden-Fletcher-Goldfarb-Shanno (BFGS)
algorithm.'”! Due to the simple high symmetric structure the initial structure can
be deduced empirically, but when possible we used experimental data taken from
experimentally-solved x-ray diffraction measurements.'7%172-17>

The energy calculations to achieve the geometry optimization was performed us-
ing the semi-local GGA exchange-correlation functional PBEsol'*® with a k-point
12x12 x12 grid, and constraining the cell geometry to cubic.

The presence of heavy element such as lead or tin as in this case, requires the
consider the presence of relativistic effect, that are usually negligible if only light
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elements are presents. These effects were taken into account using the scalar
atomic ZORA'® relativistic correction included in FHI-AIMS.

To calculate the enthalpy of formation, we used a set of calculations that included
all the component elements in their standard states. The calculations for those
systems have been performed in a consistent manner to the system they have
been used to calculate the enthalpy of formation for.

To improve the quality of the band structure we used the hybrid PBE0'** func-
tional. This functional is derived from PBEsol, with 25 % of the electron exchange
energy replaced by exact Hartree-Fock exchange. Since calculations with hybrid
functionals are computationally expensive, we reduced the k-point mesh from
12 x 12 x 12 to 4 x 4 x 4. In some cases the calculation with a 4 x 4 x 4 mesh grid
gave anomalies in the band structure. Those errors were a sign that the chosen
grid was too sparse. Thus additional calculations with a more dense 8 x 8 x 8
mesh were necessary for studying CsPbCl;, CsSnCl; and CsSnBr;.

3.2.2 Hybrid halide perovskites

Once the inorganic perovskite study was completed we considered the hybrid
perovskites systems. To perform these calculation we employed the commercial
software VASP.'”” We switched to VASP because it is well tested and the geometry
optimization with FHI-AIMS gave some convergence issues for the lower sym-
metry organic-inorganic materials. VASP is an ab-initio simulation package that
is based on pseudopotentials (which include relativistic core corrections) and a
plane-wave basis set. This type of basis set has the advantage of being defined by
a simple energy threshold (cut-off), which sets the number of functions included.
The calculations were performed with the PBEsol functional, and are consistent
with calculations done with FHI-AIMS. We used a k-point mesh with 6 x 6 x 6 sub-
divisions generated with the Monkhorst-Pack algorithm.!”® This set of point was
a good compromise between cost and accuracy to describe the organic molecule
inside the cage.

The geometry optimisation algorithm included in VASP allows for different types
of relaxation; for example, it is possible to relax only the cell shape, keeping the
volume fixed, or to optimize just the volume, scaling the structure accordingly.

The starting structures for the hybrid perovskite in the cubic phase were gener-
ated with a custom Fortran program. This code generates a cubic perovskites lat-
tice with an organic cation at the center of the cage. The software was designed
to create structures with different lattice parameters, composition, and orienta-
tion of the organic cation. When available, for example for the low temperature
phases of MAPI we used crystallographic data to improve the starting point, or
to derive the geometry of the system.
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TABLE 3.1: Experimental, optimized and ionic radii lattice parameters of CsMXj;
perovskites.

Compound Exp.(A) DFT (A) Ionic (A)

CsPb(Cl, 5.605 5.605 6.000
CsPbBr, 5.874 5.860 6.300
CsPbl, 6.289 6.226 6.780
CsSnCl, 5.504 5.504 5.000
CsSnBr, 5.795 5.754 5.300
CsSnl, 6.219 6.115 5.780

3.3 Inorganic perovskites results

3.3.1 Lattice optimization and bulk modulus

The first step of the calculation is the optimisation of the structure of the material.
The energy of the materials depends on the atomic position and cell size. This set
of variables determinates an energy hyper-surface called potential energy surface
(PES). If the coordinates do not correspond to a minimum, the system is not in
equilibrium and the atoms are subjects to forces. Naturally at 0K the atoms tend
to occupy the minimum thermodynamic if possible. To calculate where the ab-
solute is locate in principle it is necessary to explore the whole PES. This is not
practical, but there are algorithms design to find local minima and sample the
PES to ensure that, within reasonable constrain such minima is also an absolute
one.

Hence the first step of any calculation is the geometric optimization of a structure
which is aimed to find the equilibrium positions of the atoms in the cell which
minimizes the forces on the atoms. In our case, we decided to constrain the ge-
ometry of the inorganic perovskites to a perfect cubic symmetry. The optimiza-
tion then adjusted the volume (lattice parameter) of the cell, keeping the atomic
positions fixed. The results are reported in Table 3.1.

There is a small difference, around ~ 1%, between the experimental and opti-
mized results. This discrepancy increases with the atomic weight of the halogen,
and it is due to the fact that the accuracy of the calculation decreases as the atomic
number increases due to relativistic effects. Furthermore, cubic perovskites are
high-temperature stable phases and some errors may arise from the fact that the
DFT calculations do not take in account any thermal effects.

Table 3.1 also reports theoretical lattice constants obtained from tabulated ionic
radii.!® For cubic perovskite, the cell size is determined by the distance between
the halogen and the divalent metal. The length is given by twice the sum of the
metal and the halogen radii. In this case, the bonding also has partial covalent
character, and for this reason there is a significant error between the DFT results
and the value obtained from the tabulated ionic radii.
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Another source of error in this method is the fact that the halide coordination in
perovskites is 2, while usually the radii for a negatively charged iodine is fitted
for 6-coordinate environment. The ionic radii are thus not particularly helpful to
forecast the lattice parameters for future study about materials with experimen-
tally not solved structures.

During the geometry optimisation the introduction of constrains, as the volume,
permits to derived the energy dependence on them and fit data to equations of
states to obtain thermodynamic quantities.

Thermodynamics relates macroscopic properties of a material with equations
which describe a particular state of a system with comparison with an arbitrary
standard state. The values of an equation of state are particularly useful because
they depend only on the state taken in consideration and not on the process fol-
lowed to obtain that state from the standard one. Since an equation of state relates
different quantities it is possible to derive unknown quantities from known ones.
For example, if the system is an ideal gas the following equation applies:

PV =nRT 3.1)

where R is the gas constant, n the number of moles taken in consideration and P,
V and T are pressure, volume and temperature. This allows one to obtain the
temperature if the pressure and the volume of the system are known.

In solids the equation 3.1 is too simple and another formalism is needed. In our
case we used the Birch-Murnaghan equation of state!® in an isothermic condi-
tion to obtain the bulk modulus. The bulk modulus expresses the resistance to an
isotropic compression of a substance. It gives information on the elastic proper-
ties of a material and it can be obtained solving the following equation:

7 5 2
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In this expression B refers to the bulk modulus, Bj is the first derivative of the

bulk modulus with respect to pressure and 1}, is a standard reference value for the
volume. From equation 3.2 is possible to derive a relation between the internal

energy of the system and the cell volume:
AU AU A%
0)° 0)° 0)°
7)) 5| () ‘1] [6‘4(7)
(3.3)

Finally we obtain the relationship between the bulk modulus and the quantities
that we can calculate: the energy and the volume of a solid system. In order
to obtain the bulk modulus one single calculation of the equilibrium structure is
not sufficient because some derivatives are present in Equation 3.3. To obtain the
derivatives we performed a set of calculations with different volumes, and the
data obtained have been fitted to the Equation 3.3.

B

{1+Z(B@—4)

9Vu By

E(V) = Eo+ —¢

By +




62 Chapter 3. Perovskites electronic structure

TABLE 3.2: Comparison between bulk modulus calculated in this study and val-
ues reported in literature.

Compound DFT B, (GPa) B, (GPa) B, (GPa)

CsPbCl, 224 25.8180

CsPbBr, 19.1 23.5180 21.0'7°
CsPbl, 15.3 19.5180 16.57
CsSnCl, 23.3 - -
CsSnBr, 20.0 175181

CsSnl, 15.9 - -

The calculated values are reported in Table 3.2. The trends agree well with pub-
lished studies.!”*-181

The trends of the bulk modulus reflect the lattice parameter behaviour. In fact the
smaller the lattice parameter the higher is the bulk modulus. Because the DFT-
calculated lattice parameters are slightly larger than the experimentally observed
values, it follows that there is a small underestimation of bulk modulus with
respect to the experimental data.

3.3.2 Thermochemistry

We computed the enthalpy of formation to further characterize the material. In
general, the enthalpy of formation is defined as:

H=U+PV (3.4)

Usually, rather than considering the absolute value of thermodynamic quantities,
it is more useful to refer to the variations of the quantities associated with a spe-
cific process (formation, crystallisation, ...). For solids the variation of enthalpy
could be simplified because the variation of volumes is negligible with standard
pressure and then the enthalpy could be substituted with the internal energy:

A]—Isol ~ A(]sol (35)

The perovskites enthalpy of formation then could be expressed as the difference
from the DFT-calculated total energy of the perovskites and the sum of total en-
ergies of constituent elements in their standard state.

ApH =Ueomp — Y, UG (3.6)

elements

To have the U S', it is necessary to calculate, with DFT, the internal energy of the
standard states of the elements that form the perovskites.

A problem arises in the case of Br. Since it is liquid in his standard state, it is not
possible to compute it with a static simulation. Because of that the calculation
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TABLE 3.3: Enthalpy of formation for the studied perovskites.

Compound AHy (M/mol)

CsPbCl,  -752
CsPbBr,  -636

CsPbl, -488
CsSnCl, -721
CsSnBr, -607
CsSnl, -462

for this element has been split in two steps. The first one was the calculation
of the total energy of the gas phase, namely Br,. The second one regarded the
correction of the resulting energy adding the correspondingly standard enthalpy
of liquefaction.

As it can be observed by the data showed in Table 3.3 the enthalpies of formation
are negative and the compounds are more stable than the elements which form
them. They can be formed if no other more stable competitive compounds are
present.

3.3.3 Electronic structure

The solution of the Schrodinger equation formally permits us to calculate only
the energy and the wavefunction of a system. DFT energy relies on the charge
density and in principle it is independent from the wavefunctions. Nonetheless
the charge density is obtained from a wavefunction introduced as a linear com-
bination of Kohn-Sham orbitals. The Kohn-Sham orbitals are not necessarly the
real orbitals, but for most cases can be used as a reasonable approximation.

The wavefunction contains all the properties of the system and they can be ex-
trapolated in different forms such as: the band structure, the density of states
(DOS) and the crystalline orbitals.

The band structure contains the information about all the states (energies) that
electrons can or can not occupy in a periodic system. Because of the periodic
nature of the compounds, the band structure is resolved in reciprocal space (the
energy is then plotted against the momentum of the electrons). In particular the
whole structure is not reported, but only the projection along the high symmetry
lines, usually in the first Brillouin zone (BZ).

The band structure allows to visualize the value and the nature (direct or indirect)
of the band gap, the presence of localized or de-localized states, the magnitude of
the effective mass and other properties. A parameter that characterizes the band
structure of a material is the band gap. It is defined as the minimum difference
between the top of the valence band (VB) and the bottom of the conduction band
(CB). A band gap is direct when the two extrema occur at the same point in recip-
rocal space, indirect otherwise. The importance of the band gap is due to the fact



64 Chapter 3. Perovskites electronic structure
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FIGURE 3.1: Band structure for the compound CsSnl; calculated with PBEsol0
exchange-correlation functional. The bands have been aligned in order to have
the zero corresponding to the top of the conduction band.

that it determinates the energy needed to promote an electron from the VB to the
CB. In case of a direct band gap the promotion can occur via the absorption of a
photon. In order to promote an electron the photon must have an energy equal
or larger than the band gap.

Instead, if an indirect gap is present, the bottom of the CB has a momentum value
different from the top of VB. For this reason, beside the absorption of a photon,
it is needed the annihilation/creation of a phonon in order to conserve the crys-
talline momentum.

The information of the band structure can be summarized by the density of states
(DOS), which is obtained integrating the band structure along the momentum
space as a function of the energy. Physically it represents the number of state,
which can be occupied or empty for an electron, per unit of energy.

In Figure 3.1 is reported the band structure for CsSnl,. The plotting directions
have been chosen according to the space group of the compounds (Pm3m, n.
221) as reported in the literature.'8?

The band structures of all materials show a direct band gap at the R point of the
first BZ (1,1, 3). Another direct gap is present at the M point (0.0 ,3, 3), but it
is significantly larger. In order to have a transition at that point it is needed the
absorption of a photon with higher energy, but the transition is less probable.

The shape of the band structure is similar through the different compositions.
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TABLE 3.4: Data from PBEsol0 calculations for Energy band gap, HOCO and
LUCO levels, and band gap deformation potentials for the inorganic perovskites.

Compound Eg (eV) HOCO (eV) LUCO (eV) «, a,

CsPbCl, 3.139 -6.174 -3.035 2971 -21.242
CsPbBr, 2.628 -5.965 -3.336 4.339 -36.451
CsPbl, 2.218 -5.807 -3.588 3.518 -36.922
CsSnCl, 1.600 -4.922 -3.322 5905 -40.573
CsSnBr, 1.139 -4.748 -3.610 5738 -45.867
CsSnl, 0.869 -4.705 -3.837 4.817 -48.562

The main difference is the position of the band, and hence the value of the band
gap which always occurs in R.

The calculated band gaps are reported in Table 3.4. The compound containing
Pb are significantly larger due to the spin-orbital coupling and relativistic effects.
Halogens also play a role defining the band gap which decreases with the size of
the halogen.

Because the band-gap depends on the shape of the cell and the inner coordinates
of the atoms it is possible to relate it to the volume of the cell. This relationship
lead to the definition of the band-gap deformation potentials, ay, ap!®:

— aEg
1
ap = —EOJV (38)

These quantities describe the change of band gap with respect to hydrostatic vol-
ume and pressure changes, which can be important for electronic applications.
Working devices can be subject of thermal or mechanical strain which affect the
electronic properties. Deformation potential are useful to take in consideration
the magnitude of those effects. The results are reported in Table 3.4.

The results are reported in Table 3.4 which also reports the energy values of the
highest occupied crystal orbital (HOCO) and lowest unoccupied crystal orbital
(LUCO). These particular orbitals are the projection in the real space of the va-
lence and conduction bands. They are useful to understand which atoms partici-
pate to the formation of the band structure. The reference point for the energy is
set by the software with respect to the average electrostatic potential of the free
atom electron density. Substituting Cl with a heavier halogen, influence more
the position of the LUCO rather than the HOCO. For example, the difference be-
tween the HOCO levels of CsSnCl, and CsSnl;, is 0.217 eV against a difference of
0.515eV for the LUCO levels. An opposite trend is observed substituting Sn with
Pb. In fact, the shift is larger for the HOCO and it depends marginally on the
halogen. This suggests that the VB is mainly formed by the halogen atom while
the CB by the divalent metal.
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FIGURE 3.2: In the right panel is reported the plot of LUCO (top) and HOCO

(bottom) orbitals for CsSnl; in correspondence of the band gap. The orbitals

different phases are reported in yellow and blue. The left panel illustrates the

DOS (black), resolved by atomic species( Cs = blue, Sn=light blue, I=violet) for
CsSnl;. The other compounds have similar properties.

We can observe this aspect analysing the crystalline orbitals plot. The crystalline
orbitals are the portion of space where the probability to find an electron is max-
imum, or above a certain threshold. The probability of finding an electron in a
portion of space is given by the integral over the space of the squared modu-
lus of the wave-function. The charge density is obtained simply multiplying the
probability by a unit charge. The nominal electronic charge of an atom is given
restricting the integration on a portion of the volume surrounding such atom.
Observing the plot of the charge density it could be understood the role of the
element in the determination of the energy levels. The plot of charge density of
the frontier orbitals for CsSnl, is illustrated in the left panel of Figure 3.2!'. We
calculate these orbitals using PBEsol0 exchange correlation functional in corre-
spondence of the R point. From the plotting of the orbitals is possible to extract
more precise information than just observing the HOCO and LUCO energy val-
ues.

The HOCO is formed by p-orbital-like states of the Sn ion and this justify the fact
that the HOCO is mainly influence by Sn and Pb. The LUCO is formed by a p-
orbital-like states of the halogen and s-orbital-like states of Sn and confirms the
importance of the halogen in defining the LUCO levels.

A further confirmation of this can be obtained also observing the element-solved

IThe plot of the charge density coincides with the concept of orbital and the second term will
be used in this discussion.
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TABLE 3.5: Element of the reduced mass tensor for specific three directions along
the minimum of the CB and the maximum of VB.

*

* * * * *
Compound M-y Mg Mi_p Myp . Mpeg Myyor

CsPbCl, 0300 0.791 0.777 -0.174 -0.179 -0.174
CsPbBr, 0236 0.715 0.721 -0.139 -0.139 -0.139
CsPbl, 0.191 0.670 0.671 -0.127 -0.127 -0.127
CsSnCl, 0294 0.759 0.764 -0.087 -0.086 -0.085
CsSnBr, 0.230 0.666 0.653 -0.055 -0.054 -0.054
CsSnl, 0.190 0.656 0.653 -0.049 -0.049 -0.046

DOS reported in right panel of Figure 3.2. The VB is mainly formed by the halide
levels and divalent metal states. On the other hand the CB is formed mainly
by the to the divalent metal. This imply that the Cs atom does not play any
fundamental role in the determination of the electronic properties of the material.

The electronic structure contains the necessary information to derive the proper-
ties of matter. For example, with respect to conductivity, what is defined as effec-
tive electron mass tensor is a direct consequence of the band structure. Because
in DFT calculations, we deal with ideal infinite system it is possible to appeal to
Bloch formalism for the definition of the effective electron mass tensor. In par-
ticular, from the band curvatures the effective electron mass tensor is defined as:

1 1 9% (k)
{%} 12 0kiOk; (3.9)

where ¢(k) indicates the energy of the band with wave vector k, while ¢, j are the
directions in the k-space.

In a semiconductor the conduction is associated to the promotion of an electron
in the CB, and/or the generation of an hole in the VB. For this reason the carriers
that are able to move are the one close to the frontier level, i.e. to the maximum of
the VB for the holes, and to the minimum of the CB for electrons. In this case the
band gap occurs at the R point. Hence the effective masses had been calculated
in three different directions starting from the R point, as show in Table 3.5.

The three chosen direction are the following: A, from point I'(0,0,0) to R(3, 3, 3),
S from R to X (0,%,0), T from R to M(%,1,0).

» 20 202
From this data we can observe that the electronic reduced masses are higher than
the holes masses. Nonetheless the values are comparable. This confirm the nature
of this class of perovskites as ambipolar conduction materials with a preferable
applications as HTM.

For the electronic carriers A is a preferred direction of transport and the reduced
mass in that direction decrease as the halogen increases in mass. The values for
the other two directions don’t change significantly with the composition and are
similar in the studied perovskites.
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FIGURE 3.3: The figure reports the three hybrid perovskites: API, MAPI and
FAPI. The organic cations occupy the center of the cell, while the halides form an
octahedra coordination environment around the metallic ion.

The hole reduced masses, on the other side, are almost perfectly anisotropic along
all the three chosen directions.

The electronic cloud for heavier halogen is more diffused and this lead to a larger
mobility for the electron, and, in fact, a reduction of electronic mass is observed.
At the same time hole masses for Sn compounds are smaller than the correspond-
ing Pb compound, suggesting a lower hole mobility for the latter.

3.4 Hybrid perovskite results

3.4.1 Structure optimization

The structure of hybrid perovskite is analogous to inorganic perovskites, dis-
cussed previously. The main difference is that the Wyckoff a-site (0.0,0.0,0.0)
is occupied by an organic cation. The most common and widely investigated hy-
brid perovskite is methylammonium lead iodide, CH;NH;Pbl; (MAPI), shown in
the central panel of Figure 3.3. Nonetheless we consider other hybrid materials:
formamidinium lead iodide, CH(NH,),Pbl; (FAPI), and ammonium lead iodide
NH,Pbl; (API) also reported in the other panels of Figure 3.3.

The presence of an organic cation in the cell breaks the symmetry of the struc-
ture and affects the optimization. This aspect is particularly problematic because
at the time of the first calculation the structures were not completely solved in
literature.

The experimental measurement are complex to the presence of different phases,
partial occupation and orientation of the organic cations. As much in the labora-
tory as in the simulations, the main complications consist in finding the position
of the molecules inside the cage.

With consistency to the initial space group reported, the organic cations could
have occupied different positions with different orientations. This situation gen-
erates a very large configuration space that is unlikely to be completely explored



3.4. Hybrid perovskite results 69

TABLE 3.6: Results of the geometric optimization obtained with PBEsol func-
tional. As parameter of the pseudo-cubic cell has been reported the average of
the three different lattice parameters.

Compound Cubic cell (A) Pseudo-cubic cell

APbl, 6.26 6.21
MAPI < 100 > 6.21 6.29
MAPI < 110 > - 6.26
MAPI < 111 > - 6.28
FAPbI, 6.46 6.47

by optimization algorithms. To proceed, we applied different approximations in
order to get a reasonable starting structure.

Firstly, we considered only the high-temperature cubic phases, the isotropic lat-
tice is easier to model and worked as a general test case for the study of the other
perovskite phases. Regarding the molecule we ignored the different conforma-
tions that arise from the hydrogen atoms. We assumed the hydrogens to be in
eclipsed conformation which is generally more stable in the order of fractions of
eV. The position of the molecule in the cell was decided with respect to geometric
considerations. The ammonium ion was put with the nitrogen atom in the exact
center of the molecule, analogously for FA the carbon was put in the center of the
cell. MA instead was positioned in order to have the middle point of the C—N
bond at the center of the cell.

If the H positions are ignored there is only one possible orientation for ammo-
nium (NH,"). MA ion has a cylindrical shape, so we decided to consider three
different orientations of the molecule aligning the C—N bond to the three direc-
tions: < 100 >, < 110 >, < 111 >, within the cubic perovskite cage.

In the case of FA we took in consideration only one position for simplicity, even
if it can be positioned in different orientation. In our case the molecule was ori-
ented in order to belong to a plane parallel to the cell face, and with the bisecting
line of the angle N—C—N aligned to one edge of the cell. We picked only this
configuration because it fits the inorganic cage in a reasonable way.

We performed an initial optimization of the cell volume performing energy-volume
curves. During the calculation we modify only the lattice parameters and we
keep constant the bond-length of the organic molecule. From this initial set of
structures we used VASP quasi-Newton (QN) and conjugated-gradient (CG) al-
gorithms to perform a second volume optimization and finally a global optimiza-
tion of all the parameters.

The lack of symmetry lead to a break of the cubic lattice configuration, but this
distortion is in general small, about 2% in terms of lattice parameters, so we de-
cided to use the word pseudo-cubic to describe the structure. This term is useful to
identify the perovskite nature of the compound without ignoring the critical role
of the organic ions. Table 3.6 report the lattice length of the cells obtained.
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TABLE 3.7: Enthalpy of formation for the studied perovskites in the pseudo-cube
cells.

Compound AH; (}/mo1)

A -439
MA -571
FA -591

The energetics for MAPI does not strongly depend on the organic molecule ori-
entation. Nonetheless we considered for further calculation the minimum energy
configuration where the MA cation lays along the < 100 > direction.

3.4.2 Thermodynamic stability

We also calculated the enthalpy of formation and the electronic properties of the
hybrid perovskites, similarly to what we did with inorganic ones computing the
standard states of the elements involved. Table 3.7 reports the values obtained
for the enthalpy of formation. The values are similar to the inorganic iodide
perovskite and the presence of the molecules does not change significantly the
enthalpy of formation.

MAPI has been experimentally reported with structures similar to the one we
consider. On the other hand API has never been reported in a three-dimensional
crystal phase, but only in a structure with lowered dimensionality.'®* This effect
is due to the small size A" that allows it to form a discontinuous lattice. Nonethe-
less, in principle, the pseudo-cubic phase of API is stable against its constituent
and we used it to investigate the role of cation size in hybrid perovskites.

3.4.3 Electronic structure

We consider here the analysis of the electronic and structural properties of hybrid
perovskites, with a particular focus on MAPI and API. Formally the structures
have symmetry (P1) and no high symmetry directions are present. As an exam-
ple, in Figure 3.4 is shown the dispersion along eight different lines from Gamma
to points (£0.5,40.5,£0.5). The dispersion is similar in the different direction, so
we decided to plot the bands structure following the high symmetry directions
belonging to the Pm3m (n. 221) space group. In this way the band structure are
consistent with the ones reported for the inorganic perovskites.

Substituting the central Cs ion does not affect significantly the shape of the elec-
tronic structure. The two band structures are reported in Figure 3.6.

The band gap occurs at the R point, and a second larger gap is present at the M
point. At the I" point the VB is quite flat. The value of the band gaps are reported
in Table 3.8. For MAPI we also considered different cases where the central cation
has different orientation, but it does not effect significantly the band gap value.
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FIGURE 3.4: Dispersion from Gamma to the eight possible R (£0.5,£0.5,£0.5)

points for MAPI in the pseudo-cubic perovskite cell. The profile of the band

structure is quite similar with small deviations if different directions are com-
pared.

TABLE 3.8: Band gap for API and MAPI in function of the cation position. The
value has been calculated using the GGA PBEsol functional.

Material Band Gap [eV] ¢ (57,€0? €87) €oo (€25 ,€9Y,€%2)

APDbI 1.20 (18.62,18.47,18.14)  (6.49, 6.49, 6.47)
MAPDI - <100> 1.38 (22.39,27.65,17.97)  (6.29,5.89, 5.75)
MAPbI - <110> 1.37 (17.95, 23.56, 22.67) (5.62, 6.54, 6.26)

MAPbBI - <111> 1.37 (36.52,37.28,24.94) (6.10, 6.10, 5.92)
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FIGURE 3.5: Band structure for MAPI valence band maximum (right) and con-
duction band minimum. The structure have been obtained with PBEsol func-
tional. Image taken from reference.!®

Analogously with Cs cation, also the organic does not affect the the band gap,
because, as we can observe, its levels lie deep in the valence band around 5eV
below the Fermi energy, and they do not take part to the bands edges. Those
levels are flat and denote the localized nature of those states.

Nonetheless the central cation plays an indirect role on the band gap because it
affects the size of the cage. Smaller cation result in a smaller cage, facilitating the
overlap of atomic species with a consequent reduction of the band-gap. In Figure
3.5 are shown the orbitals corresponding to the top of VB and the bottom of CB
for MAPL

From the plot, it can be seen that the top of VB is formed by the Pb s states and
the I p orbitals, while the bottom of CB is mainly formed by the Pb p orbitals.

3.4.4 Band gap and spin-orbit coupling

The calculation of electronic levels for heavy atoms needs the introduction of an
usually neglected correction due to relativistic effects. The most significant one
is the spin-orbital coupling (SOC) and it is responsible for the split of degenerate
atomic or crystalline levels due to the coupling between the angular momentum
(L) and the spin (S) of electrons. This results in a split proportional to the product
L-S. In the solid state the SOC interests mostly the states across the Fermi energy
hence the band gap of material. Such impact is significant in hybrid perovskites
due to the presence of Pb. The inclusion of SOC closes the band gap, reducing it
by ~ 1eV.
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FIGURE 3.6: Band structure for APbl; (left) and MAPI(right). The structure have
been obtained with PBEsol functional.

Nonetheless the MAPI calculations performed without including SOC are in good
agreement with the experimentally reported band gap (1.61eV)!¥. This agree-
ment is due to errors compensation at the GGA-PBEsol level where the absence
of SOC is cancelled out by the lack of many-body interactions.

The many-body effects can not be caught by DFT approach and will be explained
further in following sections.

3.4.5 Dielectric permittivity

The dielectric permittivity (e) measures the response of a material to an electric
field with frequency w accordingly to the dynamic of the atoms involved.

The dielectric response is a rank 2 tensor, and each component is not necessary
parallel to the applied field. Nonetheless the main contributions lie on the diago-
nal (¢;;) of the tensor and we can focus on those values. The dielectric permittivity
is crucial to determinate the screening of the charges in a material, and then con-
trols key aspects of the physics of a material as the electron-hole interaction and
the formation of exciton or polarons.

Using the density functional perturbation theory (DFPT) we calculated the diag-
onal components of dielectric permittivity in the limit of a static field (¢y) and of
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a field with infinite (faster than any atomic response) frequency (e;,¢). The results
are shown in Table 3.8.

The responses are anisotropic for API due to the high symmetry of the ammo-
nium cation, while there are small deviation in the values for MAPI that depends
on the molecule orientation. The high frequency component are comparable to
the value of other semiconductors (¢3¢, ,, = 10.90'®) and in the case of MAPI
the orientation of the molecule determinates the presence of a component with
higher value. The response to a static field behaves similarly, but the value is
higher, in particular for MAPI. These value are higher than the one observed for

other semiconductors (%%, ,. = 12.85'%).

This anomaly can be explained considering the softness of the structure and the
easiness of rearrangement to an external stimuli of the central molecule. This
high value can screen the electron-hole interaction leading to a longer life time of
the charge carriers in photovoltaic devices.

3.5 Beyond the ideal crystal

3.5.1 Molecular rotation

DFT is an athermal theory that does not take into consideration any thermal ef-
fect and it is often considered as a 0K system. As a consequence the geometry
optimization returns the most stable structure, and all the properties are derived
for this structure in a static fashion. However at a finite temperature the structure
could be different with different properties.

In the case of MAPI the thermal energy could be enough to put in motion the
molecule at the center of the cage. To understand this aspect we calculated the
rotational barrier of the molecule.

To simulate the rotation we calculated a set of single point structures where the
molecule is positioned in different directions keeping the inorganic cell frozen.
This assumption was made assuming that the movement of the molecule would
be faster than the rearrangement of the cell. This is justified by the fact that Pb
and I have greater mass, hence higher inertia compared to organic cations.

Instead of considering the optimized quasi-cubic lattice we relied on an ideal per-
fect cubic cell with higher symmetry. This choice permits us to assign a simple
orientation of the molecule inside the cage. We rotate the molecules around the
cell center spanning planes (100) and (110) in just one octant of the space. The re-
sult was a set of energy-curves like the one reported in Figure 3.7 from which we
extracted the rotation barrier. Table 3.9 reports the energy-barrier for the rotation
of the molecules.

As expected the barrier depends on the size of the molecule. The rotation bar-
rier for ammonium in the cage is very shallow, indicating the absence of a strong
interaction between iodine and the hydrogens. Implicitly these results validate
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FIGURE 3.7: Rotation barrier of a molecule of MA inside the inorganic cage from

the < 100 > direction to < 010 >. The minimum energy is found for the molecule

tilted of 45° along the < 110 > direction even if the most stable structure we

found was aligned with the starting configuration. This behaviour is due to the

fact that the rotation has been performed without the optimization of the struc-
ture and in an ideal cubic cage.

TABLE 3.9: Rotation barrier for different organic cations in the lead iodide per-
ovskite cage.

A MA FA
Rotation barrier (W/mo1) 0.3 1.3 139
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FIGURE 3.8: In a crystal the direction of the polarization vector depends on the
choice of the crystallographic cell. In this example, the shift of the cell invert the
direction of the vector.

the initial decision of ignoring the hydrogen atoms to determinate the different
position of the molecule. The value for MA is larger but it is compatible with
room temperature rotation. It is possible to assume that, in standard conditions,
the molecules are not frozen in a specific position, but they rotate. This also high-
lights the difficulties to experimentally solve the atomic structure.

3.5.2 Berry phase analysis

DFT methodology gives access also to macroscopic properties than depends on
local configuration. In the case of perovskite an interesting property regards the
polarization. Coherent displacements in materials without an inversion center
can lead to an asymmetric charge distribution, than gives rise to a spontaneous
polarization.

In a molecular system defined in a volume V' with charge density p the dipole
moment in a point ry is:

p(ru) = [ plo) (v~ xo) s (3.10)

v

The same definition does not hold for an ideal crystal because the polarization
value depends on the choice of the crystallographic unit, an example is reported
in the cartoon of Figure 3.8.

To solve this limitation, the polarization in a crystalline material can be calculated
using the Berry Phase analysis. This method does not give an absolute value of
polarization to a system, but instead gives a polarization relative to a reference
center. The polarization of a particular structure is obtained from a structural
parameter )\ that continuously transforms the reference structure in the one of
interest. The results are independent of the choice of A and of the reference. A
useful approach is to identify a non polar structure (i.e. with an inversion center)
and gradually distort it in the wanted structure.

We discussed how perovskites show different properties related to the presence
of possible distortions that change the charge distribution. In inorganic per-
ovskite the distortion usually considers the displacement of the cations with oc-
tahedral coordination away from the high symmetry site.
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FIGURE 3.9: Centrosymmetric 2x1x1 MAPI supercell used to calculate the Berry
phase. As it is observable the molecules are anti-aligned with a zero dipole

In the case of MAPI instead, the MA™ cation can not occupy the center of the
cage for steric effect, so it is naturally displaced. We wanted to explore how the
polarization changes as the molecule rotates inside the cage. In order to do so, we
consider an apolar cell with a center of inversion. Because it is impossible to build
a single MAPI cell with such property we consider a 2x1x1 supercell reported
in Figure 3.9. We fully optimized the cell keeping the symmetry space group in
order to maintain the inversion center.

As the )\ parameter we consider the rotational angle of one molecule around one
of the axis and we generated a set of structures that describe the molecule rota-
tion. We rotate the molecules with a 15° step as pictured in Figure 3.10, where
only some structures are reported for clearness.

For each one of these it is possible to calculate the polarization components due
to the electron and to the ionic positions. The results are reported in Figure 3.10.

The total polarization has a maximum value of 5.74#¢ /.. when the two organic
molecules are anti-aligned. This value is smaller compared to other perovskites,
for example KNbO; has a polarization value of 30 ““/,,,,2. The presence of a strong
polarization could lead to the formation of micro-domains that could enhance the
photovoltaic effect.

3.5.3 Surfaces

To understand the behaviour of real devices it is necessary to move away from
ideal crystals. One feature to be introduced in perfect crystal is the breaking of
PBC to form a surface. Surfaces play a crucial role in any PV device because they
set the position of the energy levels at the interfaces. For example, if different
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FIGURE 3.10: The top row reports the structures obtained rotating one the MA
molecules with incremental steps of 60° in MAPI. Below is plotted the total,
ionic and electronic polarization in function of MA™ rotation in a 2x1x1 super-
cell. The maximum total polarization occurs for anti aligned molecules, 180 ° is

5.741C />, with a 5.394C/_ . ionic component.
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FIGURE 3.11: Scheme of a surface slab, the black lines indicate the surface cell
which include also the vacuum layer.

materials are put in contact the reciprocal position of the energy levels can de-
terminate if it is possible to inject a charge from one material to another, or if a
specific material works as a blocking layer.

An ideal surface is the interruption of the periodic boundary conditions along a
lattice plane. In reality, not every possible surface is observed and other phenom-
ena occur. Generally, only the surface generated by planes with low Miller index
are observed. Atoms at the surfaces can rearrange breaking the bulk symmetry at
the surface to minimize the energy. For these reasons, the modelling of surfaces
represents a computational challenge.

Firstly, it is necessary to select which surfaces are interesting for the desired study:.
Secondly, to perform the calculations one needs to consider the presence of sur-
face dipoles, and non-stoichiometric structures or other surface behaviour that
have to be included.

VASP and other all planewave codes have been written with the intention of
studying crystals and PBC can not selectivity chosen. In order to simulate the
interruption of PBC perpendicular to the surface, a workaround is necessary. The
crystal cell must be enlarged, introducing an empty space above the surface. In
this way, the software will then reproduce slabs of material separated by vacuum.
An example of a cell used to simulate a surface is reported in Figure 3.11. The size
of this empty space must be set in a way that the replica slabs are distant enough
to not interact each other. If the unit cell is small, it is also necessary to build a
supercell before introducing the vacuum. In fact, the slab must be thick enough
to approximate the bulk properties of the material at its core.

Since no experimental data about surface morphology of hybrid perovskites has
been reported, we used the software METADISE!® to generate the possible dif-
ferent structures. METADISE takes into account the geometry and the basic elec-
trostatic properties of the surfaces in order to remove any equivalent or polarized
surfaces, but does not exclude slabs with different surface moieties. These types
of slab are called anti-symmetrical and should be manually excluded for our pur-
poses. In the case of hybrid perovskites the presence of the organic ions makes
the structure too complex to enumerate the significant surfaces. For this reason,
we computed the surfaces for an equivalent supercell (2 x 1 x 1) of CsPbl; with
METADISE, and afterwards substituted the Cs atom with the organic molecules.
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FIGURE 3.12: Representation of < 110 > surface slab for MAPI. The MA is
aligned to the surface. The black line delimit the cell, the vacuum part of the cell
is not reported for simplicity.

MA and FA had been positioned lying parallel to the surface. One of the surfaces
studied is pictured in Figure 3.12

With this procedure only two different surfaces along the < 110 > plane were
found, but because one of the two was anti-symmetrical we excluded it.

The work function is the minimum energy required to extract one electron from a
surface. It can be described as the energy difference between the top of the VB and
the vacuum level. If the work function is known, it is an absolute reference that
can be used to align on an absolute scale band structures of different materials.

In our calculation we defined the work function as the energy difference between
the top of the VB in the bulk and the potential in the vacuum level. To provide
an absolute alignment of the energy levels, we used the Pb 1s level as a reference
state between the surface and the bulk calculation. The work function could then
be defined as:

w = Upge — €V B,bulk — Aels- (311)

Where U, is the potential energy of the vacuum, ey p p,1, is the energy of the bulk
VB and A, is the energy difference between the 1s core levels. The results are
reported in Table 3.10, while Figure 3.13 reports an example of the electrostatic
potential for a slab of APL
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FIGURE 3.13: Planar averaged electrostatic potential for a APbl; slab. The po-
tential oscillates in correspondence of the slab and plateaus to a vacuum level
outside it.

TABLE 3.10: Calculated values of the work function of hybrid perovskites,

namely ammonium lead iodide (API, formamidinium lead iodide (FAPI) and

methylammonium lead iodide (MAPI). For MAPI we computed four different

configurations. In a, the molecules are aligned to form a striped pattern, while in

b they are anti-aligned in a head-tail motif. Configurations c and d are analogous,
but the molecules are rotated of 90 © with respect to a2 and b.

API  FAPI MAPI-a -b -c -d
DFT Work Function (eV) 5.78 5.17 5.75 577 576 5.78

TiO, MAPI  spiro-MeOTAD
Exp. Work Function (eV) 7.018 54190191 57118
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In the case of MAP], since the molecule has a dipole moment (2.29 Debye!*?), we
considered different surfaces which differ in the mutual orientation of the MA
molecules. In order to do this, we calculated the polarization of different orien-
tation of the MA molecules using the Berry Phase analysis provided in VASP. We
defined four different motifs labelled a4, b, ¢, d. In the a structure the molecules
form a striped pattern, while in b they are anti-aligned in a head-tail motif. ¢
and d are equivalent structures to a and b, but with the molecules rotated 90°.
From the data reported in Table 3.10 we can conclude that the orientation of the
molecule does not play an important role in the work function. Our results are in
accordance with the experimental values for MAPI'? and are compatible with an
ideal device where the perovskites acts just and active material, while the charges
are transported by TiO, and spiro-MeOTAD.

3.6 Publications

The first publication regards the initial calculation of electronic structure of MAPI
and API using DFT and DFPT was published in APL Materials (2013). Compar-
ing different methods the paper outlines the key properties of the material that
stands behind the high photovoltaic efficiencies of perovskites based solar cells.

The results on electronic structure were extended in collaboration with Prof. Mark
van Schilfgaarde in King’s College London. This results in a second paper pub-
lished in Physical Review B (2014) that included many-body GW calculations
on the same system. GW methods permits to recover the many-body effects
neglected in DFT. This leads to a better description of the behaviour of hybrid
perovskites. In particular it emerges a similarity with typical inorganic semicon-
ductors (i.e. GaAs) in the adsorption spectra, and the presence of the Rashba
splitting, both effects that could better explain the surprising performance of hy-
brid perovskites as light harvester.

Both publication are reproduced under Creative Commons license.
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The performance of perovskite solar cells recently exceeded 15% solar-to-electricity
conversion efficiency for small-area devices. The fundamental properties of the active
absorber layers, hybrid organic-inorganic perovskites formed from mixing metal and
organic halides [e.g., (NH4)Pbl; and (CH3NH;3)Pbls], are largely unknown. The
materials are semiconductors with direct band gaps at the boundary of the first
Brillouin zone. The calculated dielectric constants and band gaps show an orientation
dependence, with a low barrier for rotation of the organic cations. Due to the electric
dipole of the methylammonium cation, a photoferroic effect may be accessible, which
could enhance carrier collection. © 2013 Author(s). All article content, except where
otherwise noted, is licensed under a Creative Commons Attribution 3.0 Unported
License. [http://dx.doi.org/10.1063/1.4824147]

Progress in the performance of hybrid pervoskite solar cells has rapidly advanced over the last
five years.'~® They represent the convergence of inorganic thin-film and dye-sensitised solar cells.”
The conversion efficiencies have quickly surpassed both those of conventional dye-cells, as well as
next-generation thin-film absorbers such as Cu,ZnSnS,.%? Despite their high-performance for small
area (~0.2 cm?) cells, the underlying material properties are largely unknown, which could help
with producing more robust large-area devices.

Perovskite refers to the crystal structure of the mineral CaTiO3, which is adopted by a large
family of ABX3 materials, with two notable examples being SrTiO3; and BaTiO3; (Figure 1). They
are well known for their phase complexity, with accessible cubic, tetragonal, orthorhombic, trigonal,
and monoclinic polymorphs depending on the tilting and rotation of the BX¢ polyhedra in the
lattice.'” Phase transitions are frequently observed under the influence of temperature, pressure,
and/or applied electric field.

While oxide perovskites (ABO;) are formed from divalent A” (15 site — cuboctahedral) and
tetravalent B’V (1a site — octahedral) metals, halide perovskites (e.g., ABI3) can be formed from
monovalent A’ and divalent B” metals. For example, the application of CsSnls in solar cells has
recently been demonstrated.!! Hybrid organic-inorganic perovskites are produced by replacing one
of the inorganic cations by an isovalent molecule, e.g., CsSnls — (NH4)Snl3, where NH}' (A) is the
ammonium cation. Recently, the methylammonium (MA) cation (i.e., CH3;NH3 ) has been widely
applied, resulting in the highest-performance perovskite-structured photovoltaic absorbers.>* More
generally, a large series of hybrid perovskites have been reported, which vary in their dimensionality
and the orientation of the underlying perovskite lattice.'>"!

In this letter, we assess the properties of the two archetypal hybrid perovskites (NH4)Pbl; and
(CH3NH3)Pbl; using density functional theory (DFT) for the ground-state properties and density
functional perturbation theory (DFPT) for the dielectric and optical response functions. We provide

4Electronic mail: a.walsh@bath.ac.uk

O]
2166-532X/2013/1(4)/042111/5 1, 0421111 © Author(s) 2013
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FIG. 1. Illustration of the perovskite structure based on corner sharing octahedra of BXs with either a monovalent metal
(inorganic) or charged molecule (hybrid) at the centre of the unit cell. For hybrids, there is an orientation dependence on the
central cation.

insights into the key properties required for device models and screening procedures and that
underpin their utility in photovoltaic cells.

Characterisation of the crystal structures of inorganic perovskites is difficult, and hybrid per-
ovskites are even more challenging. Recent analysis of high-quality (MA)PbI; crystals identified
cubic (Pm3m), tetragonal (I4/mcm), and orthorhombic (Pnam) phases from X-ray diffraction, while
transmission electron microscopy suggested a pseudo-cubic behaviour that is consistent with vari-
ability in the octahedral titling and/or rotations.'® For our investigation, we take a cubic basis, starting
from the Pm3m lattice, and investigate the potential energy landscape associated with the molecular
orientation.

The crystal structures (internal forces and external pressure) were optimised at the level of
DFT, with the exchange-correlation functional of Perdew, Burke, and Ernzerhof revised for solids
(PBEsol).!” The Pb 5d orbitals were treated as valence and scalar-relativistic effects are included.
Further calculations were made using a non-local hybrid exchange-correlation functional (HSE06).'®
Calculations were performed using the VASP code,'® a 500 eV plane-wave cut-off, and reciprocal
space sampling of 6 x 6 x 6 k-point density. Internal structural parameters were converged to within
5meV/A, and the phonon frequencies were checked at the zone-centre to ensure that no imaginary
modes were present. The high-frequency (e) and static (€¢) dielectric constants were computed
using DFPT?? based upon a tightly converged electronic wavefunction (within 10~ eV) and a denser
grid of 10 x 10 x 10 k-points.

For (A)Pbl; there is no strong orientation dependence of the ammonium ion owing to
its approximately spherical topology. A local minimum structure is found where the four hy-
drogens are directed towards interstitial positions. For (MA)Pbl; the behaviour is more subtle
owing to a molecular dipole (of strength 2D) associated with the methylammonium ion (i.e.,
[CH3]%* — [NH3]°7). We identified three local minima, where the dipole is aligned along of the
(100), (110), and (111) directions, relative to the origin of the cubic lattice (Figure 1). The total
energy difference is within 15 meV per atom, with the (100) orientation being most stable. The
absence of a significant barrier to rotation (<40 meV) is consistent with labile movement under
standard conditions. Indeed, 2H and “N spectra have confirmed that MA cation rotation is a rapid
process at room temperature.?!

The predicted lattice constants for (MA)PbI; vary from 6.26 to 6.29 A (Table I) depending on the
molecular orientation. These compare well to the value of 6.26 A obtained from powder diffraction
measurements'® and 6.33 A from computations.?? Distortions of the Pblg octahedra are observed for
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TABLE I. Predicted materials properties of hybrid perovskites, from density functional theory (PBEsol functional), where
(MA) refers to the CH3NH3 cation. The diagonal of the dielectric tensors is given as €, €*”, and €%.

Material a (A) E, (eV) €0 €00
(NH4)Pbl3 6.21 1.20 18.62, 18.47, 18.14 6.49, 6.49, 6.47
(MA)PbI3z — (100) 6.29 1.38 22.39,27.65,17.97 6.29, 5.89, 5.75
(MA)PbI3 — (110) 6.26 1.37 17.95, 23.56, 22.67 5.62, 6.54, 6.26
(MA)PDbI3 — (111) 6.28 1.37 36.52, 37.28, 24.94 6.10, 6.10, 5.92
Pbs/lp Pbp
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FIG. 2. Isosurface plot of the self-consistent electron density associated with the PBEsol Kohn-Sham wavefunctions of the
upper valence and lower conduction bands of (MA)PbI3.

both materials, even within the cubic basis. The presence of the molecule lowers the internal lattice
symmetry of the parent perovskite structure and allows octahedral tilting to take place. The inherent
structural “softness” of Pb(II) is well documented, arising from the stereochemical activity of the
652 lone pair electrons.?

The electronic band gap is determined by the states at the valence band maximum (VBM)
and conduction band minimum (CBM). For both materials, the VBM is formed of an anti-bonding
Pb s/1 p combination, while the CBM is formed of empty Pb p orbitals, consistent with the for-
mal electronic configuration of 5d'°6s26p°. From the topology of the band-edge wave functions
(Figure 2) isotropic hole and electron band conduction is expected. The strong dispersion of the
bands in reciprocal space, confirmed from E(k) plots with m} and m), < 0.3 m,, is consistent with
the reports of effective bipolar electrical conductivity.”* A dedicated study of the defect physics
is required to fully assess the origin of intrinsic conductivity, but partial occupancy of the organic
cation sites is likely, which would correspond to p-type doping.

The magnitude of the band gap determines the onset of optical absorption and is closely related
to the maximum voltage achievable in a photovoltaic device. The gap increases from 1.20 eV
for (A)Pbl; to 1.38 eV for (MA)PbI; (Table I). In all cases, the band gap is strongly direct and
determined at the boundary of the first Brillouin zone (R : 27” [%, % %]). The increase is related to the
significant expansion of the cell due to the larger cation: there is no evidence of M or MA contributing
electronically to the frontier orbitals. In agreement with our results, a previous investigation of Sn-
based hybrids showed that while the organic cations maintain overall charge neutrality, implying
electronic mixing with the framework, they do not contribute the upper valence or lower conduction
band states responsible for conductivity.15 Indeed, the o/0* bonds of A and MA are found at least
5 eV below the highest occupied state and 2.5 eV above the lowest empty state, respectively.

Although the application of hybrid perovskites in solar cells has predominately focused on
(MA)PbI;, our results suggest that (A)Pbl; would also be effective for sensitisation towards longer
wavelengths, and an (A),(MA);_,Pbls alloy could be used to tune the absorption onset. It should be
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noted that the same trends calculated with PBEsol are observed using the hybrid HSEO06 functional,
however, the predicted band gaps are larger. Optical absorption measurements place the band
gap of (MA)PbI; at 1.5 eV,'® while PBEsol and HSE06 predict values close to 1.4 eV and 2.0
eV, respectively. The calculated band gaps for materials formed by ns® cations such as Pb(II)
are reasonably described without non-local electron exchange.?>2° This originates here from a
cancellation of errors with the neglect of spin-orbit splitting in the I 5p valence and Pb 6p conduction
bands.”’

Due to the pseudo-cubic lattice symmetry, the dielectric response of the hybrid materials is
anisotropic (Table I). The high-frequency optical constants (5.6—6.5) are close to those of other
absorber materials, e.g., €S?7¢ = 7.1;%® however, the static dielectric response is much larger. The
large dielectric constants of pervoskite materials are associated with the structural flexibility that can
support ferro-, anti-, and para-electric ordering of dipoles associated with the organic and/or inorganic
sublattices. (A)Pbl; is predicted to have low-frequency constants from 18.1 to 18.6, while (MA)Pbl3
exhibits a stronger screening of 18.0-37.3, which can be understood through the additional response
from the molecular dipole in (MA)PbI;. An isotropic average of the tensor across each orientation
results in an effective dielectric constant of 25.7 for (MA)Pbls, which is significantly larger than most
tetrahedral semiconductors (e.g., €597¢ = 10.4)* and will affect electron transport in a photovoltaic
device, with stronger screening of any macroscopic electric fields across the absorber layer.

An order-disorder transition associated with the molecular dipole of MA, in a perovskite ana-
logue, has recently been reported to give rise to reversible switching in the dielectric response.?’
While no evidence has been reported of this effect in hybrid halide perovskites, it is expected that
they will also display some degree of amphidynamic behaviour arising from the collective motion
of the constituent polar molecules. Tuning of the molecular dipoles represents a potential route for
further improving the performance of this class of materials.

In summary, we have reported key properties of the hybrid perovskite layers used in thin-film
solar cells. These materials combine low-energy direct band gaps with static dielectric constants
larger than 18. Due to the low barrier for rotation of the organic cations, no long-range ordering
of the molecular dipoles associated with CH3NH3 is expected; however, this could change in the
presence of an external electric field. A transition from para- to ferroelectric order would enhance
electron-hole separation. If the electric field was light induced, e.g., in a photovoltaic device, this
could give rise to a novel photoferroic effect.
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Solar cells based on a light absorbing layer of the organometal halide perovskite CH;NH;Pbl; have recently
surpassed 15% conversion efficiency, though how these materials work remains largely unknown. We analyze the
electronic structure and optical properties within the quasiparticle self-consistent GW approximation. While this
compound bears some similarity to conventional sp semiconductors, it also displays unique features. Quasiparticle
self-consistency is essential for an accurate description of the band structure: Band gaps are much larger than
what is predicted by the local-density approximation (LDA) or GW based on the LDA. Valence band dispersions
are modified in a very unusual manner. In addition, spin-orbit coupling strongly modifies the band structure and
gives rise to unconventional dispersion relations and a Dresselhaus splitting at the band edges. The average hole
mass is small, which partially accounts for the long diffusion lengths observed. The surface ionization potential
(work function) is calculated to be 5.7 eV with respect to the vacuum level, explaining efficient carrier transfer

to TiO, and Au electrical contacts.

DOI: 10.1103/PhysRevB.89.155204

I. INTRODUCTION

One of the most promising third-generation photovoltaic
technologies is based on metal-organic halide perovskites
[1-10]. The materials physics of inorganic (ABX3) per-
ovskites is well developed; however, the replacement of the
inorganic cation by an isoelectronic organic moiety provides
an opportunity for tuning the chemical bonding and optical
response. We apply a range of electronic structure techniques
to calculate and predict the band structure of hybrid per-
ovskites, demonstrating how the rich and unusual physics of
these materials accounts for their widely reported success as
absorber layers in solar cells.

It has been established that similar to traditional dielectric
perovskites, these hybrid analogs have a range of accessible
polymorphs with variations in the tilting and rotation of
the BXg polyhedra in the lattice [11]. A large family of
hybrid perovskites have been reported with inorganic networks
ranging from one to three dimensions [12—15]. However,
the methylammonium (MA) cation (i.e., CH3;NH3") has
been widely applied, resulting in the highest-performance
perovskite-structured solar absorbers [2,3]. The polar MA
cation can also be replaced by ammonium (NH4 ") as a smaller
nonpolar analog.

A large number of density-functional theory (DFT) studies
have been reported that examine the electronic properties of
hybrid perovskites [15-22]. The majority neglect spin-orbit
coupling [15-20], while a relativistic treatment based on
local or semilocal exchange-correlation functionals results in
severe band gap underestimations [21,22]. Both approaches
are insufficient to describe the complexity of the electronic
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structure of these hybrid semiconductors, with large errors
expected in predicted properties such as carrier effective mass
and dielectric function.

An alternative approach is the GW formalism, which can
be used to correct errors in the one-electron Kohn-Sham
eigenvalues within a many-body quasiparticle framework.
Here we employ quasiparticle self-consistent GW theory [23]
(QSGW) to study the electronic structure of CH3;NH;Pbl;
and NH4Pbl;, including the effect of spin-orbit coupling
(SOC) AL - S, on the both the kinetic energy and electron
self-energy X (see the Appendix). As Pb and I are heavy
elements, SOC is large and has a major effect on spectral
properties. SOC predominantly modifies the kinetic energy;
however, in this case relativistic effects are large enough to
induce a modest reduction in X as well, in contrast to the
vast majority of semiconductors, e.g., elemental Sn. As a
consequence of large relativistic effects, the conduction and
valence bands near the band extrema deviate strongly from
parabolic behavior. Effective masses are no longer constant,
but depend on doping, temperature, and the property being
measured. Average effective masses are nevertheless light, and
the dielectric constants large, accounting for the long diffusion
lengths that have been recently reported [7,9].

In many respects these perovskites are similar to conven-
tional sp semiconductors: Conduction and valence bands near
the Fermi level have sp character, and local- (and semilocal-)
density approximation (LDA) to DFT systematically under-
estimate the band gap Es because they do not include
spatial nonlocality in the exchange-correlation potential. There
are other significant points of departure: In sharp contrast
to tetrahedral semiconductors, DFT also poorly describes
valence band dispersions. This surprising result, which we
discuss further below, indicates that the usual explanations
invoked to account for deficiencies in DFT’s description of
semiconductors are not sufficient here.

©2014 American Physical Society
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We show that there is a strong feedback between dielectric
response and quasiparticle levels, as occurs for CulnSe; [24].
Thus self-consistency in GW is essential: E¢ calculated from
G'PAWLPA je., LDA as the starting Hamiltonian, picks up
only a little better than half the gap correction to the LDA.
Moreover, the QSGW and LDA valence bands, which the
LDA describes reasonably well in tetrahedral semiconductors,
are significantly different. These differences underscore the
limitations of density-functional-based approaches (LDA,
hybrid functionals, or G"PA WPA) in describing the properties
of these materials. QSGW does not depend on the LDA: Self-
consistency renders it more reliable and universally applicable
than other forms of GW, which will be important for in silico
design of hybrid systems. Moreover, QSGW can determine
some ground-state properties, e.g., the charge density and
electric field gradient. Errors in QSGW tend to be small
and highly systematic; most notably there is a tendency to
slightly overestimate semiconductor band gaps. Limited data
is available for organic-inorganic halide perovskites, but at
least for CH3;NH;3Pbl; the universal tendency found in other
materials is consistent with recent measurements.

Finally, based on the work function calculated for
CH;NH;Pbl; within DFT (including an estimate for quasipar-
ticle corrections) we show that band alignments are consistent
with efficient electron transfer to TiO, and Au electrical
contacts.

II. RESULTS

Optimization of the crystal structures of NH4Pbl; and
CH;NH;PbI; have recently been reported [18] in DFT using
the PBEsol [25] exchange-correlation functional. Atomic
forces were converged to within 5 meV/A, and the bond
lengths are in good agreement with experiment. The represen-
tative (100) configuration of MA 1is considered here. Lattice
vectors of these perovskites are approximately cubic (a = 6.29
and 6.21 A for the MA and NH, perovskites, respectively),
with small distortions of the simple cubic ones. The valence
band maximum and conduction band minimum falls close to
a zone boundary point, the analog of the R point (%% %) in
cubic symmetry. We denote this point as R in the remainder of
the paper.

A. Band structure

The quasiparticle (QP) band structures for CH;NH;Pbl;
and NH,Pbl;, with colors denoting the orbital character of the
states, are shown in Fig. 1. The ions within the inorganic
(Pbl3)~ cage have formal electronic configurations of Pb:
5d'%6s526p° and I: 5p°. As can be seen from the color coding,
the valence band maximum consists of approximately 70% I
5p and 25% Pb 6s (the Pb 65 forms a band centered around
—8 eV), while the conduction band consists of a mixture
of Pb 6p and other orbitals. The molecular units CH3NHj3
and NHy form o bonds deep in the valence band. They are
essentially dispersionless: They do not hybridize with the cage
until energies exceed Er 4+ 5 eV. Thus their interaction with
the host is largely electrostatic and structural; they provide
charge compensation to the Pbl;~ cage.

PHYSICAL REVIEW B 89, 155204 (2014)

Energy (eV)

TR

FIG. 1. (Color online) QSGW band structure for CH;NH;Pbl;
(left) and NH4Pbl; (right). Zero denotes valence band maximum.
Bands are colored according to their orbital character: green depicts I
5p, red depicts Pb 6 p, and blue depicts Pb 6s. Points denoted M and
R are zone-boundary points close to (3,1,0) and (3,3,3), respectively.
The valence band maximum and conduction band minimum are
shifted slightly from R as a consequence of the L - S coupling. Valence
bands near —2 eV (conduction bands near +3 eV) are almost purely
green (red) showing that they consist largely of I 5 p (Pb 6 p) character.
Bands nearer the gap are darker as a result of intermixing with other
states. Light-gray dashed lines show corresponding bands in the LDA.
The dispersionless state near —5 eV corresponds to a molecular level
of methylammonium. In QSGW this state is pushed down to —7.7 eV.
The dispersion of the highest valence bands is very poorly described
by the LDA, as described in the text.

The results presented in Table I demonstrate the various
contributions to the band energies around the fundamental
gap. The contribution from SOC (~1 eV), is extraordinarily
large, of the order of the gap itself; so large that screening
is enhanced. As a result there is a smaller, but nonetheless
non-negligible contribution of SOC to the electron self-energy
(X =iGW), apparent from the difference between “SO(T)”
and “SO(X).” Furthermore, Table I emphasizes the importance
of the feedback between W and QP when calculating the band
structure of these systems. The “GW?®” gap is based on a
perturbation of the LDA gap; and it is significantly smaller.
Because the LDA gap is too small, W is overscreened, and
GW understimated. The role of feedback is important in
other semiconductors: It is particularly strong in InN [26] and
Cu(In,Ga)Se,. In the latter case the interplay between W and
E was shown explicitly by comparing functionals that did or
did not include the dependence of W on band structure [24]. W
and the gap correction is not a function of the fundamental gap
alone: All the bands (including valence band dispersions) shift
in a nontrivial manner. To reliably determine the electronic
structure including the fundamental gap, self-consistency is
essential.

155204-2
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TABLE I. Fundamental band gaps (in eV) of CH3;NH;Pbl; and
NH,Pbl; calculated at varying levels of approximation. Top rows
show DFT results using PBEsol (reported in Ref. [18]) and the
Barth-Hedin LDA functional. First columns show that semilocal and
local functionals generate similar gaps. AL - S (column “LDA+SO”)
strongly reduces the gap. GW gaps are shown without spin-orbit
coupling (SO = 0), with AL - S added to a fixed potential, modifying
the kinetic energy only [SO(T)], and included in the QSGW self-
consistency cycle [SO(Z)]. Column “GW?” is similar to SO(X) but
G and W are generated from the LDA. (In this calculation the full
¥ matrix was generated, not just the diagonal part as is customary.
A Z factor of 1 was used to take partial account of self-consistency,
which brings the gap in better agreement with the QSGW result;
see Appendix A in Ref. [30]). An error of order 0.1 eV might be
associated with the treatment of SOC (see the Appendix). Room
temperature (RT) band gap data is only available for NH;CH;Pbl;
[27].

DFT

PBEsol LDA LDA+SO Expt. [27]
NH;CH;Pbl;  1.38 1.46 0.53 1.61 (RT)
NH,Pbl; 1.20 1.13 0.09

QSGW

SO=0 SO(T) SO(X) GW°  Expt
NH;CH;Pbl;  2.73 1.78 1.67 127 1.6 (RT)
NH,Pbl; 2.30 1.36 1.38 0.76

Recent measurements place the room temperature band gap
of NH;CH;Pbl; at 1.61 eV [27], which falls slightly below
the QSGW result. Some tendency for QSGW to overestimate
gaps is expected. In any case theory and experiment cannot be
compared to better than 0.1 eV resolution for several reasons.
There are small issues with k-point convergence [28], and
with the shape of local wave functions determined by solving
a scalar relativistic equation rather than the Dirac equation
(see the Appendix). On the experimental side there may be
some temperature dependence of the gap given the structural
flexibility of the material [29]; this has yet to be explored.

Figure 1 also shows the LDA energy bands. Remarkably,
the LDA badly underestimates not only the gap but poorly
describes the dispersion in the valence bands. The tendency
for LDA to underestimate band gaps is traditionally associated
with the energy cost for an excited electron-hole pair. The
exchange-correlation potential should distinguish between a
neutral excitation (e.g., a hole shifting from one k point in the
valence band to another) and one where charge is separated
(excitation of an electron-hole pair). Such a distinction is
problematic for a local potential, which is by necessity the
same for all electrons. Such an error is seen in the present
case, as the LDA gap is too small. As Fig. 1 clearly shows,
LDA and QSGW valence bands also deviate strongly from
one another. Note, in particular, the states at R between 0 and
—2 ¢eV. This behavior allows us to deduce that the hopping
matrix elements between I 5p (and to some extent Pb 6s)
states are poorly described by the LDA.

PHYSICAL REVIEW B 89, 155204 (2014)

B. Carrier effective mass

Typically light hole masses are too small in the LDA
because, according tok - p theory,m} o« E¢/ V2.V isamatrix
element of the gradient operator between the conduction and
valence bands. m} is expected to be too small because Eg is
underestimated; indeed for traditional narrow gap tetrahedral
semiconductors, the proportionality between m} and Eg is
reasonably well obeyed. The LDA predicts the light hole mass
to be too small, while other masses (which do not couple to
the nearest conduction band) are reasonably described. For
example, GaAs has a gap similar to CH3NH;3Pbl;, and LDA
underestimates it by a comparable amount (~ 1 eV). Following
expectations, the LDA underestimates the light hole mass in
GaAs by a factor of ~3. But for CH3;NH;3Pbl; the situation
is reversed: the LDA overestimates m}, even while it severely
underestimates Eg. For NH4Pbl; the LDA and QSGW masses
are comparable, but only because the LDA gap is very small.

Spin-orbit coupling greatly complicates both valence and
conduction bands within k37T of the band edges. We focus
on the two valence bands of NH3;CH3Pbls, as these are the
ones that govern transport in hole-based devices. As these two
bands approach the R point, they must merge to the same value
by symmetry. However, they approach the R point with a linear
dispersion in some directions; as a consequence the dispersions
in the upper and lower bands are nonanalytic. The upper band is
maximum in some directions but increases with a linear slope
in the £[112] direction. Two maxima form near R £ 0.005 x
[112] [Fig. 2(a)], arising from Dresselhaus spin-orbit coupling,

1 E 0.3,m"Im

=3

\E 0.1
Q
<
~0.05 0.01
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FIG. 2. (Color online) Left: constant energy contours in the (110)
plane for the upper valence band of CH3;NH;Pbl;. The origin
corresponds to the R point and [111] and [112] are the horizontal
and vertical axes of k. Energy contours are in increments of 2.5 meV,
so that the outermost contour corresponds approximately to RT.
Corresponding contours in the (111) plane (not shown) appear similar.
Valence bands have two maximal points near R = 0.005 [1 12]. Atlow
temperature and low doping, (Er < 5 meV) the two extrema act as
independent centers with approximately spherical effective masses.
Athigh doping (Er > 20 meV) or high temperature, holes effectively
see a single band maximum with roughly elliptical constant energy
surfaces. Panels (b) and (c) show energy E,(k) = E(R) — E(k) for
the lower valence band. This band has a single maximum at R,
with approximately spherical dispersion. Panel (b) shows E,(k), on
a log-log scale in the [110], [111], and [112] directions as red solid,
green dashed, and blue dotted lines, respectively. For comparison a
parabolic band with effective mass 0.1m is shown as a gray dot-dashed
line. Panel (c) plots 22k /(2m E,) against E,, which may be taken as
a definition of the effective mass (see text). E, is in eV; k is in units
2r/a.
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which is even more pronounced in the lower conduction band.
The lower band has a single maximum at R, and its constant
energy surfaces deviate only modestly from spheres for k£ near
R [Fig. 2(b)]. Yet, the right panels of Fig. 2 show E,(k) =
E(R) — E(k) deviates markedly from a parabolic dispersion.
This has important consequences for the device behavior of
this material. Figure 2(c) shows that, provided E, > 10 meV,
the band dispersion can be expressed approximately as a
k-dependent mass:

h2k?
—— =m*(k)E,(k),
2m

mnik) =mo[l +aEy(k)] (1)

with mg ~ 0.12 and o independent of |k| but dependent on
orientation. For E,, large enough, the upper valence band can
also be described by an effective mass of roughly the same
size. The lower conduction band exhibits a similar behavior,
withmg ~ 0.15. The small masses explain how these materials
can exhibit high mobility and long diffusion lengths. Bands of
NH4Pbl; differ in important details from NH3;CH;Pbl; (the
influence of SOC is less pronounced), but the basic structure
is similar. Both the band gap and effective masses are reduced
relative to NH3;CH;3Pbls, as can be seen directly by inspecting
Fig. 1.

C. Optical and dielectric response

It is known that these compounds strongly absorb visible
light. We confirm this through a random phase approxima-
tion (RPA) calculation of a(w) from the imaginary part of
the macroscopic dielectric function €y (w) = [ea’lG,ZO(q —
0,0)]7L. As Fig. 3 shows, « is somewhat smaller than—but
comparable to—that of GaAs. This explains why very thin
layers of the hybrid perovskites have been found to give high
photovoltaic efficiencies. Indeed combined with the low carrier
effective masses, the resulting electron-hole diffusion lengths
exceed the typical film thickness.

Some static (€p) and high-frequency (e,) dielectric con-
stants are shown in Table II. These values are unusually sensi-
tive to the k-point sampling density and require dense meshes
for convergence. Those calculated by density-functional per-
turbation theory (e.g., PBEsol) leave out SOC and thus get

10+ .
2o
S
< 0.1f — GaAs
3 «- NH;CH;Pbl,
0.01} NH,Pbl;
(R R
1 2 3 4
E (eV)

FIG. 3. (Color online) Optical absorption spectrum calculated
within the RPA from the QSGW potential, for CH;NH;Pbl; and
NH,4Pbl;. The absorption is smaller than, but comparable to that of
GaAs, shown for comparison. Note that similar measurements have
been reported in Ref. [31].
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TABLE II. Dielectric constants (isotropic average of the tensor)
and band gaps (eV), calculated in density-functional perturbation
theory without SOC (from Ref. [18]), and in the RPA with SOC.

PBEsol QSGW
Eg € € Eg €co
NH;CH;Pbl; 1.38 25.7 6.1 1.67 4.5
NH,Pbl; 1.20 18.4 6.5 1.38 5.0

fortuitously good band gaps. As a result €4, is not so different
from the QSGW case (which includes SOC). Contributions
to €p from lattice polarization are significantly larger than
seen in typical tetrahedral semiconductors (compare €( t0 €).
For NH3;CH;3Pbls, the average value of the static dielectric
constant, including QP corrections from Table II, of 24.1, is in
very good agreement with permittivity measurements of 23.3
[32]. These values exclude contributions from orientational
disorder of the methylammonium ions, which is the subject of
further study [33].

D. Surface ionization potential

In order to place the electronic bands on an absolute
energy scale, we have aligned the quasiparticle energies with
respect to the vacuum level of a nonpolar (110) termination
of the perovskite, generated using METADISE [34]. We take
the Pb 1s core level as an energy reference and use a
planar average of the electrostatic potential following the
standard procedure [35,36]. The slab model consisted of four
perovskite layers with the dipole of the methylammonium
cations aligned parallel to the surface termination, which
ensure no macroscopic electric field. The resulting ionization
potential is 5.7 eV (5.9 eV from LDA, which is corrected by
the GW? self-energy), with a corresponding electron affinity
of 4.0 eV. These values are in good agreement with initial
photoemission measurements of thin films (5.4 eV) and explain
the success of TiO; (electron) and Au (hole) contacts [37].

III. CONCLUSION

We have explored the electronic structure of two key hybrid
halide perovskites. Relativistic and many-body corrections
are shown to be essential for a quantitative description of
the bulk properties important for photovoltaics: band gap,
band dispersion, effective mass and dielectric response. These
organic-inorganic materials display quantum-mechanical be-
havior atypical of traditional semiconductors, which begins
to explain their remarkable performance in mesoporous and
thin-film solar cells.
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RELATIVISTIC QUASIPARTICLE SELF-CONSISTENT ...

APPENDIX: SIMPLIFIED TREATMENT OF SPIN-ORBIT
COUPLING IN QSGW

Aryasetiwan and Biermann [38] developed a formalism
for GW with spin-dependent interactions. Rather than proceed
with a completely noncollinear treatment, we take advantage
of the fact that AL - S is relatively small, and moreover that
the noncollinear part of the eigenfunctions is unimportant
for these semiconductors. We present a simplified treatment
that generates results essentially as good as adding AL - S
nonperturbatively to the scalar Dirac Hamiltonian for M-Pbls
compounds.

Partitioning L -S into components, the noninteracting
QSGW Hamiltonian reads

Hy = Hy(L =0) + AL*S* + A(LT .S~ +L™-S").

The first two terms are spin diagonal and can be diagonalized
nonperturbatively in the same manner as Hy(A = 0). The
eigenvalues ¢; and eigenfunctions ; contain the L*S§* portion
of L - S, keeping v; spin diagonal. The latter two terms, when
treated exactly, further shift the ¢; and also introduce spin
off-diagonal parts to the ;. We allow the former but omit the
latter.

The lowest order of correction to the eigenvalues is second
order and we follow the spirit of second-order perturbation
theory. Let §;; be the initial splitting in ¢; and €;, A;; =
le; —€;1/2.1f Hi}“_ couples i and j, A;; increases by §A;; =
|H7™[*/|€i — €;l, in lowest order.

Second-order perturbation theory can be problematic when
€; — €;. We instead obtain §A;; from

SAij = 1/Ai2j =+ |Hi_;_|2 — |Aij|.

This expression is exact if i and j are isolated from the rest
of the system. The final expression (the net shift for each ¢; is
obtained by summing over each ij pair) is nevertheless correct
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only to second order because terms involving three or more
states are not included.

We carefully tested our quasiperturbative approach in the
LDA or LDA + U context for a wide range of materials, e.g.,
Fe, Sn, Au, GdN, Pu, and the perovskites addressed in this
paper. In all cases except Pu (Z = 94) the difference between
the perturbation expression resulted in €; very close to L - S
treated nonperturbatively. For CH;NH;3Pbls, for example, Eg
changed by less than 0.01 eV. Self-consistency carried through
with both approaches generate a slight difference in density,
but no significant difference in the ¢;.

Tests of the adequacy of the quasiperturbative L -S in
the QSGW were performed as follows: Self-consistency was
reached with L -S included quasiperturbatively, and for a
given X, the quasiparticle levels with L - S calculated non-
perturbatively were compared to the perturbative treatment.
As in the LDA case, negligible differences were found for all
compounds studied except for Pu, where modest differences
were found. As in the LDA case, the nonperturbative treatment
generated a slight change in density. Since the ¢; are reliably
determined, it is unlikely that a better treatment of L -S
(noncollinear eigenfunctions) will further affect ¥ appreciably
in these compounds. On the other hand, fully relativistic
treatment might affect Hy a little, since the relativistic radial
functions vary as r¥ for small r, where y? = «? — (2Z/c)?,
k playing the role of the / quantum number. y reduces the
scalar relativistic case only when ¢ — oo. A better treatment
of the small-» behavior of the partial waves modifies spin-orbit
splitting of the p levels for Pb by about 10%, which is
not included here. An appreciable effect of L -S on X is
observed only for compounds with large-Z constituents. For
semiconductors as heavy as Sn (Z = 50), and for metals as
heavy as Au (Z = 79), the effect of L - S on X appears to be
very small. But for the iodide perovskites studied here, L - S
has a noticeable effect on ¥ (Table I) because of the interplay
between Eg and € present in semiconductors but not in
metals.
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3.7 Conclusions

Our study investigated the electronic and mechanical properties of CsSnl; and
analogous materials with general structure CsMX;, where M = Sn, Pb and X = C],
Br, L.

We calculated the bulk modulus of this compounds after a fit of the Birch-Mur-
naghan equation of state to the energy-volume curve. The results are comparable
with previously pubblished results. The highes values is 23.32 GPa for the com-
pound CsSnCl; and the lowest is 15.27 GPa for CsPbl;. The value of the bulk
modulus depends on the halogen more than the presence of Sn or Pb.

In order to determine the stability of the compounds compared to the elements
which form them, we have calculated the enthalpy of formation of the com-
pounds from the elemental standard states. All the enthalpies of formation were
negative and hence the compound could be formed if competitive materials are
not present.

In terms of electronic structure we calculated the band structure using the hybrid
PBEsol0 functional. All the compounds showed a direct band gap in correspon-
dence of the R point of the first BZ. The value of the band gap depends mainly by
the halogen and Pb or Sn rather than the central ion. This two component, in fact,
contribute in larger part to the definition of the frontier orbitals at the R point, on
which the band gap depends.

There was no evidence of any influence of Cs in the band structure.

In the limit of the parabolic approximation, we calculated from the band struc-
ture, according to equation 3.9, the values for the effective electrons and holes
masses. The values found were compatible with a ambipolar conductor with
smaller values for holes masses.

The extension of the calculations to post DFT methods, as the QSGW allowed
us to consider more accurately the electronic properties of hybrid perovskites.
In particular we observed how the SOC has a role in inducing Rashba splitting
with a possible enhancement of the carriers lifetimes. It also shone a light on the
nature of the band gap nature in hybrid perovskites helping the understanding
of the mechanism behind high efficiency.
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Vibrational properties

41 Introduction

Atoms can change their equilibrium position if enough energy is provided. This
displacement results in vibrations that reflect the structure and the composition of
a material. The investigation of vibrational properties can be done with absorp-
tion spectra or analysing the inelastic scattering of light. The energy involved
in the processes is in the order of the thermal kinetic energy that correspond to
the IR portion of light spectra, just below the visible light. This covers an energy
interval that usually goes from few meV with respect to molecular rotation and
acoustic modes to 1 eV for the vibrations of particularly strong bonds.

The vibrational properties can be investigated analysing the absorption of pho-
tons of materials in this part of the spectra. Similar information is also provided
by Raman measurements that allows to observe the inelastic scattering of pho-
tons with energy smaller, but comparable to the band gap. The analysis of IR
and Raman spectra requires us to assign to every signal the corresponding vibra-
tion. The vibrations depends strongly on the symmetry of the system, so if the
structure is particularly complex, or not completely resolved, it is quite difficult
to interpret the data. In these cases simulations are of fundamental help to assign
every peak to proper vibrational mode.

In the case of hybrid perovskites'” the structures often do not contain any sym-
metry operations which complicates analysis. Besides the measurements are of-
ten complicated by secondary effects, as degradation or impurities.'** This is par-
ticularly evident for the cubic phase, that results as a dynamic average of multiple
local displacements.

The correct interpretation of experimental results stands as a motivation to em-
ploy different simulation techniques to investigate the vibrational properties of
different classes of hybrid perovskites. We calculated the general vibrational
spectra resolved over the Brillouin zone (phonon band dispersion) using the Fi-
nite Displacement Method (FDM). We also simulated the IR and Raman spectra
with the Density functional perturbation theory (DFPT) and an initial analysis
of the anharmonicity of these systems using the quasi-harmonic approximation
(QHA).
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TABLE 4.1: Calculation threshold used to optimize the calculation for the vibra-
tional properties.

System Cut-off [eV] k-mesh  Force Threshold [V /4]
MAPDbX;- cubic 700 6x6x6 1
MAPDI;- tetra 800 5xbx3 1
MAPDIL;- orthorhombic 700 bx4xb5 1

The next section reports the computational details employed to perform the cal-
culations and the publications where they have been used.

4.1.1 Computational details
Finite Displacement Method

The calculation of the vibrational properties of the structures has been completed
using the codes VASP and Phonopy. VASP has been used to perform the quantum-
mechanical calculation to optimise the cells and to calculate the forces present in
the systems. Phonopy was used to generate the input files for VASP calculations
and to analyse the results. The quantum mechanical part was carried out sim-
ilarly as described in Chapter three. We used the PBEsol exchange-correlation
functional, but we considered more tight settings.

This precaution is necessary because the lowest vibrational energies lay in the
range of few meV/, so in order to be significant, the results must have fluctuations
(noise) below this threshold. With this consideration in mind we converged the
planewave cut-off and the k-mesh density to reduce the fluctuation below 0.5
meV per atom. Besides the electronic convergence threshold for the eigenvalues
and the total energy convergence, usually set to 107°eV, in this case has been
reduced to 10~® eV. As an example of the requited set of convergence calculations
in Figure 4.1 are reported the preliminary results to decide the cut-off for the cubic
structure of MAPbCl.

As well as the electronic parameters, also the structure optimization had to be
taken out more tightly than usual. In our case we minimised the forces acting on
each single atom below 1™V /s . The optimisation of the structure at this level is
particularly time consuming, but it is necessary to avoid the presence of imag-
inary mode and reduce the noise of the calculation. Specifically for VASP it is
also necessary to disable the real-space projector (LREAL = .FALSE.). This setting
makes the calculations more expensive, but reduces the introduction of noise in

the calculations. The final parameters used for the simulations are reported in
Table 4.1.

Phonopy generated the symmetry-unique atomic displacements for the struc-
tures. The displaced structure were created using the default step of of 0.001
A. To further reduce the noise in the results phonopy was set to symmetrize the
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FIGURE 4.1: Preliminary calculation to determinate the energy cut-off for the
simulations.

force constants. Because of numerical noise the sum of the forces could be signifi-
cantly different from zero, so within Phonopy we impose a symmetrization of the
force constants. This is a common procedure in most phonon calculations, and it
can be performed also in structures with P1 symmetry, enforcing the sum rule,
i.e. ensuring the acoustic modes have zero frequency at the I' point.

With respect to the size of the supercell expansion, the cost of the calculation acted
as a limiting factor, and we restricted the study to the best applicable case. For
the cubic phase of MAPbX;, the orthorhombic phase of MAPI we considered a
2x2x2 supercell expansion while a simple cell was employed for the tetragonal
phase. This choice was necessary since the tetragonal phase is 4 times larger than
the cubic phase, and the total absence of symmetry would have lead to calculate
288 structures (6/NV) each one with 196 atoms. The effects of this choice are mit-
igated by the large size of the single cell that reduce the probability of eventual
coupling between the displacements. The same argument could be applied to
the orthorhombic phase, but due to the fact that in this case the molecules is not
breaking the symmetry the actual number of independent structure necessary to
describe the system vibration is reduced to only 41 independent calculations.

Density Functional Perturbation Theory

To simulate the IR and Raman spectra we used two different public-available
codes.!1% The codes have been modified to be used in our study and they act
similarly to Phonopy: they rely on VASP to perform quantum-mechanic calcula-
tions of which analyse the results. The codes do not requires particular setting to
be run, and the DFT related part has been performed consistently with the calcu-
lation carried for the FDM. Differently from the FDM the DFPT has the advantage
that can be performed without a supercell expansion.
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4.2 Related publications

The results of the vibrational studies are contained in three publications. The
tirst paper was published in Physical Review B (2015). Our computations were
performed in collaboration with the crystallography group of Prof. Mark Weller
at University of Bath. The spectroscopy measurements have been performed by
group of Dr. Piers Barnes in Imperial College London, and Dr. Alejandro Gofii at
the ICREA center in Barcelona, Spain.

The second paper was published in the Journal of Physical Chemistry C (2016)
contains an experimental investigation of Raman properties of hybrid perovskites.
I contributed to the analysis of Raman measurement that have been performed
in the groups of Dr. Petra Cameron at University of Bath and Prof. Polycarpos
Falaras in the NCSR Demokritos center in Athens, Greece, both part of the Des-
tiny project.

The third paper, accepted for publications in Physical Chemistry Chemical Physics
(2016) extends and complete the studies presented in the first paper hereby pre-
sented, and includes more experimental contributions performed by the groups
of Prof. Barnes and Dr. Gofii.

The publication are reproduced under Creative Commons license.
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Lattice dynamics and vibrational spectra of the orthorhombic, tetragonal, and cubic

phases of methylammonium lead iodide
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The hybrid halide perovskite CH;NH,;Pbl; exhibits a complex structural behavior, with successive transitions
between orthorhombic, tetragonal, and cubic polymorphs around 165 and 327 K. Herein we report first-principles
lattice dynamics (phonon spectrum) for each phase of CH;NH,Pbl;. The equilibrium structures compare well
to solutions of temperature-dependent powder neutron diffraction. By following the normal modes, we calculate
infrared and Raman intensities of the vibrations, and compare them to the measurement of a single crystal where
the Raman laser is controlled to avoid degradation of the sample. Despite a clear separation in energy between
low-frequency modes associated with the inorganic (Pbl; ™), network and high-frequency modes of the organic
CH;NH; ™" cation, significant coupling between them is found, which emphasizes the interplay between molecular
orientation and the corner-sharing octahedral networks in the structural transformations. Soft modes are found at
the boundary of the Brillouin zone of the cubic phase, consistent with displacive instabilities and anharmonicity

involving tilting of the Pbl, octahedra around room temperature.

DOI: 10.1103/PhysRevB.92.144308

I. INTRODUCTION

Materials that adopt the perovskite crystal structure are
known for their complex structural landscapes, with a large
number of accessible polymorphs depending on the tempera-
ture, pressure, and/or applied electric field. For ternary AB X3
perovskites, the A site cation is at the center of a cube formed of
corner-sharing B X¢ octahedra. Displacement of the A cation is
usually associated with a ferroelectric (Brillouin-zone center)
instability, while tilting of the BXs octahedral network is
usually linked to antiferroelectric (Brillouin-zone boundary)
transitions [1,2].

Hybrid organic-inorganic perovskites are formed when
one of the elemental perovskite building blocks is replaced
by a molecular anion or cation [3,4]. There exists a large
family of such compounds, including the widely studied
formate perovskites, which contains both molecular anions
and cations [5-7]. Hybrid halide perovskites are of current
intense research effort due to their high-efficiency photovoltaic
action [8-16].

Methylammonium lead iodide (MAPbI;, where MA rep-
resents the CH3NH3 ™" cation) was first reported by Weber in
1978 [17]. It is the most relevant hybrid halide perovskite for
photovoltaic application. The transition from orthorhombic
to tetragonal to cubic perovskite structures as a function
of temperature has been studied by techniques including
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calorimetry and infrared spectroscopy [18], single-crystal x-
ray diffraction [19], and dielectric spectroscopy [20]. Recently
analysis of powder neutron-diffraction (PND) measurements
has provided more quantitative insight into the temperature-
dependent behavior of the MA cation within the anionic
(Pbl37), network [21]. There is now direct evidence for the
degree of order of the MA cation in the different phases, and
the average lattice parameters (and thus extent of octahedral
tilting) as a function of temperature through the first- and
second-order phase transitions. Quasielastic neutron scattering
has provided further insight into the rotational dynamics of
the MA cation with a room-temperature residence time of
~14 ps [22], while time-resolved vibrational spectroscopy has
identified fast librations (300 fs) and slow rotations (3 ps) of
the molecule [23].

In this study, we calculate the phonon dispersion in each
phase of MAPbI, within the harmonic approximation, comput-
ing the force constants with density functional theory (DFT).
We use the PBEsol functional, which is a generalized-gradient
approximation (GGA) to the exchange-correlation functional,
numerically evaluated with Perdew’s method, adjusted to give
more accurate lattice constants and forces for solids [24]. The
lattice dynamic calculations allow the atomic origin of each
phonon mode to be identified. Changes in lattice polarization
and polarizability for each eigenvector provide the infrared and
Raman activity of each mode. Spectral features related to the
inorganic and organic components (from 0 to 3000 cm™!) are
well reproduced in comparison to the Raman spectra of a single
crystal of MAPbL,. Overlap is found between the vibrations
of the CH;NH3 " and Pbl;~ components up to 130 cm™!, with
the modes from 300 to 3000 cm™! being associated with pure
molecular vibrations. The phonon dispersion has implications
for developing quantitative models for the generation,
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transport, and recombination of photogenerated electrons and
holes in hybrid perovskite solar cells.

Structure models

The normal modes of a system are defined for an
equilibrium configuration. Calculating the vibrations for a
nonequilibrium structure will result in imaginary frequencies
upon diagonalizing the dynamical matrix. Therefore, we
have generated well-optimized structures of MAPbI;. One
challenge in calculating the phonons of hybrid perovskites
is the soft nature and complicated potential-energy landscape
of some of the restoring potentials, particularly those involving
the organic cation.

The models for the crystal structures used in this study are
discussed in detail below and a comparison with the measured
diffraction patterns is provided as Supplemental Material [25].

1. Orthorhombic phase

The orthorhombic perovskite structure is the low-
temperature ground state of MAPbI; and maintains its stability
up to around 165 K [21,26,27]. A comparison of the enthalpy
from DFT calculations confirms this ordering in stability. The
difference in enthalpy is small, i.e., just 2 meV per MAPbI,
unit, compared to the lowest energy tetragonal phase, yet
90 meV compared to the high-temperature cubic phase.

Initial diffraction pattern solutions are assigned to the
Pna?2, space group [18,26]. Recent analysis of higher-quality
powder neutron-diffraction data reassigns it to Pnma (a
Da;, point group) [21]. The structure is a v/2a x +/2a x 2a
supercell expansion of the simple cubic perovskite lattice, i.e.,
following the lattice transformation matrix

1 -1 0
1 1 o0f. ey
0o 0 2

In the Pna2; phase, the Pbl; octahedra are distorted and tilt
asa™ b~ b~ in Glazer notation [ 1] with respect to the orientation
of the conventional cubic cell. In this low-temperature phase,
the four molecular cations in the unit cell are static on the
diagonals of the ab planes pointing towards the undistorted
facets of the cuboctahedral cavity. Correspondingly, molecules
belonging to different planes are antialigned with a head-tail
motif. Such an antiferroelectric alignment is expected from
consideration of the molecular dipole-dipole interaction [28].

In the low-temperature orthorhombic phase, the CH;NH3 ™
sublattice is fully ordered (a low-entropy state). The ordering
may be sensitive to the material preparation and/or cooling rate
into this phase, i.e., the degree of quasithermal equilibrium. It
is possible that different ordering might be frozen into the
low-temperature phase by epitaxy or application of external
force or electric fields.

2. Tetragonal phase

At 165 K, MAPbI; goes through a first-order phase
transition from the orthorhombic to the tetragonal space group
14/mcm (Dyy, point group), which continuously undergoes
a second-order phase transition to the cubic phase around
327 K [21,26,27]. As with the orthorhombic phase, this can
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be considered a ~/2a x ~/2a x 2a expansion of the cubic
perovskite unit cell.

The molecular cations are no longer in a fixed position
as in the orthorhombic phase. The molecules are disordered
between two nonequivalent positions in each cage [27,30]. The
tetragonal distortion parameter in the cubic basis is greater than
unity (5 ~ 1.01 at 300 K), corresponding to an elongation of
the Pbl, octahedra along the c¢ axis. The associated octahedral
tilting pattern is a®a®c~ in Glazer notation.

Atomistic simulations within periodic boundary conditions
require an ordered configuration. The solved crystal structure
shows that there are several possible configurations for
the organic cations within the tetragonal unit cell. These
configurations have similar enthalpies within DFT [31], which
is consistent with the observed disorder. We choose to use the
most energetically stable structure, which is also consistent
with a previous DFT investigation [32].

In the model of the tetragonal structure, the MA cations
are aligned as in the orthorhombic phase, towards the face of
the perovskite cage, i.e., (100) in the cubic basis. The MA
in different (001) planes are approximately orthogonal to one
another. The orientational dynamics of the methylammonium
ions, which exists above 165 K, is not taken into account in
this equilibrium configuration study.

3. Cubic phase

With increasing temperature, the tetragonal lattice parame-
ters become more isotropic (i.e., 5~ moves closer to 1) and the
molecular disorder increases, to the point where a transition
to a cubic phase occurs around 327 K. The transition can be
seen clearly from changes in the heat capacity [18] as well as
in temperature-dependent neutron diffraction [21].

The cubic space group Pm3m (O, symmetry) has been
assigned to this high-temperature phase. Although the methy-
lammonium ions possesses Cs, symmetry, the orientational
disorder gives rise to the effective higher symmetry on average.
The local structure will necessarily have a lower symmetry.
Indeed, for the bromide and chloride analogues of MAPbI,,
pair-distribution function analysis of x-ray scattering data
indicates a local structure with significant distortion of the
lead halide framework at room temperature [33].

We previously considered alignment of the molecules along
the principal (100) (face), (110) (edge), and (111) (diagonal)
directions of the cubic unit cell, and showed that they are of
similar DFT enthalpy, with a small barrier for rotation [34].
Further ab initio molecular dynamics showed an average
preference for the (100) facial configuration at 300 K [28].
Therefore, we chose the (100) configuration as our reference
structure for the lattice vibrations.

Representations of the crystal structure of each phase are
shown in Fig. 1, the equilibrium structure parameters are listed
in Table I, and the structures themselves are available in an
online repository [29].

II. METHODS

A. Computations

The total energy and atomic forces were computed from first
principles within density functional theory as implemented
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FIG. 1. (Color online) The crystal structures of the (a) or-
thorhombic, (b) tetragonal, and (c) cubic phases of CH;NH,PblI,.
The upper and lower panels are oriented through (100) and (001),
respectively. Lattice parameters and coordinates obtained from
powder neutron diffraction were optimized using density functional
theory (PBEsol). The Pbl; octahedra are shaded gray. All structures
are available in an online repository [29].

in the code VASP [36,37]. Noise in the lattice vibrations
was minimized by rigorous convergence of total Kohn-Sham
energy with respect to the basis set (kinetic-energy cutoff for
plane waves) and sampling of reciprocal space (density of the
k-point mesh). The final computational setup is summarized
in Table I.

We performed complete optimization of the cell volume,
shape, and atomic positions, with the PBEsol [24] semilo-
cal exchange-correlation functional. The scalar-relativistic
projector-augmented wave method [38] was employed, with
a pseudopotential treating the Pb 5d orbitals as valence.
Spin-orbit coupling was not considered as it mainly affects
the Pb 6p conduction band, which does not influence the
interatomic interactions at equilibrium. All atomic forces were
reduced to below a threshold of 1 meV /A. Due to the presence
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of the organic cations, which break the ideal lattice symmetry,
deviations in the expected parameters can occur, e.g., in the
high-temperature pseudocubic phase, the three equilibrium
lattice parameters are not equal. The equilibrium structure
parameters (at 0 K and excluding zero-point contributions) are
reported in Table L.

The normal modes are calculated within the harmonic
approximation, using the PHONOPY [39-41] package to con-
struct and evaluate the dynamical matrix composed of DFT
force constants. Both the finite displacement method (FDM or
supercell approach) [42] and density functional perturbation
theory (DFPT) [43] approaches to construct the force constants
were tested. The results of both approaches produced similar
vibrational spectra, with a variance in the mode energies of

Within a primitive cell of N atoms, there are 6N possible
displacements (+x,+y,=£z), which can be reduced by the crys-
tal symmetry. For the orthorhombic phase, the 288 possible
displacements are reduced to 41, while the tetragonal and cubic
phases required 288 and 72 displacements, respectively. The
phonon dispersion (for q points away from the Brillouin-zone
center, the I' point) in the cubic phase was probed in a
2 x 2 x 2 supercell. Due to computational expense, we did
not calculate this for the other (larger unit cell) phases, where
the phonons are considered at the I" point only.

Once the normal eigenmodes and eigenvalues are calcu-
lated, it is possible to model their associated Raman and
infrared (IR) activity by mode following. The two spectro-
scopic techniques probe different physical responses of the
material: the change in polarization for IR and the change in
polarizability for Raman. The IR spectra are simulated with
the analytic formula of Gianozzi and Baroni (using the Born
effective charge tensor) [43]. Prediction of the Raman spectra
required computing the change in macroscopic dielectric
tensor with respect to each normal mode of the system,
a significant DFT calculation in terms of computational
expense [44].

B. Experiment

Methylammonium lead iodide single crystals were grown
according to the method of Poglitsch and Weber [26]. 12.5 g
of lead acetate trihydrate [Pb(CH;CO,), - 3 H,O, Sigma] was

TABLE I. Equilibrium cell parameters from DFT/PBEsol energy minimization, including the converged plane-wave cutoff, k-point mesh,
and force threshold. Z represents the number of formula units of CH;NH,Pbl; per cell. The calculated difference in enthalpy (AH) of each
phase is given with respect to the ground-state orthorhombic configuration and per CH;NH,;Pbl; unit. Shown for comparison are the cell
parameters and average Pb-I interatomic separations (d) from powder neutron diffraction (PND) [21].

Phase a(A) b (A) c (A) d(Pb-1) (A) Cutoff (eV) k points Forces (meV/A) AH (meV)
Orthorhombic

DFT/PBEsol 9.04 12.66 8.35 3.18 700 5x4x5 1 0
PND (100 K) 8.87 12.63 8.58 3.19

Tetragonal

DFT/PBEsol 8.70 8.72 12.83 3.19 800 5x5x3 1 2
PND (180 K) 8.81 8.81 12.71 3.17

Cubic

DFT/PBEsol 6.29 6.23 6.37 3.17 700 6x6x%x6 1 90
PND (352 K) 6.32 6.32 6.32 3.16
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dissolved in 10 mL hydroiodic acid (HI,,, 57 wt%, Sigma)
in a 50 mL round bottom flask and heated to 100 °C in an oil
bath. Separately, 0.597 g of CH;NH, (aq, 40 wt%, Sigma) was
added dropwise to a further 2 mL of HI,, kept at 0 °C in an ice
bath under stirring. The methylammonium iodide solution was
then added to the lead acetate solution and the mixture was
cooled over five days to a temperature of 46 °C, resulting in
the formation of black crystals with largest face length around
8 mm. The content of the flasks was subsequently filtered and
dried for 12 hours at 100 °C.

Raman spectra were collected in backscattering geometry
with a high-resolution LabRam HR800 spectrometer using a
grating with 600 lines per millimeter and equipped with a
liquid-nitrogen-cooled charge coupled device (CCD) detector.
The 785 nm line of a diode-pumped solid-state laser was used
as excitation beam and focused onto the sample using a long-
distance 20x microscope objective. Raman measurements
were carried out at 100 K using a gas-flow-type cryostat with
optical access that fits under the microscope of the Raman
setup. The high spectral resolution and stray-light rejection
of the LabRam spectrometer, particularly in combination with
the 785 nm line, allowed us to measure the Raman spectrum of
MAPI at very low Raman shifts down to 20 to 30 cm™!. In this
way, we were able to spectrally resolve several low-frequency
modes associated with vibrations of the inorganic cage of the
hybrid perovskite.

Heating by laser light directly absorbed by CH;NH,Pbl,
has been shown to lead to rapid degradation of the material,
resulting in Pbl, Raman signatures [45]. Since 785 nm light
is only weakly absorbed, the heating effect of the laser was
low enough to ensure the crystal structure was preserved. The
power density incident on the sample was kept at 80 W /cm?.
At such power level, it was checked that no appreciable
spectral changes in peak width and/or position occurred,
while still providing a good signal-to-noise ratio. Further,
samples were kept under vacuum inside the cryostat during
the measurements.

III. RESULTS

A. Harmonic phonons

The full phonon density of states (DOS) is shown for
the three phases of CH;NH;Pbl; in Fig. 2. Also plotted is
the partial DOS, where assignment to CH3NH;3™ or Pbl3~
is performed based on the atomic contribution to each
eigenvector. An animation of all 36 eigenmodes of the cubic
phase is provided as Supplemental Material [25].

Qualitatively, each MAPDI, phase shows similar vibrational
properties with three energetic regions of phonons: (i) a low-
frequency band from 0-150 cm™!, (ii) a midfrequency band
from 280-1600 cm™!, and (iii) a high-frequency band from
2900-3300 cm~!. These ranges are consistent with previous
computational reports [46,47].

Due to the large difference in atomic mass of the organic
and inorganic components, and to the difference in bond-
ing between the inorganic cage and the covalently bonded
molecule, we anticipated that the low-frequency modes would
be comprised entirely of motion by the Pbl octahedra, while
the high-frequency modes would involve the CH;NH; ™ cation.
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This is qualitatively the case, but there is also significant
coupling between the two. Taking the example of the cubic
phase with 36 modes, the highest-energy 18 modes [forming
bands (ii) and (iii)] correspond to molecular vibrations, i.e.,
the 3N-6 modes of the methylammonium ion. For an isolated
nonlinear molecule, the 6 translational and rotational degrees
of freedom do not contribute to the pure vibrational spectrum,
but this is not the case for a molecule inside a cuboctahedral
cavity.

The 6 additional molecular modes are strongly coupled to
the 9 modes (i.e., 3N-3 for Pbl; ™) associated with stretching
of the Pb-I bonds and breathing of the Pbl octahedra, which
results in the spectral overlap observed in the partial DOS of
band (i). Particularly striking is the low-frequency pivoting
motion associated with the libration of the molecular dipole,
coupled with a breathing of the octahedral framework (e.g.,
modes 10 and 15 in the SI). The final three zero-frequency
modes correspond to acoustic translations of the lattice.

B. Vibrational spectra

For MAPbI,, itis not possible for the relaxed (nonidealized)
crystal structures to assign the spectral activity directly with
group theoretic irreducible representation analysis of the
phonon modes. The molecule breaks the average crystal
symmetry. This symmetry lowering allows for simultaneous
Raman and IR activity, even in the pseudocubic phase. The
predicted spectra (the I'-point phonon modes weighted by the
computed spectral intensity, convolved with a Lorentzian for
experimental comparison) are reported in Fig. 2 for each phase.

Raman and IR activity is observed across each of the three
phonon bands previously discussed. A notable exception is
the lowest-energy purely molecular vibration near 300 cm™!,
which is neither Raman nor IR active.

To understand the effect of embedding the methylammo-
nium in MAPbIL;, we calculate the normal-mode vibrations of
an isolated methylammonium ion in vacuum with a similar
density functional theory method to our periodic calculations
Perdew-Burke-Ernzerhof (PBE) with an atom-centered aug-
mented cc-pVQZ basis set. Thereby, we calculate the 18
molecular modes, directly accessing their symmetries and
nature. The Ci, symmetry of the molecule separates the
vibrational bands into one A symmetric mode and blueshifted
twofold degenerate asymmetric £ modes. The six bands we
find are in ascending energy: twist around the C-N axis (282,
886 cm™ 1), vibration along the C-N axis (923, 1239 cm™!),
bending of the C-H bonds (1418, 1451 cm™ D), bending of the
N-H bonds (1478, 1622 cm™!), stretching of the C-H bonds
(3018, 3119 cm™'), and stretching of the N-H bonds (3321,
3395 cm™h).

As the cation charge density is centered towards the N,
the motion of the protons associated with N have the strongest
affect on the dipole moment and therefore strongest IR activity.
Due to the stronger bonds, their frequencies are consistently
blueshifted relative to the C end. Owing to the molecular dipole
moment (2.2 D [28], which is rotation and position invariant,
and corresponds to a polarization contribution of ~3 ©C/cm?),
the two high-frequency asymmetric stretching modes of NH; ™+
[band (iii)] results in the strongest absolute IR intensity. The
hydrogen stretching modes [band (iii)] are responsible for
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FIG. 2. (Color online) (a)—(c) Projected phonon density of states (PDOS) for the three phases of CH;NH,Pbl,; as calculated from
DFT/PBEsol, generated by convolution with a 16 cm™! Lorentzian. Note that no imaginary (negative) modes are found in the orthorhombic
or tetragonal phases. (d)—(f) Simulated infrared (IR) spectra. (e) The measured IR spectrum at 300 K from Ref. [35] is coplotted in green
(light gray). (g)—(i) Simulated Raman spectrum. (g) The measured Raman spectrum of a single crystal in the orthorhombic phase at 100 K is
coplotted in orange (light gray). Simulated spectra were broadened by convolution with a 2 cm™! Lorentzian. Insets in the simulated spectra
are the same data on a logarithmic scale to show the structure in the low-intensity modes.

significant Raman activity. The only mode involving C or
N motion is the weakly IR and Raman active vibration at
923 cm™! (vacuum), 1007 cm™! (cubic perovskite).

The rotation of the CH; against the NH, unit, while
being strongly populated in molecular dynamlc simulations,
and which forms the main source of quasi-inelastic neutron
scattering, is entirely IR and Raman inactive in vacuum.
This is the mode responsible for the 282 cm™! (vacuum),
318 cm~! (cubic), 300-310 cm™! (tetragonal), 370-372 cm™!
(orthorhombic) vibration. Progressive confinement of MA
from vacuum to the orthorhombic phase blueshifts the energy
of the vibration.

In the solid state, the degeneracies in the molecular modes
are typically split by local environment effects, peaks are both
redshifted and blueshifted, and the IR and Raman activity
varies. As such, it is evident that analysis of the Raman and
IR spectra in the experimentally easily accessible molecular
frequency range can enable statements to be made about the
local structure and configuration of the hybrid perovskite. Our
data is collected for a particular representation of the cubic
and tetragonal phase; in reality, the location of the MA in these
phases will be disordered. As such, a detailed comparison of
theory to experiment will require sampling the thermodynamic
ensemble of structures.
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FIG. 3. (Color online) Comparison of the calculated and measured (100 K) Raman spectrum for the orthorhombic perovskite phase of
CH,NH,Pbl, in the range 0-1800 cm ™, which includes phonon modes centered on the inorganic cage (lowest frequency), organic cage (highest
frequency), and coupled modes (intermediate frequency). The simulated spectrum was broadened by convolution of a2 cm™! Lorentzian, while

the underlying phonon density of states is shown for comparison with a broadening of 32 cm

Here, Raman spectra for the three phases is reported across
the full frequency range. The spectrum up to 450 cm™' was
reported in Ref. [46]. Reliable measurements are a challenge
due to chemical instability of the material. MAPbI, is strongly
affected by environmental conditions, such as the presence of
ambient moisture [27,48]. Isolated in vacuum, the material can
still decompose and bleach due to heating, including by that
imposed by the (typically high) Raman laser fluence [45].
Such degradation leads to the formation of Pbl,, which
overlaps in Raman spectra with MAPbL;, and so easily leads
to misinterpretation.

The Raman spectra of a high-quality single crystal of
MAPbDI; is shown in Fig. 2, and compared in detail with
the calculations in Fig. 3. Across the full spectral range,
the agreement between the predicted and measured spectra
is good, with the response across bands (i)—(iii) well repro-
duced. On closer inspection of Fig. 3, there are noticeable
shifts in peak positions, which can be attributed to three
potential sources of error: (a) the harmonic approximation
(anharmonic renormalization may be large), (b) the limits
of the exchange-correlation treatment (nonlocal interactions
may be important), and (c) the assumption of a fully ordered
structure (local inhomogeneity may be prevalent). There is
also a notable case of an absence of measured Raman activity
around 150 cm~!, which we can tentatively attribute to a
lifetime broadening effect. The same level of theory applied
to the lead-based semiconductors PbS and PbTe results in
quantitative agreement with measured phonon frequencies
and dispersion [49], which highlights the complex nature of
CH,;NH,Pbl,.

We have also included in Fig. 2 a room-temperature
IR spectrum reported by Glaser et al. [35], which again
shows excellent agreement across the spectrum. A number
of very weak absorption peaks below 3000 cm™! are evident,

which could be related to molecular disorder and/or partial
decomposition. The temperature-resolved (between 140 and
299 K) IR spectra for tetragonal and orthorhombic phases have
been previously reported by Yamamuro [50]. We reproduce the
position and the intensity of the peak observed at 900 cm™!,
reliably assigning it to the (also Raman-active) C-N bond
stretch. High-quality IR measurements, in particular looking
at the very low-energy transitions, would provide considerable
information on the nature of the domains and local structure
in a MAPbDI, film.

C. Anharmonic effects

The lattice dynamic simulations discussed above were per-
formed within the harmonic approximation. All eigenmodes at
the center of the Brillouin zone were real (positive frequencies)
for each phase, i.e., the structures are locally stable.

The phonon dispersion across the first Brillouin zone is
shown for the cubic perovskite structure in Fig. 4. Here
imaginary (negative frequency or “soft””) modes are found at
the zone boundaries. Such instabilities are a common feature
of the perovskite structure and represent antiferroelectric
distortions linked to to rotations and tiling of the octahedra
in neighboring unit cells [2]. The soft modes are centered
around the R and M points, which correspond to the (111) and
(110) directions in the cubic lattice. This behavior is similar
to the inorganic perovskite CsPbCl,, where neutron scattering
was used to probe condensation of these modes, which leads
to successive transitions from the cubic to tetragonal to or-
thorhombic phases [51]. The effect of these modes in MAPbI,,
and the associated high levels of anharmonicity at room
temperature, can be observed directly in molecular dynamics
simulations, where temporal rotations of the CH;NH3 " ions
and distortions of the Pbl octahedra have been found in several
studies [22,28,52].
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FIG. 4. (Color online) Vibrational properties of the cubic phase
of MAPbI;: (a) Phonon dispersion of the low-frequency (inor-
ganic cage) modes within the harmonic approximation. Negative
frequency (imaginary or “soft”’) modes are found at the Brillouin-
zone boundary points M[(3,1,0)] and R[Z(1.1.D)]. (b) Vol-
umetric thermal expansion within the quasiharmonic approxima-
tion. (c) Average Griineisen parameter within the quasiharmonic

approximation.

An approach to include the effects of temperature (ther-
mal expansion) and first-order anharmonicity in lattice
dynamic calculations is the quasiharmonic approximation
(QHA) [53,54]. The computational cost is one order of
magnitude higher than the harmonic approximation and thus
was considered for the cubic phase only. The volumetric
thermal-expansion coefficient extracted from the PND data
at 300 K is 1.32 x 107#/K, which compares very well to
the value of 1.25 x 107*/K computed within the QHA.
The predicted thermal expansion for MAPDIL; is similar to
inorganic semiconductors (e.g., for PbTe, the value is 0.7 x
10~*/K at 300 K [40]) and positive over the full temperature
range.

The temperature dependence of the phonon modes can be
described by the Griineisen parameter, which has an average
of around 1.6 (see Fig. 4), slightly below the value of 1.7
found in Pbl, [55]. The imaginary modes at R and M remain
at all temperatures, consistent with the cubic lattice being a
dynamic average of a locally distorted structure; the same
phenomenon is observed in CsSnl; [56]. The high level
of anharmonicity associated with the soft tilting modes is
consistent with the “ultralow” (<1 Wm™'K~! at 300 K)
lattice thermal conductivity reported for single crystals and
polycrystalline MAPbI; [57]. Hybrid halide perovskites are
thus also promising for application in thermoelectric devices
if thermal-stability issues can be overcome [58].

PHYSICAL REVIEW B 92, 144308 (2015)

IV. CONCLUSIONS

The vibrational frequencies of three crystallographic phases
of the hybrid perovskite CH;NH,Pbl; have been investigated.
We identified three main phonon branches present in the three
phases. Two high-frequency branches are associated with the
vibration and bond stretching of the molecular cation with
frequencies in the range 300 to 3300 cm™!. The lowest-energy
branch, below 150 cm™!, arises predominately from the
inorganic cage, but with half of the modes coupled to the
motion of the molecule. The simulated Raman spectrum of the
orthorhombic phase is in good agreement with measurements
on a single crystal of MAPbI;. Dynamic instabilities occur
at the zone boundaries of the cubic phase, which requires
methods beyond the harmonic approximation, such as self-
consistent phonon theory, for an accurate treatment. These
results suggest that the room-temperature structure of MAPbI,
is fluctional, owing to the persistent tilting and distortion of the
octahedral networks and rotations of the molecular cations.

These factors may be important for developing a quan-
titative understanding and model of how hybrid perovskite
solar cells operate. Upon excitation, the relative stability of
free carriers and excitons depends intimately on the dielectric
screening of the material, which includes vibrational and
rotational components. The transport and recombination of
photogenerated charge carriers will also be influenced by
electron-phonon coupling, which can significantly reduce the
effective size and distribution of electrons and holes within the
perovskite layer.

Note added in proof. A neutron scattering investigation
of MAPbBr; has very recently been reported [59], which
identifies strong coupling between the vibrations of the
molecule and the inorganic cage, analogous to the overlap
identified in our study of the iodide material. A soft mode
associated with octahedral titling is also measured that is in
support of our observations.
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ABSTRACT: This study reports Raman and infrared spectra of hybrid
organic—inorganic MAPbX; perovskites (MA = CH;NH;, X = Cl, Br, I) and
their mixed-halide derivatives. Raman spectra were recorded at three laser
wavelengths (514, 785, and 1064 nm) under on- and off-resonance conditions,
as well as at room temperature and 100 K. The use of different excitation
wavelengths allowed the unambiguous acquisition of “true” Raman spectra
from the perovskites, without degradation or photoinduced structural changes.
Low-frequency PbX vibrational modes were thoroughly identified by |
comparison of Raman and far-IR results. Red Raman frequency shifts for
almost all MA vibrations from 200 to 3200 cm™, and particularly intense for
the torsional mode, were observed toward heavy halide derivatives, indicative
of strengthening the interaction between halides and the organic cation inside °

Temperature Series
s B e
o b ",e‘;l‘ 295 - 100 K
L Qg LY BTN
gl e N ’r |44
Torsion Rocking
\ | Perovskite
\' f Halide
- ! Series
T MAPbC,
\\ 250 , 400 550 850 900 950 MAPbBCl,
| h-:i:_w MAPbBr,Cl
11 MAPbBr
| ) MAPbBr,| [l
‘ ‘ MAPbBrl, [l
1IN - MAPbI;

1500 2000 3500

Raman Shift [cm]

1000 2500 3000

the inorganic cage. Different MA—X bonding schemes are evidenced by

torsional mode pairs emerging in the orthorhombic phase. MAPbBr; was further characterized by variable temperature Raman
measurements (100—295 K). Broadening of the MA rocking mode slightly above the tetragonal I to II phase transition is
connected with disorder of the MA cation. Our results advance the understanding of perovksite materials properties (ferroelectric
domain formation, anomalous hysteresis) and their use as efficient light absorbers in solar cells.

1. INTRODUCTION

Recently, there has been an increase in research on perovskite
materials' ° leading to a steep rise in cell performances to a
certified value of 21%” within a few years. Similar developments
took decades for other photovoltaic technologies to achieve.
Even though perovskites are a large family of compounds which
all share the common stoichiometry ABX;, most of the recent
attention has been given to the hybrid organic—inorganic
methylammonium lead halide perovskites (MAPbX;, MA =
methylammonium, Pb = lead, X = halide) and in particular the
iodide derivative MAPDI;. Structure and band gap in ABX;
perovskites can be easily modified by changing the cation, the
metal, or the halide. Partial substitution of the iodide in
MAPDI, results in the isostructural MAPbI;_ Br, with a blue-
shifted band gap, which is favorable for multijunction devices
and increases chemical stability.*”"' However, the photo-
instability of the excited state of MAPbI;_Br, results in
segregation of the material into microdomains for x > 0.6."
Addition of chloride during perovskite crystallization has been
shown to improve charge transport'”'* even though its exact
role remains unclear.'”'® Besides the influences of chemical
composition on optoelectronic performance and stability,
temperature-dependent structural changes play a pivotal role
as well. The low-temperature orthorhombic phase of MAPDI; is

v ACS Publications © 2016 American Chemical Society
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thermodynamically more stable compared to the tetragonal
phase obtained at room temperature'® and charge-carrier
dynamics become more confined and show excitonic behavior
in the orthorhombic phase.'” This indicates that temperature-
induced structural changes can tip the scales from an
exothermic toward endothermic dissociation enthalpy and
from free charge-carrier movement to excitonic confinement.
Thus, tuning of the perovskite composition or structure can be
used in order to enhance stability and performance of
perovskite solar cells, both of which are investigated in this
study.

X-ray diffraction has been widely used to determine the
crystal structure of MAPbX; perovskite materials since their
discovery in 1978.""? However, it can be difficult to resolve
the positions of lighter atoms like nitrogen and carbon in the
presence of the heavier lead and iodine. The structural
orientation of the MA cation within the inorganic framework
has therefore been studied in more detail with NMR
spectroscopy’’ and neutron scattering.ZI’22 These studies
were able to resolve the orientation of MA cations and show
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an increasing disorder when moving from the orthorhombic
phase toward higher temperature phases alongside a weakening
of the bonding between the NH; in the MA and the
halides.”"** Alignment of the MA cations can yield a net
dipole that is energetically favorable in the tetragonal phase and
is further stabilized in the orthorhombic perovskite phase. It has
been suggested that this MA alignment can induce polar-
ferroelectric characteristics in the material in low-symmetry
phases.”® Structural dynamics within the perovskite structure
have important implications on the operation mechanism of
perovskite solar cells. They are thought to assist charge
separation,”® tune the band gap,”>’® improve open-circuit
voltage,”” and affect hysteresis during current—voltage measure-
ments.”® These versatile implications show the importance of a
detailed study of MA dynamics with Raman and IR
spectroscopies.

Perovskite halides have been examined before with mid-IR
absorption experiments” > which give valuable information
about MA dynamics, hydrogen bonding, and water infiltration
inside the perovskites, but they do not cover the important low-
frequency range where vibrations of the inorganic lead halide
network of corner sharing PbXg octahedra are mainly active.
Despite the suitability of the infrared absorption technique for
obtaining the vibrational modes in light sensitive systems, only
limited far-IR data for single halide perovskite compounds have
been reported up to now.”*** Besides, reports of Raman
measurements on MAPbI, perovskites””**~** have so far been
limited to resonant or near resonant conditions with typical
excitation wavelengths of 514, 532, or 785 nm. However, this
may be problematic because of the high absorbance and
photosensitivity of the material. Moreover, the Raman
spectrum of MAPbI; at low frequencies resembles the Pbl,
precursor spectrum, which makes it difficult to distinguish
between pristine and (partially) decomposed samples, as we
pointed out recently.*' Ledinsky et al. reported on photo-
induced decomposition during resonant Raman measurements
and emphasized the use of laser intensities far below the values
that would usually be employed.”® Apart from the photo-
induced decomposition,”” MAPbI, photoexcitation induces a
range of other effects that can alter its structure and therefore
the experimental outcome.'”*”** As mentioned earlier, mixed-
halide perovskites have been shown to segregate into
microdomains under illumination, presumably caused by an
instability of the photoexcited state.'> A recent study by
Gottesman et al. showed reversible structural modifications of
MAPbI; in the Raman spectrum by excitation under resonant
conditions.” Experimental results are often backed by
computational studies,””*”** which give valuable information.
Nevertheless, these calculations are based on several
assumptions and produce complex spectra with many super-
imposed bands especially in the low-frequency range. Also,
small uncertainties involved in calculations can result in very
large offsets in the spectrum, making peak assignment
ambiguous.’’”

The current work investigates MAPbX; structural dynamics
for all halide derivatives by combining far-IR absorption and
Raman scattering and addresses most of the critical issues raised
in the literature up to now. For the first time we perform off-
resonance Raman experiments and manage to obtain
unambiguous Raman spectra avoiding decomposition or
structural changes in the material. Measurements have also
been carried out on the low-frequency Raman and IR active
modes of the inorganic PbX, octahedra. Variable temperature

2510

Raman measurements show characteristic spectroscopic
changes of the MA torsion and rocking vibrations which have
implications on the ordering and bonding of MA inside the
inorganic framework. Understanding the fundamental material
properties is the key to the construction of perovskite solar cells
with improved efficiency and stability.

2. EXPERIMENTAL METHODS

2.1. Materials and Depostion of Films. The methyl-
ammonium halide salts (MAI, MABr, and MACI) were
synthesized by dropwise neutralization of an ice-bath cooled
solution of 24 mL methylamine (Sigma-Aldrich) in 100 mL of
ethanol with the corresponding hydrogen-halide (10 mL of 57
wt % HI in water; 14.6 mL of 48 wt % HBr in water; 15 mL of
37 wt % HCI in water; all Sigma-Aldrich). The solvent was
removed in a rotary evaporator, and the powder was
recrystallized from ethanol. Upon slow cooling of the ethanol
solution white crystals were formed. Washing with diethyl ether
and drying at 70 °C for 6 h was performed afterwards. The
single halide perovskite (MAPbI;, MAPbBr;, and MAPbCl,)
precursor solutions were prepared by mixing a 1:1 stoichio-
metric ratio of lead(II) halide (PbI,, 99%; PbBr, 99.99%;
PbCl,, 99.99%; all Sigma-Aldrich) with the corresponding
methylammonium halide at a 1 mol/L concentration in DMSO
(>99.9%; Sigma-Aldrich) for 1 h at 60 °C. For the mixed halide
perovskite precursor solutions, the respective ratios of single
halide solutions were mixed and stirred for 1 h. Synthesis of the
precursor salts was performed in the fume hood, while the
mixing of the perovskite precursor solutions, films deposition,
as well as annealing were done in an argon-filled glovebox
(H,O and O, concentration <1 ppm).

For the preparation of planar films the precursor solution was
deposited on a microscope glass slide. For mesoporous films, a
dispersion of AL,O; nanoparticles (20 wt % in 2-propanol;
Sigma-Aldrich) was spin-coated onto glass slides (2000 rpm for
60 s) and annealed at S00 °C for 30 min. All perovskite
solutions were spin-coated onto the flat or mesostructured
substrates at 2000 rpm for 60 s and then annealed on a hot
plate at 100 °C for 30 min. Samples for far-IR characterization
were prepared by depositing mesoporous perovskite films on a
0.8 mm thick high-density polyethylene (HDPE) to improve
surface wettability. In order to enhance the perovskite Raman
scattering volume, measurements were performed on powder
samples taken by scratching the films.

2.2. Characterization. The perovskite films were structur-
ally characterized using a Siemens D-500 diffractometer that
operates in Bragg—Brentano geometry with Cu K, radiation (4
= 1.5406 A) and Cu K, radiation (1 = 1.5444 A). Data were
collected over the angular range 5° < 26 < 100° counting for 1
s at each step of 0.05° in detector position. Unit-cell
refinements were performed with the GSAS package.**

UV—vis diffuse reflectance (R) spectra were acquired on a
Hitachi 3010 spectrophotometer using an integrating sphere
with 60 mm diameter and BaSQO, as a reference. The data were
transformed into Kubelka—Munk absorbance F(R)= (1 — R)?*/
2R.

The IR transmittance measurements were run at normal
incidence on a Bruker Vertex 80v vacuum spectrometer using
HDPE-alumina films as a reference. Each spectrum was
averaged over 200 scans with a 4 cm™ resolution. The far-
infrared (FIR) beam splitter and detector offered a working
range of ca. 60—680 cm™'. The transmittance spectra were
converted to absorbance and normalized to 1.

DOI: 10.1021/acs jpcc.5b11256
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Figure 1. (a) Different phases of the MAPbX; perovskite, which transform upon changing temperature or halide composition: halides, large purple
spheres, Pb, large gray spheres; MA, interstitial. Transition temperatures into tetragonal Il MAPbBr; are in brackets. (b) Powder XRD patterns of the
range of interest from all halide perovskites examined in this study. (c) UV—vis spectra (where F(R) is the Kubelka—Munk function) of perovskite
films which change in color (from dark brown to white) and show a shift in band gap energy (from 1.61 to 3.06 V) as lighter halogens are

introduced into the structure.

Raman measurements with excitation at 514 and 785 nm
were performed with a Renishaw In-Via Reflex dispersive
micro-Raman spectrometer with <2 cm™ resolution. The laser
beam was focused on a spot of 1 ym in diameter with a X100
magnification lens. Rayleigh scattering was rejected with S0 or
110 cm™ cutoff dielectric edge filters, and analysis of the
scattered beam was performed on a 250 mm focal length
spectrometer along with suitable diffraction gratings (1800
lines/mm for visible and 1200 lines/mm for NIR) and a high-
sensitivity CCD detector. Cryostatic Raman measurements at
low temperature (LT) were done under inert atmosphere in a
THMS600PS Linkam cell by focusing the laser beam with a
XS0 long focal distance lens. Raman spectra under off-
resonance conditions for all samples were acquired with a
Bruker RFS100 FT-Raman spectrometer equipped with a
Nd:YAG laser emitting at 1064 nm. Each spectrum was
averaged over 100 scans or 200 scans with 4 cm™" resolution,
while the effective working range was ca. 100—3500 cm™. All
RT Raman measurements were performed in air and at
different laser powers to ensure that the intensities used did not
induce changes in the spectra. The measured Raman spectra
present a strong elastic scattering background in the low-
frequency (LF) spectral range. In order to enhance the Raman
features at this LF range where very informative PbX and MA
vibrations are active, and correctly determine spectral character-
istics (frequency, line width, and line shape), the spectra were
temperature-reduced using the expression of eq 1%

1

I =l(w)—— th
red(@) = I( )n(w, OFEU
hew 1.44
n(w, T) = (expksT — 1) & (exp T 1!
(1

where I(w) and I 4(®) are the measured and reduced Raman
intensity, respectively. n(w, T) is the Bose—Einstein statistic
factor, h and kg are the Planck and Boltzmann constants,
respectively, ¢ is the speed of light, @ is the Raman shift in
em™, and T is the temperature in K. The analysis of the
reduced spectra was done by fitting them with mixed
Lorenzian—Gaussian functions using the Wire software from
Renishaw. Line widths were corrected for instrumental
broadening.
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3. RESULTS AND DISCUSSION

3.1. Structural and Optical Characterization. Schemes
of the perovskites structure at the three different structural
modifications (cubic, tetragonal, and orthorhombic) together
with transition temperatures*® are shown in Figure la. Powder-
XRD patterns of the area of interest for the whole set of
MAPDX;_ .Y, materials, shown in Figure 1b, confirm the
presence of the perovskites as the main phase. In addition,
certain amounts of admixtures were present, in particular Pbl,
for the I-containing samples (for the full patterns see Figure S1
in the Supporting Information). MAPbCl;, MAPbBrCl,,
MAPDBr,Cl, and MAPbBr; were indexed as cubic systems,
whereas MAPbBr,I, MAPbBrl,, and MAPbL; were indexed as
tetragonal systems, in accordance to ref 8. A regular trend in the
unit-cell expansion with substitution of Cl by Br and I was
observed. The determined lattice parameters of the tetragonal
MAPbL, (a = b = 8861(2) A, ¢ = 12.653(4) A) are in
agreement with the literature values of a = b = 8.849(2) A, ¢ =
12.642(2) A,*” within the 3¢ estimated standard deviation. The
lattice parameters are given in Table S1 of Supporting
Information.

Substitution of heavy halogen atoms with lighter ones in
MAPDBX;_.Y, results in films with tunable color from dark
brown to white, as shown in the photographs of the prepared
films inserted in Figure lc. In order to analyze the light
harvesting of the films over the solar spectrum, diffuse
reflectance measurements were carried out. In Figure Ic, the
absorption F(R) data are plotted in terms of (F(R)hv)* vs h,
which is the standard analysis for materials having a direct band
gap. Band gap values (Eg) were found by the intersections of
the slope with the energy axis and are shown in the graphs, and
further listed in Table S2 where they are compared with the
Raman excitation energies. The values are slightly blue-shifted
compared to literature values.® Blue-shifted absorption onsets
were reported recently.*** The shift can be caused by a
ferroelectric domain wall-induced band gap reduction and has
been observed for mesoporous scaffold architectures.””** The
influence of annealing temperature on band gap is another
possible explanation for this observation.” In general, the
reported band gaps for MA lead perovskites can vary
significantly.” The excitonic peaks appearing in the spectra
for lighter halide derivatives are presumably caused by an
increase in the exciton binding energies.”"

DOI: 10.1021/acs jpcc.5b11256
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3.2. Low-Frequency Pb—X Vibrational Modes: Far-IR
and Micro-Raman Results at Room Temperature. The
PbX octahedra of the perovskite halides belong to the O;, point
group symmetry and have two IR active modes, 5 and v,, with
T}, symmetry and three Raman active modes v, v, and vs, with
Ay, E, and T,, symmetry, respectively.””*” Splitting of the
doubly and triply degenerate modes is expected due to
distortion of the octahedra, (a) by interaction between the
methylammonium and certain halogen atoms and (b) by the
occupation of the octahedral corners with different halide
atoms in the complex halide derivatives. According to
theoretical calculations,” the splitting is considerably larger
for the Cl-based perovskites (Cl has the strongest electro-
negativity). In the present study, and for the first time in the
literature, both the IR and Raman low-frequency Pb—X
vibrational modes have been observed for all members of the
MAPbX; family.

Far-IR spectra obtained for all MAPbX, derivatives are
shown in the range of 50—300 cm ™' in Figure 2a, and analysis
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Figure 2. (a) Far-IR spectra for the various perovskite derivatives
measured at RT. The band marked by PE is due to the polyethylene
substrate. Peak frequencies of the v; and v, bands obtained by fitting
the spectra (see Figure S2) are marked with dashed and solid lines,
respectively. The values are noted for the end perovskite members,
MAPDI; and MAPbCl;. For Cl-based perovskites the v band is split
into two component bands, 13, and vy, (b) Frequency of v; (average)
and v, modes vs halide composition. Dashed lines show predictions
based on the harmonic oscillator model.

of spectral components is shown in Figure S2. HDPE-alumina
substrate, taken as a reference, is also included in Figure S2 and
has only minor influence in the results. Wide bands are
observed in all far-IR spectra, which blue shift towards the
lighter halides derivatives and present extensive broadening
justified by the polycrystalline character of the materials.
According to recent density functional perturbation theory
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calculations,* low-frequency IR-activity (below 120 cm™ for
MAPDL,) is mainly due to internal Pbl, vibrations. The spectra
of the MAPbIL;_,Br, series are analyzed with two component
bands, which thus are straightforwardly attributed to the v
asymmetric stretching (103—125 cm™) and v, asymmetric
bending (66—76 cm™") vibrations of PbX4 octahedra. For the
Cl-containing samples, the higher frequency band is split into
two component bands, which are well described by mixed
Lorenzian—Gaussian character. For the pure Cl perovskite, a
very broad band is observed which includes both the v, band, as
a low-frequency shoulder, as well as the split v; band at higher
frequencies. The peak positions of the deconvoluted v; and v,
modes (two peaks for the Cl-containing perovskites) are
marked in Figure 2a. In Figure 2b we plot the frequency of the
two modes versus the halogen order. For the estimation of the
vy frequency for the mixed halides, a weight average of the two
vy-related component bands was taken into account. First of all
we should note that the ratio v,/v; remains almost constant in
the 0.60—0.64 range. The only exception is MAPbCl, for which
it is slightly larger and equal to 0.67, presumably due to
uncertainties in the fitting of the corresponding broad far-IR
band. The fixed v,/v; ratio verifies self-consistency of the
analysis, and the ratio values match the corresponding ratios for
several other compounds quite well (e.g, the ratio for the
[PbCl¢]*™ anion from ref 52 is 0.54).

Both v; and v, modes shift to higher frequencies upon
introduction of lighter halogen atoms in the structure. The v
and v, frequencies depend strongly on the reduced mass y of
the Pb—X bond and follow the model for a harmonic oscillator

V= (i)wlk/ 1, with the crude assumption of the same bond

2z

strength k for all halides. The reduced mass is p~' = mp, ™' +
my "' where my for the mixed halides was calculated by the
weight average of the halogen atomic masses in their chemical
formula. The model calculations have been done by weighting
the v; and v, frequencies against those observed for MAPbBr;
and are shown with dashed lines in Figure 2b. These results
verify that the low-frequency IR active vibrations are of the
inorganic Pb—X type and lack noticeable influence from the
MA cation. A similar behavior which consolidates our argument
is observed by analyzing the frequency shifts of the Sn—X
modes in the analogous [SnX(]*~ octahedral system,
irrespective of the vibration mode.>”

Complementary to the far-IR spectra, low-frequency Raman
spectra were obtained above 50 cm™ with 785 nm laser line
excitation. The spectra are presented in Figure 3a for all the
perovskite compounds apart from the pure MAPbI; which
showed only a strong photoluminescence (PL) response. The
vibrational modes of the PbX octahedra were observed below
250 cm ™. At 270 cm™" for MAPbBr], and at higher frequencies
for the rest of the compounds, a broad and well-formed band
was observed. This band is due to the torsion of MA units and
will be discussed in detail in the next section.

The Raman spectra below 230 cm™' involve vibrations of
Pb—X bonds consisting of heteropolar ionic/covalent inter-
actions in the inorganic framework and show very broad
multibands which are not easily resolved into components. The
general trend is that all these measured bands increase in
frequency by moving toward light halides following the
corresponding behavior shown in the far-IR spectra. The
multiband character of the Raman features is clearer for the
mixed perovskite derivatives and is justified considering the
lifting in degeneracy of modes. As already discussed, three

DOI: 10.1021/acs jpcc.5b11256
J. Phys. Chem. C 2016, 120, 2509—2519



4.2. Related publications

The Journal of Physical Chemistry C

V5 : T S
* :Vrlav‘ 110 Predictions for MAPbI, (3) l 1064 nm (b) 785 nm (©
i G b)
56 g5 14 785 nm I
N 1 |
: \ \ W
52 N, SN N
66 \ i i
2N S~ > |t | i) 1 > Sl MAPbBr)
B [N\ S~ MAPbB, = k N, S i I SN B | B
H - C ‘
@ ; o | MAPbBr
£ “;}‘\',;gé n 2 k i MAPbBr| ‘ i< \-—f/\.._i__
I — ' ; e q \ i
B E b 2 N A __MAPDBICI
.| N N — il
© T \ MAPbBr, ®
E MAPbBr, £ ——N]E MAPbBICI,
S 5 S
=4 =z i MAPbBI.CI { =z \ | N AERCI
MAPbBI,CI : — A A s
—~— I 1 I i
MAPbBICI Sie @
) MAPbBICI
MAPbBICI, S -, "
MAPBCT, \ 1 MAPbCI, | A 1 o wapscl |
) : A o _ AL o S SUNUSUREIRL S W, 7V VY
100 200 300 400 500 500 1000 1500 2000 2500 3000 3500 500 1000 1500 2000 2500 3000 3500

Raman Frequency [cm™]

Raman Frequency [cm ]

Raman Frequency [cm ]

Figure 3. (a) Low-frequency Raman spectra obtained by excitation at 785 nm. Peak frequencies of v, (solid line marks), v, (dashed line marks), and
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from the literature (for details see text). Raman spectra of the perovskite halide derivatives obtained by excitation at (b) 1064 nm, (c) 785 nm, and

(d) 514 nm, at RT.

Table 1. Frequencies (in cm™') and Assignments of Vibrations Numbered in Series for MA Lead Derivatives MAPb[X], Where

[X] Is the Halogen Composition™

mode/[X] 13 12Br IBr2 Br3
v, (110) 114 124 134
v, (81) 85 92 99
vy 103 107 116 125
Uy 65 69 72 76
s (54) 56 61 66
Vg 249 264 286 323
v, 911 913 914 917
Vg 960 962 965 968
Vg 1247 1246 1247 1248
Vio 1424 1423 1425 1428
vy 1444 1444 1451 1450
Vi 1469 1472 1475 1478
Vi3 1580 1581 1584 1587
- 2706 2712 2716 2714
- 2821 2823 2824 2827
- 2906 2906 2845 2846
Via 2959 2961 2963 2966
1295 2993 3026 3030 3035

Br2Cl BrCI2 CI3 assignmentb
142 163 183 v, (Pb—X)this work
105 121 135 v, (X—Pb—X)this work
133 152 171 v,, (Ph—X)this work
82 91 114 8,y (X—Pb—X)this work
70 80 90 8, (X—Pb—X)this werk
334 460 488 7 (MA)***°
919 919 923 p (MA)*>
971 974 977 v (C=N)*
1249 1248 1249 p (MA)*
1427 1426 1430 8, (CH3)™
1451 1453 1454 b, (CH,)>®
1480 1483 1483 8, (NH;")*
1588 1593 1592 6, (NH;%)*
2715 2717 2719 combination modes™
2827 2829 2830 combination modes>’
2845 2847 2848 combination modes™
2968 2969 2972 v, (CH,)*
3036 3036 3040 v, (NH;*)™

“Modes from v4 and above were obtained from Raman spectra with 1064 nm excitation and are due to MA vibrations. Modes v; and v, were
obtained from far-IR spectra. v, v, and v records are estimated frequencies and match well with experimental Raman spectra at low frequencies.
Corresponding values for MAPDI; are shown in parentheses to indicate that Raman experimental data are not available in this work. by, stretching; o:

bending; p: rocking; 7: torsion; s:symmetric; as: asymmetric.

Raman bands due to the Pb—X vibrations of the octahedral
structure are expected in the LF range. Among them the
symmetric stretching mode v, is expected to be the highest in
frequency, followed with the asymmetric stretching mode v,
and the asymmetric deformation vs.>” Since it is difficult to fit
the spectra, we attempt an analysis based on the ratios of the
frequencies between the various inorganic vibrational modes
from the literature. Thus, according to data in ref 52., the ratios
v/vy = 1.07, v,/v; = 0.74, and vs/v, = 0.49 are observed for
[PbCl]*~ whereas similar values are found for other systems,
too, such as for [SnX4]*~ and [SbX4]*". Thus, based on our v
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values from our far-IR analysis we have predicted the mean
frequencies of the corresponding Raman bands. The respective
calculated values of the three Raman modes are reported in
Figure 3a and qualitatively describe the shifts observed as a
function of the halide change. By extending the calculations for
MAPDI;, the mean frequencies for the three Raman active
modes are predicted to be at v; = 110 cm™, v, = 81 cm™, and
vg = 54 cm™' (see also Figure 3a).

3.3. Variable Excitation Micro-Raman Spectra of All
Perovskite Derivatives. Extensive Raman investigation with
emphasis on MA vibrations was done by performing measure-

DOI: 10.1021/acs jpcc.5b11256
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ments in a broad frequency range (100—3500 cm™') using
three different excitation lines at 514, 785, and 1064 nm. This
allowed data acquisition both at resonance (res) as well as off-
resonance conditions (off-res). An overview of materials and
excitation wavelengths is shown in the Supporting Information
(Table S2). In general, the majority of resonance Raman
measurements obtained from the MAPbX; perovskites carries
limited information on the vibrational properties of the
materials. The main reason is that the strong absorption of
the perovskites, when excited within the band gap, can induce
decomposition or phase transformations in the materials. This
is an issue especially for MAPbI; with a phase transition from
tetragonal to pseudo-cubic near room temperature, at 330 K.
Despite keeping the laser power density very low, by working
under resonance or near resonance conditions the Raman
signals are frequently masked by the presence of a strong PL
background signal. Furthermore, temporary PL signals which
change with illumination time were observed here in Br—I
mixed halide perovskites and are attributed to phase
segregation, as previously reported by Hoke et al.'* (see Figure
S3).

Figures 3b—d show an overview of the Raman spectra for all
the perovskite films obtained under different excitation
wavelengths, 1064 nm (Figure 3b), 785 nm (Figure 3c), and
514 nm (Figure 3d). In the case where the Raman features are
masked by strong PL signals, the corresponding spectra are not
presented. Thus, for MAPbI;, we include only the spectrum
obtained at 1064 nm excitation in Figure 3b, and no spectra in
Figure 3c and Figure 3d, because, under near band gap or
resonance excitation, the Raman signal is either covered by a
strong PL background or is affected by the quick degradation of
the sample showing spectroscopic changes during the measure-
ment. MAPbCI; on the other hand shows no apparent change
in its Raman spectrum, for all the excitation sources used.
Hence, excitation at 1064 nm (Figure 3b) ensures off-
resonance conditions in all cases allowing a clear and
unambiguous overview of the full MA spectrum for all halide
perovskite derivatives, and no spectral changes were observed
that could be related to humidity or light exposure of the
material. Furthermore, the quality of the spectra is excellent
mainly due to the fast acquisition in the FT technique and the
materials tolerating high laser power densities at 1064 nm
excitation, which compensate well for the inherently weaker
scattering efficiency vs the increase of the excitation wavelength
(inverse fourth power law applies).

The Raman spectra reported in Figures 3b—d show a large
number of MA bands which present significant changes in their
characteristics (shifts, widths, intensities) with halogen
composition. An overview of the frequencies of the measured
Raman bands and their mode assignments can be found in
Table 1. Almost all MA vibrational modes present a blue shift
from MAPbI; toward MAPbCl; (see Figure S4) in accordance
with the IR data in ref 30, which indicates strong NH;—X
interaction. In particular, the mode that is most sensitive to the
halide content is the high-frequency vjs—v, (NH;") mode
which positively shifts abruptly from MAPbI; to MAPbBI,Br by
33 cm™ and then up to MAPbCl; by another 14 cm™.
Significant positive shifts also occur in all other modes related
to NH; vibrations. This is in line with recent NMR results,*’
which have shown that only the amine end of the MA group
interacts strongly with the inorganic network. Nevertheless, the
exact N—H bond lengths in MAPbX; cannot be accurately
determined even with neutron diffraction methods due to the
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disorder in the MA group;™” thus, the full understanding of the
MA vibrational frequency shifts (e.g, the large v5 shift for
MAPDbI; compared to the other perovskites) and the exact
nature of the MA—halogen interaction is not possible.

Characteristic internal vibrational modes of MA appear at
high frequencies, just below 1000 cm™' (C—N stretching), at
1400—1600 cm™" (CH, and NH, bending) and at around 3000
ecm™ (CH; and NH; stretching) and are well studied for
methylammonium halides.””>* The most interesting vibrational
modes are the rocking vibration, v, and low-frequency torsion,
Vg of MA around the C—N axis. The MA rocking mode, v,
appears in between 911 and 923 cm™ and sharpens, increases
in intensity, and red shifts when moving toward heavier halides
Cl —» Br — I (Figure 3b—d, Figure S4); the same trend was
found for other modes (e.g, the vy, 6,(NH;") mode). This
behavior can be attributed to orientational ordering of MA for
which v, having the E symmetry,”® is a good indicator. The
effect can be analyzed by the calculation of the correlation times
(7o) from the peak Full Width at Half Maximum (FWHM),”
which are shown in Figure 4a, according to eq 2

1
"~ 27cFWHM

7,
¢ @
where ¢ is the velocity of light.

The results show correlation times below 0.15 ps for the v
rocking vibration for all perovskite derivatives. 7. gradually
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Figure 4. (a) FWHM of the v, rocking mode averaged over
measurements obtained at RT with different laser lines (solid
squares—standard deviation <5 cm™') as well as at LT (100 K)
obtained at 785 nm excitation (open circles). (b) Raman frequency of
the torsional mode averaged over measurements obtained at RT with
different laser lines (solid squares standard deviation <3 cm™) and
corresponding results at LT (100 K) obtained at 785 nm (open
circles). Solid line guides the eye for halogen dependence of the RT
data and is extrapolated either sides with dashed lines.
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decreases from 0.15 to 0.1 ps from MAPbI; up to MAPbBrCl,
and drops to 0.05 ps for MAPbCl;. Measurements of MA
rocking vibration dynamics can be compared with early IR
absorption data”” obtained from large perovskite crystals, where
the trend of correlation time decrease from heavy to light
halides is also followed, as well as with recent results®* on very
high-quality thin films prepared with the dual source
evaporation method. In both of these literature studies, the 7,
values for MAPDI; were substantially larger. Thus, the shorter
correlation time in our samples is attributed to their
polycrystalline character.

The v4 mode mainly consists of an NH; motion and has an
A, symmetry which makes it forbidden in IR but permitted in
Raman.”® This mode is easily accessed in all Raman
experiments and is analyzed in a straightforward way as it is
not overlapping with other modes. For MAPbCl;>* the mode is
observed at 488 cm™' and presents an extremely large red
frequency shift upon halide substitution, shifting down to 249
cm™" for MAPbI; (see Figure 4b and Table 1). This large
spread of resonance frequencies for MA is unusual for a
torsional mode and indicates intense MA deformation and a
strong interaction of MA with the inorganic cage. Fitting of v
for different halide derivatives gives a continuous shift from
MAPbI; to MAPDbBr,Cl, but jumps to higher wavenumbers for
perovskites with large amounts of Cl, as shown in Figure 4b.
According to recent theoretical studies,” different mechanisms
like molecular deformation and dipolar orientational ordering
of the MA as well as strength of the NH;—X interaction are
strongly affected by the nature of the halide in the perovskite
and result in large shifts in the frequency of the MA torsion.
Among them, changes in NH;—X interaction upon halide
substitution is the most prominent reason for the large
frequency shift of the v mode, considering that it affects the
frequencies of all other MA modes, too, in the same manner,
even though to a much lesser extent. Preliminary calculations
performed with the same methodology reported by Brivio at
al.*® confirm the observed increase of the torsional mode
frequency for perovskites with Br and Cl with respect to iodine.
This is due to a halogen specific NH;—X interaction, and to a
confinement effect. In fact, lighter halide results in a smaller
cavity inside the inorganic cage that uplifts the frequencies of
the molecular modes and reduces the distance between
hydrogen and halide, amplifying the resulting shift. In Figure
S5 we attempt a correlation of the torsional mode peak
frequency at room temperature (RT) against the measured
band gap for the various perovskite halides. Halide substitution
results in vast changes of the materials optical properties, which
can significantly affect their vibrational frequencies as also
proposed before®® by correlating the red shifts of MA vibrations
in the Cl = Br — I order to the increase in the polarizability of
the dielectric medium (Lorentz—Lorenz shift).

Interestingly, the signal intensity of v4 is much stronger for
single halide perovskites (see Figure 3b—d), and its line width is
not very broad, ranging from 40 to 60 cm™ . In the mixed halide
perovskites a big drop in the v intensity takes place which goes
along with extensive line width broadening, reaching values up
to 150 cm™. A general peak broadening can be caused in
several ways. A decrease in long-range order and crystallinity
typically yields broader peaks. Unresolved mode splitting also
causes an increase of peak width and is connected to possible
asymmetries of the mode. Such mode splitting can be enhanced
by microstructural inhomogeneities due to an uneven
distribution of a halide in the perovskite. This effect has been
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reported before for MAPbI;_,Br,, which forms microdomains
upon crystallization that transform into a single phase within a
few weeks’” but also segregate again upon illumination."”

The informative torsional and rocking vibrations were further
examined by comparative low-temperature Raman measure-
ments in order to elucidate their behavior by lowering the
symmetry of the perovskite structure.

3.4. Low-Temperature Raman Measurements. Another
series of Raman experiments was performed for all perovskites
at 100 K which is well below the phase transition of all
materials into the orthorhombic phase.*® Characteristic reduced
spectra at low temperature are shown in Figure Sa obtained
with excitation at 785 nm. The inset shows off-resonance
spectra of MAPbBrCl, and MAPbBCI; using 514 nm excitation.
Peak frequencies of the strongest MA vibrations are given in
Table S3. Mode splitting of the low-frequency modes was
observed due to the lowering of the crystal symmetry. All
materials transform from tetragonal to orthorhombic in the
temperature range of 148.8—171.5 K>* Splitting was more
evident for lighter halide derivatives, in accordance to early
results for MAPbCL,.>* In the case of heavier derivatives, mode
splitting was only partially observed due to the shifting of the
majority of the modes below the experimentally accessed
frequency range. Furthermore, apart from narrowing and blue
shifting of the MA high-frequency bands above 950 cm™, no
clear MA mode splitting was evidenced upon decrease of the
temperature. A similar effect has been reported before for mid-
IR data below the phase transition temperature™ as well as for
Raman in other perovskite systems®” implying that the crystal
deformation does not drastically affect the high-frequency
vibrations of the MA units.

It is remarkable that at LT the rocking vibrations v, and v, at
920 and 1250 cm™" present considerable line width narrowing.
Thus, the v, rocking mode width decreases to about 20 cm™
for all perovskite derivatives (see Figure 4a) and the v,
correlation time increases from below 0.15 ps at RT to above
0.25 ps at 100 K, which implies MA dipolar 0rde1‘in§,29 in
accordance with quasi-elastic neutron-scattering results.”

Further insight into the behavior of the 4 torsion mode can
be extracted from the low-temperature (LT) data. While the
measurements at RT showed a jump to higher wavenumbers
for the MAPbBrCl, and MAPbCI, perovskites, at LT pairs of
peaks appeared (see spectra in Figure Sa and analysis in Figure
4b) that line up with modes on either side of the gap,
suggesting that those peaks in fact represent two distinctive
vibrational bands. The appearance of two torsional bands at low
temperature is in line with early studies for MAPCL.>*
Doubling of the torsional modes for the low-symmetry
orthorhombic phase and line width broadening might be due
to different NH;—X bonding schemes of the organic molecule
within the hybrid.”> On the other hand, the frequencies of the
torsional modes at low temperature show small, mostly blue
shifts relative to those at RT.

Another important aspect of the torsional mode is its
significant broadening in the orthorhombic phase. The unit cell
of this phase contains four different MA units and according to
our preliminary calculations, the frequencies of respective
modes are split in four due to slightly different local
environments. This split is on the order of few cm™ and
therefore too small to be resolved but contributes to significant
line width broadening. Moreover, as observed in molecules®"*
or complex structures,®” van der Waals forces that are enhanced
at low temperature affect the stiffness of the bonds and
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influence the anharmonic terms of the vibration that lead to a
larger broadening of the peak. This effect strongly depends and
the geometry of the system and could justify the dlfferent
behavior below the transition temperature. In previous work®*

an anomalous temperature behavior of a low-frequency Raman
peak in NH,Br around phase transition has been reported. This
anomaly results in asymmetric peak shape and anomalous
broadening of the signal. These effects are addressed and
explained with a long-range order of the NH, cations. We can
imagine that a similar mechanism, regarding the MA ordering,
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could influence the line widths at LT of the torsional mode in
the hybrid MA perovskite halides, too.

In addition to fixed LT measurements at 100 K, variable
temperature Raman measurements from 295 to 100 K have
been carried out for MAPbBr;. During this temperature ramp
the material was transformed progressively from cubic to the
tetragonal I phase (236.3 K), the tetragonal II phase at 154.0 K,
and the orthorhombic phase at 148.8 K.*° Recorded Raman
spectra are shown in Figure Sb. MAPbBr; was chosen as the
intermediate representative of our halide series and because of
its high purity (see XRD in Figure S1), the fact that the full
temperature dependence has not been reported before in the
literature (MAPbCl; has been studied in ref 54 and MAPbIL,
Raman signal is covered by a strong PL background at 785 nm
excitation), and its significance as light absorber for the
preparation of very stable perovskite solar cells.*”""*

All high-frequency MA modes above 950 cm™ present a
“normal” behavior with line narrowing and blue shift upon
temperature decrease. Important observations are made by
following the temperature dependence of the spectra below 950
cm™" where peculiar behavior of the MA torsional and rocking
modes at 320 and 925 cm™’ are observed upon moving from
the cubic (295 K) to the orthorhombic phase (100 K).

Figure 6 plots the temperature dependence of the line widths

for the “abnormal” torsional vg and rocking v, modes in
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Figure 6. Temperature dependence of line widths for the torsional v,
rocking v, and C—N stretching v, vibrations of MAPbBr;. Solid line
represent fitting of v line widths by eq 3 with b = 0. Dotted lines mark
the temperatures of phase transitions.

comparison to the CN stretching vz mode which shows a
“normal” behavior. The slope of line width against temperature
shows a change for v;, at about 175 K, slightly above the
tetragonal I-II phase transition at 154 K. This transition
temperature is close to the temperature of a discontinuous
decrease of the real part of the dielectric permittivity>® as well
as of 51gn1ﬁca.nt changes in the H'~NMR spectra and relaxation
time.®® According to this early H'~NMR result, the tetragonal I
to tetragonal II phase transition affects the alignment of MA by
“freezing” of the C—N axis.

The temperature dependence of the line width of the v,
rocking mode in Figure 6 was used to calculate the activation
energy (E,) of the order—disorder process, according to eq
67—

FWHM(T) = a + bT + cexp(—E,/RT) (3)

where g, b, ¢ are fitting parameters and R is the gas constant.
The linear term describes the anharmonicity factor and the
exponential term the increase of the line width due to the
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thermal reorientational motions. We fitted the FWHM(T) data
of v in Figure 6 with eq 3, neglecting the linear term which has
a small contribution, and ended up with an estimation of the
activation energy of E, = 7.5 + 1.0 kJ/mol which resembles the
energy barrier in the disorder of the MA units. This value is
very similar to that found for the rocking vibration of NH; in
[Mn(NH,),](ClO,),.*” As shown in Figure 6, the reorienta-
tional motions are not significantly disturbed near the phase
transition temperature which is indicative that the order—
disorder of the organic molecule does not contribute
significantly to the phase transition mechanism.”” Among
different vibrational modes, the main torsional mode at about
320 cm™ is the only one that shows line broadening instead of
narrowing upon decreasing the temperature (see Figure 6).
This broadening occurs progressively but shows a steep rise
below the transition to the orthorhombic phase. This
interesting behavior, which was also observed for other
perovskite halides as discussed before, can be justified by the
emergence of new unresolved torsional bands and long-range
MA order in the low-symmetry phase.

4. CONCLUSIONS

In summary, our study gives a complete overview of the
vibrational properties of single and mixed MAPbX; (X = Cl, Br,
I) perovskites. Measurements in off-resonance conditions, at
room- and low-temperatures, and a comparison of the Raman
with far-IR spectra allow an unambiguous attribution of
inorganic and organic modes and their shifts against halide
constitution and temperature. Using three different excitation
wavelengths for the Raman measurements, a significant
influence of beam-induced degradation on the spectra of this
material class can be ruled out for the first time in the literature.
The low-frequency range is dominated by the modes of the
inorganic anion, and the frequency shifts versus halide content
is governed by the Pb—X reduced mass. Insight into structural
dynamics of the MA cation has been given where specific
vibrations such as the NH; rocking mode indicate ordering of
MA at low temperatures. Among different modes, the MA
torsion is particularly interesting since it spans a broad
frequency range from 249 to 488 cm ™' by altering the halogen
content. This behavior is attributed to changes in the
interaction between the NH; head of MA and the halide.
Furthermore, the MA torsional band shows broadening and
splitting at 100 K in the orthorhombic phase, which indicates
possible different MA—X bonding schemes. We hope that these
findings encourage a broader usage of vibrational spectroscopy
for inorganic—organic hybrid perovskites and aid a better
understanding of their properties, which rank them among the
most efficient solar cell active materials.
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corrected in the version published to the Web on January 27,
2016.
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We present Raman and terahertz absorbance spectra of methylammo-
nium lead halide single crystals (MAPbXs5, X = |, Br, Cl) at temperatures
between 80 and 370 K. These results show good agreement with
density-functional-theory phonon calculations. Comparison of experi-
mental spectra and calculated vibrational modes enables confident
assignment of most of the vibrational features between 50 and
3500 cm . Reorientation of the methylammonium cations, unlocked
in their cavities at the orthorhombic-to-tetragonal phase transition, plays
a key role in shaping the vibrational spectra of the different compounds.
Calculations show that these dynamic effects split Raman peaks and
create more structure than predicted from the independent harmonic
modes. This explains the presence of extra peaks in the experimental
spectra that have been a source of confusion in earlier studies. We
discuss singular features, in particular the torsional vibration of the C—N
axis, which is the only molecular mode that is strongly influenced by the
size of the lattice. From analysis of the spectral linewidths, we find that
MAPbI; shows exceptionally short phonon lifetimes, which can be linked
to low lattice thermal conductivity. We show that optical rather than
acoustic phonon scattering is likely to prevail at room temperature in
these materials.

Introduction

Raman spectroscopy can characterize the chemical environ-
ments in materials in situ, as well as revealing the nature of the
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lattice vibrations (phonons). Solar cells based on methylammonium
lead halide (MAPbX;, X = I, Br, Cl) have received considerable
attention over the past few years, reaching power conversion
efficiencies in excess of 20% in 2015.> A precise understanding of
the phonon dispersion in these materials is crucial for developing
quantitative models of ionic transport,’ and recombination®
and scattering® of (photo-generated) charges in devices. Reliable
assighment of the optically accessible vibrational modes in
MAPbX; (X = I, Br, Cl) will also enable the development of high
throughput spectroscopic methods to assess the perovskite film
quality during the manufacturing process.

As yet, it has been difficult to fully interpret the Raman
spectra of MAPbI;. The material is extremely sensitive to
focused laser illumination, which can cause irreversible degradation;
Ledinsky et al.® were the first to demonstrate the necessity of sub-
bandgap illumination to achieve sufficient signal while avoiding
chemical changes to the material.

Subsequent Raman studies of MAPbI; using bias white LED
light in addition to above-bandgap excitation indicated that
reversible changes in spectra occurred on prolonged exposure
of the material to illumination. Specifically, at room tempera-
ture, peaks in the Raman spectrum appeared between 50 and
200 cm ™" after sustained illumination. These were attributed to
a reversible change in the crystal structure.”

A first attempt at assigning the Raman spectra of MAPbI; to
theoretical vibration modes at low wavenumbers was made by
Quarti et al.;® however, the data acquired in this study are likely
to contain contributions from degraded material induced by
the optically-absorbed excitation source.® A tentative assign-
ment of the Raman modes of MAPbCI; was proposed by Maaej
and co-workers in ref. 9, while studies of the Raman spectrum
of the vibrations of the CH;NH;" cation can be found in ref. 10
Together with various interpretations of the vibrational modes of
related layered perovskite''* and intercalation compounds,***®
these studies provide solid basis for unambiguous assignment of
the spectra of MAPbX;. Recently we have published a preliminary
Raman spectrum of MAPbI; in the orthorhombic phase, compared
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to first-principles lattice dynamics calculations on each of the
three phases." These calculations indicated that, at energies
below 200 cm ™", the spectrum can be attributed to a combination of
the Pb/I cage modes and associated coupled motion of the CH3NH,"
cations. In contrast, at wavenumbers greater than 200 cm™* only
molecular vibrations of the cations contribute to the spectral
features. This is as would be expected by the large mismatch in
mass between the organic and inorganic components.

Infrared absorption spectroscopy complements Raman:
Raman inactive vibrations are often found to be infrared active,
and vice versa. Infrared absorption spectroscopy is also not
subject to the same degradation issues as Raman; however, care
must be taken to ensure artefacts are not introduced during sample
preparation and mounting using halide salts (e.g pelleting with
KBr), which may undergo ionic exchange with the sample. Fourier-
transform infrared (FTIR) spectra were recently reported for MAPbI;
thin films deposited by dual evaporation'” in the 6-3500 cm™*
spectral range. The authors of ref. 18 noted the presence of extra
peaks in their spectra that could not be explained by any of the
predicted modes, which they tentatively assigned to second
order harmonic effects. Similar data was reported between
800-3600 cm ™ * for the three halide types at room temperature,
noting few differences between them.® It is likely these features
can be attributed primarily to vibrational modes of the CH;NH;
cation, as shown below and in ref. 17 and 18. Recent terahertz
absorption spectra (overlapping the range of FTIR frequencies)
have shown the existence of two vibrational bands around 1 and
2 THz (33 and 67 cm ™, respectively), which were suggested to be
coupled to the scattering (and thus mobility) of free carriers in
the material.”

The three compounds of the MAPbX; family (X = I, Br, Cl)
can exist in three different phases (or four in the case of
MAPDBr;) as summarized in Fig. 1 for temperatures up to
325 K. Here, building on our preliminary work on MAPbI,"
we assign the features of Raman and terahertz absorption
spectra measured at a wide range of temperatures to their
respective vibrations on the basis of first principles calculations
of the phonon spectra of each of the compounds. This allows us

100 125 1 50‘I 62

Ortho
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Pnma 14/mem B
150 155
h: T 1 T )
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200 225 250 275 300
Temperature (K)

Fig. 1 Summary of the crystal systems and space groups adopted by
MAPbI3, %725 MAPbBrs?°=% and MAPbCls°2°~2% over the temperature
range measured. The orthorhombic phases of each compound are repre-
sented in purple, the tetragonal phases of the space group /4/mmm and
14/mcm are in orange and dark cyan, respectively. Red is for the Pm3m
cubic phase. The colour code shown in this figure is consistently kept
throughout the paper.
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to confirm our previous predictions of the Raman and FTIR modes
expected in the three halide types. Our measurements also reveal
that peaks in the vibrational spectra are strongly broadened
(with the appearance of new broad peaks) as reorientation of the
methylammonium cation becomes unlocked at the transition from
the orthorhombic to tetragonal phase. We propose an explanation
of the peculiar dependence of the C-N torsion mode on the cavity
size that is a marker of the degree of steric hindrance experienced
by the cations. Our calculations also show that additional peaks are
expected from dynamic disorder. We then discuss the effects of
phonon-phonon coupling on materials properties such as charge
carrier mobility, the rate of hot carrier relaxation, and the
implications for thermal conductivity.

Conceptual advances

The hybrid perovskite family of compounds CH3;NH;PbX;
(where X = I, Br, Cl) can be used to make efficient solar cells
and other semiconductor devices from low-cost ingredients
deposited from solution. However, many fundamental properties
of these materials have not been established, and, typically, devices
made with them are not stable. We have compared the microscopic
vibrations predicted in these crystals by ab initio calculations to
peaks observed in Raman and terahertz spectra of CH;NH;PbX;
over a wide range of temperatures. Theory was consistent with
observation, enabling us to comprehensively assign the compli-
cated vibrational modes to spectral features, many of which are
common to all three materials. For CH;NH;Pbl;, these features are
no longer well resolved at temperatures above ~160 K, which can
be explained because the organic moieties in the lattice cavities
which are trapped in a given orientation in the low temperature
phase are unlocked at temperatures above the phase transition.
These insights into the types of active vibrations will help underpin
our understanding both heat and electrical transport in these
materials. Furthermore, the assignment of spectral peaks to
particular vibrations which could be influenced by chemical
changes will allow the stability of the materials exposed to
different operating environments to be monitored using vibra-
tional spectroscopy.

Methods

Sample preparation

Single crystals of MAPbX; (MA = CH3NH;; X = I, Br, Cl) were
synthetized both from aqueous solution, based on the method
described by Poglitsch and Weber,”” and from inverse temperature
crystallization in gamma-butyrolactone.>* The detailed procedures
are given in the ESI{ Note S1.

Raman spectroscopy

Raman spectra were collected in backscattering geometry with
a high resolution LabRam HR800 spectrometer using a grating
with 600 lines per millimetre and equipped with a liquid-
nitrogen cooled charge coupled device (CCD) detector. Raman
measurements were carried out between 90 and 300 K using a
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gas flow cryostat with optical access that fits under the micro-
scope of the Raman setup. Four optical sources are available for
excitation: the 785 nm (infrared, IR) line of a diode-pumped
solid-state laser, the 488 nm (blue) and 514.5 nm (green) lines
from an Ar'-ion gas laser, and the 632.5 nm (red) line from a
He-Ne gas laser. The laser beam was focused onto the sample
using a long working distance 20x microscope objective,
yielding a spot size with a diameter of ~18 pm (area ~2.5 x
10~ ° cm®). Measurements of the cut-off energies of the different
filters gives limits to the acquisition of spectra at low energies
of ~20 cm™" for the IR laser, 50 cm ™" for the red source, and
90 cm ™' for the blue one. The measured power densities at the
sample position for IR, red and blue irradiation were 310 W cm ™2,
70 W em™2 and 230 W cm ™2, respectively.

Heating by laser light directly absorbed by MAPbI; has been
shown to lead to rapid degradation of the material, resulting in
Pbl, Raman signatures.® Since 785 nm light is only weakly
absorbed, the heating effect of the laser was low enough to ensure
the MAPDI; crystal structure was preserved. Samples were kept
under vacuum inside the cryostat during the measurements. No
degradation was observed for MAPbBr; and MAPCI; with any of the
optical sources. Parasitic photoluminescence can also further limit
the range of excitation energies, causing the Raman modes to
disappear against a strong PL signal if they overlap. In practice, this
was found only to be a significant issue for MAPbBTr; at low Raman
shift. The IR laser was therefore used as excitation source for
MAPbBr; below 1800 cm ™, while the red source gives better results
above this energy. MAPbI; and MAPbCL; are studied in the non-
resonant regime across the whole spectral range (20-3500 cm ™).

Terahertz absorption spectroscopy

To complement the Raman measurements on MAPbI;, tera-
hertz time-domain transmission spectra were recorded on this
material between 0.2 to 5 THz, using an Advantest TAS7500TS
system at a resolution of 7.6 GHz and 8192 integrated scans.
A description of the measurement setup can be found in ref. 25.
Samples were prepared by geometrically mixing crushed single
crystals of MAPbI; (40 mg) with polytetrafluoroethylene (PTFE;
600 mg) powder and making pellets using a two-ton tablet
press. A cuvette containing the pellet was attached to the cold
finger of a continuous-flow cryostat and cooled at a rate of
approximately 25 K min~ " to 80 K. The system was placed under
vacuum (2.8 x 10~" mbar). The temperature was controlled
using a 50 W heater and data was acquired at variable intervals
up to 370 K. The temperature was stepped by 10 to 20 K away
from the phase transitions, while smaller 5 K measurement
steps were performed close to 160 and 330 K.

Computational methods

The vibrational frequencies for each phase of MAPbI; and for the
cubic phase of MAPbBr; and MAPbCIl; were calculated within
the harmonic phonon approximation using second order force
constants obtained from density functional theory (DFT). We
used the PBEsol density functional in the vienna ab initio
simulation package (VASP) code,*®® with rigorous convergence
criteria to optimise the cell volume, shape and atomic positions,
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as described previously." Spin-orbit coupling was not included as it
does not influence the interatomic interactions at equilibrium; the
conduction band formed by Pb 6p is unoccupied. The Phonopy
29731 was used to setup and post process supercell finite
displacement calculations. The infrared (IR) activity was calculated
using the mode eigenvectors and the Born effective-charge tensors.
The Raman activity of each mode was obtained by following the
eigenvector, and calculating the change in polarizability with an
additional electronic structure calculation. Details are described in
our earlier computational paper."

Custom codes were written to provide eigenmode-resolved
phonon partial densities of states; and to analyse the motion

package

and energetic contribution of atoms at the gamma point.

Phonons are calculated around a local minimum on the
potential energy surface of a material. The force constants, which
define the change in force on a reference atom in response to the
displacement of another, are used to construct a dynamical matrix,
which is then diagonalised to give the eigenvalues (vibrational
frequencies) and associated eigenvectors (normal modes of the
motion). For a hybrid material, the potential energy surface has a
complex structure, and there are multiple local potential energy
minima. In hybrid halide perovskites, these minima are close in
energy, such that thermal motion is sufficient to lead to continuous
dynamic disorder. In order to sample the disorder in the phonon
spectrum, we generated unit-cell structures with the methyl-
ammonium cation randomly orientated and displaced from its
energy minimised location (see ESI} Note S2). These structures
were then energy minimised by up to 101 optimisation
steps with a conjugate gradient algorithm. The zone-centre
phonon spectrum was subsequently recalculated using
density functional perturbation theory. Some of these struc-
tures exhibited imaginary phonon modes, which is expected for
dynamic structure snapshots away from the ground state
configuration. However, most presented a full set of positive
frequency modes, indicating that they were in a local potential
energy minimum, at least with respect to the local structure
within the unit cell.

Results and discussion
Characteristic features of the Raman spectra

The measured spectra of the three halide types, viz. MAPbI;,
MAPbBr; and MAPbCI;, are shown in Fig. 2. The spectra can be
understood as consisting of two parts: a low energy band of
closely packed Raman peaks between the cut-off frequency of
the optical filter at ~20 cm ™" (the cut-off frequency for the THz
IR measurements corresponds to 7 ecm™ ') and ~200 cm™ ", and
the higher energy Raman-active modes forming bands spread
between ~200 and 3300 cm ™.

As detailed in the Methods section, particular care has to be
taken when recording Raman spectra of MAPbI;. The compound
is extremely sensitive to focused laser light with above-bandgap
frequency, as previously reported.® The use of above-bandgap
lasers (488 nm, 514 nm or 633 nm) burns holes in the crystal, the
result of which is a significant change in the collected spectra.

Phys. Chem. Chem. Phys.
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Fig. 2 Raman spectra of MAPbl3 (solid grey line), MAPbBr3 (solid blue line) and MAPbCls (solid pink line) in their different phases: orthorhombic at low
temperatures (top row, a and d), tetragonal at intermediate temperatures (middle row, b and e), and cubic at higher temperatures (bottom row, ¢ and f).
The temperatures are given above the spectra. The figure is split between the Raman shifts attributed to the cage modes (left hand side, a to c) and to the
molecular modes (right hand side, logarithmic scale, d to f). The predicted eigenmodes of each phase are shown as bars in matching colours. The
numbering of the eigenmode labels the main Raman peaks of MAPbBr3 in the orthorhombic phase (defined in Table 1). Dotted lines show the positions of
the labelled peaks and are intended as a guide to the eye. The arrow is used to emphasize the dramatic shift of mode number 19 for the different halides.

This problem was avoided by using only sub-bandgap irradiation
(785 nm) to excite MAPDI;.

Parasitic photoluminescence can dominate the signal for
particular excitation wavelengths, thus further limiting the
range of usable laser wavelengths, as explained in the Methods
section. Moreover, different excitation wavelengths couple well
with different vibrational modes. Short wavelength excitation
allows the molecular modes at Raman shifts above ~200 cm *
to be clearly resolved, but is less suitable for resolving the cage
modes at lower energies. Conversely, it is not possible to resolve
the high wavenumber molecular modes with IR laser excitation
(as shown for MAPDbBr; in Fig. S1 in the ESI}), yet this
wavelength offers a clear picture of the inorganic sublattice
(cage) modes. This is one of the reasons why it was not possible
to obtain clearly resolved molecular peaks for MAPbI;, since
only IR irradiation could be used. The other reason for the lack
of resolution of these molecular features is dynamic broadening,
which is discussed in detail below. A better compromise can be
found for MAPbBr; and MAPbCIl;, for which the cage modes
could be investigated with IR light while the high-wavenumber
molecular modes could be resolved with visible irradiation. An
IR laser was used for MAPDbBr; for the data collected between
200 and 1800 cm ™ * to avoid parasitic photoluminescence.

AD initio phonon calculations

First-principles lattice-dynamics calculations were performed
to model the vibrational modes together with their corresponding
spectroscopic intensities; see the Methods section and ref. 1.

Phys. Chem. Chem. Phys.

The energies and relative intensities of the dominant modes are
plotted in Fig. 2. A clear separation in energy between the low
frequency modes associated with the inorganic (PbI;~), net-
work and high-frequency modes of the organic CH;NH;"
cations is evident. This separation is consistent with the two-
part structure observed in the experimental spectra. The two-
fold degeneracy of the E molecular modes is broken when the
ions are caged in the cavity formed by the inorganic sub-lattice,
forming separate bands with slightly red- or blue-shifted peaks.
The torsional degree of freedom is formally of A, symmetry,
which in the Cs, point group of the methylammonium molecule
can be neither Raman nor IR active. As such, its presence in the
experimental spectra shows a coupling of this mode into the
motion of the inorganic cage.

Assignment of the brightest Raman peaks

Fig. 2 shows satisfactory agreement between the experimental
spectra and the calculations, although shifts in energy are apparent
in some cases. Qualitatively, the same number of bands can be
observed at comparable energies. For all three compounds in the
cubic phase, a low-energy band (between 0 and 200 cm™') is
comprised of 18 eigenmodes. The first three are acoustic modes
involving the translation of the entire lattice. The 15 remaining
modes are cage-dominated optical modes, including 6 which are
the overall translation and rotation of the organic cation coupled
into the lattice motions (these would not be present in the
molecular modes of an isolated MA in a vacuum) (see Tables 1
and 2). At higher energy (above ~200 cm™'), 6 non-degenerate
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Table 1 Assignment of the Raman peaks of MAPbls, MAPbBr; and MAPbCls associated with the cage vibrations in the orthorhombic phase at frequency
fMApb)(3 (excitation wavelength 785 nm, samples at 100 K, “b" = broad, “sh” = shoulder, “LO" = longitudinal optic, and “TO" = transverse optic). The peak
positions are compared to the brightest calculated Raman features of MAPblIs in the orthorhombic phase (see Table S1 in the ESI). A graphical illustration
of the assignment can be found in the ESI, Fig. S2-S4. The peaks are tentatively related to those observed in the cubic phase (see also Fig. S5, ESI).
A schematic representation of the vibrational mode eigenvectors can be found in Fig. 5

Corresponding mode

Jiheo, mapbr, Jmapbr, Jrmapbsr, JSmapbar, number in the cubic
orthorhombic (em™)  exp. 100 K (em™")  exp. 100 K (em™)  exp. 100 K (em™")  Description phase (tentative)
0 — — Acoustic mode 1

0 — — Acoustic mode 2

0 — — Acoustic mode 3
15 — — 42 Octahedra twist (TO) 4
27 26 39 54 Octahedra twist (TO) 5
32 32 47 61 Octahedra twist (TO) 6
37 42 58 75 Octahedra distortion (LO/TO) 7, 8
39 47 58 75 Octahedra distortion (LO/TO) 9
51 58 66 94 Nodding donkey around N 10
54 58 66 94 Nodding donkey around N 11
73 sh 71 94 Lurching MA (LO-like) 12
93 86 99 124b Lurching MA (LO-like) 13
94 86 99 124b Lurching MA (LO-like) 13
98 97b 129 168b Lurching MA (LO-like) 14
104 97b 129 168b Lurching MA (LO-like) 14
112 97b 138 168b Lurching MA (LO-like) 14
133 sh — 184 Lurching MA (LO-like) 15
146 143b 148 238b Nodding donkey around C 16
151 143b 148 238b Attempt roll around C-N 17
155 143b 148 238b Nodding donkey around C 18

A modes and 6 doubly-degenerate E modes are predicted for the
methylammonium cation CH;NH;" (see Table 3), which corre-
spond to 18 predicted modes in the cubic phase once the
symmetry-breaking effect of the surrounding lattice is taken into
account (we number these modes 19 to 36). The tetragonal and
orthorhombic  configurations correspond to lower-symmetry
arrangements, causing further splitting of most of the bands. This
increases the number of predicted modes from 36 to 144. However,
the energies of the split bands remain close together, such that
once effects of disorder are accounted for (discussed below), they

cannot be separately resolved experimentally. For this reason most
of our discussion will refer to assignments of the modes of the
cubic phases. Fig. 3 shows the phonon dispersion, and the density
of phonon states for each of the three compounds at room
temperature (see caption for details). Negative frequencies (or ‘soft
modes’) are seen for the acoustic modes at the R and M points in
the Brillouin zone, suggesting the possibility of anti-ferroelectric
tilting behaviour in all three compounds. It is interesting to note
the spread of energies for the groups of modes (sets of modes with
the same colour hue but varying tones) that would be degenerate in

Table 2 Assignment of the THz peaks of MAPbIz associated with the cage vibrations in the orthorhombic (80 K), tetragonal (220 K) and cubic phases at
frequency fuapox, (350 K) (see also Fig. S6-S8 in the ESI). In the table, “exp” = experimental, “w" = weak, “b" = broad, “sh” = shoulder, “s" = strong, “"LO" =
longitudinal optic, and “TO" = transverse optic. Features which are partially distinguishable, but not reliably so, are marked with a question mark.
A schematic representation of the vibrational mode eigenvectors can be found in Fig. 5

ﬁhc(),MAPbl; .fMAPhl3 .fMAPl’)I3 fM/\Pth
Mode # cubic (cm ) exp. 80 K (ecm™) exp. 220 K (em™) exp. 350 K (em ™) Description
1 0 — — — Acoustic mode
2 0 — — — Acoustic mode
3 0 = — — Acoustic mode
4 19 21sh 22sh 19sh, w Octahedra twist (TO)
5 27 27sh 26sh, w 28sh, w Octahedra twist (TO)
6 29 33 29sh, w 31sh, w Octahedra twist (TO)
7 33 35s 32sh 35s Octahedra distortion (LO/TO)
8 33 35s 32sh 35s Octahedra distortion (LO/TO)
9 35 38s 35s 35s Octahedra distortion (LO/TO)
10 58 57sh, b 51sh, b 56sh, b Nodding donkey around N
11 66 63? 64sh 56sh, b Nodding donkey around N
12 69 69s 728 73s Lurching MA (LO-like)
13 75 71s 76s 78s Lurching MA (LO-like)
14 81 80sh, w 81sh, b 81s Lurching MA (LO-like)

82sh, w 83sh, b

15 92 93sh 93sh, w 95? Lurching MA (LO-like)
16 117 106b 106?sh, b 102? Nodding donkey around C
17 128 — — — Attempt roll around C-N
18 133 147sh 1412 138? Nodding donkey around C

This journal is © the Owner Societies 2016
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Table 3 Assignment of the molecular Raman peaks of MAPbls, MAPbBr; and MAPbCls in the orthorhombic phase at frequency fMApbxs (see Fig. S12-S14
in the ESI). The excitation wavelength was 785 nm for MAPbls, 785 nm for MAPbBr3 between 200-1700 cm™* and 633 nm above, and 488 nm for
MAPbCls. The samples were measured at 100 K. In the table, “w"” = weak, "b"” = broad, “sh” = shoulder, “s” = strong, "LO" = longitudinal optic, “TO" =
transverse optic and features marked "?" are those which are difficult to reliably detect. Since little temperature evolution is expected for the molecular
Raman peaks, the comparison given with the theoretical modes of MAPbIs is to the cubic phase (see Table S1 in the ESI for an extensive list of the
72 undegenerate molecular modes of MAPbIz in the orthorhombic phase). See Fig. 5 for a graphical representation of the eigenvectors of the

18 molecular modes

Mode #  Sym. group fiheo,marbr, Cubic (cm™)  fuappr, (em ™) Svaeber, (€m™Y)  furapbcl, (em ') Description
19 Ay 315 199/223/243/272/312 297/326 483 C-N torsion
20 E 876 889 915 925 ?
21 E 909 916 970 978 C-N asymmetric bend
22 Ay 1007 968 994 1002 C-N stretch
1017 1058
1059
23 E 1215 1008? 1115 1164 C-N symmetric bend
1143
1178
24 E 1234 1043? 1236 1255 C-N symmetric bend
25 Ay 1378 — 1352 — CHj; asymmetric breathing
26 E 1418 1420 1421 CHj; symmetric breathing
27 E 1425 1420 1458 1425 CH; symmetric breathing
28 Ay 1464 1457 1471 1457 NH; asymmetric breathing
29 E 1542 sh 1573 1485 NH; symmetric breathing
30 E 1558 1586 1590 1596 NH; symmetric breathing
31 Ay 2971 2949b 2821 2830 C-H asymmetric stretch
32 E 3067 2949b 2896 2899 C-H symmetric stretch
33 E 3074 2949b 2965 2972 C-H symmetric stretch
34 Ay 3087 2949b 3033 3040 N-H asymmetric stretch
35 E 3096 2949b 3106 3117 N-H symmetric stretch
36 E 3199 2949b 3144 3190 N-H symmetric stretch
3179

an inorganic cubic perovskite. This spread is indicative of the
disorder introduced in the material by the anisotropic nature of
the MA ion. The gradient in the modes (dE/dg) becomes steeper
with smaller halide ions, indicating an increase in the crystal
‘stiffness’ (bulk modulus).

Assignment of the cage modes

Our assignment of the experimental cage modes identified at
100 K for the three compounds (ie. in their orthorhombic
phases) is given in Table 1 (see also Fig. S2-S4 in the ESI}). The
assignment is performed in the orthorhombic phase since the
data is better resolved at low temperature, below the order-
disorder phase transition, as will be discussed in detail below.
Among the 144 modes expected in the orthorhombic phase,
most have a small associated activity. Thus, only the brightest
calculated peaks were considered for the assignment of the
experimental features in the low symmetry phase. The assign-
ment is interpreted by matching the predicted bright Raman
modes in the orthorhombic phase to the nearest predicted
band in the cubic phase (see Fig. S5, ESIT).

Fig. 4 shows the breakdown of the calculated eigenvectors in
the cubic phase in terms of the relative energetic contribution
of each element. For each of the three compounds, modes 1 to
18 show substantial involvement of the inorganic sublattice
(cage) via both lead and halide-atom displacements. The effects
of statistical order on these modes will be discussed following
section. Modes 1, 2 and 3 are the acoustic modes, characterized
by rigid translation of the lattice along the three Cartesian
directions. These necessarily have zero frequency at the gamma

Phys. Chem. Chem. Phys.

point and, by their translational symmetry, no associated
spectroscopic activity. Modes 4, 5 and 6 correspond to twists
of the octahedra (see Fig. 5 for a graphical representation) that
occur through the flexing of Pb-I-Pb bonds. These vibrational
modes can be categorized as transverse-optic modes (TO), the
eigenvector is symmetric with respect to inversion, and would
be of I';5 symmetry in a fully inorganic cubic perovskite. The
next three modes (7, 8 and 9) are the distortions of the
octahedra by a change in angle of the I-Pb-I bonds, of I';5
symmetry. They exhibit a mixed nature of transverse- and
longitudinal-optic phonons (TO and LO, respectively), the
nature of which was inferred from the calculation of infrared
activity. Modes 12 to 15 are truly coupled vibrations between
cages and MA cations. They correspond to collisions of MA ions
with the inorganic sub-lattice, correlated with changes in
the Pb-I bond lengths. These modes are infrared active and
LO-like.

The remaining cage modes stand out in Fig. 4, since they
show more balanced relative contributions from the inorganic
and organic moieties. In particular, the ‘nodding donkey’
modes (10, 11, 16 and 18 in Fig. 5) show moderate coupling
between the cage and cation, with a smaller contribution from
Pb atoms than for modes 12-15. They correspond to rotational
vibration of the cation around the nitrogen (10 and 11) or the
carbon atom (16 and 18). These motions are coupled with
reorganizations of the surrounding octahedra, and would not
be present in full inorganic perovskite. Similarly, mode 17 is
the roll of the MA ions around their C-N axes, which is coupled
to iodide displacements. It should be borne in mind that Fig. 4
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Fig. 3 Phonon dispersions of the 18 low frequency (inorganic cage)
modes within the harmonic approximation using a pseudo cubic lattice
for (a) MAPDbIs, (b) MAPbBr3 and (c) MAPbCls at room temperature. In all
cases negative frequency, ‘soft’ modes are located around the Brillouin-
zone boundary points M[2n/a(1/2,1/2,0)] and R[2n/a(1/2,1/2,1/2)]. The band
structures are plotted considering band crossings. The colour refers to the
nature of the phonon eigenmode, which can change according to its
proximity to other modes to avoid crossings (indicated by changes in
shades). The three orthogonal acoustic modes (modes 1-3 in Table 2) are
plotted in blue shades. The remaining modes (4—18 in Table 2) are optical,
plotted in groups of three with a similar shade for each orthogonal mode
(these would be degenerate if the MA ions were replaced by a spherical
atom). Modes 4-6 are in green, 7-9 in red, 10-12 in orange, 13-15 in
green and 16-18 in red. Density of phonon states decomposed by sets of
three orthogonal phonon eigenmodes for MAPbls (d), MAPbBr3 (e) and
MAPbBCIs (f) integrated over the full Brillouin zone, but not considering
band crossings.

is an energy breakdown of the modes, and so significant energetic
contributions from the Pb and I atoms correspond to very small-
amplitude displacements from equilibrium because of the high
atomic mass relative to those of N, C and H.

For the iodide perovskite, complementary terahertz absorption-
spectra measurements were carried out to investigate vibrational
modes below the cut-off frequency of the Raman setup. Fig. 6
shows the spectra measured for MAPbI; at temperatures ranging
from 80 to 370 K. To help identify the absorption features against
the broad background, the second derivative of the terahertz

This journal is © the Owner Societies 2016
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absorbance is given in the ESI, T Fig. S6-S8, and compared with
expected infrared-active vibrational modes obtained from the
calculations. The experimental data are in good agreement with
the predicted infrared activity and clearly shows two bands,
centred around 1 and 2 THz, which is in agreement with
previous observations.” The 1 THz band can be attributed to
the octahedral twists and distortions, while the 2 THz band
occurs where the nodding donkey around N and the “lurching”
modes are observed. A complete assignment of the distinguish-
able features is given in Table 2.

Our observation of low energy modes is consistent with
these materials behaving as soft semiconductors. This would
imply that the material is potentially susceptible to ferro-elastic
phase changes®? in the presence of electrostatic forces induced
by accumulations of separated charges in the material, which
might explains recent observations of crystal photo-/electro-
striction.>® The strong variation in the width of the Raman
modes observed with temperature (discussed further in the
section on temperature evolution) implies that similar changes
in Raman activity could be expected with variation in crystal
structure induced by other mechanisms (such as those induced
by changes in the electric field in the material resulting from an
accumulation of photogenerated or ionic charges). A process
such as this might be consistent with the Raman properties
varying with illumination time observed by Gottesman et al.**

We note that formation and accumulation of iodide vacancies
in the crystal lattice MAPbI; at room temperature might add
structure to its Raman spectrum. Changes in the mass of the
average oscillators involving iodine is expected to result in a
blue-shift of the associated peaks. Modes become localised by
the increased defect density, which disrupts the selection rules
that prevent the observation of modes in perfect lattices, and
therefore might reveal previously suppressed modes.

Assignment of the isolated mode

While the majority of the molecular modes show no significant
change in wavenumber between the different halides, the
feature labelled eigenmode 19 in the spectra in Fig. 2 is atypical
in that it exhibits a blue shift as the average lattice constant
shrinks from ~6.3 to ~5.9 to ~5.7 A for X = I, Br and CI,
respectively'®>*** (corresponding to lattice volumes of 254, 206
and 183 A%).”>*> We attribute this ‘isolated’ band around
240 cm ™! for MAPbI;, 310 em™* for MAPbBr; and 480 cm™*
for MAPDCl; (see Table 2) to the torsional vibration of
CH;NH;", which is consistent with previous reports.””3%37 It
is striking that this mode shows such high sensitivity to the
halide atom in the compound, orders of magnitude more acute
than in the other molecular modes. It is important to note that
this mode is spectroscopically inactive outside the lattice - to be
observed at all, the motion has to be coupled with the cage.
Fig. 4 reveals that hydrogen atoms store more than 95% of the
energy in this C-N torsion mode. The sensitivity of the MA
torsional movements to steric hindrance by the surrounding
lattice cages suggests that the spectral peak corresponding to
this vibration could be used to probe variation of lattice structure
in spatially-resolved studies, or in mixed-halide systems.

Phys. Chem. Chem. Phys.
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Fig. 4 Decomposition of the 36 gamma-point eigenmodes of cubic MAPbIs (a), MAPbBr3 (b) and MAPbCls (c) into relative energetic contribution of each
atom. The contribution of Pb is shown in dark grey, C in orange, N in blue, H in white, | in purple, Br in red and Cl in green. The number of each mode is
given at the bottom of the plot, and the corresponding frequency (in cm™) at the top.

Similar behaviour is observed with mode 17, which corre-
sponds to the rotation of the whole MA cation around the C-N
axis. This mode is strongly populated in MD simulations® and
corresponds to a large-amplitude movement upon which steric
hindrance has a strong influence.

The interpretation of the ‘isolated band’ could be complicated
by the possibility that the MA ions may have a disordered

Phys. Chem. Chem. Phys.

arrangement within the lattice. We have recently used quasi-elastic
neutron scattering measurements to show that the MA ions
jump between different orientations within the lattice; simula-
tions of this process suggested increasingly disordered orienta-
tions with increasing temperature.®

The measured ‘isolated’ feature assigned to C-N torsional
vibrations is broader and shows more structure than expected,
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Fig. 5 Schematic representations of the vibrational modes geometries of the 36 zone-centre (I'-point) phonon modes of the methylammonium lead
halides in the cubic phase. The first row shows the 6 cage-vibration types (the acoustic modes are omitted, since they correspond to translations of the
whole lattice and are therefore spectroscopically inactive). The last three rows show the molecular modes (humbered 19 to 36).

but no other phonon mode is anticipated in the region.
To further investigate this interesting feature, we performed
additional calculations to take statistical disorder into account.
A hundred snapshots were considered in which the organic
cation was randomly oriented and displaced, and only allowed
partial relaxation before calculating the vibrational features of
the crystal. The effect of disorder on mode 19 in MAPbI; is
shown in Fig. 7 (see Fig. S9-S11, ESL, for the complete set of
calculated spectra of the three halide systems with dynamic
disorder taken into account). The feature is changed in two
major ways: (i) the resulting spectral feature, as a convolution
of the 100 individual snapshots, is noticeably broadened
compared to the ordered system. Full widths at half maxima
(FWHMs) exceeding 150 em ™" are expected, which match well
with the measured linewidths for this mode; (ii) a second peak
is created at lower Raman shift energies (a shoulder in the case
of MAPDI;), illustrating that additional spectral features can
result from disorder only. We believe that these extra peaks may
have been misinterpreted in former studies as being harmonic

This journal is © the Owner Societies 2016

overtones or combination bands, which would be much less
intense and thus barely detectable. Statistical orientational
disorder is likely to be intermixed with dynamic disorder. The
effect of dynamic disorder on the peak widths is detailed in the
section below discussing the temperature dependence of
the Raman spectra.

Assignment of the molecular modes

Assigning the predicted molecular modes to the nearest Raman
feature seems justified (see Fig. S12-S14 in the ESIf for annotated
spectra) and is consistent with previous reports on MAPbCl;.”"°
The internal modes of CH;NH;" show little change upon halide
substitution or across the phase changes. In fact, the peak positions
are close to what is obtained for bare methylammonium ions."
This observation corroborates the FTIR investigation of Glaser et al.*®
and Raman measurements from Mattoni et al** Our tentative
assignment is given in Table 3. Since little temperature evolution
can be seen, the corresponding theoretical peaks are given for
the cubic phase. Fig. 5 shows the eigenvectors associated with
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Fig. 6 Terahertz absorption spectra of MAPbl; measured at temperatures
between 80 and 370 K. Spectra were recorded in the 0.5 to 4.5 THz energy
range with 10 to 20 K steps away from the phase transitions, and 5 K steps
around 160 and 330 K. The top and bottom bar charts give the predicted
infrared activity of the low-frequency modes in the cubic and orthorhom-
bic phases, respectively. The dotted lines join infrared-active modes in the
orthorhombic and cubic phases, and are intended as guides for the eye in
order to visualise the shift and broadening of the band around 2 THz.

each vibrational mode. Fig. 4 shows that modes 20 to 36 are similar
for the three halide types, and are composed almost entirely
(i.e. >99%) of displacements of the atoms in the cations.
A collection of weak unidentified features can be observed
between 1000 and 1200 cm " as well as extra peaks above
2500 cm™* (see Fig. 2). These features might be a consequence
of stochastic disorder in the material. For the features above
2500 cm™ ', hydrogen atoms are likely to be significantly
involved in the vibrations, and so these features might there-
fore correspond to different hydrogen-bonding configurations.
We note however that even if the samples were kept in deep
vacuum, we cannot exclude the possibility that the unidentified
features are parasitic peaks from trapped solvent***° or due to
water ingress into the material.*"**

Temperature evolution of the modes

In the case of MAPDI;, Fig. 8a-e show that most of Raman peaks
weaken in intensity and broaden at the orthorhombic-to-
tetragonal phase change (around 160 K, see Fig. S15 and S16
in the ESIt). Fig. S17a in the ESLf further illustrates this
phenomenon by revealing a clear and sharp step-like increase
of the peak linewidths when the temperature is increased

Phys. Chem. Chem. Phys.
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across the low-temperature phase transition. The broadening
is so strong in the case of MAPbI; that some Raman features
almost disappear above ~150 K. For example, the sharp
molecular doublet with peaks at 925 and 980 cm ™" in Fig. 8d,
which we assigned to the C-N bending and stretching, respectively,
disappears altogether across the phase change. We attribute this
extreme broadening to the change of dynamics which occurs when
the full reorientation of the methylammonium ions inside the
cavity is unlocked.

The rapid realignment of the C-N axis of CH;NH;" was
predicted in MD studies**** and observed by nuclear magnetic
resonance (NMR),*>*® adiabatic calorimetric measurements,*®
quasi-elastic neutron scattering (QENS)***” and optical 2D
vibrational spectroscopy.*® However, there is no Raman peak
directly ascribed to this motion, since it is correlated with cage
vibrations. In other words, since the MA cations are very light
compared to the surrounding lattice, we expect that they can be
‘pushed around’ by the cage vibrations. This creates a continuum
of different environments for the cations, thus causing a strong
broadening of most of the vibrational features. The unlocking of
what is effectively a new dynamical degree of freedom creates a
statistical distribution of vibrational modes corresponding to the
resultant different local crystal configurations.

Further insight is obtained from the functional form that
yields the best description of the spectral features. All the
Raman peaks of the three compounds are best described by
sharp Lorentzian functions in the low temperature orthorhombic
phase. An increase of temperature in this phase leads to an increase
in the peak width although the peak retains its Lorentzian shape
(known as homogenous broadening). The homogeneous broad-
ening occurs because the activation of constrained MA reorienta-
tions produces dynamic disorder which, on average, is distributed
evenly through the lattice, this results in an increased spread in
scattering energies. However, the nature of the temperature-
induced broadening changes abruptly in the tetragonal phase.
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(specified on each graph).

Some of the cage modes of MAPbI; become better fitted by
Gaussians functions in this phase (see Table S2 in the ESI}).
This is known as inhomogeneous broadening and is likely to
be due to the appearance of a distribution of bond lengths
resulting from spatial disorder in the orientation and/or position of
the MA molecules within the perovskite cages. Inhomogeneous
broadening is expected to be temperature-independent if the
structure and dynamics of the material is conserved.

Inhomogeneous broadening of Raman peaks is a recurrent
feature in disordered materials. It has been reported in manganese
perovskites such as LaMnO; near the displacive orthorhombic-to-
cubic phase change, and has been attributed to an increase in
lattice disorder.”® A comparable effect can occur with organic (e.g:
trans-stilbene™) or inorganic (e.g: SF and WFe, ref. 51) molecules,
and is often interpreted as statistical broadening due to environ-
mental fluctuation. Temperature-independent inhomogeneous
broadening has been reported for III-V semiconductors (e.g. GaAs,
InAs, GaSb and InP, ref. 52), and is considered to be a surface effect
caused by the microscopic disorder generated during the polishing
process.

Fig. 8a-e, shows the temperature evolution of the FWHM
in MAPbI;. The Raman features associated with cage vibra-
tions merge across the phase change around 160 K, and the

This journal is © the Owner Societies 2016

corresponding abrupt broadening of the peaks can be seen in
Fig. S17a in the ESL Similarly, the terahertz absorption spectra
given in Fig. 6 show significant broadening over the 80 to 370 K
temperature range. In particular, the structure in the broad
feature around 2 THz gradually disappears, presumably as the
individual peaks broaden. The typical increase of FWHM of a
cage mode in MAPbI; at the orthorhombic-tetragonal transition
is from about W; ~ 10 to Wg ~ 50 cm ' yielding the ratio
Wi/Ws ~ 5 (Wi, and W are the FWHMs of Lorentzian and
Gaussian peaks, respectively). Furthermore, Fig. S17a in the
ESIt shows that W in the tetragonal phase is temperature
independent. At room temperature, broadening of the Raman
peaks is dominated by inhomogeneous effects (Wg > Wy) that
we attribute to a wide spread of bond-length distribution
correlated with the variety of allowed MA orientations.

A broadening of the cage peaks is also apparent across
MAPDBr; the Tetragonal I to Tetragonal II phase change,
although this is less extreme than in the case of MAPbI;. In
particular, the individual modes can still be traced across the
phase change, as can be seen in Fig. 8f-j. For MAPbBr;, the
typical broadening of a cage mode is Wg/W;, ~ 2. Despite
the fact that the broadening in MAPbBr; is stronger for the cage
modes, the molecular peaks exhibit a non-negligible broadening.
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Once in the tetragonal phase, there is still an increase in
linewidth with increasing temperature, but this is by far less
pronounced than at the phase transition. Similar abrupt broadening
as in MAPbI; can be seen from Fig. S17b in the ESIL,} coinciding with
a change in the nature of the first five cage modes from Lorentzian
to Gaussian (see Tables S2-S4 in the ESI}).

Evidence of the reorientation of the cation in MAPbBr; being
unlocked between 150 and 155 K can be found in the dielectric and
calorimetric measurements reported by Onoda-Yamamuro.”"?
More recently, Swainson et al.>® studied the relaxation dynamics
of MAPbBr; by QENS, and confirmed the melting of orientation
order at this temperature.

In the case of MAPbBr;, W and Wi, are similar in the disordered
phase. Due to the structural similarities between MAPbI; and
MAPDbBr;, we believe that the homogeneous component of the
broadening W;, in MAPbBr; remains of the same order as for
MAPDI;. The inhomogeneous contribution W is reduced in
MAPbBI;, presumably due to the smaller size of the cage voids,
which leads to a reduction of the reorientation possibilities for the
MA molecules which, in turn, limits the spread of the bond-length
distribution.

Interestingly, little temperature evolution of the Raman peaks is
observed for MAPbCI; over the 90 to 300 K range, although similar
broadening behaviour might be expected (see Fig. 8k-o and
Fig. S17c¢, ESIT). Only a few of the cage modes seem to be linearly
broadened across the investigated temperature range and the
Lorentzian nature of the Raman peaks is preserved across the phase
changes. At low temperatures, the FWHM of the Raman peaks in
MAPDCI; is large compared to the other compounds (at 90 K the
FWHM of a typical cage mode is ~10 cm™* for MAPbI;, ~15 cm™*
for MAPbBr; and ~40 cm™* in MAPbCI,).

The same aforementioned studies****® demonstrate that, for
MAPDCI;, the head-to-tail ordering of the cation in the orthorhombic
phase is completely removed in the cubic phase. The limited
temperature-evolution of the broadening in MAPbCI; can thus have
two origins: (i) there is no reorientation of the MA cations in the
cavity (coupled with a cage deformation mode), or (ii) these rearran-
gements do occur, but the initial and final surroundings of the
cations are the same. NMR studies*>*® seem to rule out the first
hypothesis. The chloride already adopts a cubic perovskite structure
by 180 K. Of the three halides, the chloride structure tolerance factor
is closest to the ideal value of 1.>* We therefore propose that the
unhindered rotations in the more cubic cavity might preserve the
width of the Raman peaks, even at room temperature.

The conservation of Lorentzian shape of the Raman peaks
on the investigated temperature range means that at all tem-
peratures: Wi « Wi. This behaviour can again be rationalized
by considerations on the size of the cage voids. On the one
hand, the voids are sufficiently small that even though the
reorientation of the MA molecules is unlocked in the cubic
phase, inhomogeneous effects (i.e. W) are reduced because their
emergence is limited by the highly symmetrical environment. On
the other hand, the small size of the voids enhances a lot steric
hindrance and consequently the dynamic coupling is enhanced as
well. This leads to a strong increase in homogeneous linewidth
which now dominates the Raman FWHM at any temperature.

Phys. Chem. Chem. Phys.
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For all three compounds, the coupling between both organic
and inorganic sub-lattices leads to an increase in the existing
Raman peak widths rather than creating a distribution of new mode
frequencies. The resulting homogeneous dynamic broadening of
Raman peaks is inversely proportional to the associated phonon
lifetime, 7 (v =7/FWHM).”® Thus the abrupt increase of most of the
peak widths displayed in Fig. S17a-c in the ESL corresponds to a
drastic decrease of the phonon lifetime associated with the mode.
The estimated typical phonon lifetimes of a cage mode (the ‘nodding
donkey’ around N, mode 10 in the cubic phase), the C-N
torsion mode (number 19 in the cubic phase), and a molecular
vibration (the C-N symmetric stretch) are given for the three
methylammonium lead halide compounds in Fig. 9a-c. The
data points plotted with open circles in Fig. 9 correspond to the
estimated phonon lifetimes for homogeneously broadened
peaks (i.e. peaks that are best fitted with Lorentzian functions).
In that case, the Lorentzian contribution to the broadening can
be deconvolved from the Gaussian contribution induced by the
experimental setup, using the approach detailed in ref. 56 and
summarized in ESIf Note S3. However, in the case when
inhomogeneous broadening dominates, the former method
can only yield a lower limit on the phonon lifetime (shown as
filled square markers in Fig. 9).

Effect of vibrational modes on heat and electrical transport

Introducing a weakly coupled mass inside a host lattice is a
strategy to reduce its thermal conductivity. Efficient thermoelectric
materials (i.e. with large values of ZT, the thermoelectric figure-
of-merit) like skutterudites are designed with so called ‘rattler’
atoms.””° Rattlers have been shown to be responsible for
significant broadening of the Raman peaks compared with the
‘“unfilled” structure, due to a drastic reduction of the phonon
lifetimes.*®® Unlocking the reorientation of the MA ion in
CH;NH;PbX; appears to act like the activation of a rattler. This
is consistent with the recent observations showing that thermal
conductivity is heavily suppressed in MAPbI; compared with
model systems,®* and can decrease abruptly as the temperature
is increased across the orthorhombic-to-tetragonal transition in
films on some substrates.®” The estimation of the thermal
conductivity of MAPDI; in that study corroborates a previous
experimental study®® yielding a value between 0.3 and
0.5 W K ' m™" at room temperature. To put this value into
perspective, it can be compared to the thermal conductivity of Pbl,
(~2.7 WK * m*),* single layer graphene (~5000 W K * m *),®
Aluminium (~222 W K * m™%),°® quartz glass (~1.4 WK * m*),*’
the record thermoelectric materials CdTe and SnSe (~2
and 0.6 W K ' m™', respectively),®®®® the polymer P3HT
(~0.2W K ' m ") or air (~0.025 W K~* m™~").”" It has been
suggested that CH;NH;AI; (A = Pb and Sn) might be of interest
for thermoelectric application, with ZT values that could reach
values between 1 and 2 (values above 2 are required to compete
with conventional power generators).””

The phonon lifetimes seen in Fig. 9 (around 0.1 ps for MAPbI,
or below) are generally short relative to other semiconductors at
room temperature: for optical phonons at 300 K, values of ~2 ps
and ~4 ps were reported in bulk silicon” and natural germanium
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crystals,”* respectively. Lower values (between 0.1 and ~3 ps for
optical phonons between 0.5 and 4 THz)”® are expected at 300 K
for the good thermoelectric materials PbSe and PbTe. In these
materials, optical phonons contribute considerably to the lattice
thermal conductivity and serve as important scattering channels
for acoustic phonons.”®

As discussed above, the short phonon lifetimes in MAPbX;
imply a high degree of anharmonic phonon-phonon coupling.
The phonon lifetimes observed, particularly at room tempera-
ture, where the Raman peaks can no longer be resolved for many
modes, might also be expected to contribute to a reduction of the
charge-carrier mobility through electron-phonon interactions.
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Fig. 9 Temperature dependence of the estimated phonon lifetimes for
MAPDI3 (a), MAPbBr3 (b) and MAPbBCls (c). Three representative phonons
were selected: the green markers show a typical molecular mode for each
compound (here the C—H symmetric stretch, see Table 3), the red markers
stand for a typical cage mode (mode number 10, the 'nodding donkey’
around N, see Tables 1 and 2), and the purple triangles represent the C-N
torsion mode (i.e. the isolated mode, see Table 3). Open circle markers
have been used to plot the lifetimes of homogeneously broadened peaks
while filled square markers show the lower limit of the phonon lifetime in
the case of inhomogeneous broadening, as detailed in ESIT Note S3.
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Two independent studies’®’” have reported that the temperature
dependence of the mobility for MAPbI, is proportional to 7~ **
or T~ %, which is close to the T~ '** behaviour expected for band-
like transport limited by phonon scattering, as observed in
germanium.”® The mobility values reported for CH;NH;PbX; at
room temperature - in excess of 100 cm”> V' s~ for MAPbI,
(ref. 64 and 65) appear to be remarkably high for a solution
processed material, particularly when combined with the obser-
vation that these materials display behaviour consistent with a
high concentration of ionic defects.>”**° However, mobilities up
to 1000 cm® V' s7' could be expected from the calculated
electron band dispersion reported in several studies®" that yield
a charge carrier effective mass as small as my* ~ 0.12 for
electrons and 0.15 for holes.®* At room temperature, two scattering
processes may limit charge carrier mean free path in CH;NH;PbX;:
impurity scattering (independent of phonons) and electron-
phonon scattering. Short phonon lifetimes indicate that inelastic
electron-phonon scattering is likely, and energy transferred can
dissipate quickly.

The optical phonon modes we have identified have much
lower energies than conventional semiconductors, where the
lowest optical modes are typically around 40 meV (9 THz).>>*
In these conventional materials the optical modes will not be
significantly populated at room temperature, and since electrons
will not have this energy either, these phonons will not con-
tribute to electron scattering processes. This point is illustrated

Electron frequency (cm™)

0 20 40 60 80 100
T T T

120 140
T

Scattering rate factor, accoustic phonons (a.u.)

Scattering rate factor, optical phonons (a.u.)

Electron energy (meV)

Fig. 10 Electron-phonon scattering rate factor for optical and acoustic
phonons as a function of electron energy. This approximate quantity is
synthesised from a superposition of estimated contributions from each
phonon. These are derived from the energy of each mode at the I' point,
scaled by its relative IR activity (considered a proxy for its piezoelectric
coupling), convolved with a parabolic density of electronic states at finite
temperature. The contribution of acoustic modes is obtained assuming
equipartition holds.®* Optical modes are assumed dispersion-less, acoustic
modes with linear dispersion. Only optical phonon emission by electrons is
accounted for in this figure, the contribution of phonon absorption pro-
cesses by charge carriers can be found in ref. 84 and would increase the
scattering contribution of optical modes at lower energies. The sets of
green, red and orange curves correspond to the optical eigenmodes in
Fig. 3. The black curve gives the sum of the optical phonon contribution to
the scattering rate factor. The scattering rate per electron of a given energy
at a temperature T can be obtained by convolution of the scattering factor
with a Bose~Einstein distribution function.
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in Fig. 10, this shows a factor proportional to electron-phonon
(emission) scattering rate as a function of electron energy
including a decomposition into the relative contributions to
this rate from different modes. The figure indicates the sharp
turn-on from the contribution of optical phonons to the elec-
tron-phonon scattering rate as electron energies increase. For
MAPDI;, we observe the lowest optical mode is activated from
~4 meV (1 THz), well below the thermal energy at room
temperature (26 meV). This suggests that optical, rather than
acoustic, phonon scattering may dominate loss of mobility at
room temperature in these materials.

Conclusion

In conclusion we have performed a complete assignment of the
main features observed in Raman and terahertz absorption
spectra of the three methylammonium lead halide perovskites
to their respective vibrational modes. From the temperature
dependence of the spectra, we have shown the key role of
two types of disorder in the CH;NH;PbX; material family, viz.
(i) dynamic disorder caused by the unlocking of the rotation of
the methylammonium ions in their cavities, causing homogeneous
peak broadening, and (ii) statistical disorder caused by the various
possible cation orientations, which leads to inhomogeneous peak
broadening. In particular, we have demonstrated that statistical
broadening can give rise to extra peaks in the spectra. The peak
broadening occurring at the orthorhombic-to-tetragonal phase
change in MAPDI; is the most pronounced and corresponds to a
step-like decrease of the lifetimes of most of the low frequency
modes. This change results in the observed decrease in the thermal
conductivity of MAPbI; at room temperature. The observation of
short phonon lifetimes combined with our assignment of low-
energy optical phonons suggests that optical phonon scattering is
likely to dominate at room temperature in these materials.

Data access

The structures used for the phonon calculations are available
from https://github.com/WMD-group/hybrid-perovskites, while
the raw data from the phonon calculations, including simu-
lated spectra and mode eigenvectors, are available from https://
github.com/WMD-group/Phonons. Custom codes written to
analyse gamma point motion are available at https://github.
com/jarvist/Julia-Phonons, the customised version of Phonopy
to provide eigenmode-resolved partial densities of states is
available at https://github.com/jarvist/phonopy.
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Chapter 5

Mixed halide alloys

5.1 Introduction

One of the reasons for hybrid perovskite success is the ease of their preparation.
A thin-film of perovskite is usually prepared spin coating the precursors on the
proper substrate. This type of procedure is far from an ideal thermodynamic
equilibrium and results in a defect rich material. At the same time, it allows to
easily intermix differents precursor and control the composition of the film in
order to tune the optoelectronic properties of the materials.

Most of the first produced cells had a small percentage (about 4%) of chlorine in
the final film. The presence of this impurity was difficult to avoid or control, but
improved the efficiency and the stability of devices!”” improving the crystallinity
of MAPI. The presence of chlorine was mostly a by-product of the synthesis, but
other attempts have been done to study the intentional presence of different ions

in the material.!98-201

Changing the amount of halide in the structure can impact significantly the nano-
structure of thin-films as shown in Figure 5.1. The surface roughness, for exam-
ple, increase with the addiction of bromine to MAPbI;. At the same time, this
also affects also the electro-optical properties changing the material response to
illumination.

34107 B 5025 m -
/a L " f b ‘ _
( \-
bSI}Unm & i : ,
FIGURE 5.1: The picture shows the surface roughness for perovskite with com-
position M APbl>sBr0.2 (a), M APbl 4Br0.6 (b) and MAPDbI,Br. The surface

roughness increases from 41.24nm to 42.73 nm with a small introduction of Br
and reach 56.99 nm for the compound (c). Figure taken from reference.!”’
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FIGURE 5.2: The figure reports perovskites thin films with different content of
halide. In panel A is clear that for intermediate composition of Iodine and
Bromine the system undergoes a bleaching, while the same effect is not ob-
served in the material reported in panel B. The figure has been adapted from
reference.?0?

Recently McMeekin et al.* observed that perovskites with mixed composition
are unstable and undergo spontaneous degradation. This effect is well pictured
in Figure 5.2 where different perovskites film are compared.

To better understand the thermodynamic related to the stability of mixed per-
ovskites, we considered the solid solutions of compound with general formula
MAPD(X 1) Y,); with X,Y =Cl, Br, I and particularly on the Br—I system.

5.2 Computational setup

To simulate the solid solutions of MAPb(X,_,)Y,); we considered seven possible

compositions: z = 0, {1'6'5}, 1. This choice was determined by the pick of a 2x1x1
supercell expansion where six halides are present. The size was limited by the cal-
culation cost of the system, and we considered only the cubic phase described in
Chapter 3. The number of different possible structures for a binary alloy with n is
given by a binomial coefficient (') where m is the number of substituted species.

The total number of configuration for each possible compositions is hence 2".

Perovskites have three halide sites per unit formula leading to 2°" possible com-
positions for a supercell with n unit formula. This results in an unapproachable
number of calculations even for the smallest isotropic 2x2x2 supercell expan-
sion. If we consider the inorganic perovskite case, the presence of a symmetry
group (space group Pm3m) permits to reduce the number of structures. We used
the code SOD?® to identify the unique symmetry independent structures for the
archetype CsPbl; perovskite. Even applying this simplification, the number of
unique structure is too high for both the 2x2x2 and the 2x2x1 supercells. This
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leave us with the choice of a 2x1x1 where the 64 possible structures are reduced
to 21 unique configurations.

In principle the same procedure can not be applied to the hybrid pervoskites,
because the molecule breaks the symmetry. Nonetheless to reduce the compu-
tational costs for this systems we decided to partially explore the configuration
space and consider only the inequivalent structures of the inorganic case, substi-
tuting the central cation with the molecule aligned to the direction of cell expan-
sion. Once built the cell have been completely optimised.

The calculations have been performed with the VASP code as described in the
previous chapters. We considered a smaller plane waves cut-off of 500eV and
a k-mesh of 3x6x6. The optimisation threshold was set to converge the forces
below 1.0 Y.

5.3 Related publications

The results for M APb(Br—4)1,)3 have been collected in one primary publication
that appeared in Journal of Physical Chemistry Letters (2016). The work was
performed in close collaboration with Dr. Clovis Caetano who provide expertise
and guidance on the alloys thermodynamics.

We also performed calculation on Br/Cl and I/Cl combinations whose results are
reported in the following sections.

The publication is included under Creative Commons license.
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Thermodynamic Origin of Photoinstability in the CH;NH;Pb(l,_,Br,);
Hybrid Halide Perovskite Alloy

Federico Brivio,” Clovis Caetano,” and Aron Walsh**

fCentre for Sustainable Chemical Technologies and Department of Chemistry, University of Bath, Claverton Down, Bath BA2 7AY,
United Kingdom

*Universidade Federal da Fronteira Sul, Realeza Parana 85770-000, Brazil
$Global E? Institute and Department of Materials Science and Engineering, Yonsei University, Seoul 120-749, Korea

ABSTRACT: The formation of solid-solutions of iodide, bromide, and chloride
provides the means to control the structure, band gap, and stability of hybrid halide G @O@
perovskite semiconductors for photovoltaic applications. We report a computational
investigation of the CH;NH;Pbl;/CH;NH;PbBr; alloy from density functional theory O
with a thermodynamic analysis performed within the generalized quasi-chemical
approximation. We construct the phase diagram and identify a large miscibility gap, G @O@
with a critical temperature of 343 K. The observed photoinstability in some mixed-
halide solar cells is explained by the thermodynamics of alloy formation, where an G@@
initially homogeneous solution is subject to spinodal decomposition with I and Br-rich
phases, which is further complicated by a wide metastable region defined by the binodal O @O@

line.
Disorder Order

he last four years have seen the emergence of photovoltaic configurational space of the solid-solution formed between
devices based on methylammonium lead iodide (MAPbL,, MAPDI; and MAPDbBr;. From this model, we determine how
MA = CH,;NH;") and related hybrid organic—inorganic the thermodynamic potentials of the alloy vary with respect to
perovskites. The excitement in the field has led to a large composition and temperature. From this analysis, we construct
research effort and a rapid development of high-efficiency the first phase diagram of the system. The qualitative picture
devices.'~ The physical properties of MAPbI,, in particular the that emerges is that the I/Br mixture has a miscibility gap above
band gap, can be tuned in several ways: (i) changing the central room temperature and that heavily mixed systems (0.3 < x <
organic molecule MA, for example substituting it by the 0.6) will be subject to spinodal decomposition and phase
formamidinium (FA);" (ii) replacing Pb by another cation, for separation at 300 K. The main two approximations in our
example Sn or Ge;® (iii) substituting iodine by bromine or model are the supercell expansion, which limits the configura-
chlorine. tional space of the alloy that is sampled, and the use of a
The first hybrid perovskite photovoltaic devices included pseudocubic building block, as the end member compounds
small amounts of chlorine, which were believed to be randomly and alloys show temperature-dependent structures.””"”
interchanged with iodine forming the MAPb(Il—xCIx)3 The calculated energy of mixing as a function of the alloy
pseudobinary alloy. Mixed MAPb(I,_,Br,); has been recently composition is shown in Figure 1. The variation is unusual, as

successfully produced by different groups.”*~"" The motivating had been already gointed out by Yin et al. for the
factors for the I/Br mixture are increased chemical stability and CsPb(1,_,Br,); alloy.”” The MAPb(I,_,Br,); alloy presents a

control of the band gap toward tandem solar cell applications. large spread in the energy of mixing in the Br-rich region, which
However, it is still not completely understood whether the alloy may suggest a tendency for spontaneous ordering in this region
is stable against phase segregation in the entire range of at low temperatures. Indeed, there are two configurations that
composition. There has been some evidence for photoinduced have negative energies of mixing and should be stable against
phase separation,”™"* which can affect measurements and phase separation into the pure end-member compounds, as
performance when the material is photoexcited."*'® This effect indicated by the convex hull in Figure 1. These configurations
is unusual, as typically electron and ion transport are decoupled correspond to ordered structures of MAPbIBr, and
(electrons move quickly with short lifetimes compared to MAPbI, /,Brs )5, as shown in Figure 2. Both structures are
slower ion diffusion processes). There have been some initial formed when the iodine ions are located at the apical positions,
theoretical studies of the stability of this alloy, but they either forming superlattices along the [001] direction. From the
focus on a single composition'” or are based on the inorganic
CsPb(I,_,Br,); system.18 Received: February 2, 2016

In this Letter we combine first-principles total energy Accepted: March 7, 2016
calculations with a statistical mechanical treatment of the Published: March 7, 2016

ACS Publications  © 2016 American Chemical Society 1083 DOI: 10.1021/acs jpclett.6b00226
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Figure 1. Energy of mixing (top) and entropy of mixing (bottom) as
functions of the CH;NH;Pb(I,_,Br,) alloy composition. The symbols
are the values calculated for each configuration (eq 1). The solid lines
show the behavior for the alloy at 200 K (blue), 300 K (green) and for
a completely random alloy in the high T limit (red) within the
generalized quasi-chemical approximation. The dashed line represents
the convex hull.

Figure 2. Stable ordered structures identified for MAPbIBr, and
MAPbDI, /,Br;,,, which minimize internal strain arising from the size
mismatch between I and Br. The atoms at the corners of the octahedra
are the halides Br (orange) and I (pink). The most stable structures
are layered with iodine at the apical positions.

Shannon ionic radii,*° the mismatch between the two halides is
024 A (=220 A, ry, = 1.96 A). These two ordered structures
provide the structural freedom to separate the Pb—I (longer)
and Pb—Br (shorter) interatomic separations along distinct
directions, so that internal strain is minimized.

The variation in the energy of mixing of the alloy calculated
within the generalized quasi-chemical approximation
(GQCA)*! is also shown in Figure 1. The shape of the curve
changes considerably with temperature, becoming more
symmetric for high temperatures. At room temperature, the
energy of mixing of the solid solution can be well represented
by the expression Qx(1 — x), with Q = 0.06—0.02x (in eV/
anion), ie., with a small deviation from the regular solution
behavior. As can also be seen in Figure 1, the variation in the
entropy of mixing of the alloy with temperature is close to the
ideal solution expression — kglx In x + (1 — x) In (1 — «)],

which is expected for a random alloy at high temperatures. The
variation of the free energy for MAPb(I,_,Br,); is shown in
Figure 3. For low temperatures the curve is asymmetric around
x = 1/2 and is considerably lower in the Br-rich region, a
consequence of the existence of the two ordered structures with
negative energies of mixing described above. Also for low
temperatures the free energy presents points with the same
tangent, which indicates the existence of a miscibility gap. As
the temperature increases, the shape of the curve becomes
more symmetric as the probability of sampling all possible
configurations increases.

Based on the Helmholtz free energy variation, we built the
phase diagram of MAPb(I,_,Br,);, which is shown in Figure 4.
The phase diagram reflects the asymmetry of the free energy,
showing that the solid solution is more stable in the Br-rich
region for typical growth temperatures. The phase diagram also
shows that, at 300 K, the alloy is not stable against phase
separation in the range of compositions between x; = 0.19 and
x, = 0.68, the miscibility gap. Under equilibrium conditions, the
pure compounds MAPDI; and MAPbBr; are not miscible inside
this region, and two phases of compositions x; and x, must be
formed. Also at room temperature, the alloy has spinodal points
at the compositions x; = 0.28 and x; = 0.58, so in the intervals
x; < x < x; and x5 < x < x, the alloy can present metastable
phases, i.e., resistant to small fluctuations in composition. The
existence of a miscibility gap at low temperatures is not a
surprise, since there is a difference of 6% between the
equilibrium lattice constants of MAPbI; and MAPbBr;. The
mismatch of the lattice constants is generally associated with
the instability of isovalent solid solutions.”> The critical
temperature—the temperature above which the solid solution
is stable for any composition—is 343 K, a value considerably
higher than the temperature of 223 K estimated by Yin et al. for
the CsPb(I,_,Br,); perovskite.

Our model provides a simple thermodynamic explanation for
the photoinduced phase separation observed in mixed halide
solar cells. In an initial state, a uniform mixture can be
fabricated either through control of the deposition kinetics or
by annealing above the miscibility temperature. At room
temperature, the uniform mixture becomes unstable, but phase
separation will be a slow process. Illumination at high light
intensities has the effect of overcoming these kinetic barriers
and changing the local temperature. Another possible

AF (eV/anion)

.0 0.1 02 03 04 05 0.6 0.7 0.8 09 1.0
Tpy

Figure 3. Calculated Helmholtz free energy as a function of the alloy
composition and temperature as calculated within the generalized
quasi-chemical approximation.

DOI: 10.1021/acs.jpclett.6b00226
J. Phys. Chem. Lett. 2016, 7, 1083—1087
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contribution associated with the photocurrent in an active solar
cell is electromigration, which will affect Br more than I due to
the lower atomic mass.

Direct comparison with experiment is made difficult by the
fact that most studies have reported the stoichiometry of the
precursor solutions, but not the final materials. Hoke et al.
investigated a range of compositions from x = 0 to 1, which
were annealed at 373 K."* A blue-shift in optical absorption was
found from I-rich to Br-rich compositions except for around x =
0.5, which showed a behavior that indicated phase separation
into I-rich domains of x ~ 0.2 from analysis of the spectral shift
in photoluminescence. Note that as Br-rich domains will have
larger band gaps, they can be spectrally “invisible”. The
observed behavior fits very well with our predicted phase
diagram (Figure 4). Upon light soaking, compositions of x >
0.2 were all found to exhibit decomposition to the x ~ 0.2
phase, which from our calculations can be interpreted as the
spinodal line at 300 K. A recent investigation by Gil-Escrig of
solar cells made from the Br/I mixture show a similar behavior
with a marked decrease in performance for Br-rich
compositions. The kinetics of these reorganization processes
are consistent with the rapid anion exchange observed for these
perovskites.”>** Low activation energies for solid-state diffusion
have been predicted from simulation studies,” >’ and there is
increasing evidence for mass transport in real devices.”**’
While it is unlikely that there is a mechanism to stabilize Br-rich
mixtures toward practical devices, compositional engineering—
in the three-dimensional Cs,_,MA,Pb,_,Sn/I;_Br, system for
example—may provide a solution to thermodynamically robust
wider band gap materials.

To summarize, we have reported a statistical mechanical
study of the solid-solution formed by two halide hybrid
perovskites informed by quantum mechanical total energy
calculations. The resulting phase diagram for MAPb(I,_,Br,);
reveals several important features: (i) a critical temperature for
mixing of 343 K; (ii) a window between 0.3 < x < 0.6 that is
unstable with respect to spinodal decomposition at 300 K; (i)
a binodal (coexistence) point at x = 0.2 and x = 0.7 at 300 K.
The thermodynamic metastability of this alloy for intermediate
Br/I compositions explains the sensitivity of the mixture to
preparatory conditions, temperature, and the operation
conditions of a solar cell.

350

325

Miscibility gap
T=300K

225}

208.0 0.1 0.2 0.3 04 05 0.6 0.7 0.8 09 1.0
Tpr

Figure 4. Predicted phase diagram of the MAPb(I,_,Br,); alloy. The
purple and pink lines are the binodal and spinodal lines, respectively.
The dashed horizontal line shows the miscibility gap at room
temperature. A thermodynamically stable solid-solution can be formed
in the white region only.
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B COMPUTATIONAL METHODS

Disordered materials are challenging to accurately describe
using atomistic simulations. We model the halide alloy as a

statistical ensemble of independent configurations for seven
111 2 5
)

6’3" 27 3’
each configuration with energy E; is defined as

compositions: x = 0, 1. The mixing energy of

AU; =E - (1- x)EMAPbI3 — XEpapbpy, (1)
where the last two terms represent fractions of the total energy
of the pure compounds. The thermodynamic properties of the
alloy were determined using the generalized quasi-chemical
approximation.”’ This method has been successfully employed
in the thermodynamic analysis of semiconductor alloys.*>*' By
taking into account the total energy and the degeneracy of each
configuration, the method provides simple expressions for the
mixing contribution to the alloy internal energy AU and the
configurational entropy AS as functions of the composition x
and temperature T accordingly to a Boltzmann distribution.
With these thermodynamic potentials, the Helmholtz free
energy of the alloy can be directly evaluated:

AF(x, T) = AU(x, T) — TAS(x, T) (2)

The phase diagram of the alloy can be built by calculating the
free energy at different temperatures. For each temperature, the
binodal points are determined by collecting the compositions
for which AF has a common tangent. The spinodal points are
those in which the second derivative of AF vanishes. The
model has been implemented in a set of Python codes.

The configuration energies E; were each computed within the
framework of Kohn—Sham density functional theory (DFT).*
We considered a tetragonal supercell with 2 X 1 X 1 expansion
of a pseudocubic perovskite building block, which corresponds
to six anions.””** The total number of configurations for this
system is 2° = 64. For a perfect inorganic cubic perovskite (O,
symmetry), the three halide sites are equivalent, which reduces
the total number of configurations to 21 in total (using the
SOD code™). Due to the presence of CH;NH;" cation, the
symmetry is formally lowered. As a compromise between
computational cost and accuracy, we take the symmetry-
reduced inequivalent configurations and perform a full
structural relaxation for each case. The initial cells were
constructed using a linear combination of the end member
lattice constants (a = 6.28 and 591 A for MAPbI; and
MAPbB;, respectively), i.e. Vegard’s law. As the molecules are
known to be rotationally active at room temperature,’™’’ a
range of orientations may be accessible, but this effect is not
included in our current model. Contributions from rotational
and vibrational entropy are not taken into account in the free
energy expansion.

For the DFT total energy calculations, we used the VASP*®
code with the Perdew—Burke—Ernzerhof exchange-correlation
functional revised for solids (PBEsol)®’ and the projector
augmented-wave formalism*’ including scalar-relativistic cor-
rections. A plane-wave cutoff energy of 500 eVanda3 X 6 X 6
k-point mesh were used for all the configurations. The lattice
volume and shape, and the atomic positions of each
configuration were fully optimized to minimize atomic forces
below 1.0 meV/A.

Data Access Statement. The GQCA alloy code is available
from https://github.com/WMD-group/GQCA _alloys and the
crystal structures from https://github.com/WMD-group/
hybrid-perovskites.

DOI: 10.1021/acs.jpclett.6b00226
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FIGURE 5.3: The diagram reports the energy of mixing (top row) and the entropy

of mixing (bottom row) for the three studied cases in function of the composition.

The solid lines report the behavior at 200 K (blue), 300 K (green) and for the high

temperature limit (red). The dashed line represent the convex hull and the circle
spots are the value for each configuration considered.

5.4 Further study

5.4.1 Other halide solid solutions

We employed the same model to study the other two possible binary halide per-
ovskites: MAPb(Cl, 1,);, MAPb(Br ., Cl,);. We used the same type of crystallo-
graphic cells and computational setup.

The results for the energy of mixing and the entropy are reported in Figure 5.3.
The energy of mixing is larger for the MAPb(Cl,_1,); case, due to the larger
mismatch between the ionic radii. This correlation is particularly clear for
MAPDb(Br,_,,Cl,);, the halide have similar size and the energies of the different
structures fall within a smaller interval. All the structure present a convex hull
and in the case of MAPb(I,,,Br,);, this is formed by the presence of two stable
structures.

In all cases lowering the temperature results in a more asymmetric curve, which
is due to the presence of the convex hull.

The structures correlated to the presence of the convex hull are reported in Fig-
ure 5.4. We can notice that the size of the cell is affected by the presence of the
halides. It is minimum for the CI-Br case, and maximum to for the MAPDbICI,
and MAPDIBr,. The structure are similar, but there are two main difference. The
octahedra are mostly distorted in the Cl1-I case and the molecule is rotated of 90°
with respect to the others in the C1—-Br system.

The stability of these structure is due to their capability to minimise the stress
that originate from the radii mismatch of the ions. The presence of such ordered
structure is particularly interesting because could explain the formation of differ-
ent micro-crystalline domains or phase segregation.
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FIGURE 5.4: The figure reports the structure responsible for the presence of the

convex hull. The first structure refers to MAPbCl,I, the second and the third to

MAPDbBr,I and M APbBr 5 I 1 and the fourth to MAPbBrCl,. All the structures

presents a layered motif with the larger halide occupying the apical positions

with respect to the plane perpendicular to the C—N bond. The only exception

is the third structure where the lower stoichiometry of I where the same motif is
alternated with Br layers.

Using the total energy and the entropy of the system it is possible to calculate the
Helmholtz free energy of the system according to:

F(z,T)=U(z,T)—TS(z,T) 5.1)

From the free energy it is possible to calculate the phase diagram for the different
alloys, that are reported in Figure 5.5.

We reported the phase diagram only above 200 K. This was necessary because
calculation below that value suffered of numerical noise in the calculation of the
free energy because of the restricted sampling we considered.

We can observe that the critical temperature decrease as the radii difference de-
creases, and in the case of the Cl-Br it falls below 200 K. The critical temperatures
are similar to the one calculated for the analogous inorganic perovskites with Cs
instead of MA reported by Yin et al.?**. Because the entropy behaviour is similar
in all three cases, the phase separation is due to the presence of particularly stable
structures.

5.4.2 Larger supercell

We performed some initial calculations using a larger supercell with expansion
2x2x1. Within this ex;nansion there are 12 halide sites. If we consider a binary
alloys this lead to 3,7, (1) = 2'2 = 4096 structures. To reduce this number
we considered the equivalent ideal inorganic perovskites and we reduced the
number of the configurations to 270. This number and the size of the supercell
makes the calculation of all the structures almost 2 orders of magnitude larger
than the analogous calculation on the 2x1x1 system. Even if we were not able
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FIGURE 5.5: The graph reports the three phase diagrams for the different alloys.
The red and blue regions together form the miscibility gap, while the white area
is the portion of the configurational space where the random solid solution is
stable. Within the miscibility gap the red region is the unstable portion of the
diagram, while the system is metastable in the blue area. The third compound
is completely miscible above 200K and the phase diagram is empty. The critical
temperature decrease if the radii mismatch is smaller.

to perform all the possible structures, we performed the calculation for the 50%
composition for the three possible pairs and for the alloys where halides are in
ratio 1:5. The expansion has been performed along the a and b direction and
keeping the molecule laying in the ab plane.

For the MAPb(I,,Br,); we calculated the enthalpy of mixing and we identified
two structures with negative energy of mixing. Both of the structures found are
similar to the one observed in the small supercell case. The first structure, left
panel of Figure 5.6, occurs for an equal stoichiometry of the two halides. They
form octahedra with the two apical positions occupied by different species, while
the plane is formed by opposite similar halides. This supercell is larger and this
allows extra degrees of freedom on apical halides. They are occupied by the same
type of halide along one crystallographic direction, while they alternate in the
direction along the which the molecule lies. This induces a different tilting in the
structure that form distortion in that direction.

The other structure occurs for the bromine rich case M APbBrsI1. This structure
is similar to the case observed in Br-poor case of the CI-I alloy. The larger I cation
form layers perpendicular to the molecule. In this case, due to the larger cell and
a reduced stoichiometry, the plane are alternated with Br ions.

5.4.3 Conclusion

We built a simple thermodynamic model to study the behaviour of hybrid per-
ovskites with mixed halide composition. This class of compound has a complex
structure that lacks symmetry that could reduce the configurational space.

To solve these problems we considered only a small 2x1x1 supercell expansion
and perform a partial sampling of the configuration considering the inequivalent
configuration for an inorganic perovksite.
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FIGURE 5.6: The figure reports stable structure for the 2 x 2 x 1 supercell ex-
pansion calculations. The left figure reports the case of M APbBr 81,7 while the

latter the case of M APbBrs 1. The left structure is give by octahedr2a where the

planar positions are occ11pi2ed2 by alternating halides, so as the apical ones. The

right one is similar to the one previously reported with the Iodine ions laying on
alternating planes perpendicular to the molecules orientation.

Using the GQCA we calculated the phase diagram of the compound. We identi-
fied the presence of a miscibility gap, and the existence of a critical temperature
that depends on the halide radii mismatch. Our results are consistent with previ-
ous work on inorganic perovskites. The miscibility gap is due to the presence of
particularly stable ordered structures. The stability is related to the orientation of
the molecule, and particular structures that minimise the stress due to the halide
mismatch.

The emergence of the miscibility gap with metastable regions can explain the
reported photoinstability of the materials that can undergo phase separation.
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Chapter 6

Conclusions

In this thesis we focused on the materials for solar energy conversion, following
the argument that the Sun provides a free amount of energy that dwarfs human
needs. The photovoltaic effect has been discovered at the end of the XIX century,
but it has intensely developed after the second world war. Since then, the photo-
voltaic technology has been divided in technology generations. The first included
bulk semiconductors, such as silicon cells, and it is now a mature technology. The
second generation was based on the use of thin film of similar materials. Tech-
nology based on the third and last generation exploit molecular materials proper-
ties to achieve the photovoltaic effect with cheaper and environmentally friendly
techniques.

In the last two decades the third generation has been mostly dominated by the
Dye Sensitises Solar Cells. The development of such technology did not lead to
the expected commercial success, but originated a prosperous research commu-
nity. Within this community the research lead to the rediscovery of a new class
of materials, the hybrid perovskites that proved to be great light harvesters en-
abling the creation of solar cells with high performances. The behaviour and the
properties of these materials are complex and seems to combine the properties of
traditional semiconductor and nanostructures.

Hybrid perovskites employed in solar cells with reasonably high photovoltaic
conversion has been reported in 2009 and, after some topical studies in 2012,
they became one of the hottest topic in the field. The number of peer review
publications exceeded a thousand, as showed in Figure 6.1.
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FIGURE 6.1: Citation report for the keyword "perovskite solar cells" accordingly
to Thomson-Reuters Web of Knowledge. Updated to June 2016.
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This permitted a huge progress from the experimental point of view and the ini-
tial gap with the most mature technologies had been closed. In the Chapters of
this thesis we presented our contributions to rationalise the behaviour of the hy-
brid perovskites.

In Chapter 1 we started considered the simpler inorganic perovskites and calcu-
lated different properties with DFT techniques. We move on from these results
and extended the study to hybrid perovskites considering their geometry opti-
mization and the electronic structure. We found that the molecule is able to ro-
tate inside the inorganic cage, and it does not affect significantly the electronic
properties in terms of band gap, but it is crucial to define the structure.

The band gap we found using the GGA exchange-correlation potential PBEsol
reproduces well the experimental results, but this agreement is due to an error
compensation. DFT calculations does not take in account many-body effects, that
would open the band gap, and the spin-orbit coupling, that reduces the band gap.
To solve this problem we performed GW calculations to better describe the elec-
tronic properties. This permitted us to properly address the behaviour of hybrid
perovskite more similarly to canonical semiconductors. It also emerged a partic-
ular effect that lead to a split of the minimum of the valence band: the Rashba
splitting that we described. The displacement of the electronic minima could
lead to longer life time of the carriers, which would explain the high efficiency of
hybrid perovskite solar cells.

The structure of the perovskite is critical to control the properties of the materi-
als. Chapter two focuses on how the vibration of the structure can affect those
properties. Initially we used a simple harmonic approximation and we observed
a coupling between the molecular and cage modes. This permitted us to simulate
with good agreement experimental Raman and IR spectra. The reproduction of
experimental data is particularly useful because it allows us to interpret the na-
ture of the signal, allowing a better comprehension of the phenomena observed.

The harmonic approximation has some limitations, so we extended the study per-
forming quasi-harmonic approximation simulations. This consists of a set of har-
monic calculations with fixed out-of-equilibrium volumes and allows to recover
some anharmonic effects. In particular we obtained the Griineisen parameter
and the thermal conductibility for MAPI. Although we used different approxi-
mations, even in this case our results matched accurately the experimental data.

An important aspect that contributed to the success of hybrid perovskite is their
facile synthesis, and the possibility to tune their behaviour changing their com-
position. On the other hand their use in real device resulted in poor stability,
due to the tendency of decompose and degrade under intense illumination. We
used a thermodynamic approach to investigate the behaviour of different per-
ovskites when mixed halide compositions were considered. The complexity of
the hybrid perovskites does not allow simplification of the configurational space,
and in theory all the possibilities should be considered. To approach the problem
we needed to arbitrary restrict the configuration to take in account assuming the
symmetry of the system after substituting the organic cation with an inorganic
one.
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The large mismatch between the radii of the halides induce a significant stress in
the system. This stress favours some ordered configurations that minimize the
strain in the structure. Due to this there is a miscibility gap with the presence
of a metastable region. This can explain how measurements of perovskite can
often degrade the materials inducing phase transitions due to light irradiation or
heating of the sample. Rationalising the thermodynamic behaviour can improve
the composition of new cell, and explain experimental evidence.

This work has provided some fundamental understanding of the electronic, and
vibrational properties of hybrid perovskites. Looking forward the main area of
development of the field regards the study of dynamical properties of such sys-
tems, with particular attention to ion diffusion, and extended defects.

The description of such effects can enable a more complete study of hybrid per-
ovskite for applications beyond photovoltaics. This could be achieved partly by
applying more extensively the techniques we presented in this work, but a com-
plete description of large-scale effects is not within the capability of current ab-
initio techniques. To increase the size of studied systems other approaches are
needed. For example, force fields to describe hybrid perovskites are still lack-
ing. Such achievement could be useful not only for itself, but as a resource to be
implemented in more sophisticated quantum mechanics/molecular mechanics
(QM/MM) simulations.

In an era of increasing calculation power, the use of multi-scale methods in addi-
tion to new computational algorithms based on large-scale "big-data" undertak-
ings such as the Materials Project, are expanding the capability of simulations. In
the near future, we will likely see a prominent shift toward these exciting new
paradigms.
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