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Abstract

Building on the work of Longuet-Higgins in 1972 and Calderbank and Macpher-
son in 2009, we study the combinatorics of symmetric configurations of hyper-
planes and points in projective space, called generalized Cox configurations.

To do so, we use the formalism of morphisms between incidence systems. We
notice that the combinatorics of Cox configurations are closely related to inci-
dence systems associated to certain Coxeter groups. Furthermore, the incidence
geometry of projective space P (V ), where V is a vector space, can be viewed as
an incidence system of maximal parabolic subalgebras in a semisimple Lie alge-
bra g, in the special case g = pgl (V ) the projective general linear Lie algebra of
V . Using Lie theory, the Coxeter incidence system for the Coxeter group, whose
Coxeter diagram is the underlying diagram of the Dynkin diagram of the g, can
be embedded into the parabolic incidence system for g. This embedding gives
a symmetric geometric configuration which we call a standard parabolic config-
uration of g. In order to construct a generalized Cox configuration, we project
a standard parabolic configuration of type Dn into the parabolic incidence sys-
tem of projective space using a process called parabolic projection, which maps
a parabolic subalgebra of the Lie algebra to a parabolic subalgebra of a lower
dimensional Lie algebra.

As a consequence of this construction, we obtain Cox configurations and their
analogues in higher dimensional projective spaces. We conjecture that the gen-
eralized Cox configurations we construct using parabolic projection are non-
degenerate and, furthermore, any non-degenerate Cox configuration is obtained
in this way. This conjecture yields a formula for the dimension of the space of
non-degenerate generalized Cox configurations of a fixed type, which enables us
to develop a recursive construction for them. This construction is closely related
to Longuet-Higgins’ recursive construction of (generalized) Clifford configura-
tions but our examples are more general and involve the extra parameters.
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Chapter 1

Introduction

1.1 Motivation

In projective geometry, the elementary objects are projective subspaces such as points,

lines, and planes. A finite projective configuration is a finite collection of these objects with

a prescribed incidence relation. For example:

• In P2, a complete quadrangle (Figure 1.1.2 (a)) is a collection of four points and six

lines such that each point is incident with three lines and each line is incident with

two points;

Figure 1.1.1: A complete quadrangle in P2.

• In P3, a tetrahedron (Figure 1.1.2 (b)) is a collection of four points, six lines and four

planes such that each point is incident with three lines and three planes, any line is

incident with two points and two planes, and any plane is incident with three points

and three lines.

Figure 1.1.2: A tetrahedron in P3.
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1.1. Motivation

Given a finite projective configuration, the set of its all objects together with its prescribed

(symmetric) incidence relation is a multipartite graph, i.e., a graph equipped with a type

function on vertices such that distinct vertices of the same type are not incident, with types

determined by the dimensions of objects. The concept is shown in Figure 1.1.3 where the

multipartite graph associated with a tetrahedron is drawn. In general, we define an incidence

point line plane

Figure 1.1.3: The multipartite graph associated with a tetrahedron ([BC13], page 5).

system to be a multipartite graph with the convention that each vertex is considered to be

incident with itself. For example:

• Given an n-dimensional vector space V , the set of all non-zero proper subspaces of V ,

denoted by Proj (V ), is an incidence system with the incidence relation determined by

containment and the type function

d : Proj (V ) → {1, 2, . . . , n− 1}

V ′ 7→ dim
(
V ′
)
.

We call Proj (V ) the projective incidence system of P (V );

• The set of all non-empty proper subsets of {1, 2, . . . , n}, denoted by P? (n), is an

incidence system with the incidence relation determined by containment and the type

function

t : P? (n) → {1, 2, . . . , n− 1}

S 7→ |S| ,

where |S| is the number of elements in S.

2



1.1. Motivation

The point of view that we will adopt henceforth is that a finite projective configuration is a

realization of a finite incidence system such as P? (n) inside the incidence system Proj (V )

for some vector space V . For example, an abstract (n− 1)-simplex in P (V ), where V is an

n-dimensional vector space with a basis {v1, v2, . . . , vn}, is the image of the realization

Ψ : P? (n) → Proj (V )

S 7→ 〈vi |i ∈ S 〉 , (1.1.1)

where 〈vi |i ∈ S 〉 is a vector subspace of V spanned by vi, for all i ∈ S. Formally, this

realization is a strict incidence system morphism, i.e., a map between two incidence systems

having the same set of types which preserves types and the incidence relation.

So, in general, a geometric configuration may be treated as a strict incidence system

morphism between two incidence systems. The co-domain of a geometric configuration

is the space in which the configuration is realized, while the domain of the configuration

determines the combinatorics of the configuration. Notice that the domain of a geometric

configuration also provides a labelling of the configuration. For example, when n = 4, the

realization of P? (4) by Ψ in P (V ) is a labelled tetrahedron as shown in Figure 1.1.4. Its

points are labelled by the numbers 1, 2, 3, and 4, i.e., one element subsets of P? (4). Then

lines and planes are then automatically labelled by two and three element subsets of P? (4)

respectively.

1

2 3

4

Figure 1.1.4: A tetrahedron in P3 labelled by elements in P? (4)

More complicated geometric configurations we are interested in are finite projective con-

figurations in P (V ), where V is a four dimensional vector space, and governed by a well

known chain of theorems, studied by H.Cox ([Cox91]) in 1891, as follows:

• Suppose given four general planes a, b, c, d through a point p0 in P (V ). Since every

pair of planes, say a and b, determines a line, by choosing a point, say ab on such line,

there are six such points. Since any three points like ab, bc, ac generate a plane, say

3



1.1. Motivation

abc, there are four such planes which, by Möbius theorem ([Möb28]), intersect in a

point, say abcd;

• Suppose given five planes a, b, c, d, e through a point p0 in P (V ). Then any four of

them, such as a, b, c, d give a point abcd. There are totally five such points, all of

which lie on a plane, say abcde;

• By introducing a new plane through p0 in P (V ) in each step and continuing in this

manner inductively, we obtain Cox’s chain of theorems.

These geometric configurations are called Cox configurations, consisting of 2n−1 planes and

2n−1 points in a three dimensional projective space with n planes passing through each

point and n points lying on each planes. A Cox configuration in P (V ) consisting of of 2n−1

planes and 2n−1 points is a realization of an abstract n-hypercube, which is a bipartite graph

Hcube (n) of an n-hypercube, into Proj (V ){1,3}, the subset of Proj (V ) containing all but two

dimensional vector subspaces of V . As the vertices of Hcube (n) are partitioned into two

types, they can be colored by black and white. For example, Hcube (3) is shown in 1.1.5.

Thus Hcube (n) can be considered an incidence system whose elements are vertices of the

Figure 1.1.5: An abstract cube (3-hypercube).

graph with the incidence relation determined by edges of the graph and the type function

{vertices of Hcube (n)} → {black, white}. The combinatorics between points and planes of

the Cox configuration is same as the combinatorics between two types of vertices of the

graph. By postcomposing the type function of Hcube (n) by the bijective map

{black, white} → {1, 3} ; black 7→ 1,white 7→ 3,

Hcube (n) can be considered as an incidence system over {1, 3}. Therefore the Cox config-

uration is a strict incidence system morphism from Hcube (n) to Proj (V ){1,3} mapping the

black vertices of the graph to points of the configuration and the white vertices of the graph

to planes of the configuration.

4



1.1. Motivation

The strategy we use in this thesis to understand complicated geometric configurations is

by studying the projection of simpler geometric configurations to lower dimensional geomet-

rical spaces. It is well known that, by projecting a tetrahedron in P3 away from a suitable

point onto P2, one obtains a complete quadrangle as in Figure 1.1.6.

1

2 3

4

1

2 3

4

(a) (b)

Figure 1.1.6: A complete quadrangle obtained from a tetrahedron.

Formally, let V be an n-dimensional vector space and p be a point in P (V ), i.e., p is a

one-dimensional vector subspace of V . The map

ϕp : {vector subspaces of V } → {vector subspaces of V /p}

L 7→ (L+ p) /p ,

maps a vector subspace of V to a vector subspace of the lower dimensional vector space

V /p . We call ϕp the projection away from p.

Denote Projp (V ) a subset of Proj (V ) consisting all projective subspaces which are generic

to p, i.e., they do not contain p. Then Projp (V ) is an incidence system. Notice that if L ⊆ L′

in Projp (V ), then ϕp (L) ⊆ ϕp (L′), and moreover if L and L′ in Projp (V ) have the same

dimension, then ϕp (L) and ϕp (L′) also have the same dimension. However ϕp (Projp (V )) *

Proj (V /p) because if L is a maximal proper subspace of V generic to p then (L+ p) /p =

V /p . Thus in order to make ϕp a strict incidence system whose co-domain is Proj (V /p), we

need to restrict ϕp to the subset of Projp (V ) consists of all but (n− 1)-dimensional vector

subspaces in Projp (V ); this subset is an incidence sub-system of Projp (V ).

This idea motivates us to define an incidence system morphism between two incidence

system having different sets of types. In general, given A and A′ incidence systems over N

and N ′ respectively, Φ : A→ A′ is an incidence system morphism over a map ν : N ′ → N if

it is a strict incidence system morphism φ :
⊔
i∈N ′

Aν(i) → A′. In particular, a strict incidence

system morphism is an incidence system morphism over the identity map.

5



1.1. Motivation

Thus ϕp induces the incidence system morphism

Φp : Projp (V )→ Proj (V /p)

over the map νp : {1, 2 . . . , n− 2} → {1, 2, . . . , n− 1} ; i 7→ i. Given an abstract (n− 1)-

simplex Ψ : P? (n) → Projp (V ) such that objects in the image of Ψ are all generic to the

point p, the postcomposition of Ψ by this projection Φp is an incidence system morphism

Φp ◦Ψ : P? (n)→ Proj (V /p)

over the map νp. The case n = 4 is shown in Figure 1.1.6.

On the other hand, by choosing a hyperplane P in P (V ), i.e., P is an (n− 1)-dimensional

vector subspace of V , one can define an incidence system morphism projecting a non-empty

proper vector subspace of V generic to P , i.e., not contained in P , to a vector subspace of

P as follows

ΦP : ProjP (V ) → Proj (P )

L 7→ L ∩ P

over the map νP : {1, 2 . . . , n− 2} → {1, 2, . . . , n− 1} ; i 7→ i+1, where ProjP (V ) is a subset

of Proj (V ) consisting all projective subspaces which are generic to P . Similarly, given an

abstract (n− 1)-simplex Ψ : P? (n) → Proj (V )◦P such that objects in the image of Ψ are

all generic to P , the postcomposition of Ψ by this projection ΦP is an incidence system

morphism

ΦP ◦Ψ : P? (n)→ Proj (P )

over the map νp. In the case n = 4, the projection ΦP sends a tetrahedron in P (V ), generic

to P , to a complete quadrilateral in Proj (P ) as in Figure 1.1.7. Its dual configuration in

Proj (P ) is a complete quadrangle.

6



1.1. Motivation

Figure 1.1.7: A complete quadrilateral obtained from a tetrahedron.

A complete quadrilateral can also be obtained from an octahedron in the Klein quadric

Q4 ⊆ P
(∧2 V

)
, where V is a four dimensional vector space, composed of six points, four

α-planes, and four β-planes. Let Klein (V ) denote the incidence system consisting of the

points and the two types α and β of planes in Q4 where planes of the same type meet in

a point and planes in different types meet in a line or in the empty set. The points, lines

and planes in P (V ) correspond to α-planes, points, and β-planes in Q4, respectively. By

choosing a β-plane P ′ in Q4, we define a projection map away from the chosen plane onto

the space P (V /P ′ ) via the incidence system morphism

ΦP ′ : KleinP
′
(V ) → Proj

((∧2V
)/

P ′
)

L 7→
(
L+ P ′

) /
P ′ ,

over a map νP ′ : {1, 2} → {point, α- plane, β-plane} ; 1 7→ point, 2 7→ β-plane, where

KleinP
′
(V ) is a subset of Klein (V ) containing all objects generic to P ′, i.e., they are not

contained in P ′. Let

Ψ′ : P? (4)→ KleinP
′
(V ) ,

over ν : {point, α-plane, β- plane} → {1, 2, 3} ; point 7→ 2, α-plane 7→ 1, β-plane 7→ 3, be an

octahedron such that objects in the image are generic to P ′. Then the postcomposition of

Ψ′ by this projection ΦP ′ is an incidence system morphism

ΦP ′ ◦Ψ′ : P? (4)→ Proj
((∧2V

)/
P ′
)

over the map ν ◦ νP ′ : {1, 2} → {1, 2, 3}.

7



1.1. Motivation

(a) (b)

Figure 1.1.8: A complete quadrilateral obtained from an octahedron in Q4.

Indeed, Proj (V ) ∼= Klein (V ). Therefore, a complete quadrilateral is obtained from es-

sentially the same geometric configurations when we associate each object in Proj (V ) to

the corresponding object in Klein (V ), even though from the geometric viewpoint, these two

geometric configuration are different. To see that Proj (V ) ∼= Klein (V ), we use Lie theory.

Given a Lie algebra g, the set of all maximal parabolic subalgebras of g, denoted by Para (g),

is an incidence system with the incidence relation between any two maximal parabolic sub-

algebras determined by their intersection being again a parabolic subalgebra, and the type

function

t′ : Para (g) → D

p 7→ the crossed nodes of Dp,

where D is the Dynkin diagram (and also the set of its vertices) of g and Dp is the decorated

Dynkin diagram representing p, as defined in Section 2.2.4. The projective incidence system

of a projective space P (V ) is isomorphic to the set of all maximal parabolic subalgebras of

the projective general linear Lie algebra pgl (V ) via the incidence system isomorphism

Proj (V )→ Para (pgl (V )) ;V ′ 7→ Stabpgl(V )

(
V ′
)
.

Similarly, Klein (V ) ∼= Para (pgl (V )). Therefore Proj (V ) ∼= Klein (V ).

The symmetry group Sn acts transitively on the flags, i.e., sets of mutually incident

elements, of the same type, i.e., the set of all types of elements in a flag, of P? (n). We say

that P? (n) is Sn-homogeneous. Consider the geometric configuration Ψ : P? (n)→ Proj (V )

defined as in (1.1.1), the n points 〈v1〉 , 〈v2〉 , . . . , 〈vn〉 in P (V ) determine the maximal torus

T of PGL (V ) fixing each of these points. Hence NG (T ) /T ∼= Sn permutes all these points.

8



1.2. Standard parabolic configurations

In other words, Sn is the Weyl group of PGL (V ). In Section 1.2, we exploit this relationship

to give a construction of a standard configuration in Para (g) generalizing this example in

Proj (V ) ∼= Para (pgl (V )).

1.2 Standard parabolic configurations

Let (W,S) be a Coxeter group, i.e., a free group W generated by elements in S modulo

the relations (ss′)m(s,s′) = 1 where m (s, s′) ∈ {3, 4, 5, . . .} ∪ {∞} and m (s, s) = 1 for all

s, s′ ∈ S, with the Coxeter diagram D , i.e., the nodes of D correspond to the generators in

{si |1 ≤ i ≤ n− 1} and edges joining s and s′ are determined m (s, s′). The set

C (W ) := {wWi |w ∈W and i ∈ D } ,

where Wi is a subgroup of W generated by all simple reflections except one corresponding

to the node i ∈ D , equipped with the incidence relation given by the relation having non-

empty intersection is an incidence system over D (see Section 3.2). We call C (W ) the

Coxeter incidence system for W .

Suppose that W is finite and crystallographic. Then there exists a finite-dimensional

simple algebraic group G over an algebraically closed field F of characteristic zero with Lie

algebra g such that its Dynkin diagram Dg has D as the underlying diagram. Each node

of the Dynkin diagram Dg corresponds to a conjugacy class (resp. an adjoint orbit) of

maximal parabolic subgroups (resp. maximal parabolic subalgebras) of the Lie group (resp.

the associated Lie algebra g).

Any pairs (t, b), where t is a Cartan subalgebra and b is a Borel subalgebra containing

t of g, determines a specific isomorphism from W to NG (T ) /T , where T is the maximal

torus of G with the Lie algebra t. Under this isomorphism, we can define an action of W

on the set of all parabolic subalgebras of g containing t and identify each Wi, where i ∈ D ,

as the stabilizer of the parabolic subalgebra pi, of type i, containing b. Hence it induces a

well-defined injective map

Υ(t,b) : C (W ) → Para (g)

wWi 7→ w · pi, (1.2.1)

9



1.3. Parabolic projection

where Para (g) is the set of all maximal parabolic subalgebras of g, which is actually a strict

incidence system morphism; we call Υ(t,b) a standard parabolic configuration.

For example, given a pair (t, b) of the Lie algebra pgl (V ), where V is an n-dimensional

vector space, the choice of the Cartan subalgebra t determines n points 〈v1〉 , 〈v2〉 , . . . , 〈vn〉

in P (V ) each of which is fixed under the action of T , where T is the maximal torus of

pgl (V ) with Lie algebra t, while the choice of the Borel subalgebra b determines a full flag

of subspaces of V , and hence an ordering on the set of these n points. Define a strict

incidence system morphism

P? (n)→ Proj (V ) ;X 7→ Span {vi |i ∈ X } .

The symmetry group Sn together with the generating set {si |1 ≤ i ≤ n− 1}, where si is

the permutation swapping i and i + 1, is a Coxeter group. Since P? (n) has a full flag

{{1} , {1, 2} , . . . , {1, 2, . . . , n}} and it is Sn-homogeneous, one can show that P? (n) ∼= C (Sn)

(see Proposition 3.2.2). Since P? (n) ∼= C (Sn) and Proj (V ) ∼= Para (g), it induces a strict

incidence system morphism Υ(t,b) : C (Sn)→ Para (pgl (V )).

Denote U the set of all the pairs (t, b) consisting of a Cartan subalgebra t of g and a

Borel subalgebra b containing t and

Morinj (C (W ) ,Para (g)) := {Υ : C (W )→ Para (g) is injective} .

Then we have the following.

Theorem 1.2.1. U ∼= Morinj (C (W ) ,Para (g)).

We can obtain more complicated geometric configurations from standard parabolic con-

figurations by projection. The projection of standard parabolic configurations can be ex-

plained in more abstract approach by using parabolic subalgebras.

1.3 Parabolic projection

For any parabolic subalgebra q of g, in Section 2.2.3, we show that
(
(p ∩ q) + q⊥

) /
q⊥ , where

q⊥ is the orthogonal complement of q with respect to the Killing form on g, is a parabolic

10



1.3. Parabolic projection

subalgebra of the reductive Lie algebra q
/
q⊥ . Thus we have a well-defined map

ϕq : P (g) → P
(
q
/
q⊥
)

p 7→
(

(p ∩ q) + q⊥
)/

q⊥ , (1.3.1)

where P (g) (resp. P
(
q
/
q⊥
)
) is the set of all parabolic subalgebras of g (resp. q0 :=

q
/
q⊥ ). We call this map parabolic projection.

In Section 4.2, by using Dynkin diagram automorphisms, we introduce a procedure

(Proposition 4.2.2) to compute the type of ϕq (p) where p is weakly opposite to q, i.e.,

g = p + q. By using the procedure we introduced, we have the following.

Theorem 1.3.1. The parabolic projection ϕq induces an incidence system morphism

Φq : Para (g)q → Para (q0) , (1.3.2)

over the map ν (computed by the procedure). Furthermore, the diagram

F (Paraq (g))

F(Φq)

��

τq //Pq (g)

ϕq

��
F (Para (q0)) τ

//P (q0)

commutes, where

F (Φq) : F (Paraq (g)) → F (Para (q))

f 7→ {Φq (p) |p ∈ f }

is the flag extension map of Φq, and τ (resp. τ q) is the isomorphism identifying F (Para (q0))

(resp. F (Paraq (g))) with P (q0) (resp.Pq (g)) defined in (3.4.1) (resp. (3.4.2)).

For any parabolic subalgebra q of g, the set

U q := {(t, b) ∈ U | any parabolic subalgebra p of g containing t satisfying g = p + q}

(1.3.3)

11
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is non-empty. Thus Theorem 1.2.1 implies that

U q ∼= Morinj (C (W ) ,Paraq (g)) := {Υ : C (W )→ Paraq (g) is injective} ,

where Para (g)q is the incidence system consisting of all maximal parabolic subalgebras of g

weakly opposite to q. We call each element in Morinj (C (W ) ,Paraq (g)) a q-generic standard

parabolic configuration. Therefore the postcomposition of a q-generic standard configurations

by parabolic projection

C (W )
Υ(t,b)//

%%

Paraq (g)

Φq

��
Para (q0) ,

gives rise a geometric configuration

Φq ◦Υ(t,b) : C (W )→ Para (q0) ,

over the map ν, for all (t, b) ∈ U q. In the case that q0 has a simple component which is

isomorphic to pgl (V ), for some vector space V , we shall see that a further projection yields

a projective configuration from C (W ) to Proj (V ).

1.4 Generalized Cox configurations

In Chapter 5, we will use the postcomposition method by parabolic projection to study Cox

configurations and their analogue in higher dimensions. Let us first gives some historical

background about Cox configurations.

Another chain of theorems governing points and circles, studied byW.K. Clifford ([Cli71]),

called Clifford’s chain. It shows that, given n general planes through a point p0 on a non-

singular quadric in P3, such as a sphere, this quadric determines a point on any pair of

planes different from the point p0; by the same construction as in Cox’s chain, the theo-

rems in Clifford’s chain imply that we will obtain a Cox’s configuration whose points lie on

the quadric. Its associated configuration on the quadric is called a Clifford configuration

consisting of 2n−1 circles and 2n−1 points with the same combinatorics as those of Cox’s

configuration. More accurately, Clifford studied the stereographic projection of these con-

figurations of points and circles in the quadric. Some years later, J.H. Grace ([Gra98]) and
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1.4. Generalized Cox configurations

L.M. Brown ([Bro54]) generalized Clifford’s chain to higher dimension.

In 1972, Longuet-Higgins ([LH72]) introduced an approach to study these generalized

Clifford configurations corresponding to Clifford’s chain and its analogues. He inductively

investigated a correspondence between generalized Clifford configurations and polytopes

(described by the formalism developed by Coxeter [Cox73], Section 5.7) with the decorated

Coxeter diagrams
b b bb b b

b nodes c nodes

.

In other word, such a polytope is the convex hull of an orbit of a particular point under

the reflection action of the corresponding Coxeter group W . The incidence system C (W )

represents an incidence sub-system of the faces of the polytope. For example, given a basis

{e1, e2, . . . , en} of a Euclidean space, a convex simplex in the Euclidean space is a strict

incidence system morphism

P? (n) → {convex hulls of some elements in the Euclidean space}

X 7→ Conv ({ei |i ∈ X }) ,

where Conv ({ei |i ∈ X }) is the convex hull of elements in {ei |i ∈ X }. As P? (n) ∼= C (Sn),

each maximal coset of C (Sn) represents a face of the simplex.

Figure 1.4.1: A convex tetrahedron in a Euclidean space.

Longuet-Higgins showed that such polytopes parametrize the generalized Clifford configura-

tions in the following sense: the points of a (generalized) Clifford configuration correspond

to the vertices of the polytope and its hyperspheres correspond to the facets of a certain

type. It is implicit in his recursive construction that all other objects, i.e. lower dimensional

spheres, in the configuration correspond to the certain faces of polytopes in between the

vertices and the facets of that type, each of which corresponds to an element in C (W ). In

other words, there exist strict incidence system morphisms, preserving the incidence relation
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1.4. Generalized Cox configurations

and types from C (W ) to the incidence system of the quadric which a generalized Clifford

configuration lies on; the incidence system of the quadric consists of circles and points on the

quadric with the incidence relation determined by lying on. By using this correspondence,

he was able to show that the finiteness of Clifford configurations depends on the necessary

condition for the finiteness of their corresponding polytope given by

1

2
+

1

b
+

1

c
> 1.

In 2009, A.W. Macpherson and D.M.J. Calderbank ([Mac09]) explored the relation be-

tween (generalized) Cox configurations and the flag varieties associated to representations

on Lie groups. They introduced a class of maps, called collapsing maps, with the property

that each maps the weight polytope of a representation of a certain Lie group into a flag

variety. Any weight polytope Γ of G is determined by a pair (T,B), consisting of a maxi-

mal torus T and a Borel subgroup B containing T , and the standard parabolic subgroup P

containing B of G. Faces or even flags, i.e., chains of faces, of Γ are classified by W -orbits

(types) in the set of all parabolic subgroups of G containing T , where W = NG (T ) /T is a

Weyl group. In particular, the set of points of Γ are actually {g · P |g ∈W } which can be

embedded into the flag variety G /P . Note that the pair (T,B) turns the Weyl group W

into a Coxeter group, and so the set faces of Γ of each type is considered as a coset space

of W . Their construction involved choosing a suitable parabolic subgroup Q of G which is

weakly opposite to all the Borel subgroups B containing T , i.e., G = QB. Then they obtain

a collapsing map as a composite map such that, for any parabolic subgroup P ′ ⊇ T , there

exists a parabolic subgroup R′ of Q such that P ′ ∩Q ⊆ R′, and the collapsing map maps

{g · P ′ |g ∈W } �
� // G /P ′

∼= // Q /(P ′ ∩Q) // Q /R′ .

The images of collapsing maps gives a large family of configurations in generalized flag

varieties. By choosing an appropriate parabolic subgroup Q so that Q /R′ is a flag variety

of type A, the images are elements or even flags in projective configurations, including

generalized Cox configurations.

Generalizing Longuet-Higgins’ work, suppose that the Coxeter diagram D for W is
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1.4. Generalized Cox configurations

b b b

bb

b
b
bb nodes

a
no

de
s

b b b

c nodes

where
1

a
+

1

b
+

1

c
> 1. (1.4.1)

Let V a vector space of dimension a+b. Then a generalized Cox configuration of type (a, b, c)

is then a geometric configuration

Ψ : C (W )→ Proj (V ) ,

over the map

% : {1, 2, . . . , a+ b− 1} → D (1.4.2)

given by the following labelling

,

is defined by the strict incidence system morphism

ψ : %? (C (W ))→ Proj (V ) ,

where %? (C (W )) :=
{
wW%(i) |1 ≤ i ≤ a+ b− 1

}
. For example, in the case that b = 1 and

c = 2, the geometric configuration is a complete quadrangle. Denote by

gCo(a,b,c) (W,V ) := {Ψ : C (W )→ Proj (V ) over the map %} ,

and

gCoinj(a,b,c) (W,V ) := {injective Ψ : C (W )→ Proj (V ) over the map %} .

In order to construct a generalized Cox configuration, let Q be a parabolic subgroup

of G with the Lie algebra q such that it is in the conjugacy class complementary to one

represented by the decorated Dynkin diagram
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1.4. Generalized Cox configurations

b b b

b
b
b

b b b

Then by above construction, we have a well-defined map

U q → Mor (C (W ) ,Para (q0))

(t, b) 7→ Φq ◦Υ(t,b),

where Υ(t,b), Φq, and U q are defined as in (1.2.1), (1.3.2), and (1.3.3), respectively.

According to [Mac09], each (t, b) determines a labelled weight polytope of a representation

of g inside G /P which is a conjugacy class of parabolic subgroups where P is a parabolic

subgroup of G with the decorated Dynkin diagram
b b b

bb

b
b
b

b b b

.

Hence U may be regarded as the set of all weight polytopes of representations of g.

Let k be a Lie subalgebra of q such that the quotient q := q /k is a simple Lie algebra

with the Dynkin diagram

ıg


b b b

bb

b
b
bb nodes

a
no

de
s

,

where ıg is the dual involution of the Dynkin diagram Dg. We have an incidence system

morphism

Θ : Para (q0)→ Para (q) ,

over the inclusion map i : Dq → Dq0 . Let V be a vector space of dimension a + b. For

any (t, b) ∈ U q, choose an isomorphism from q to pgl (V ) so that V is a representation of

q with the highest fundamental weight λς−1(1), where ς : Dq → {1, 2, . . . , a+ b} is bijective

and satisfying ν ◦ i = % ◦ ς. Since V is a representation of q, we have an incidence system

isomorphism

Ξ : Proj (V )→ Para (q) ,
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1.4. Generalized Cox configurations

over the map ς : Dq → [a+ b].

C (W )
Υ(t,b) //

Ψ(t,b)

��

Paraq (g)

Φq

��

Dg Dg
idoo

[a+ b]

%

OO

Dq i
//

ς
oo Dq0

ν

OO

Proj (V )
Ξ

// Para (q) Para (q0) ,
Θ

oo

The composite incidence system morphism

Ψ(t,b) : C (W )→ Para (pgl (V )) ∼= Proj (V ) (1.4.3)

over the map % as in (1.4.2), is in gCo(a,b,c) (W,V ).

Compared with Calderbank and Macpherson’s approach, in our approach, we fix a pro-

jective space (a flag variety in [Mac09]) by choosing Q and project the set of all faces we

interested in of any possible polytope (a weight polytope in [Mac09]) into the fixed projective

space.

In the case a = b = 2, each element in gCo(2,2,c) (W,V ) is a Cox configuration; its image

in the projective space can be constructed by using a theorem in Cox’s chain. The incidence

system morphism Ψ(t,b) : C (W ) → Proj (V ) defined in (1.4.3) shows the correspondence

between C (W ) and its corresponding generalized Cox configuration; any coset in C (W ) of

the type labelled by i, where i ∈ {1, 2, . . . , a+ b− 1} is mapped to an (i− 1)-dimensional

projective subspace of Pa+b−1 (V ).

Therefore there exists a well-defined map

Ψ : U q → gCo(a,b,c) (W,V )

(t, b) 7→ Ψ(t,b).

In the case a = 1, b = 1, or c = 1, classical facts imply that K \U q ∼= gCoinj(a,b,c) (W,V ),

where K is the connected algebraic subgroup of Q with the Lie algebra k. However, we hope

that this is also true in general. We thus make the following conjecture.
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Conjecture 1.4.1. For arbitrary positive integer a, b, and c satisfying (1.4.1),

K \U q ∼= gCoinj(a,b,c) (W,V ) .

Let C (a, b, c) := dim (K \U q ). Then we obtain the following inductive formula.

Theorem 1.4.2. For any a, b, c ∈ N such that a ≥ 2,

C (a, b, c) = (a+ b− 1) + C(a− 1, b, c) + dim
(
p⊥
)
.

where p is the Lie algebra of the parabolic subgroup P in the conjugacy class represented by

the decorated Dynkin diagram
b b b

bb

b
b
b

b b b

containing a pair (t, b) ∈ U q.

Theorem 1.4.2 shows that if Conjecture 1.4.1 is true then the following Conjecture is

automatically true.

Conjecture 1.4.3. For any a, b, c ∈ N such that a ≥ 2,

dim
(
gCoinj(a,b,c) (W,V )

)
= (a+ b− 1) + dim

(
gCoinj(a−1,b,c) (W,V )

)
+ dim

(
p⊥
)
, (1.4.4)

where p is the parabolic subalgebra of P defined as in Theorem 1.4.2.

The equation (1.4.4) suggests that if we choose a point p0 in a (a+ b− 1)-dimensional

projective space P (V ) and a residual generalized Cox configuration at the point p0 (i.e., a

generalized Cox configuration of type (a− 1, b, c) in the projective space P (V /p0 )), then,

by choosing dim
(
p⊥
)
more parameters, a generalized Cox configuration of type (a, b, c)

could be constructed. Compared with the recursive construction of (generalized) Clifford

configurations (when a = 2) given by Longuet-Higgins ([LH72], Section 7), when the diagram

D is of type A or D, dim
(
p⊥
)
represents the number of choices of points on the lines

through the point p0; these choices do not appear in Longuet-Higgins’ construction due to

the constraint of lying on a quadric surface. However, when D is of type E, there must be
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1.4. Generalized Cox configurations

additional parameters, apart from those appearing when D is of type A and D. By carefully

analyzing Conjecture 1.4.3, we found some further cases for which it holds.

Theorem 1.4.4. Conjecture 1.4.3 is true when (a, b, c) is equal to (a, 1, c), (a, b, 1), (2, b, 2),

(2, 2, c), (2, 3, 3), (2, 3, 4), or (2, 4, 3) for any a, b, c ∈ N such that a ≥ 2.
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Chapter 2

Review of basic materials

We begin with a chapter introducing the basic objects and terminology used throughout

this thesis.

2.1 Coxeter groups and root systems

Coxeter groups were studied first in [Cox34]. Since then they have become an important

class of groups which is used in many branches of Mathematics. In this section, we begin

by giving basic definitions of Coxeter groups and root systems. Then we consider special

subgroups in Coxeter groups. For further details on the fundamental theory of Coxeter

groups, see [CM57], [Dav08], and [Hum92].

2.1.1 Coxeter groups

Definition 2.1.1. A Coxeter diagram D is an undirected graph with each edge la-

belled by an element of {3, 4, 5, . . .} ∪ {∞}; the label 3 is usually suppressed. A Coxeter

diagram is said to be connected if it is a connected graph.

Example 2.1.2. These are some examples of Coxeter diagrams:

(1) (2) (3)

Definition 2.1.3. Let W be a group. A Coxeter system S on W with Coxeter

diagram D is an injective map S : D →W such that

W ∼=
〈
SD

∣∣∣(SiSj)m(i,j) = 1 for i, j ∈ D
〉
,
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2.1. Coxeter groups and root systems

where, by slightly abuse notation, D is also considered as the set of vertices of the diagram

D and Si := S (i) for all i ∈ D ; for any i, j ∈ D , m (i, i) = 1, m (i, j) = the label of the edge

connecting the vertices i and j, and m (i, j) = 2 otherwise.

A Coxeter system is indecomposable or irreducible if its Coxeter diagram is con-

nected. We call (W,S) a Coxeter group; we sometimes abuse terminology and denote

(W,S) by W . The number of vertices of D is called the rank of the Coxeter group.

Remark 2.1.4. For any w ∈W , define the map w ·S : D →W ; i 7→ wSiw
−1. One can check

that w · S is also a Coxeter system on W with Coxeter diagram D .

If (W,S) is a Coxeter system, it may be possible to express w ∈W as a product of Si’s

in more than one way. This leads us to the following definition:

Definition 2.1.5. Let (W,S) be a Coxeter group with Coxeter diagram D . For each

element w in a Coxeter group W , let ` (w) be the smallest number of Si’s, where i ∈ D , in

an expression of w. ` (w) is called the length of w. Any expression of w as a product of

` (w) elements of {Si |i ∈ D } is called a reduced expression of w.

Proposition 2.1.6. Let (W,S) be a finite Coxeter group. Then W has a unique longest

element w0 and for any w ∈W ,

` (w0w) = ` (w0)− ` (w) .

Proof. See [Hum92], Section 1.8.

Let (W,S) be a Coxeter group with Coxeter diagram D . For any w ∈W , define

r : W → P ({Si |i ∈ D })

w 7→ {Si’s in a reduced expression of w} , (2.1.1)

where P ({Si |i ∈ D }) is the power set of {Si |i ∈ D }. The solution to the word problem of

Coxeter groups tells us that r is a well-defined map (see [Dav08], Proposition 4.1.1).

Theorem 2.1.7. (Deletion Condition) For all w ∈ W , if ` (w) < k and w = Si1Si2 · · ·Sik ,

for some i1, i2, . . . , ik ∈ D , then there exists indices 1 ≤ j < l ≤ k such that

w = Si1 · · ·Sij−1Sij+1 · · ·Sil−1
Sil+1

· · ·Sik .
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2.1. Coxeter groups and root systems

Proof. See [Hum92], p.117.

The Deletion Condition shows that a reduced expression for any element w ∈W can be

obtained from any expression for w by omitting an even number of generators Si’s.

2.1.2 Root systems

A root system is a tool to understand the associated reflection group; it describes the

reflections in the group. Root systems are also important in the theory of finite Coxeter

groups and Lie algebras. In this section, we will state some crucial facts about root systems,

omitting standard proofs which can be found in [Bou02], [Hum92], and [Ser66].

Throughout this section, let V be a finite-dimensional real vector space and B be a

positive definite symmetric bilinear form.

Definition 2.1.8. Let v ∈ V be a non-zero element. The reflection of v is the endomor-

phism τv of V such that τv (v) = −v and τv fixes the hyperplaneHv = {v′ ∈ V |B (v, v′) = 0}.

Definition 2.1.9. A finite spanning subset R of V , which does not contain 0, is a root

system in V if for any α, β ∈ R,

τα (R) = R

and τα (β) − β is an integer multiple of α. The elements of R are called roots of V and

the dimension of V is called the rank of R.

A subset ∆ of R is called a simple system of R if it is a basis for V and each root β

can be written as β =
∑
α∈∆

kαα with integral coefficients kα all non-negative or all

non-positive. The elements of ∆ are called the simple roots for ∆.

A subset R+ of R is called a positive root system if it is closed under addition,

i.e., for α, β ∈ R+, if α+ β ∈ R then α+ β ∈ R+, and for any α ∈ R, either α or −α is in

R+.

Definition 2.1.10. Let R be a root system in V . The subgroupW (R) of GL (V ) generated

by the reflections τα for α ∈ R is called the Weyl group of R.

For general results about root systems, we state them in the following Proposition:
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Proposition 2.1.11. Suppose that R is a root system in V . Then

(1) R contains a simple system,

(2) there is one-to-one correspondence between positive root systems in R and simple

systems of R,

(3) any two positive (resp. simple) systems in a root system R in V are conjugate under

W (R),

(4) if ∆ is a simple system of R, then W (R) is generated by the {τα |α ∈ ∆} subject to

the relations:

(τατβ)m(α,β) = 1,

where m (α, β) = 2, 3, 4 or 6 in the case when B (α, β) = 0,−1,−2 or −3 respectively, and

W (R) ·∆ = R.

Proof. The proof of (1) can be found in [Bou02], Chapter VI, §1.5, Theorem 2. For (2) and

(3), their proofs is in [Hum92], p.8 and p. 10, respectively. Finally the proof of (4) can be

found in [Ser66], p.33.

Proposition 2.1.11 (4) implies that if R is a root system in V , there is a Coxeter system

τ : D → W (R), where D is a Coxeter system whose set of vertices is a simple system ∆

and edges are determined by m (α, β) for all α, β ∈ ∆, making (W (R) , τ) a Coxeter group

with Coxeter diagram D .

Remark 2.1.12. On the other hand, given a finite Coxeter group (W,S) with Coxeter diagram

D , then the group W is actually a Weyl group of the root system R in a real vector space

of dimension |D | with a basis ∆D = {αi |i ∈ D } (see [Hum92], Section 5.3). The basis ∆D

is a simple system of R contained in the basis R+, and each Si is the reflection of αi, where

i is a node of D .

2.1.3 Coxeter polytopes and parabolic subgroups of Coxeter groups

Let (W,S) be a Coxeter system with the Coxeter diagram D . For I ⊆ D , let WI be the

subgroup of W generated by all elements in SI = {Si |i ∈ I }; in particular if I is a maximal

proper subset of D , we will write Wi, where D \I = {i}, in place of WI for convenience.

Definition 2.1.13. The subgroupWI , for some I ⊆ D , is called a standard parabolic

subgroup of W with respect to S. A parabolic subgroup of W is a W -conjugate
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of a standard parabolic subgroup of W .

A useful notation for a standard parabolic subgroup WI of W for some I ⊆ D is to use

a decorated Coxeter diagram DI obtained by the rule: all nodes in D \I of the

Coxeter diagram D for W are crossed. WI is indeed a Coxeter group with Coxeter diagram

obtained from DI by removing all the crossed nodes and edges adjacent to them.

According to Remark 2.1.12, W is the Weyl group of a root system R of a real vector

space V with the simple system ∆D = {αi |i ∈ D } corresponding to the system of standard

generators Si:i∈D of W . Since R span V and W acts on R, thus W acts on V . For any

I ⊆ D , in order to represent the elements in W /WI := {wWI |w ∈W }, as points in V , we

have to find a point v ∈ V such that

WI = {w ∈W |w · v = v} .

Any element v ∈ V satisfying

(v, αi)

(αi, αi)


< 0 for i /∈ I,

= 0 for i ∈ I,
(2.1.2)

has the stabilizer WI . Since ∆D is a basis of V , we can find v ∈ V satisfying (2.1.2) but it

is not unique. Therefore we have a well-defined map

W /WI → V ;wWI 7→ w · v.

This map identifies the set W /WI with the orbit W · v. We call the convex hull of points

in W · v a Coxeter polytope. The orbits of W on V have parabolic subgroups as

stabilizers. This is a motivation for studying their stabilizers, the parabolic subgroups.

Proposition 2.1.14. For each I ⊆ D ,

WI = {w ∈W |r (w) ⊆ SI } ,

where r is defined as in (2.1.1).

Proof. For any w,w′ ∈ WI , we have r (w) = r
(
w−1

)
and r (ww′) ⊆ r (w) r (w′), by Theo-

rem 2.1.7. Thus X := {w ∈W |r (w) ⊆ SI } is a subgroup contained in WI . Since SI ⊆ X
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and WI is generated by elements in SI , therefore WI = X.

Corollary 2.1.15. Let I, J ⊆ D. WI ∩WJ = WI∩J .

Proof. This is true by Proposition 2.1.14.

Corollary 2.1.16. If WIw1 ∩WJw2 6= φ where w1, w2 ∈W , then there exists w ∈W such
that WIw1 ∩WJw2 = WI∩Jw.

Proof. Let w1, w2 ∈ W and WIw1 ∩ WJw2 6= φ. Then there exists w ∈ W such that

w ∈ WIw1 ∩WJw2, whence WIw1 = WIw and WJw2 = WJw. Therefore, by Corollary

2.1.15,

WIw1 ∩WJw2 = WIw ∩WJw = (WI ∩WJ)w = WI∩Jw.

2.2 Lie algebras

In this section, we review the fundamental theory of finite-dimensional Lie algebras and

analyze the properties of parabolic subalgebras of Lie algebras. Additional information

about Lie algebras can be found in [Hum72], [Jac79], [Kna02], and [Mil12b].

2.2.1 Definitions and examples

Here we define Lie algebras over an arbitrary field F and give some basic examples of them.

Definition 2.2.1. A Lie algebra g is a vector space over F equipped with a skew

symmetric bilinear map [·, ·] : g× g→ g, called the Lie bracket, satisfying the Jacobi

identity, i.e., [[x, y] , z] + [[y, z] , x] + [[z, x] , y] = 0 for all x, y, z ∈ g. In particular, a Lie

algebra g is said to be abelian if [x, y] = 0 for all x, y ∈ g.

A Lie subalgebra s of a Lie algebra g is a subspace of g which is closed under the Lie

bracket on g, i.e., [s, s] ⊆ s.

As the Lie bracket is skew symmetric, it implies that [x, x] = 0 for all x ∈ g. Unless

specified otherwise, we shall consider only finite-dimensional Lie algebras.
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Example 2.2.2. (Examples of Lie algebras)

1. For any associative algebra A with multiplication ? : A×A→ A, the algebra gA := A

equipped with a bilinear form

[·, ·] : gA × gA → gA

(x, y) 7→ x ? y − y ? x, (2.2.1)

is a Lie algebra. It is the Lie algebra associated to A.

2. Let V be a finite dimensional vector space. Then the set of endomorphisms of V

is an associative algebra. Therefore, equipped with the Lie bracket defined as (2.2.1), it

corresponds to a Lie algebra, denoted by gl (V ).

3. If F ⊆ F′ is a field extension, then for any Lie algebra g over F,

g′ := F′ ⊗F g

is a Lie algebra over F′ with the Lie bracket [·, ·]g′ : g′×g′ → g′, (λ⊗ x, µ⊗ y) 7→ λµ⊗ [x, y].

Definition 2.2.3. A F-linear map f : g→ g′ of Lie algebras over F is called a Lie algebra

homomorphism if

[f (x) , f (y)] = f ([x, y])

for all x, y ∈ g. Further, we say that g ∼= g′ if and only if there exists a homomorphism

f ′ : g′ → g such that f ′ ◦ f = idg and f ◦ f ′ = idg′ ; we call f (and f ′) an Lie algebra

isomorphism.

A representation of a Lie algebra g is a vector space V together with a Lie algebra

homomorphism f : g → gl (V ). A sub-representation of a representation f : g →

gl (V ) is a subspace W satisfying

f (x) (W ) ⊆W

for all x ∈ g. A representation of a Lie algebra g is said to be irreducible if it contains

no proper sub-representation. If W ⊆ W ′ ⊆ V are sub-representations of a representation

f : g→ gl (V ), then we can define a representation f ′ : g→ gl (V /W ), called a quotient

representation, of f and a representation f ′′ : g→ gl (W ′ /W ), called a subquotient

representation, of f .
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The nilpotent radical, denoted by nr (g), of a Lie algebra g is the intersection of the

kernels of the irreducible representations of g.

Example 2.2.4. The Lie bracket of a Lie algebra g defines a representation, called the

adjoint representation, of g,

ad : g → gl (g)

x → ad (x) ,

where ad (x) (y) = [x, y], for all y ∈ g.

Definition 2.2.5. Let g be a Lie algebra and s be a Lie subalgebra of g. The centralizer

of s in g denoted by

zg (s) := {x ∈ g |[x, y] = 0 for all y ∈ s}

is a Lie subalgebra of g. We will call the centralizer of g in g the center of g and denote

it by z (g). Note that if z (g) = g if and only if g is abelian.

The normalizer of s in g is the subalgebra

ng (s) := {x ∈ g |[x, s] ⊆ s} .

And s is called an ideal if [g, s] ⊆ s.

Example 2.2.6. 1. Let g be a Lie algebra. For any subsets s1, s2 of g, define

[s1, s2] =

{
n∑
i=1

ci [xi, yi] |ci ∈ F, xi ∈ s1, yi ∈ s2 and n ∈ N

}
.

This obviously is a subspace of g. Similarly,

s1 + s2 =

{
n∑
i=1

cixi |ci ∈ F, xi ∈ s1 ∪ s2 and n ∈ N

}

is a subspace of g. If s1 and s2 are ideals of g, then so are [s1, s2] and s1 + s2.

2. If s is a Lie subalgebra of a Lie algebra g, then its normalizer ng (s) is the largest

subalgebra of g containing s as an ideal.
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3. Let g and g′ be Lie algebras and f : g → g′ be a Lie algebra homomorphism. The

kernel

ker (f) = {x ∈ g |f (x) = 0}

of f is then an ideal of g.

4. Let g be a Lie algebra. Then the nilpotent radical nr (g) is an ideal of g.

Let g be a Lie algebra. By skew symmetry of the Lie bracket, any ideal is two-sided. If

a is an ideal of g, then the Lie bracket on g induces a Lie bracket, [·, ·]g/a , on the quotient

space g /a by

[x+ a, y + a]g/a := [x, y] + a,

hence g /a is a Lie algebra.

Definition 2.2.7. A symmetric bilinear form B : g× g→ F on a Lie algebra g over a field

F is called invariant if

B ([z, x] , y) +B (x, [z, y]) = 0

for any x, y, z ∈ g, and is called non-degenerate when

{x ∈ g |B (x, y) = 0,∀y ∈ g} = {0} .

For a subspace s of g, let s⊥ := {x ∈ g |B(x, s) = 0} the orthogonal subspace of s

with respect to B.

Any Lie algebra g admits an important invariant bilinear form, called the Killing

form, defined by

κ : g× g→ F : (x, y) 7→ tr (ad (x) ◦ ad (y)) ,

where ad is the adjoint representation.

Theorem 2.2.8. (Engel’s Theorem) Let g be Lie subalgebra of gl (V ) such that every

element x in g is a nilpotent endomorphism of V , i.e., there exists a positive integer k such

that xk (V ) = 0, for all x ∈ g. Then there exists a nonzero vector v ∈ V such that x (v) = 0

for all x ∈ g.

Proof. See [FH91], Theorem 9.9.
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Corollary 2.2.9. If n is an ideal of a Lie algebra g and ρ : g→ gl (V ) a finite dimensional

representation of g. Then the following are equivalent :

(1) For any x ∈ n, the endomorphism ρ (x) of V is nilpotent,

(2) V has a filtration

{0} = V0 ( V1 ( · · · ( Vk = V,

such that ρ (n) (Vi) ⊆ Vi−1,

(3) ρ (n) acts trivially on any irreducible subquotient of ρ.

Proof. (1) ⇒ (2) Let V1 := {v ∈ V |ρ (x) (v) = 0 for all x ∈ n}. Then, by Theorem 2.2.8,

V1 6= {0} and ρ (n) (V1) ⊆ {0}. If V1 = V , then we are done and k = 1.

Suppose that V1 6= V . Then V /V1 is a nontrivial quotient representation of n. Now

let V2 := {v ∈ V |ρ (x) (v) ∈ V1 for all x ∈ n}. Since ρ (x) is a nilpotent endomorphism of

V , it is also a nilpotent endomorphism of V /V1 . Again, by Theorem 2.2.8, V2 6= {0} and

ρ (n) (V2) ⊆ V1.

By the same manner, we finally obtain a filtration {0} = V0 ( V1 ( · · · ( Vk = V of V

because V is finite-dimensional.

(2)⇒ (3) This is trivial.

(3)⇒ (1) Let x ∈ n. Since V is finite-dimensional, there exists a positive integer k such

that

{0} = V0 ( V1 ( · · · ( Vk = V

a filtration of sub-representations and Vi /Vi−1 is an irreducible subquotient representation

of ρ, for all 1 ≤ i ≤ k. Therefore ρ (x) is nilpotent because it acts trivially on any irreducible

subquotient of ρ.

Remark 2.2.10. Let g be a Lie algebra. Any representation f of g gives an ideal

nf :=
⋂

kernel of irreducible subquotients of f. (2.2.2)

Then

nr (g) =
⋂

representations f

nf .

Definition 2.2.11. Let g′ and g′′ be Lie algebras over F. An extension of g′′ by g′ is a
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Lie algebra g together with an exact sequence of Lie algebras

0 // g′ // g // g′′ // 0 .

The extension is said to be central if [g′, g] = 0.

Remark 2.2.12. If g is an extension of g′′ by g′, then, by abusing notation, we may identify

g′ with its image in g and consider it as an ideal of g; whence g′′ ∼= g /g′ .

Definition 2.2.13. Let g be a Lie algebra over F. Then g is a semi-direct sum of

subalgebras a and s, denoted by g = a o s, if a is an ideal of g and the canonical quotient

map a→ g /a induces a Lie algebra isomorphism s→ g /a .

Remark 2.2.14. The above definition is equivalent to say that the exact sequence

0 // a
i // g

π // s // 0

is split, i.e., there is a Lie algebra homomorphism β : s→ g such that π ◦ β = ids.

2.2.2 Basic structure theory of Lie algebras

We will assume henceforth that any Lie algebra we mention is finite-dimensional. The

underlying field is still arbitrary, unless otherwise stated.

Definition 2.2.15. Let g be a Lie algebra. The lower central series of g is a

sequence of ideals of g:

C1 (g) = g and Cn+1 (g) = [g, Cn (g)] ,

for integer n ≥ 1. The derived series of a Lie algebra g is a sequence of ideals of g;

D1 (g) = g and Dn+1 (g) = [Dn (g) , Dn (g)] ,

for integer n ≥ 1.

A Lie algebra g is called nilpotent (resp. solvable) if there exists a positive integer

n ≥ 2 such that Cn (g) = {0} (resp. Dn (g) = {0}).
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Remark 2.2.16. As Dn (g) ⊆ Cn (g) for all n ≥ 1, if g is a nilpotent Lie algebra, then it is

solvable.

If a1 and a2 are ideals of a Lie algebra g, one can show, by induction, that for n ≥ 1,

both Cn (a1) and Dn (a1) are ideals of g; moreover

C2n (a1 + a2) ⊆ Cn (a1) + Cn (a2)

and

C2n+1 (a1 + a2) ⊆ Cn+1 (a1) + Cn+1 (a2)

for all n ≥ 1; whence if a1 and a2 are nilpotent, then so is a1 + a2. On the other hand, if a1

is a solvable ideal and a2 is a solvable subalgebra of a Lie algebra g, then a1 +a2 is a solvable

subalgebra because there must be a positive integer m such that Dm (a1 + a2) ⊆ a1. This

implies that if a1 and a2 are solvable ideals of a Lie algebra g, then so is the ideal a1 + a2.

Therefore the maximal nilpotent (resp.solvable) ideal of g exists and equals to the sum of

all nilpotent (resp. solvable) ideals of g.

Definition 2.2.17. The nilradical (resp. radical), denoted by nil (g) (resp. rad (g)),

of a Lie algebra g is the maximal nilpotent (resp. solvable) ideal of g.

Remark 2.2.18. Since any nilpotent Lie algebra is solvable, nil (g) ⊆ rad (g).

Corollary 2.2.9 implies that a Lie algebra g has a filtration

{0} = g0 ( g1 ( · · · ( gk = g,

such that ad (nil (g)) (gi) ⊆ gi−1; hence, by Remark 2.2.10,

nil (g) =

dim(g)⋂
i=1

ker (ad : g→ gi+1 /gi ).

Therefore nr (g) ⊆ nad = nil (g) ⊆ rad (g), where nad is defined as in Equation (2.2.2);

whence nr (g) is nilpotent.

Definition 2.2.19. Let g be a Lie algebra over a field F. Then

1. g is simple if it is non-abelian and has no proper ideals,
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2. g is semisimple if rad (g) = {0}; equivalently, g splits into the direct sum of simple

ideals, called simple components, of g,

3. g is reductive if rad (g) = z (g).

A Cartan subalgebra of a Lie algebra over a field F is a nilpotent subalgebra equal

to its own normalizer. A Borel subalgebra of a Lie algebra is a maximal solvable

subalgebra.

Remark 2.2.20. Any Borel subalgebra of a Lie algebra g contains rad (g).

Lemma 2.2.21. Let g be a Lie algebra and m be an ideal of g. Then rad (g /m) ⊆

(rad (g) + m) /m . In particular, if m is solvable, then rad (g /m) = rad (g) /m .

Proof. rad (g) + m is an ideal of g containing m because both rad (g) and m are ideals of

g. Since rad (g) is solvable, there exists a positive integer n such that Dn (rad (g)) = {0};

whence Dn (rad (g) + m) ⊆ Dn (rad (g)) + m ⊆ m. Thus (rad (g) + m) /m is a solvable ideal

of g /m , and therefore (rad (g) + m) /m ⊆ rad (g /m).

Suppose that m is solvable and rad (g /m) = a /m for some ideal a of g. Then there

exists a positive integer k such that Dk (a) ⊆ m. As m is also solvable, thus a is solvable

and a ⊆ rad (g). Therefore rad (g /m) = rad (g) /m .

Proposition 2.2.22. Let g be a Lie algebra over a field F of characteristic zero. Then

nr (g) = [g, g] ∩ rad (g) = [g, rad (g)] .

Moreover g /nr (g) is reductive.

Proof. Proposition 7.5 in [Mil12b] shows the first part of the Theorem. Now we will show

that g /nr (g) is reductive. Since [g, rad (g)] ⊆ nr (g), Lemma 2.2.21 implies that

rad (g /nr (g)) = rad (g) /nr (g) = z (g /nr (g)) .

Therefore g /nr (g) = g /[g, rad (g)] is reductive.

Remark 2.2.23. If g is a solvable Lie algebra, it immediately follows from Proposition 2.2.22

that nr (g) = [g, g] ∩ g = [g, g].
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Theorem 2.2.24. Let g be a Lie algebra and s be a semisimple Lie algebra over a field F

of characteristic zero. If π : g → s is a surjective homomorphism, then there is a splitting

β : s→ g such that π ◦ β = ids.

Proof. See [Pro07], p.305.

Corollary 2.2.25. (Semisimple Levi Decomposition) Let g be a finite-dimensional Lie al-

gebra over a field F of characteristic zero. Then there exists a semisimple subalgebra s of g

such that g = s⊕ rad (g) (direct sum of vector spaces).

Proof. By Lemma 2.2.21, rad (g /rad (g)) is trivial, and so g /rad (g) is semisimple. Consider

the exact sequence

0 // rad (g) // g
π // g /rad (g) // 0

Theorem 2.2.24 implies that the exact sequence is split. Let s = β (g /rad (g)) ⊆ g, where

β : g /rad (g) → g is a Lie algebra homomorphism such that π ◦ β = idg/rad(g) . Then

g = s⊕ rad (g) because s ∩ rad (g) = s ∩ im (i) = s ∩ ker (π) = {0} and s ∼= g /rad (g) .

Remark 2.2.26. The Lie subalgebra s is called a semisimple part of g. It is not uniquely

determined. However, any two such subalgebras of a Lie algebra are conjugate under an

inner automorphism.

Therefore any finite-dimensional Lie algebra is an extension of a semisimple Lie algebra

by a solvable Lie algebra. There is not always a subalgebra complementary to nr (g) in g;

to have such complementary subalgebra, we need rad (g) to be split as a direct sum of nr (g)

and a subspace of rad (g).

Corollary 2.2.27. Let g be a finite-dimensional reductive Lie algebra over a field F of

characteristic zero. Then there exists a semisimple subalgebra s of g such that g = z (g)⊕ s

(direct sum of vector spaces).

Proof. This follows immediately from the fact that rad (g) = z (g) and Corollary 2.2.25.

2.2.3 Parabolic subalgebras

Let us fix a field F of characteristic zero. The Lie algebras we are going to talk about

throughout this section will be finite dimensional Lie algebras over F. For any Lie subalgebra
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s of a Lie algebra g with an invariant bilinear form B and an ideal n of s, set s(0) = s,

s(−i) := Ci (n) and s(i) :=
(
s(−i−1)

)⊥ for all positive integer i ≥ 1.

Lemma 2.2.28. Let s be a Lie subalgebra of a Lie algebra g and B be an invariant bilinear

form on g. If
[
s(−1), s(0)

]
⊆ s(−1), then

[
s(i), s(j)

]
⊆ s(i+j).

Proof. Suppose that
[
s(−1), s(0)

]
⊆ s(−1). For j < 0, we have

[
s(−1), s(j)

]
⊆ s(j−1). If j > 0,

then

B
([
s(−1), s(j)

]
, s(−j)

)
= B

(
s(j),

[
s(−j), s(−1)

])
⊆ B

(
s(j), s(−j−1)

)
= 0,

and so
[
s(−1), s(−j)

]
⊆
(
s(−j)

)⊥
= s(j−1). This implies that

[
s(−1), s(j)

]
⊆ s(j−1) for all

j ∈ Z.

For i < 0 and j ∈ Z, the Jacobi identity and the definition of s(i) imply that
[
s(i), s(j)

]
⊆

s(i+j). Now there is only one case left which is when i, j ≥ 0. If i, j ≥ 0, then

B
([
s(i), s(j)

]
, s(−i−j−1)

)
= B

(
s(j),

[
s(−i−j−1), s(i)

])
⊆ B

(
s(j),

[
s(−j−1)

])
= 0,

and so
[
s(i), s(j)

]
⊆
(
s(−i−j−1)

)⊥
= s(i+j).

Definition 2.2.29. Let g be a Lie algebra and (V, ρ) be a representation of g. The trace

form associated to (V, ρ) is the symmetric invariant bilinear form

(x, y)ρ := tr (ρ (x) ρ (y)) .

Furthermore, the trace form is said to be admissible if g⊥ = nr (g), where nr (g) is the

nilpotent radical of g.

Proposition 2.2.30. Let g be a Lie algebra with a trace form B associated to (V, ρ). Then

nr (g) ⊆ g⊥ and the induced invariant bilinear form on g /nr (g) is a trace form.

Proof. Let (Vi)i=0,...,k be a finite chain of g-submodules of V such that ρ (nr (g)) (Vi) ⊆ Vi−1

and let V ′ =
k⊕
i=1

Vi /Vi−1 be the associated graded representation. Then the representation

V and V ′ induce the same invariant form on g. Since nr (g) acts trivially on V ′, we have

nr (g) ⊆ g⊥. Thus the bilinear form

B′ : g /nr (g) × g /nr (g) → F

(x+ nr (g) , y + nr (g)) 7→ B (x, y)
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is a well-defined invariant bilinear form. Since V ′ descends to a representation of g /nr (g) ,

therefore B′ is the trace form of g /nr (g) associated to the representation V ′.

Corollary 2.2.31. Let g be a Lie algebra with a trace form B associated to (V, ρ) and q be

a Lie subalgebra of g. If q⊥ = nr (q), then the induced trace form on q
/
q⊥ is admissible.

Proof. This is an immediate result from Proposition 2.2.30.

Lemma 2.2.32. Any Lie algebra g admits an admissible trace form.

Proof. This comes from applying the fact that a Lie algebra is reductive if and only if it

admits a faithful finite-dimensional semisimple representation with associated nondegenerate

trace form (see [Bou89]) to the reductive Lie algebra g /nr (g) .

For any Lie subalgebra p of a Lie algebra g with an admissible trace from B, let g(0) := p,

let g(−i) := Ci (nr (p)), and let g(i) :=
(
g(−i−1)

)⊥ for all positive integer i ≥ 1. By Lemma

2.2.28, these give a filtration of g. Define gi := g(i)

/
g(i−1) for all i ∈ Z and grp (g) :=

⊕
i∈Z

gi.

Definition 2.2.33. Let p be a Lie subalgebra of a Lie algebra g with an admissible trace

form B. A grading element for p in g is an element δ ∈ grp (g) with [δ, x] = ix for all

i ∈ Z and x ∈ gi.

Remark 2.2.34. Any reductive Lie algebra has 0 as a grading element.

Definition 2.2.35. A Lie subalgebra p of a Lie algebra g is called parabolic if it contains

rad (g) and p⊥ (with respect to some admissible trace form of g) is a nilpotent subalgebra

of p.

Remark 2.2.36. A Lie algebra g is a (improper) parabolic subalgebra of itself because nr (g)

is nilpotent. If p is a parabolic subalgebra of g, then nr (g) = g⊥ ⊆ p⊥ ⊆ p. Moreover, if

q is a Lie subalgebra of g containing p, then q is also a parabolic subalgebra of g because

rad (g) ⊆ p ⊆ q and q⊥ ⊆ p⊥ ⊆ p ⊆ q.

Proposition 2.2.37. Let F ⊆ F′ be a field extension. Then p is a parabolic subalgebra of g

if and only if p′ := F′ ⊗F p is a parabolic subalgebra of g′ := F′ ⊗F g.

Proof. Since rad (g′) = F′⊗Frad (g), a Lie subalgebra p of g containing rad (g) if and only if p′

contains rad (g′). Moreover, there is a one-to-one correspondence between invariant bilinear
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forms of g and those of g′ in such a way that (g′)⊥ = F′⊗Fg⊥. Thus g⊥ = nr (g) = [g, rad (g)]

if and only if (g′)⊥ = F′ ⊗F [g, rad (g)] = [F′ ⊗F g,F′ ⊗F rad (g)], and p⊥ is a nilpotent

subalgebra of g if and only if p′ is a nilpotent subalgebra of g′.

Proposition 2.2.38. Let g be a Lie algebra and (V, ρ) be a finite-dimensional semisimple

representation of g. Suppose that x ∈ [g, g] is ad-nilpotent. Then ρ (x) is nilpotent.

Proof. The Jordan Chevalley decomposition of ρ (x) is ρ (x)s+ρ (x)n. Then ad (ρ (x)s)◦ρ =

ρ ◦ ad (x)s = 0 because x is ad-nilpotent, and so ρ (x)s ∈ zgl(V ) (ρ (g)). On the other hand,

ρ (x)s = ρ (x) − ρ (x)n and ρ (x) ∈ [ρ (g) , ρ (g)]. By restricting to any simple component

of V and extending the base field, ρ (x)s is a trace-free multiple of the identity. Thus the

restriction of ρ (x)s to each simple component of V is zero; whence ρ (x)s = 0. Therefore

ρ (x) is nilpotent.

Theorem 2.2.39. Let g be a reductive Lie algebra and p be a parabolic subalgebra of g.

Then ng (p) = p and p⊥ = nr (p).

Proof. Since nr (p) ⊆ p⊥ ∩ p = p⊥, it suffices to show that p⊥ ⊆ nr (p). As p⊥ is an ideal

of p, we have p ⊆ ng
(
p⊥
)
and so ng

(
p⊥
)⊥ ⊆ p⊥. Moreover, we have p⊥ ⊆ [g, g] because

[g, g]⊥ ⊆ rad (g) ⊆ p by Cartan’s criterion. Since p⊥ ⊆ [g, g] is a nilpotent ideal of ng
(
p⊥
)
,

Proposition 2.2.38 implies that p⊥ ⊆ ng
(
p⊥
)⊥. Hence p⊥ = ng

(
p⊥
)⊥.

Suppose that there exists 0 6= x ∈
[
p, p⊥

]⊥ \p . Since p = ng
(
p⊥
)
, there exists b ∈ p⊥

such that [x, b] /∈ p⊥. Thus there exists a ∈ p such that 0 6= B (a, [x, b]) = B ([a, b] , x) = 0

which is a contradiction. So
[
p, p⊥

]⊥ ⊆ p and whence p⊥ ⊆
[
p, p⊥

]
⊆ ng (p)⊥ ⊆ p⊥.

Therefore ng (p) = p. Furthermore, p⊥ ⊆
[
p, p⊥

]
⊆ [p, rad (p)] = nr (p).

Corollary 2.2.40. Let g be a reductive Lie algebra and p be a Lie subalgebra of g containing

rad (g). Then the following are equivalent:

(1) p is a parabolic subalgebra of g.

(2) dim (nr (p)) = dim (g)− dim (p).

(3) For any admissible form on g, p⊥ = nr (p).

Proof. (1) ⇒ (2) If p is a parabolic subalgebra of g, then, by Theorem 2.2.39, there exists

an admissible trace form such that p⊥ = nr (p). So

dim (nr (p)) = dim
(
p⊥
)

= dim (g)− dim (p) .
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(2)⇒ (3) Suppose that dim (nr (p)) = dim (g)−dim (p). Given an admissible trace form

on g, we have nr (p) ⊆ p⊥ ∩ p ⊆ p⊥. Hence

dim (nr (p)) ≤ dim
(
p⊥
)

= dim (g)− dim (p) = dim (nr (p)) .

Therefore p⊥ = nr (p).

(3)⇒ (1) Since nr (p) is nilpotent subalgebra of p, if p⊥ = nr (p), then p⊥ is a nilpotent

subalgebra of p.

Proposition 2.2.41. Let g be a reductive Lie algebra and p be a parabolic subalgebra of g.

Then grp (g) is reductive and has a unique inner derivation δ, called a grading element, in

z (p0) ∩ [gr (g) , gr (g)], with [δ, x] = ix for all −m ≤ i ≤ m and x ∈ pi.

Proof. Let B be a nondegenerate trace form associated to a faithful finite-dimensional

semisimple representation (V, ρ) of g. Since p⊥ = nr (p), it acts nilpotently on V . This

gives a finite chain (Vi)i=0,...,k of g-submodules of V such that ρ
(
p⊥
)

(Vi) ⊆ Vi−1. Since

p(i−1) = p⊥(−i) for i ≤ 0, the induced trace form on grp (g) is nondegenerate. Therefore

grp (g) is reductive.

The derivation D of grp (g) defined by Dx = ix for all x ∈ pi vanishes on the centre

of grp (g) and preserves its semisimple complement. Hence D is an inner derivation, i.e.,

D = ad (δ) for a grading element δ ∈ z (p0) which is uniquely determined by requiring it is

in the complement
[
grp (g) , grp (g)

]
to the centre of grp (g).

Remark 2.2.42. Let p be a parabolic subalgebra of a Lie algebra g. Any lift δ̃, called an

algebraic Weyl structure, in p of δ with respect to the canonical quotient map

π : p→ p0 splits the filtration of g. Therefore the exact sequence

0 // nr (p) // p // p0
// 0 ,

where p0 := p /nr (p) , splits. We call a subalgebra p̃0 of p such that p = p̃0 ⊕ nr (p) and

p̃0
∼= p0 a Levi subalgebra of p, and call p0 the Levi factor of p.

Definition 2.2.43. Let g be a semisimple Lie algebra. Any two parabolic subalgebras p

and q of g are said to be
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1. co-standard iff p ∩ q is a parabolic subalgebra of g; equivalently, nr (p) is a

nilpotent subalgebra of q,

2. weakly opposite iff p + q = g; equivalently, nr (p) ∩ nr (q) = {0},

3. complementary if p ∩ q is a common Levi subalgebra of both p and q.

Proposition 2.2.44. Suppose that q is a parabolic subalgebra of a reductive Lie algebra g

and p is a Lie subalgebra of g. Then the following are equivalent :

(1) p is a parabolic subalgebra of q.

(2) p is a parabolic subalgebra of g.

(3) p contains nr (q) and p /nr (q) is a parabolic subalgebra of q0.

Proof. Fix an admissible trace form on g. By Corollary 2.2.40, its restriction to q is also

admissible.

(1) ⇒ (2) Let p be a parabolic subalgebra of q. Then rad (g) ⊆ rad (q) ⊆ p and,

by Corollary 2.2.40, q⊥ = nr (q) ⊆ rad (q) ⊆ p. Thus p⊥ ⊆ q, and so p⊥ is a nilpotent

subalgebra of p.

(2) ⇒ (3) Let p be a parabolic subalgebra of g. By Corollary 2.2.40, we have nr (g) ⊆

nr (q) ⊆ nr (p) ⊆ p ⊆ q ⊆ g. And, by Proposition 2.2.41, p⊥ = nr (p) = [nr (p) , p] ⊆

[q, q]; whence rad (q) ⊆ [q, q]⊥ ⊆ p. Then, by Lemma 2.2.21, rad (q0) = rad (q) /nr (q) ⊆

p /nr (q) . The induced invariant form on q0 is admissible by Proposition 2.2.30. Moreover,

(p /nr (q))⊥ = nr (p) /nr (q) is a nilpotent subalgebra of p /nr (q) .

(3) ⇒ (1) Suppose that p contains nr (q) and p /nr (q) is a parabolic subalgebra of

q0. Then, by Definition 2.2.35, rad (q0) ⊆ p /nr (q) and there exists an admissible trace

form B of q0 such that (p /nr (q))⊥ is the nilpotent radical of p /nr (q) . By Lemma 2.2.21,

rad (q) /nr (q) = rad (q0) ⊆ p /nr (q) ; whence rad (q) ⊆ p. Define an invariant bilinear form

B′ : q× q → F

(x, y) 7→ B (x+ nr (q), y + nr (q)) .

Therefore nr (q) ⊆ p⊥ and p⊥ =
[
p⊥, p

]
+ nr (q) is a solvable ideal of p. Hence

[
p, p⊥

]
⊆

[p, rad (p)] = nr (p). It follows that p⊥ is a sum of two nilpotent ideals; whence it is nilpotent.

By means of Corollary 2.2.25 and Proposition 2.2.44, to study parabolic subalgebras of
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Lie algebras, it suffices to focus on those of semisimple Lie algebras. If p is a parabolic

subalgebra of a Lie algebra g, then

p = (p ∩ s)⊕ rad (g) ,

where s is a Levi subalgebra of g and p ∩ s is a parabolic subalgebra of s. Recall that if

a Lie algebra g is semisimple, then any invariant bilinear form of g is determined by the

Killing forms on the simple components of g; actually it is the direct sum of scalar multiples

of the Killing forms of the components of g. Thus B is non-degenerate which implies that

g⊥ = {0} = [g, rad (g)].

Proposition 2.2.45. Assume that g is a semisimple Lie algebra and k is a simple component

of g. If p is a parabolic subalgebra of g containing k, then p /k is a parabolic subalgebra of

g /k .

Proof. Let p is a parabolic subalgebra of g containing k. It suffices to show that (nr (p) + k) /k

is a nilpotent subalgebra of p /k . Since Cn ((nr (q) + k) /k) ⊆ (Cn (nr (q)) + k) /k , for all

n ∈ N, and nr (q) is a nilpotent subalgebra of p, thus (nr (q) + k) /k is a nilpotent subalgebra

of p /k . Therefore p /k is a parabolic subalgebra of g /k .

Proposition 2.2.46. Suppose that p and q are parabolic subalgebras of a reductive Lie

algebra g. Then (p ∩ q) + nr (q) is a parabolic subalgebra of q, and so of g.

Proof. According to the Proposition 2.2.44, it suffices to show that ((p ∩ q) + nr (q)) /nr (q)

is a parabolic subalgebra of q0. Denote r := (p ∩ q) + nr (q). Since p∩ q is a subalgebra and

nr (q) is an ideal of q, r is a subalgebra of g. As p and q are parabolic subalgebras of g, thus

rad (g) ⊆ p ∩ q ⊆ r. Given an admissible trace form on g and the induced admissible trace

form on q0, we will show that (r /nr (q))⊥ is a nilpotent Lie subalgebra of r /nr (q) . Consider

r⊥ =
(

(p ∩ q) + q⊥
)⊥

= (p ∩ q)⊥ ∩ q

=
(
p⊥ + q⊥

)
∩ q

=
(
p⊥ ∩ q

)
+ q⊥ ⊆ r (2.2.3)

because q⊥ ⊆ q. Since nr (q) = q⊥ ⊆ r⊥, hence (r /nr (q))⊥ = r⊥ /nr (q) ⊆ r /nr (q) . Since
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p⊥ is nilpotent, r⊥ /nr (q) is nilpotent.

Proposition 2.2.47. If g is semisimple, then any two parabolic subalgebras p and q of g

admit algebraic Weyl structures ξ̃p and ξ̃q with
[
ξ̃p, ξ̃q

]
= 0, and so they contain a common

Cartan subalgebra of g.

Proof. Let r = (p ∩ q) + nil (q). Then, by Proposition 2.2.46, r is a parabolic subalgebra

of g contained in q; whence r /nil (q) is a parabolic subalgebra of q /nil (q) . As any Cartan

subalgebra of r /nil (q) is a Cartan subalgebra of q /nil (q) , it contains z (q /nil (q)). Hence

there is an algebraic Weyl structure ξ̃ of q in p ∩ q uniquely modulo p ∩ nil (q). Similarly,

there is an algebraic Weyl structure ξ̃p of p in p ∩ q. As
[
ξ̃, ξ̃p

]
∈ nil (p) ∩ nil (q) and ad (ξp)

is invertible on nil (p) ∩ nil (q), there exists x ∈ nil (p) ∩ nil (q) such that
[
ξ̃, x
]

=
[
ξ̃, ξ̃p

]
.

Now let ξ̃q := ξ̃ − x. Then ξ̃q is an algebraic Weyl structure of q which commutes with ξ̃p.

The span of ξ̃p and ξ̃q consists only of semisimple elements in g; whence it lies in a Cartan

subalgebra t of g. Since all elements of t commutes with ξ̃p and ξ̃q, so t ⊆ p ∩ q.

Corollary 2.2.48. If g is semisimple and p and q are parabolic subalgebras of g. Then

g = p + q if and only if there exists a parabolic subalgebra p̂ of g complementary to p and

co-standard with q.

Proof. Assume that g = p + q. Given an admissible trace form on g, then p⊥ ∩ q⊥ =

(p + q)⊥ = {0}. By Proposition 2.2.47, choose an algebraic Weyl structure ξ̃ of p in p ∩ q

and determine p̂ be the parabolic subalgebra of g complementary to p by using ξ̃. Since

p⊥ ∩ q⊥ = {0}, thus q⊥ has nonnegative eigenvalues for ξ̃. Therefore q⊥ ⊆ p̂. This implies

that p̂ and q are co-standard.

Conversely, let p̂ be a parabolic subalgebra of g complementary to p and co-standard

with q. Then q⊥ ⊆ p̂ and p⊥ ∩ p̂ = {0}. So p⊥ ∩ q⊥ = {0}. This implies that

g = {0}⊥ =
(
p⊥ ∩ q⊥

)⊥
= p + q.

Remark 2.2.49. The parabolic subalgebras p̂ complementary to p are parametrized by alge-

braic Weyl structures in p; in particular, p̂ contains a Cartan subalgebra t if and only if the

algebraic Weyl structure which parametrizes p̂ is contained in t.
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By Corollary 2.2.48, we have that if g is semisimple and p is parabolic subalgebra of

g, then a minimal parabolic subalgebra p′ is weakly opposite to p if and only if there is a

parabolic subalgebra containing p′ such that it is complementary to p.

2.2.4 Split semisimple Lie algebras

In this section, we will study some aspects of split semisimple Lie algebras over a field of

characteristic zero. Assume, throughout this section, that F is a field of characteristic zero.

Definition 2.2.50. A Cartan subalgebra t of a finite-dimensional Lie algebra g over F is said

to be splitting if the eigenvalues of ad (x) are in F for all x ∈ t. A split semisimple

Lie algebra g over a field F is a semisimple Lie algebra containing a splitting Cartan

subalgebra.

Remark 2.2.51. If F is algebraically closed, any finite-dimensional Lie algebra is split and

any Cartan subalgebra is splitting.

Let g be a finite-dimensional split semisimple Lie algebra over F and t be a splitting

Cartan subalgebra of g. As g is semisimple, we automatically have {ad (x) |x ∈ t} is simul-

taneously diagonalizable. It gives a vector space decomposition, called the root space

decomposition, of g:

g = t⊕
⊕
α∈(t)∗

gα

where gα := {x ∈ g |[t, x] = α (t)x for all t ∈ t}. The Jacobi identity yields [gα, gβ] ⊆ gα+β

and [gα, g−α] ⊆ t for all α, β ∈ t∗. Since the Killing form κ of g is invariant, we have

0 = κ ([t, gα] , gβ) + κ (gα, [t, gβ]) = κ (αgα, gβ) + κ (gα, βgβ) = (α+ β)κ (gα, gβ) ,

for any α, β ∈ t?. Consequently, if α 6= −β, then κ (gα, gβ) = 0. Each α ∈ (t)∗ \{0} , such

that gα 6= {0}, is called a root of g. Denote R (g, t) the set of all roots of g with respect to

t. For convenient, write R for R (g, t). Clearly R is finite. Then the root space composition

of g is actually in the form

g = t⊕
⊕
α∈R

gα.

For each α ∈ R, the space gα is called a root space of g and dim (gα) = 1. Since the

Killing form is non-degenerate, therefore, for any root α of g, we can associate the unique
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element tα of t such that

α (t) = κ (tα, t) ,

for all t ∈ t.

For any Lie subalgebra s of g containing t, we have

s = t⊕
⊕
α∈Rs

gα,

whereRs := {α ∈ R |gα ⊆ s}, because dim (gα) = 1 for all α ∈ R; moreover,Rs is additively

closed since s is a Lie subalgebra. The additively closed property of subsets of R plays an

important role in determining a Lie subalgebra of g as we shall see in the following.

Proposition 2.2.52. For any additively closed subset A of R and any subspace t′ of t

containing tA∩−A =
∑

α∈A∩−A
tα, the subspace

s := t′ ⊕
⊕
α∈A

gα

is a Lie subalgebra of g. Furthermore, s is semisimple if and only if A = −A and t′ = tA∩−A,

and s is solvable if and only if A ∩ (−A) = ∅.

Proof. See [Bou05], Chapter VIII, §3.1, Proposition 1 and Proposition 2.

Let t?Q be the Q-space spanned by the roots. Then t?Q ⊆ t?. It was shown (see [Jac79],

Chapter IV, Section 2) that R is a root system in the vector space t?Q, called the root

system in g with respect to t. Let ∆ ⊆ R be a simple system and the set R+ be the

positive root system of R corresponding to ∆ as in Theorem 2.1.11. Define the set of

fundamental weights {λi ∈ t?|1 ≤ i ≤ |∆|} be such that

λi
(
tαj

)
= δij , αj ∈ ∆. (2.2.4)

The Weyl group W (R) of R is then the subgroup of Aut
(
t?Q

)
generated by {sα |α ∈ ∆},

where sα is the reflection of α in t?. As already discussed in the end of Section 2.1.2, W (R)

is a Coxeter group with a simple system s : ∆→W (R). The nodes of the Coxeter diagram

of W (R) correspond to elements of ∆. The Dynkin diagram Dg of g is constructed

from the Coxeter diagram of W (R) by replacing all the edges labelled by 3, 4, and 6 with
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single, double, and triple edges, respectively, and decorating with an arrow on double and

triple edges pointing toward the shorter roots. In particular, the Dynkin diagram of a split

simple Lie algebra over arbitrary field of characteristic zero is of type An where n ≥ 1, Bn

where n ≥ 2, Cn where n ≥ 3, Dn where n ≥ 4, G2, F4, E6, E7, or E8 (see [Jac79], Chapter

IV, Section 6).

Remark 2.2.53. Suppose that g is reductive. Then, by Corollary 2.2.27, g = z (g)⊕ s, where

s is a semisimple Lie algebra. We may allow using the Dynkin diagram Ds to represent g,

i.e., Dg = Ds, but the reader need to keep in mind that g is also equipped with z (g).

Since R+ is a maximal additively closed subset of R such that R+ ∩−R+ = ∅, then, by

Proposition 2.2.52, any subalgebra b of g of the form

b := t⊕
⊕
α∈R+

gα,

is a Borel subalgebra of g. Conversely, a Borel subalgebra b of g containing t determines

a maximal additively closed subset A of R such that A ∩ −A = ∅. Then A is a positive

root system. Theorem 2.1.11 implies that there is a unique simple system contained in

A. Therefore the Borel subalgebras b containing t correspond bijectively to the simple

systems ∆ := ∆(t,b) of R. Note that, with respect to the Killing form of g, we have

b⊥ =
⊕
α∈R+

gα = nil (b) ⊆ b. Therefore every Borel subalgebra of g is a parabolic subalgebra.

Let p be a parabolic subalgebra of g containing t. Then

p = t⊕
⊕
α∈Rp

gα,

and, with respect to the Killing from of g,

p⊥ =
⊕

α∈Rp\(−Rp)

gα

is a nilpotent ideal of p. Since Rp ∩ (−Rp) is additively closed, so by Proposition 2.2.52,

p̃0 := t⊕
⊕

α∈Rp∩(−Rp)

gα

is a Lie subalgebra of g. Notice that p = p̃0 ⊕ p⊥. By Corollary 2.2.40, p̃0
∼= p

/
p⊥ is
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reductive. We call p̃0 the Levi subalgebra of p with respect to t.

Proposition 2.2.54. If p is a parabolic subalgebra of g containing a splitting Cartan subal-

gebra t of g, then p⊥ = nil (p).

Proof. Let p is a parabolic subalgebra of g containing a splitting Cartan subalgebra t of g.

Since p⊥ is a nilpotent ideal of p, so p⊥ ⊆ nil (p). Notice that t ⊆ p \nil (p) . Thus it is

sufficient to show that gα ( nil (p) for all α ∈ Rp \(−Rp) . Let α ∈ R. Then gα + p⊥ is a

subalgebra of p but not an ideal of p because if x ∈ g−α, then

[
x, gα + p⊥

]
= [x, gα] +

[
x, p⊥

]
⊆ tα + p⊥,

where tα = [gα, g−α] ⊆ t . Therefore p⊥ = nil (p).

The following Lemma gives us an idea to characterize parabolic subalgebras containing

t by using a certain subset of R.

Lemma 2.2.55. Let A ⊆ R. There exists a parabolic subalgebra p of g containing t with

Rp = R\A if and only if A ∩ (−A) = ∅ and R\A is additively closed.

Proof. Assume that A∩(−A) = ∅ andR\A is additively closed. Then A is additively closed;

for α, β ∈ A such that α+β ∈ R, suppose that α+β /∈ A, then α = (α+ β)+(−β) ∈ R\A

which is a contradiction because −β ∈ −A ⊆ R\A . Let p := t ⊕
⊕

α∈R\A

gα. Then, by

Proposition 2.2.52, p is a Lie subalgebra of g. Moreover, p⊥ ⊆
⊕
α∈−A

gα. Since A∩ (−A) = ∅,

p⊥ is a nilpotent subalgebra of p.

Conversely, let p is a parabolic subalgebra of g. Denote A := R\Rp . Then R\A =

Rp is additively closed. Suppose, for a contradiction, that A ∩ (−A) 6= ∅. Assume that

α ∈ A ∩ (−A). Then g±α * p but g±α ⊆ p⊥. This implies that p⊥ * p, a contradiction.

Therefore A ∩ (−A) = ∅.

Remark 2.2.56. Let p be a parabolic subalgebra p of g containing t. Then Lemma 2.2.55

tells us the subset A := R\Rp have the property that A∩−A = ∅. Since R\A is additively

closed, so is R\(−A) . Hence, by the proof of Lemma 2.2.55, we see that

p̂ := t⊕
⊕

α∈R\(−A)

gα = t⊕
⊕

α∈−Rp

gα
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is a parabolic subalgebra of g containing t. Moreover, p̃0 = p ∩ p̂ = t ⊕
⊕

α∈Rp∩(−Rp)

gα is a

Levi subalgebra. Therefore p and p̂ are complementary.

Corollary 2.2.57. Any parabolic subalgebra p of g containing t contains a Borel subalgebra

containing t.

Proof. Let p be a parabolic subalgebra of g containing t. By Lemma 2.2.55, there exists a

subset A ∈ R such that R\A = Rp where A∩ (−A) = ∅ and R\A is additively closed. For

any α ∈ R\(A ∪ (−A)) , one can construct an additively closed subset B of R containing

both −A and α such that B∩−B = ∅. Let A′ be the maximal additively closed subset of R

containing −A such that A′∩−A′ = ∅ and A′∪−A′ = R, i.e., A′ is a positive root system of

R. Then b = t⊕
⊕
α∈A′

gα is a Borel subalgebra contained in p because A′ ⊆ R\A = Rp.

Remark 2.2.58. Given a Borel subalgebra b of g containing t. Therefore Lemma 2.2.55 tells

us that the parabolic subalgebras p containing b, called standard parabolic subal-

gebras, correspond bijectively to the subsets ∆(t,b) ∩ (R\(−Rp)) of the simple system

∆(t,b). Thus the parabolic subalgebras p containing b correspond bijectively to the dec-

orated Dynkin diagrams Dp; the decoration of the Dynkin diagram is obtained by

crossing the vertices corresponding to the simple roots in ∆(t,b) ∩ (R\(−Rp)). Note that

if g is reductive, we still be able to use the same terminology for the decorated diagram

representing its parabolic subalgebras because parabolic subalgebras of g contain z (g).

According to Remark 2.2.53, we also represent the Levi subalgebra p̃0 (and the Levi

factor p0) of a standard parabolic subalgebra p by the Dynkin diagram of its semisimple

part which is a sub-diagram of Dg obtained from removing all the crossed nodes in Dp and

edges adjacent to it. The number of crossed nodes in Dp is equal to the dimension of the

center of p̃0.

Lemma 2.2.59. Let p and q be parabolic subalgebras of g containing a splitting Cartan

subalgebra t. Then g = p+q if and only if p contains a Borel subalgebra of g complementary

to one contained in q.

Proof. Suppose that p contains a Borel subalgebra b complementary to a Borel subalgebra

b̂ contained in q. Then g = b + b̂ ⊆ p + q.

Conversely, assume that g = p + q. Let R be the root system in g with respect to t. By

Corollary 2.2.48, p̂ = t ⊕
⊕

α∈−Rp

gα is a parabolic subalgebra of g complementary to p but
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co-standard with q. Then p̂∩q is a parabolic subalgebra, and so by Corollary 2.2.57, there is

a positive root system R+ of R such that R+ ⊆ Rp̂∩Rq = (−Rp)∩Rq. Hence −R+ ⊆ Rp.

Therefore b̂ = t⊕
⊕

α∈−R+

gα is a Borel subalgebra contained in p and complementary to the

Borel subalgebra b = t⊕
⊕
α∈R+

gα ⊆ q.

Remark 2.2.60. Assume that p and q are parabolic subalgebras of g containing the splitting

Cartan subalgebra t. Denote r := (p ∩ q) + q⊥. Then we have seen that the nilradical of r is

r⊥ =
(
p⊥ ∩ q

)
+q⊥ (see Equation (2.2.3)). We now compute r̃0. Since t ⊆ p∩q, hence t ⊆ r.

Let R be the root system in g with respect to t. Consider the root space decomposition of

r:

r = t⊕

 ⊕
α∈Rp∩Rq

gα+
⊕

α∈R
q⊥

gα

 .

So

R = (Rp ∩Rq) ∪Rq⊥

=
(
Rp ∩Rq̃0

)
tRq⊥

=
(
Rp̃0 ∩Rq̃0

)
t
(
Rp⊥ ∩Rq̃0

)
tRq⊥ .

Since
(
Rp⊥ ∩Rq̃0

)
tRq⊥ =

(
Rp⊥ ∩Rq

)
∪Rq⊥ , we have Rr =

(
Rp̃0 ∩Rq̃0

)
t
(
Rp⊥ ∩Rq

)
∪

Rq⊥ . Consider

(
Rp⊥ ∩Rq

)
∩ −

(
Rp⊥ ∩Rq

)
⊆ Rp⊥ ∩ −Rp⊥ = ∅,(

Rp⊥ ∩Rq

)
∩ −Rq⊥ =

(
Rp⊥ ∩Rq

)
∩ (−Rq \Rq ) = ∅,

Rq⊥ ∩ −Rq⊥ = ∅.

Hence if x ∈
(
Rp⊥ ∩Rq

)
∪Rq⊥ , then −x /∈

(
Rp⊥ ∩Rq

)
∪Rq⊥ . This implies that

Rr̃0 = Rp̃0 ∩Rq̃0 and Rr⊥ =
(
Rp⊥ ∩Rq

)
∪Rq⊥ .

Therefore r̃0 = p̃0 ∩ q̃0.

Example 2.2.61. Let V be an n-dimensional vector space and g := pgln (V ) and . Let

p and q be maximal parabolic subalgebras of g such that p 6= q and r := (p ∩ q) + q⊥.
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According to Proposition 2.2.47, we can choose t ⊆ p ∩ q a Cartan subalgebra.

In the case that p and q are co-standard, we choose a suitable basis {ei |1 ≤ i ≤ n} of V

so that p and q are standard parabolic subalgebra. Then there are two sequences of nested

subspaces

{0} ⊂ U ⊂ V and {0} ⊂W ⊂ V

where U := 〈e1, . . . , es〉 and W := 〈e1, . . . , et〉, such that their stabilizers in g are p and q,

respectively. p (resp. q) consists of upper-triangular block diagonal matrices of the form

 A1 ∗

0 A2

 resp.

 B1 ∗

0 B2


where A1 and A2 (resp. B1 and B2) are respectively s× s and (n− s)× (n− s) (resp. t× t

and (n− t)× (n− t)) blocks. Thus the Lie subalgebra r consisting of upper-triangular block

diagonal matrices of the form


M1 ∗ ∗

0 M2 ∗

0 0 M3

 if s < t

where M1, M2, and M3 are respectively s× s, (t− s)× (t− s), and (n− t)× (n− t) blocks

if s < t, or respectively t × t, (s− t) × (s− t), and (n− s) × (n− s) blocks if s > t, is a

standard parabolic subalgebra. Moreover, we see that r is the stabilizer in g of the sequence

of nested subspaces

{0} ⊂ U ⊂W ⊂ V if s < t or {0} ⊂W ⊂ U ⊂ V if s > t.

In the case that g = p + q, we choose a suitable basis {ei |1 ≤ i ≤ n} of V so that

q are standard parabolic subalgebra and, by Lemma 2.2.59, p contain the complementary

standard Borel subalgebra. Then there are two sequences of nested subspaces

{0} ⊂ U ⊂ V and {0} ⊂W ⊂ V

where U := 〈en−s+1, . . . , en〉 and W := 〈e1, . . . , et〉, such that their stabilizers in g are p

and q, respectively. p (resp. q) consists of lower-triangular (resp. upper-triangular) block
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diagonal matrices of the form

 A1 0

∗ A2

 resp.

 B1 ∗

0 B2


where A1 and A2 (resp. B1 and B2) are respectively (n− s)× (n− s) and s× s (resp. t× t

and (n− t) × (n− t)) blocks. Thus the Lie subalgebra r consists of block matrices of the

form 
M1 ∗ ∗

0 M2 0

0 ∗ M3

 if U ∩W = {0}

where M1, M2, and M3 are respectively t× t, (n− s− t)× (n− s− t), and s× s blocks, or


M1 0 ∗

∗ M2 ∗

0 0 M3

 if U +W = V

where M1, M2, and M3 are respectively (n− s) × (n− s), (s+ t− n) × (s+ t− n), and

(n− t) × (n− t) blocks. Moreover, we see that r is the stabilizer in g of the sequence of

nested subspaces

{0} ⊂W ⊂ U +W ⊂ V if U ∩W = {0} ,

or

{0} ⊂ U ∩W ⊂W ⊂ V if U +W = V.

Remark 2.2.62. From Example 2.2.61, r is in general the stabilizer in g of the sequence of

nested subspaces

{0} ⊆ U ∩W ⊆W ⊆ U +W ⊆ V.

2.3 Algebraic groups

This section, we introduce algebraic groups from the functorial viewpoint review the ba-

sic results (without proof), and discuss a method for passing from algebraic groups to Lie

algebras. We also discuss about algebraic subgroups of an algebraic group and their corre-

sponding Lie algebras that are needed later in this thesis. For more details about algebraic
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groups, we refer the reader to [Ayo], [Mil12a], and [Mil11]. Here we define algebraic groups

over an arbitrary field F, otherwise stated, and state some basic properties of them.

2.3.1 Basic definitions and properties

Definition 2.3.1. An algebra over a commutative ring R or an R-algebra is an R-

module A together with a map, called the multiplication map, m : A × A → A such that

(A,m) is a commutative ring and m is R-bilinear, i.e., for all a, b ∈ A and r ∈ R

r · (ab) = (r · a) b = a (r · b) ,

where · denotes the R-action on A.

We say that an R-algebra A is finitely generated if it is isomorphic to the quotient of

a polynomial algebra R [X1, X2, . . . , Xn]. If A is a finitely generated R-algebra, we denote

spm (A) :=
{
A′ ( A

∣∣A′ is a maximal ideal of A
}
,

endowed with the topology for which the closed sets are those of the form

{
A′ ∈ spm (A)

∣∣A′ ⊇ A′′} ,
for any ideal A′′ in A.

Definition 2.3.2. An algebraic group over a field F is a functor G : AlgF → Grp from

F-algebras to groups such that its composition with the forgetful functor F : Grp → Set is

representable, i.e., there exists a natural isomorphism such that

F ◦G ∼= HomAlgF (A,−) ,

for some finitely generated F-algebra A. Any such A is called the coordinate ring of

G and we will denote it by O (G).

An algebraic subgroup (resp. normal algebraic subgroup) H of an algebraic

group G is a subfunctor of G such that H (A) is a subgroup (resp. normal subgroup) of

G (A), for all A ∈ AlgF, and O (H) is a quotient of O (G).
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Remark 2.3.3. [Mil12a], Chapter IX, Theorem 2.1, Theorem 4.4, and Theorem 5.1 show that

the standard isomorphisms in group theory hold for algebraic groups.

Example 2.3.4. (Examples of algebraic groups)

1. Let Ga be the functor from AlgF to Grp given by A 7→ (A,+). Then

F ◦Ga (A) ∼= HomAlgF (F [x] , A) .

Then Ga is an algebraic group, called the additive group.

2. Let Gm be the functor from AlgF to Grp given by A 7→ (A×,m), where A× is the

group of elements with a multiplicative inverse in A. Then

F ◦Gm (A) ∼= HomAlgF

(
F [x, y]

(xy − 1)
, A

)
.

Then Gm is an algebraic group, called the multiplicative group.

3. Let GLn be the functor from AlgF to Grp sending an F-algebra A to the set of all

invertible n× n matrices with entries in A. Then

F ◦GLn (A) ∼= HomAlgF

(
F [x11, x22, . . . , xnn, y]

(det (xij) y − 1)
, A

)
,

where det (xij) =
∑
σ∈Sn

sign (σ) ·x1σ(1) · · ·xnσ(n). Therefore GLn is an algebraic group, called

the general linear group.

Let G be an F-algebraic group. For any g ∈ G (F),

g : O (G)→ F;

we let O (G)ker(g) be the ring of fractions obtained from O (G) by inverting the elements of

the set {f ∈ O (G) |f (g) 6= 0}.

Definition 2.3.5. An algebraic group G is said to be finite if O (G) is a finite F-algebra,

i.e., finitely generated as a vector space. An algebraic group G is said to be smooth if

spm (O (G)) is smooth, i.e., Fal⊗FO (G) is regular (see [Mil12a], Chapter VI, 7.3), where Fal

is an algebraic closure of F. An algebraic group G is said to be connected if spm (O (G))

is connected (as a topological space). The identity component of G is denoted by G◦.
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Theorem 2.3.6. Every algebraic group over a field of characteristic zero is smooth.

Proof. [Mil12a], Chapter VI, Theorem 9.3.

Let G be an algebraic group over F. Let R be an F-algebra. An R-algebra A can be

regard as an F-algebra, thus

GR : AlgR → Grp;A 7→ G (A)

is a functor. If G is an algebraic group, then so is GR with the coordinate ring O (GR) =

R⊗F O (G) because, for any A ∈ AlgR,

HomAlgF (O (GR) , A) ∼= HomAlgF (R⊗F O (G) , A) .

The algebraic group GR is an extension by scalars of G.

Definition 2.3.7. Let G and G′ be algebraic groups. a map f : G→ G′ is an algebraic

group homomorphism if it is a natural transformation of functors and f (A) : G (A)→

G′ (A) is a group homomorphism for all A ∈ AlgF.

Proposition 2.3.8. For any algebraic group homomorphism f : G → G′, there is an alge-

braic group N of G such that

N : AlgF → Grp;A 7→ Ker
(
f (A) : G (A)→ G′ (A)

)
and its coordinate ring is O (G) /IG′O (G) , where IG′ is the kernel of the identity element

ε : O (G′)→ F of G′ (F), and IG′O (G) is the ideal generated by its image in O (G).

Proof. See [Mil12a], Chapter VII, Proposition 4.1.

Remark 2.3.9. The algebraic group N is called the kernel of the homomorphism f .

Definition 2.3.10. An algebraic group homomorphism f : G→ G′ is said to be surjec-

tive if for every F-algebra A′ and g′ ∈ G′ (A′), there exists a faithfully flat A′-algebra A,

i.e., taking the tensor over A′ with A through a sequence gives an exact sequence if and only

51



2.3. Algebraic groups

if the original sequence is exact, and g ∈ G (A) mapping to the image of g′ in G′ (A).

G (A)
f(A) // G′ (A) ∃g � // ?

G (A′)
f(A′)

//

OO

G′ (A′)

OO

g′.
_

OO

A surjective algebraic group homomorphism f : G → G′ with the kernel N is called the

quotient of G by N , and G′ is denoted by G /N .

Proposition 2.3.11. If f : G → G′ and f ′ : G → G′′ are quotient maps with the same

kernel. Then there is a unique algebraic group isomorphism u : G′ → G′′ such that u◦f = f ′.

Proof. See [Mil12a], Chapter VII, Corollary 7.9.

Proposition 2.3.11 implies that the quotient is uniquely determined up to a unique alge-

braic group isomorphism.

Proposition 2.3.12. Quotients of smooth algebraic groups over a field are smooth algebraic

groups.

Proof. [Mil12a], Chapter VII, Proposition 10.1 and Chapter VIII, Proposition 8.6.

Theorem 2.3.13. For any normal algebraic subgroup N of an algebraic group G, there

exists a quotient map with the kernel N .

Proof. See [Mil12a], Chapter VIII, Theorem 19.4.

Definition 2.3.14. A linear representation of G on an F-vector space V is an

algebraic group homomorphism r : G→ GLV , where

GLV : AlgF → Grp;A 7→ GL (A⊗F V ) .

Let r : G → GLV be a representation of G, and let W be a vector subspace of V . The

functor

StabG (W ) : AlgF → Grp

A 7→ {g ∈ G (A) |g · (A⊗F V ) = A⊗F V }
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is an algebraic subgroup of G (see [Mil12a], Chapter VIII, Proposition 12.1)

For a subgroup H of an F-algebraic group G and g ∈ G (A), let gH : AlgF → Grp be a

functor defined by
gH (A) := g ·H (A) · g−1,

for all A ∈ AlgF. Define

NG (H) : AlgF → Grp

A 7→ {g ∈ G (A) |gH (A) = H (A)} .

Proposition 7.39, Chapter I in [Mil11] shows that NG (H) is an algebraic subgroup of G.

For each n ∈ NG (H), we have a natural transformation

in : H (A)→ H (A) : h 7→ nhn−1,

of H. Define

ZG (H) : AlgF → Grp

A 7→ {n ∈ NG (H) (A) |in = idH } .

Proposition 7.44, Chapter I in [Mil11] shows that ZG (H) is an algebraic subgroup of G if

H is locally free.

Definition 2.3.15. For any locally free subgroup H of an F-algebraic group G, the F-

algebraic group NG (H) is called the normalizer of H in G and the F-algebraic group

ZG (H) is called the centralizer of H in G.

2.3.2 Lie algebras of algebraic groups

Let G be an algebraic group over a field F, and let F [ε] := F [x]
/(
x2
)
be the ring of dual

numbers. Then F [ε] = F⊕ Fε as a vector space. We have a short exact sequence

0 // F i // F [ε]
π // F // 0 ,
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where i (a) = a+ 0ε, and π (a+ bε) = a, and so

0 // G (F)
G(i) // G (F [ε])

G(π) // G (F) // 0 .

Denote

Lie (G) := ker (G (π) : G (F [ε])→ G (F)) .

Remark 2.3.16. Lie (G) is the tangent space of O (G) at 1G.

Proposition 2.3.17. Let F′ be a field containing F. Then Lie (GF′) ∼= F′ ⊗F Lie (G).

Proof. [Mil12a], Chapter XI, Proposition 6.1.

Proposition 1.11 in [Mil11] shows that Lie (G) has the structure of F-vector space. More-

over, Lie is a functor from the category of algebraic groups to the category of F-vector spaces.

For any F-algebra A, we have an exact sequence

0 // A
i // A [ε]

π // A // 0 ,

where i (a) = a+ 0ε, and π (a+ bε) = a, and so

0 // G (A)
G(i) // G (A [ε])

G(π) // G (A) // 0 .

Let g (A) := ker (G (π) : G (A [ε])→ G (A)), where A [ε] := F [ε]⊗FA ∼= A [X]
/(
X2
)
. Then

g (A) ∼= A⊗F g (F) (See [Mil11], Chapter II, Remark 1.29). Define

Ad : G (A)→ Aut (g (A)) ,

where Ad (g) (x) = (G (i) (g)) · x · (G (i) (g))−1, for all g ∈ G (A) and x ∈ g (A). Then

Ad (g) ∈ Aut (g (A)). This gives a natural transformation, called the adjoint map,

Ad : G→ Aut (g) = GLg,

i.e., it is a homomorphism of algebraic groups. By applying the functor Lie to the algebraic

group homomorphism, we have a homomorphism of vector spaces

ad := Lie (Ad) : Lie (G)→ Lie (GLg)
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In [Mil12a], Chapter XI, Section 8, it is shown that ad defines a Lie bracket on Lie (G), and

so Lie (G) is a Lie algebra.

Definition 2.3.18. The Lie algebra of an algebraic group G is the vector space

Lie (G) := ker (G (π) : G (F [ε])→ G (F)) ,

together with the Lie bracket [·, ·] : Lie (G)× Lie (G)→ F; (x, y) 7→ [x, y] := ad (x) (y) .

For a standard convention, we will write g for Lie (G), h for Lie (H), and so on.

Example 2.3.19. Let G = GLn and In be the identity n×n matrix. For any n×n matrix

A,

In + εA ∈ GLn (F (ε)) ,

and

(In + εA) (In − εA) = In.

Thus In + εA ∈ Lie (GLn). Moreover,

gln := Lie (GLn) = {In + εA |A ∈Mn } ∼= Mn,

where Mn : AlgF → Grp;A 7→ Mn (A) is a functor sending F-algebra A to the set of all

invertible n × n matrices with entries in A. Then gln is a Lie algebra over F, with the Lie

bracket [A,B] = AB −BA.

Definition 2.3.20. Let G be a connected algebraic group over a field of characteristic zero.

Then G is said to be unipotent, solvable, reductive, semisimple, or simple if

its Lie algebra g is nilpotent, solvable, reductive, semisimple, or simple, respectively.

Example 2.3.21. The algebraic group GLn is reductive. Its quotient by its center,

PGLn := GLn /Gm

is semisimple.

Definition 2.3.22. Let g be a Lie algebra over F. The algebraic adjoint group of

the Lie algebra g is the smallest algebraic subgroup of GL (g) where its Lie algebra contains

ad (g).

55



2.3. Algebraic groups

Theorem 2.3.23. Assume that F is an algebraically closed field of characteristic zero. For

every finite-dimensional Lie algebra g over F, there exists a connected algebraic group G with

the unipotent centre such that Lie (G) = g.

Proof. See [Hoc71].

Proposition 2.3.24. For any F-algebraic group G,

(1) dim (Lie (G)) ≥ dim (G), with the equality if and only if G is smooth.

(2) If V is a representation of G and W ⊆ V , then

Lie (StabG (W )) = StabLie(G) (W ) .

In particular, if W is stable under G, then it is stable under Lie (G).

Proof. (1)[Mil12a], Chapter XI, Proposition 16.2. (2) [Mil12a], Chapter XI, Proposition

16.15 and Corollary 16.16.

Proposition 2.3.25. Let G, K, and Q be algebraic groups over a field F of characteristic

zero. If

1 // K // G // Q // 1

is exact, then

0 // Lie (K) // Lie (G) // Lie (Q) // 0

is exact.

Proof. [Mil12a], Chapter XI, Proposition 16.7.

Theorem 2.3.26. Let G be a connected algebraic group over a field F of characteristic zero.

Then we have that :

(1) The correspondence H 7→ h := Lie (H) is injective and inclusion preserving between

the collection of closed connected subgroups H of G and the collection of their Lie algebras,

regarded as subalgebras of g := Lie (G).

(2) Let f and f ′ are algebraic group homomorphism from G to an F-algebraic group H.

If Lie (f) = Lie (f ′), then f = f ′.

Proof. [Mil12a], Chapter XI, Theorem16.11 and Proposition 16.13.
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Definition 2.3.27. A splitting torus is an algebraic group isomorphic to a finite

product of copies Gm. A torus is an algebraic group T such that TFs is a split torus. A

maximal torus of an algebraic group is a subgroup which is a torus and is maximal

among all tori contained in G.

Theorem 2.3.28. Let G be a split reductive algebraic group, i.e., a reductive algebraic

group containing a splitting maximal torus . All split maximal tori in G are conjugate by an

element of G (F).

Proof. [Mil11], Chapter V, Theorem 2.19.

Definition 2.3.29. Let G be a reductive algebraic group over a field F and let T be a

maximal torus of G. The quotient

W (G,T ) := NG (T ) (F) /T (F)

is called a Weyl group of G.

Definition 2.3.30. A Borel subgroup of an F-algebraic group G is a smooth subgroup

B such that BFal is a maximal smooth connected solvable subgroup GFal , where Fal is an

algebraic closure of F.

Theorem 2.3.31. Let G be a reductive group over a field F.

(1) If B is a Borel subgroup of G, then G /B is a projective variety.

(2) Any two Borel subgroups of G are conjugate by an element of G (Fal).

Proof. [Mil11], Chapter V, Theorem 3.21.

Corollary 2.3.32. Let g be a finite-dimensional Lie algebra over an algebraically closed field

F of characteristic zero and G be a connected algebraic group over F with the Lie algebra g.

Any two Borel subalgebras of g are conjugate by an element Ad (g) for some g ∈ G.

Proof. This is a consequence of Theorem 2.3.31, (2).

Theorem 2.3.33. (Bruhat decomposition) Let G be a split connected reductive algebraic

group over a field F. Let B be a Borel subgroup of G and T be a maximal splitting torus of

G contained in B. Then

G =
⊔

ω∈W (G.T )

BωB

57



2.3. Algebraic groups

where ω ∈ NG (T ) is a representative of ω. In particular, each BωB, where ω ∈ W (G.T ),

is called Bruhat cells.

Proof. [Spr98], Theorem 8.3.8.

Remark 2.3.34. Since B = UT , where U is the unipotent radical of B, if ω0 is the longest

element in W (G,T ), then

Bω0B = UTω0B = Uω0TB = Uω0B = ω0U
−B

where U− is the unipotent radical of the Borel subgroupB− opposite toB. [Spr98], Corollary

8.3.11 shows that Bω0B is an open subset of G; it is called the big cell.

2.3.3 Parabolic subgroups of algebraic groups

In this section, we assume that F is algebraically closed and has characteristic zero.

Definition 2.3.35. Let G be a connected algebraic group over F. An algebraic subgroup

P of G is parabolic if it contains a Borel subgroup of G.

Theorem 2.3.36. Let G be a connected algebraic group over F. An algebraic subgroup P

of G is parabolic if and only if G /P is a projective variety,called a flag variety.

Proof. [Mil11], Chapter V, Theorem 3.27.

Proposition 2.3.37. Let G be a connected algebraic group over F. Two parabolic subgroups

containing the same Borel subgroup and conjugate under G (F) are equal.

Proof. Suppose that P is a parabolic subgroup of G such that

B ⊆ P ∩ gPg−1,

where B is a Borel subgroup ofG and g ∈ G (F). Then B∪gBg−1 ⊆ P . Since B is connected,

B and gBg−1 are Borel subgroups of P ◦. By Theorem 2.3.31, there exists p ∈ P ◦ (F) such

that B = pgBg−1p−1. Since NG (B) = B (see [TY05], Theorem 28.4.2), pg ∈ B (F) ⊆ P (F).

Therefore g ∈ P (F), and so P = gPg−1.

Suppose that G be a connected semisimple algebraic group. We choose B be a Borel

subgroup of G and T be a maximal torus of G contained in B. For any dominant weight
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λ ∈ t?, i.e. a non-negative linear combination of fundamental weights defined in Equation

(2.2.4), let Vλ be the irreducible G-representation with the highest weight λ and 1 ⊗F vλ a

highest weight vector. Then, for any A ∈ AlgF, the stabilizer of A ⊗F vλ in G (A) contains

B (A); thus it is a parabolic subgroup. Therefore we can obtained the flag varieties in terms

of the fundamental weights.
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Chapter 3

Incidence geometries and buildings

In this chapter, we will introduce the notion of a parabolic configuration which is a morphism

between two certain incidence geometries. We will also show how to construct parabolic

configurations from a given algebraic group.

3.1 Incidence systems and geometries

We recall some terminology on incidence systems and geometries. More detailed overviews

of incidence systems and geometries can be found in the books [BC13], [Bue95], and [Pas94]

Definition 3.1.1. An incidence system over a set N (of types) is a set A equipped
with a reflexive symmetric relation I ⊆ A × A, called the incidence relation, and a
surjective map t : A→ N , called the type function, such that for each a, b ∈ A,

if (a, b) ∈ I and t (a) = t (b) , then a = b. (3.1.1)

In particular, an incidence system A is said to be finite if |A| <∞. The cardinality of N

is called the rank of A.

Remark 3.1.2. By the property of an incidence system A over N , we have A is a disjoint

union of fibres

Ai := t−1 (i) ,
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and I is a disjoint union of incidence relations between elements of types

Iij := I ∩ (Ai × Aj) ⊆ Ai × Aj ,

for i, j ∈ N .

One may think of an incidence system A over N as an N -partite graph on A defined by

the incidence relation. An incidence system A is said to be connected if its incidence graph

is connected.

Example 3.1.3. Let V be a vector space of dimension n ≥ 2 over a field F and Proj (V ) be

the set of nonzero, proper subspaces of V . Define

I = {(a, b) ∈ Proj (V )× Proj (V ) |a ⊆ b or b ⊆ a}

and t : Proj (V ) → [n] := {1, 2, . . . , n− 1}, a 7→ dim (a). Then Proj (V ) is an incidence

system over N called the projective incidence system of V .

Definition 3.1.4. Let A and A′ be incidence systems over N . A strict incidence

system morphism ψ from A to A′ is a morphism from A to A′ preserving the incidence

relation and types, i.e., for all a, b ∈ A, if (a, b) ∈ I then (ψ (a) , ψ (b)) ∈ I′, and the following

diagram commutes:

A

t   

ψ // A′

t′~~
N.

Remark 3.1.5. If ψ : A −→ A′ is a strict incidence system morphism between incidence

systems over N , then by the property of ψ, we have

ψi := ψ |Ai
: Ai → A′i,

and

ψij := (ψi, ψj) |I : Iij → I′ij ,

for i, j ∈ N .

In particular, the identity morphism id : A → A is a strict incidence system morphism

and the composition of strict incidence system morphisms ψ : A → A′ and ψ′ : A′ → A′′,
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defined by

ψ′ ◦ ψ : A → A′′

a 7→ ψ′ (ψ (a)) ,

is again a strict morphism. Thus the incidence systems over N together with their strict

morphisms form a category called the category of incidence systems over N ,

denoted by ISysN . Note that a strict isomorphism is not just a bijective morphism. Indeed,

we have the following.

Lemma 3.1.6. Let A and A′ be incidence systems over N . A map ψ : A −→ A′ is a strict
incidence system isomorphism if and only if ψi and ψij are bijective for all i, j ∈ N .

Proof. Assume that ψ is a strict incidence system isomorphism. By remark 3.1.5, for each

i, j ∈ N , the subscripts i and ij may be respectively considered as functors A → Ai and

A→ Iij from the category of incidence systems A over N to the categories of sets. Therefore

if ψ : A −→ A′ is an incidence system isomorphism, then both ψi and ψij are bijective for

all i, j ∈ N because Ai and Iij are functorial.

Conversely, assume that ψi and ψij are bijective for all i, j ∈ N . We will show that

ψ : A −→ A′ is a strict incidence system isomorphism. Define ψ′ : A′ −→ A be a map such

that ψ′i is the inverse of ψi for all i ∈ N . Let i, j ∈ N . If (a′, b′) ∈ I′ij , then there exists

(a, b) ∈ Iij such that ψij (a, b) = (a′, b′) because ψij is surjective; whence

ψ′ij
(
a′, b′

)
= ψ′ij ◦ ψij (a, b) =

(
ψ′i ◦ ψi (a) , ψ′j ◦ ψj (b)

)
= (a, b) ∈ Iij .

Hence ψ′ : A′ −→ A is a strict incidence system morphism. One can easily check that

ψ′ ◦ ψ = id : A→ A

ψ ◦ ψ′ = id : A′ → A′.

Therefore ψ : A −→ A′ is a strict incidence system isomorphism.

Therefore Aut (A) ⊆
∏
i∈N

Sym (Ai) where Aut (A) is the set of all incidence system auto-

morphisms of an incidence system A over N . Given an incidence system A over N and a
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map ν : N ′ → N , one can construct an incidence system over N ′ as follows: set

ν?Ai := Aν(i),

and

ν?Iij := Iν(i)ν(j).

Then the set ν?A :=
⊔
i∈N ′

ν?Ai is an incidence system over N ′ with the incidence relation

ν?I :=
⊔

i,j∈N ′
ν?Iij and the type function ν?t : ν?A→ N ′ given by ν?t (a) = i for all a ∈ ν?Ai

and i ∈ N ′.

Definition 3.1.7. Let A be an incidence system over N and ν : N ′ → N be a map. Then

the incidence system ν?A is called the pull back incidence system of A over N ′

induced by ν. In particular, if ν is the inclusion map of a subset N ′ ⊆ N , then ν?A ⊆ A;

whence we call ν?A an incidence sub-system of A over N ′, denoted precisely by (A)N ′ .

If ψ : A −→ A′ is a strict incidence system morphism between two incidence systems

over N and ν : N ′ → N is a map, then the map

ν?ψ : ν?A −→ ν?A′,

defined by

ν?ψi := ν?ψ |ν?Ai
= ψν(i) : Aν(i) → A′ν(i),

for all i ∈ N ′, is well-defined and preserves the incidence relation because ψ does; whence

ν?ψ is an incidence system morphism. Therefore ν? is a functor from ISysN to ISysN ′ .

We shall now use such functors to define an incidence system morphism between any two

incidence systems over different set of types.

Definition 3.1.8. Let A and A′ be incidence systems over N and N ′, respectively. An
incidence system morphism Ψ : A→ A′ over a map ν : N ′ → N is a strict incidence
system morphism ψ : ν?A→ A′. In particular, we say that the morphism Ψ is injective
(resp. surjective) if ψ : ν?A→ A′ is injective (resp. surjective).

Remark 3.1.9. A strict incidence system morphism between two incidence systems over N

is indeed an incidence system morphism over the identity map id : N → N .
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Notation 3.1.10. Denote Morν (A,A′) the set of all incidence system morphisms from A to

A′ over the map ν : N ′ → N . In particular, if ν = id, then we will write Mor (A,A′) instead

of Morid (A,A′).

If Ψ : A→ A′ and Ψ′ : A′ → A′′ are incidence system morphisms over maps ν : N ′ → N

and ν ′ : N ′′ → N ′ respectively, then we define that the composite morphism Ψ′ ◦Ψ : A→ A′′

over the map ν ◦ ν ′ : N ′′ → N is given by the strict incidence morphism

ψ′ ◦
(
ν ′
)?
ψ :
(
ν ′
)?

(ν? (A))→
(
ν ′
)? (

A′
)
→ A′′.

One can check that the composition of incidence system morphisms is associative, and so

incidence systems over arbitrary sets together with their incidence system morphisms over

arbitrary maps form a category called the category of incidence systems, denoted

by ISys.

Definition 3.1.11. Let A be an incidence system overN . A flag f of A is a set of mutually

incident elements of A. If f is a flag of A, then we say that f is of type t (f) := {t (x) |x ∈ f }

and of rank |t (f)|. A full flag of A is a flag of type N . The residue of a flag f of

A, denoted by Res (f) is a subset of A consisting of all x ∈ A \f such that (x, y) ∈ I for all

y ∈ f . The type of Res (f) is N \t (f) . We will denote the set of all flags of A by F (A).

Remark 3.1.12. Any flag f of A may be thought of as an injective map

f : t (f) −→ A,

such that t ◦ f = id : t (f)→ t (f) and (f (i) , f (j)) ∈ I for i, j ∈ t (f).

One can simply check that if f is a flag of an incidence system A over N , then Res (f)

is also an incidence system, called a residual incidence system, over N \t (f) .

Example 3.1.13. Let V be a vector space of dimension n ≥ 2 over a field F. A flag in

Proj (V ) (in Example 3.1.3) is a chain of subspaces W1 ⊆W2 ⊆ . . . ⊆Wk.

Definition 3.1.14. Let A be an incidence system over N . We call A flag regular if

every maximal flag of A is full and homogeneous if Aut (A) acts transitively on the flags

of all types, i.e., if f and f ′ are flags of A with t (f) = t (f ′), then there exists ψ ∈ Aut (A)

such that f ′ = ψ (f) := {ψ (x) |x ∈ f }. In particular, if there exists a subgroup G of Aut (A)
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which acts transitively on the flags of all types, then we say A is G-homogeneous; this

clearly implies A is homogeneous. If A is flag regular and homogeneous, then we say that A

is an incidence geometry over N .

Remark 3.1.15. The definition of “incidence geometry” used here is a little stronger than

what may be found in [BC13] because we impose that its automorphism group must acts

transitively on the flags of all types. However, it is still a geometry in the Buekenhout’s

sense.

Let A be a G-homogeneous incidence system over N . By using the orbit-stabilizer

theorem, we have that, for any i, j ∈ N , if x ∈ Ai and y ∈ Aj such that (x, y) ∈ Iij , then

∣∣∣(Res ({x}))j
∣∣∣ =

|StabG (x)|
|StabG (x) ∩ StabG (y)|

,

where StabG (a) := {g ∈ G |g · a = a} for all a ∈ A. Moreover, for any z ∈ Ai, there is g ∈ G

such that z = g · x, and so

(Res ({z}))j = {a ∈ Aj |(z, a) ∈ Iij }

= {g · a ∈ Aj |(x, a) ∈ Iij }

= g · (Res ({x}))j

because G ⊆ Aut (A); therefore
∣∣∣(Res ({x}))j

∣∣∣ =
∣∣∣(Res ({z}))j

∣∣∣. Hence each element in Ai is

incident with a certain number of elements in Aj . This tells us that the incidence structure

of the incidence sub-system A{i,j} is symmetric and we can explicitly write the incidence

structure as follows.

Definition 3.1.16. Let A be a incidence system over N and G be a subgroup of Aut (A)

such that Ai is G-homogeneous for all i ∈ N . For any i, j ∈ N , we will denote the incidence

sub-system (A) {i,j} of A by

a
c d

b ,

where |Ai| = a, |Aj | = b,
∣∣∣(Res ({x}))j

∣∣∣ = c, |(Res ({y}))i| = d for any x ∈ Ai and y ∈ Aj .

We will call this the summary of A{i,j}.

Remark 3.1.17. Let A be a incidence system over N and G be a subgroup of Aut (A) such
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that Ai is G-homogeneous for all i ∈ N . For any i, j ∈ N , if x ∈ Ai and H := StabG (x) ⊆ G,

then the action H on Ai (resp. Aj) decomposes Ai (resp. Aj) into disjoint orbits. Moreover

each orbit in Ai /H has certain incidence relation with each orbit in Aj /H . We are thus

able to construct an incidence graph, called the branched summary for (A) {i,j}, by

writing the elements in Ai /H on the right and the elements in Aj /H on the left and drew

the line joining between any orbits if they are incident.

Example 3.1.18. Consider a complete quadrangle whose vertices are labelled by 1, 2, 3, and

4. We will assume that the line joining between the vertices labelled by i and j is labelled

by (i, j) for all i, j ∈ {1, 2, 3, 4}.

The complete quadrangle is an incidence system consisting of a collection of vertices and

a collection of lines. The symmetric group S4 is the automorphism group of this incidence

system. Moreover the set of all vertices (resp. lines) are S4-homogeneous. Since

StabS4 (1) = {e, (23) , (24) , (34) , (234) , (243)} ,

we will see that this group acts on the set of all vertices (resp. lines) and decomposes it in

to disjoint orbits. Thus we have the branched summary and the summary for this incidence

system as in Figure 3.1.1.
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Lines Vertices

13

1

{1}

{(1, 2) , (1, 3) , (1, 4)} 3 1

1
32

2

{2, 3, 4}

{(2, 3) , (2, 4) , (3, 4)} 3

Total 6
2 3

4

Figure 3.1.1: The branched summary for a complete quadrangle.

Remark 3.1.19. Each line in the branched summary in the Figure 3.1.1 shows the incidence

relation between the orbit on the left and the orbit on the right. The left (resp. right)

number appearing on each line tells us the number of elements in the orbit on the right

(resp. left) of the line incident with each element in the orbit on the left (resp. right) of the

line.

Lemma 3.1.20. Let f be a flag of an incidence geometry A over N . Then the residual

incidence system Res (f) is an incidence geometry, called a residual incidence ge-

ometry.

Proof. Since A is flag regular, Res (f) is automatically flag regular. Let

G :=
{
ψ
∣∣Res(f)

∣∣ψ ∈ StabAut(A) (f)
}
⊆ Aut (Res (f)) .

Let f1 and f2 be flag of Res (f) of the same type. By the definition of Res (f), we have f1∪f

and f2∪f are full flag of A of the same type. As A is homogeneous, there exists ψ ∈ Aut (A)

such that f2 ∪ f = ψ (f1 ∪ f). Hence, since ψ preserves types, ψ ∈ StabAut(A) (f) and

f2 = ψ (f1); thus Res (f) is G-homogeneous. Therefore Res (f) is an incidence geometry.

The incidence geometries over arbitrary sets together with incidence system morphisms

then form a full subcategory of ISys, called the category of incidence geometries.
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Example 3.1.21. Let V be a vector space of dimension n ≥ 2 over a field F. By ele-

mentary facts of linear algebra, Proj (V ) (in Example 3.1.3) is clearly flag regular and also

homogeneous; whence it is an incidence geometry.

Lemma 3.1.22. Let A be an incidence geometry over N and ν : N ′ → N be a map. Then

ν?A is also an incidence geometry, called a pull back incidence geometry, over

N ′.

Proof. Let G := {ψ |ν?A |ψ ∈ Aut (A)} ⊆ Aut (ν?A). Suppose f and f ′ be flags of ν?A of

the same type ν?t (f) = ν?t (f ′). By the property 3.1.1 of an incidence system, f and f ′

may be regarded as flags of A of type t (f) = t (f ′) with some duplicate elements. Since A

is homogeneous, then there exists ψ ∈ Aut (A) such that f ′ = ν?ψ (f). Therefore ν?A is

G-homogeneous. Moreover, f is contained in a full flag of ν?A because A is flag regular.

Therefore the category of incidence geometries is closed under pullbacks.

Proposition 3.1.23. Let A be a homogeneous incidence system over N . If A has a full flag,

then A is an incidence geometry.

Proof. Assume that A has a full flag f . We need to show that A is flag regular. Let f ′ be a

flag of A. Since f is full, there exists a f ′′ ⊆ f such that t (f ′′) = t (f ′). As A is homogeneous,

there exists a ψ ∈ Aut (A) such that f ′ = ψ (f ′′) ⊆ ψ (f), whence the result.

3.2 Coset incidence systems and geometries

We dedicate this section to investigate some properties of one of the most elementary but

interesting example of incidence systems which is one constructed from a group and some

of its subgroups. This was first introduced by Jacques Tits in [Tit62].

Let G be a group and N a finite set. Suppose that, for each i ∈ N , Hi is a non-empty

subgroup of G. Then

C (G;Hi:i∈N ) := {Hig |g ∈ G, i ∈ N }

is an incidence system over N with the type function

tc : C (G;Hi:i∈N )→ N : Hig 7→ i,
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and the incidence relation

Ic := {(Hig,Hjg) ∈ C (G;Hi:i∈N )× C (G;Hi:i∈N ) |g ∈ G, i, j ∈ N } ,

i.e., two cosets are incident if and only if they have nonempty intersection. We call the

incidence system C (G;Hi:i∈N ) a (right) coset incidence system for G.

Remark 3.2.1. As there is a bijection from right cosets of Hi in G to its left cosets, for all

i ∈ N , any following result which applies to the coset incidence systems (constructed from

the right cosets) also applies to the coset incidence system (constructed from the left cosets).

Notice that C (G;Hi:i∈N ) contains a full flag {Hig |i ∈ N }, where g ∈ G. Hence if

C (G;Hi:i∈N ) is homogeneous, then, by Proposition 3.1.23, it is an incidence geometry, called

a coset incidence geometry for G. There is a condition that when we impose it to a

homogeneous incidence system, the homogeneous incidence system is then a coset incidence

geometry.

Proposition 3.2.2. Let A be a G-homogeneous incidence system over N . If A has a full

flag, then A is isomorphic to a coset incidence geometry for G.

Proof. Assume that A has a full flag f . Denote Hi = Stab (f (i)) ≤ G for i ∈ N . We will

show that A is isomorphic to C (G;Hi:i∈N ). Define ψ : A −→ C (G;Hi:i∈N ) by

ψj : Aj −→ C (G;Hi:i∈N )

a 7−→ Hjγ,

for some γ ∈ G such that γ (f (j)) = a, for all j ∈ N . Then ψ is well-defined because,

for each j ∈ N , if γ, γ′ ∈ G and γ (f (j)) = γ′ (f (j)), then γ−1 ◦ γ′ (f (i)) = f (i); whence

γ−1 ◦ γ′ ∈ Hi and so Hiγ = Hiγ
′. Assume that j, k ∈ N and (a, b) ∈ Ijk . Since A is regular,

there exists γ ∈ G such that γ ◦ f (j) = a and γ ◦ f (k) = b. Hence

(ψ (a) , ψ (b)) = (Hiγ,Hjγ) ∈ Ic.

Hence ψ is an incidence system morphism. One can check that ψi is bijective for all i ∈ N

and thus ψij is bijective for i, j ∈ N . Therefore, by Lemma 3.1.6, ψ is an incidence system

isomorphism. Since A is G-homogeneous, then so is C (G;Hi:i∈N ) and whence the result.
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Next we will consider the symmetry groups of coset incidence systems. Let C (G;Hi:i∈N )

be a coset incidence system.

Lemma 3.2.3. The map

σ : G −→ Aut (C (G;Hi:i∈N ))

g 7−→ rg, (3.2.1)

where

rg : C (G;Hi:i∈N ) −→ C (G;Hi:i∈N )

Hih 7−→ Hihg (3.2.2)

i.e., the right multiplication by g on cosets, is a homomorphism, and so

G /Kerσ ⊆ Aut (C (G;Hi:i∈N )) .

Proof. It suffices to check that rg ∈ Aut (C (G;Hi:i∈N )) for all g ∈ G. Let g ∈ G. Clearly,

for any i, j ∈ N , if (Hih,Hjh) ∈ Ic, then (Hihg,Hjhg) ∈ Ic. Hence rg is an incidence system

morphism. Since g ∈ G, so g−1 ∈ G and rg−1 is also an incidence system morphism. One

can check that

rg ◦ rg−1 = id : C (G;Hi:i∈N ) −→ C (G;Hi:i∈N ) ,

rg−1 ◦ rg = id : C (G;Hi:i∈N ) −→ C (G;Hi:i∈N ) .

So rg ∈ Aut (C (G;Hi:i∈N )). Moreover, for any g1, g2 ∈ G,

σ (g1g2) = rg1g2 = rg1 ◦ rg2 = σ (g1) ◦ σ (g2) .

In general, any coset incidence geometry is not necessarily G-homogeneous as we shall

see from the following example.
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Example 3.2.4. Consider the symmetric group S5, by the above construction, we have

A : C (S5; 〈(12)〉 , 〈(12) , (13)〉 , 〈(12) , (45)〉)

is an incidence system over N = {1, 2, 3}. There is no element s ∈ S5 such that

{〈(12)〉 , 〈(12) , (13)〉} · s = {〈(12)〉 , 〈(12) , (45)〉} .

In general, a coset incidence system C (G;Hi:i∈N ) is not necessaryG-homogeneous. So we

would like to know when it is G-homogeneous; this will turn C (G;Hi:i∈N ) into an incidence

geometry.

Theorem 3.2.5. Let C (G;Hi:i∈N ) be a coset incidence system for G. Then C (G;Hi:i∈N )

is (G /Kerσ )-homogeneous if and only if

(P1) for any flag f of C (G;Hi:i∈N ) , the intersection
⋂
X∈f

X 6= ∅.

That is C (G;Hi:i∈N ) is an incidence geometry if and only if the condition (P1) is satisfied.

Proof. Assume that C (G;Hi:i∈N ) is (G /Kerσ )-homogeneous. Let ∅ 6= I ⊆ N . Then

f := {Hig |i ∈ J } is a flag of C (G;Hi:i∈N ) of type I. Since C (G;Hi:i∈N ) is (G /Kerσ )-

homogeneous, any flag of type I of C (G;Hi:i∈N ) is then of the form {High |i ∈ I }, whence

the result.

Conversely, assume that, for each flag f of C (G;Hi:i∈N ), the intersection
⋂
X∈f

X is

nonempty. Let f and f ′ be flags of C (G;Hi:i∈N ) with tc (f) = tc (f ′). Choose a ∈
⋂
X∈f

X

and a′ ∈
⋂

X′∈f ′
X ′. Then we have

σ
(
a−1a′

)
(f) = f ′.

Thus C (G;Hi:i∈N ) is (G /Kerσ )-homogeneous. The final result follows immediately from

Proposition 3.2.2.
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Proposition 3.2.6. Let C (G;Hi:i∈N ) be a coset incidence geometry. For any i ∈ N ,

Res ({Hi}) ∼= C
(
Hi; (Hi ∩Hj):j∈N\{i}

)
.

Proof. Let i ∈ N . For any j ∈ N \{i} and g ∈ G, if (Hi, Hjg) ∈ Icij , then Hjg = Hih for

some h ∈ Hi; whence

(Res ({Hi}))j = {Hjh |h ∈ Hi } .

Define ψ : Res ({Hi}) −→ C
(
Hi; (Hi ∩Hj):j∈N\{i}

)
by

ψj : (Res ({Hi}))j −→ (Hi ∩Hj) \Hi

Hjh 7−→ (Hi ∩Hj)h,

for all j ∈ N \{i} . Then for each j ∈ N \{i} and any h1, h2 ∈ Hi,

Hjh1 = Hjh2 ⇔ h1h
−1
2 ∈ Hj

⇔ h1h
−1
2 ∈ Hi ∩Hj

⇔ (Hi ∩Hj)h1 = (Hi ∩Hj)h1.

Thus ψ is well-defined and ψj is injective; since ψj is automatically surjective, thus ψj is

bijective.

For any j, k ∈ N \{i} , if h, h′ ∈ Hi and (Hjh,Hkh
′) ∈ Icij , then, by Theorem 3.2.5, there

exists h′′ ∈ Hi such that (Hjh,Hkh
′) = (Hjh

′′, Hkh
′′); whence

ψjk
(
Hjh

′′, Hkh
′′) =

(
(Hi ∩Hj)h

′′, (Hi ∩Hk)h
′′) .

So ψ preserves the incidence relation, and so it is an incidence system morphism.

Moreover, for any j, k ∈ N \{i} , we have ψjk is injective because ψj and ψk are injective,

and ψjk is clearly surjective because Hi ⊆ G. Thus ψjk is bijective for all j, k ∈ N \{i} .

Therefore, by Lemma 3.1.6, ψ is an incidence system isomorphism.

Proposition 3.2.7. Let A, B, and C be subgroups of a group G. Then the following are

equivalent.

(i) Any cosets Ax, By, and Cz which intersect pairwise have the non-empty intersection
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Ax ∩By ∩ Cz.

(ii) (A ∩B) (A ∩ C) = A ∩BC.

(iii) A (B ∩ C) = AB ∩AC.

Proof. (i) ⇒ (ii) It suffices to show that A ∩ BC ⊆ (A ∩B) (A ∩ C). Let a ∈ A ∩ BC.

Then a = bc for some b ∈ B and c ∈ C. For any x ∈ G, the cosets Ax, Bax, and Cb−1ax

intersect pairwise; whence Ax∩Bax∩Cb−1ax 6= ∅. Choose u ∈ Ax∩Bax∩Cb−1ax. Then

axu−1 ∈ A ∩B and ux−1 ∈ A ∩ C. Therefore

a =
(
axu−1

) (
ux−1

)
∈ (A ∩B) (A ∩ C) .

(ii)⇒ (iii)

AB ∩AC = (AB ∩A) (AB ∩ C)

= A (B ∩A) (A ∩ C) (B ∩ C)

= A (B ∩ C) .

(iii) ⇒ (i) If Ax, By, and Cz intersect pairwise, then xy−1 ∈ AB, zy−1 ∈ CB, and

zx−1 ∈ CA. Since
(
zx−1

) (
xy−1

)
= zy−1 ∈ CB, there exists b ∈ B and c ∈ C such that

xy−1b−1 = xz−1c. But xy−1b−1 ∈ AB and xz−1c ∈ AC. This implies that there exists

a ∈ A and u ∈ B ∩ C such that xy−1b−1 = xz−1c = au; whence a−1x = uc−1z = uby.

Therefore Ax ∩By ∩ Cz 6= ∅.

Define

(P2) : for any ∅ 6= I ⊆ N with |I| ≥ 3, there exist i, j ∈ I such that

K ∩HiHj = (K ∩Hi) (K ∩Hj) ,

where K =
⋂

k∈I\{i,j}

Hk, i.e., k ∈ K ⇒ k = kikj for some ki ∈ K ∩Hi and kj ∈ K ∩Hj .

Proposition 3.2.8. For any coset incidence system, the condition (P2) implies the condi-

tion (P1).

Proof. Let C (G;Hi:i∈N ) be a coset incidence system with the condition (P2) satisfied and

f be a flag of C (G;Hi:i∈N ). We will proceed this by induction on tc |f |.
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If tc |f | = 1 or 2, then the result is obvious.

Suppose that tc |f | > 2. Let I := tc |f | and i, j ∈ I be such that the condition (P2)

satisfied. DenoteK =
⋂

k∈I\{i,j}

Hk and A,B ∈ f be such that tc (A) = i and tc (B) = j. Then

by induction,
⋂

X∈f\{A,B}

X = Kg for some g ∈ G; moreover A ∩Kg 6= ∅ and B ∩Kg 6= ∅.

Hence A, B, and Kg intersect pairwise. Since

K ∩HiHj = (K ∩Hi) (K ∩Hj) ,

Proposition 3.2.7 implies that A ∩B ∩Kg 6= ∅.

Corollary 3.2.9. Let C (G;Hi:i∈N ) be a coset incidence system with the condition (P2)

satisfied. Then C (G;Hi:i∈N ) is a coset incidence geometry for G.

Proof. We need to show that C (G;Hi:i∈N ) is homogeneous but it is an immediate conse-

quence from Theorem 3.2.5 and Proposition 3.2.8.

3.3 Coxeter incidence geometries

In this section, we explore a crucial example of incidence geometries we interested in in this

thesis.
Let W be a Coxeter group with the Coxeter diagram D . Note that when we say W is a

Coxeter group here, we mean that it is already equipped with a simple system S. Recall from
Section 2.1.3, the parabolic subgroup WI is a subgroup of W for all I ⊆ D . In particular,
we denote maximal parabolic subgroups Wi := WD\{i} for all i ∈ D .

Definition 3.3.1. Let W be a Coxeter group with the Coxeter diagram D . Then C (W ) :=

C (W ;Wi:i∈D) is a (left) coset incidence system, called a Coxeter incidence system
for W .

Consider the homomorphism

σ : W −→ Aut (C (W )) : w 7−→ lw,

where

lw : C (W ) −→ C (W ) : w′Wi 7−→ ww′Wi.
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The following shows a condition that makes Kerσ trivial; whence we can think of W as a

subgroup of Aut (C (W )).

Proposition 3.3.2. Let W be a Coxeter group with the Coxeter diagram D. Then the

homomorphism σ : W → Aut (C (W )) is injective.

Proof. For any i ∈ D , the kernel of the action of W on W /Wi under σ is contained in Wi.

As, by Corollary 2.1.15,
⋂
i∈D

Wi = {1}, thus W acts effectively on
∏
i∈D

W /Wi . Therefore

the kernel of the homomorphism σ is {1}, i.e., σ is injective.

To summarize, for any Coxeter group (W,S), the groupW is a subgroup of Aut (C (W )).

Corollary 3.3.3. Let W be a Coxeter group with the Coxeter diagram D and C (W ) be

the Coxeter incidence system for W . Then C (W ) is an incidence geometry, the so-called

Coxeter incidence geometry.

Proof. Let ∅ 6= I ⊆ S with |I| ≥ 3. Suppose that |I| = 3 and the vertices corresponding to

i1, i2, i3 in I are pairwise adjacent in D . Let w ∈Wi1 ∩Wi2Wi3 . Since w ∈Wi2Wi3 , thus

x = (Sj1Sj2 · · ·Sjm) (Sk1Sk2 · · ·Skn) ,

where Sj1Sj2 · · ·Sjm is a reduced expression inWi2 and Sk1Sk2 · · ·Skn is a reduced expression

in Wi3 . We can obtain a reduced expression from this expression of w by using the Deletion

Condition (Theorem 2.1.7) and so again it is in Wi2Wi3 . Since w ∈ Wi1 , there is no Si1

appearing in such reduced expression. Therefore w ∈ (Wi1 ∩Wi2) (Wi1 ∩Wi3). HenceWi1 ∩

Wi2Wi3 = (Wi1 ∩Wi2) (Wi1 ∩Wi3), i.e., the condition (P2) is satisfied.

Otherwise there exists i, j ∈ I such that there is no line joining the nodes i and j, i.e.,

(SiSj)
2 = 1. Denote K :=

⋂
k∈I\{i,j}

Wk. Then K = W{i,j}, i.e., the subgroup ofW generated

by Si and Sj . Since (SiSj)
2 = 1, we have SiSj = SjSi, and so

K = W{j}W{i} = (K ∩Wi) (K ∩Wj) .

Then the condition (P2) is satisfied. By Corollary 3.2.9, C (W ) is a coset incidence geometry.
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3.4 Parabolic incidence geometries

In this section, we explore another class of incidence geometries which is a key ingredient in

this thesis.

For this section, let g be a finite-dimensional split reductive Lie algebra over an alge-

braically closed field F of characteristic zero, and let G be a connected reductive algebraic

group over F with the Lie algebra g. Let q be a parabolic subalgebra of g and Q be the

parabolic subgroup of G with the associated Lie algebra q. Recall, from Remark 2.2.53, g

has the diagram Dg which is the Dynkin diagram of a semisimple part of g. Let P (g) be the

set of all parabolic subalgebras of g and Pq (g) := {p ∈P (g) |g = p + q}, i.e., the set of all

parabolic subalgebras weakly opposite to q. The adjoint action of G on P (g) decomposes

P (g) into disjoint G-orbits.

Let b0 be a Borel subalgebra of g. By Corollary 2.2.57, a parabolic subalgebra p contains

a Borel subalgebra b, and, by Corollary 2.3.32, there exists g ∈ G such that b0 = g·b; whence

each orbit G ·p contains the standard parabolic subalgebra p0 := g ·p containing b0. Denote

PI (g) := G · p0,

where p0 ⊇ b0 and I corresponds to the set of crossed nodes of the decorated Dynkin diagram

Dp0 as in Remark 2.2.58. Hence

P (g) =
⊔
I⊆Dg

PI (g) ,

and

Pq (g) =
⊔
I⊆Dg

Pq
I (g) ,

where Pq
I (g) := PI (g) ∩Pq (g). Note that, for any I ⊆ Dg, the set Pq

I (g) is nonempty.

To see this, for any Borel subalgebra b of q containing a Cartan subalgebra t, let b̂ be the

Borel subalgebra complementary to b with respect to t, i.e., b ∩ b̂ = t. Then there exists a

parabolic subalgebra p ∈ Pq
I (g) containing b̂ the Borel subalgebra of g complementary to

b with respect to t because all Borel subalgebras of g are Ad (G)-conjugate, and so

g = b− + b ⊆ p + q ⊆ g.
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In particular, there is a one-to-one correspondence between G-adjoint orbits of maximal

parabolic subalgebras and the nodes of Dg; for any i ∈ Dg, the orbit Pq
i (g) := Pq

{i} (g)

corresponds to the node i in the diagram. Denote

Para (g) :=
⊔
i∈Dg

Pi (g) ,

and

Paraq (g) := Pq (g) ∩ Para (g) ⊆ Para (g) .

Define a relation IPara(g) on Para (g) by

(
p, p′

)
∈ IPara(g) ⇔ p and p′ are co-standard, i.e., p ∩ p′ is a parabolic subalgebra,

for all p, p′ ∈ Para (g), and

tPara(g) : Para (g)→ Dg; p 7→ the node of Dgcorresponding to the adjoint orbit of p.

Then Para (g) is an incidence system, and so is Paraq (g).

Definition 3.4.1. Let g be a semisimple Lie algebra over a field F of characteristic zero and

q be a parabolic subalgebra of g. Then Para (g) and Paraq (g) are incidence systems over Dg

called the parabolic incidence system and q-generic parabolic incidence

system for g, respectively.

Lemma 3.4.2. Let p1, . . . , pn be parabolic subalgebras of g which are pairwise co-standard.

Then p1 ∩ . . . ∩ pn is a parabolic subalgebra.

Proof. For any two parabolic subalgebras p and q of g, we have p∩q is a parabolic subalgebra

of g if and only if p⊥ ⊆ q. We will proceed from this by using induction on n.

If n = 1, then result is trivial.

Suppose that n ≥ 2. By induction hypothesis, p1 ∩ . . . ∩ pn−1 is a parabolic subalgebra.

Since pn∩pi is a parabolic subalgebra for all 1 ≤ i ≤ n−1, we have p⊥n ⊆ p1∩ . . .∩pn−1, and

so (p1 ∩ . . . ∩ pn−1)⊥ = p⊥1 +. . .+p⊥n−1 ⊆ pn. Hence p1∩. . .∩pn is a parabolic subalgebra.
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Corollary 3.4.3. The map

τ : F (Para (g))→P (g) : f 7→
⋂
p∈f

p (3.4.1)

is a bijection map preserving types.

Proof. Let f ∈ F (Para (g)). Lemma 3.4.2 implies that r = τ (f) =
⋂
p∈f

p is a parabolic

subalgebra of g. Let b be a Borel subalgebra contained in r and t a Cartan subalgebra

contained in b. Denote R := R (g, t). Any p1, p2 ∈ f , the parabolic subalgebra p1 ∩ p2

corresponds to the subset

∆(t,b) ∩ (R\(−Rp1∩p2)) =
(
∆(t,b) ∩ (R\(−Rp1))

)
∪
(
∆(t,b) ∩ (R\(−Rp2))

)
of ∆(t,b); whence p1 ∩ p2 ∈P{t(p1),t(p1)} (g). By induction, we have r ∈Pt(f) (g). Therefore,

τ is well-defined and preserves types.

It suffices to show that, for any I ⊆ Dg,

τI := τ
∣∣FI(Para(g)) FI (Para (g))→PI (g) ,

where FI (Para (g)) := {flags in Para (g) of types I}, is bijective.

Let I ⊆ Dg. Let f, f ′ ∈ FI (Para (g)) be such that τI (f) = τI (f ′). Suppose that f 6= f ′.

Then there exists i ∈ I such that f (i) 6= f ′ (i) and f (i) ∩ f ′ (i) ⊇ τI (f), a contradiction.

Therefore τI is injective. Next let p ∈ PI (g). Then, for each i ∈ I, there exists a unique

pi ∈ Pi (g) such that p ⊆ pi. So f := {pi |i ∈ I } ∈ FI (Para (g)) and p ⊆ τI (f) ∈ PI (g);

whence τI (f) = p. Therefore τI is surjective.

The adjoint action of G on Para (g) makes G ≤ Aut (Para (g)). Since G acts transitively

on each orbit PI (g), thus Para (g) is G-homogeneous. However, G doesn’t act on Paraq (g).

To show that Paraq (g) is also homogeneous, we need to find a subgroup of G which acts

transitively on the flags of all types of Paraq (g).

Proposition 3.4.4. If p ∈Pq (g), then Q · p is an open dense orbit in G · p.

Proof. Let p ∈Pq (g). Thus we have g = p + q, and so

g /p = (p + q) /p ∼= q /(p ∩ q) .
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This implies that

dim (G /P ) = dim (g /p) = dim (q /(p ∩ q)) = dim (Q /(Q ∩ P ))

where P = {g ∈ G |g · p = p}. Since G · p ∼= G /P and Q · p ∼= Q /(Q ∩ P ) , we see that Q · p

is open in G · p. Moreover Q · p is dense in G · p because G · p is irreducible.

Lemma 3.4.5. For each I ⊆ Dg, Q acts transitively on Pq
I (g).

Proof. If p ∈Pq
I (g), then, for each q ∈ Q, q · p ∈Pq

I (g) because

g = q · g

= q · p + q · q

= q · p + q.

Now let p, p′ ∈Pq
I (g). By Proposition 3.4.4, Q · p and Q · p′ are open and dense in Pq

I (g).

Thus Q · p ∩Q · p′ 6= ∅ which implies that p′ = q · p for some q ∈ Q.

Proposition 3.4.4 and Lemma 3.4.5 show that, Q ≤ Aut (Paraq (g)) and, for any subset

I ⊆ Dg, the set Pq
I (g) is the unique open dense Q-orbit in PI (g).

Lemma 3.4.6. Let p1, . . . , pn be parabolic subalgebras of g which are pairwise co-standard

and weakly opposite to q. Then p1 ∩ . . . ∩ pn is a parabolic subalgebra of g which is weakly

opposite to q.

Proof. We will prove this by induction on n. If n = 1, then the result is trivial. Suppose that

n > 1. Let r := p1∩ . . .∩pn. Then r is a parabolic subalgebra by Lemma 3.4.2. Let t ⊆ r∩q

be a Cartan subalgebra. Choose an algebraic Weyl structure ξ̃ ∈ t of q and determine the

parabolic subalgebra q̂ complementary to q. By induction hypothesis, (r′)⊥ ∩ q⊥ = {0},

where r := p1 ∩ . . . ∩ pn−1. Thus (r′)⊥ has nonnegative eigenvalues for ξ̃, and so (r′)⊥ ⊆ q̂.

By the same argument for pn, we have p⊥n ⊆ q̂. Thus r⊥ = (r′)⊥ + p⊥n ⊆ q̂, i.e., r and q̂ are

co-standard. Therefore, by Corollary 2.2.48, r is weakly opposite to q.

Corollary 3.4.7. The map

τ q := τ
∣∣F(Para(g)) : F (Paraq (g))→Pq (g) , (3.4.2)
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3.5. Incidence systems and labelled simplicial complexes

where τ is defined as (3.4.1), is a bijection preserving types.

Proof. This is a consequence of Corollary 3.4.3 and Lemma 3.4.6.

Corollary 3.4.8. Para (g) and Paraq (g) are incidence geometries.

Proof. Given a Borel subalgebra b of g, one can find a parabolic subalgebra p′ ∈ Pj (g)

(resp. p′ ∈ Pq
j (g)) containing b, for all j ∈ D . Hence Lemma 3.4.2 implies that Para (g)

is flag regular, and similarly Lemma 3.4.6 implies that Paraq (g) is flag regular. Let Q be

the parabolic subgroup of G with the Lie algebra q. Then we have seen that Para (g) is

G-homogeneous and Paraq (g) is Q-homogeneous. Therefore both Para (g) and Paraq (g) are

incidence geometries.

3.5 Incidence systems and labelled simplicial complexes

This section is included for completeness to provide a bridge between the previous section

on incidence systems and the next section on buildings. No essential use will be made of

it in later chapters. We begin this section by introducing labelled simplicial complexes; it

will be seen later in this section that there are some correspondences between them and

incidence systems.

Definition 3.5.1. A labelled simplicial complex Σ over a set N is a disjoint union

of nonempty collections ΣI of sets indexed by I ⊆ N satisfying the following conditions:

(SC1) for each I ⊆ J ⊆ N , there is a map ∂J,I : ΣJ → ΣI such that for any I ⊆ J ⊆

K ⊆ N ,

∂J,I ◦ ∂K,J = ∂K,I : ΣK → ΣI ,

and ∂I,I is the identity on ΣI .

(SC2) for each I ⊆ N , any element σ ∈ ΣI is uniquely determined by
{
∂I,{i} (σ) |i ∈ I

}
.

The elements of Σ are called simplices; in particular, the elements of ΣI , where I ⊆ N ,

are called I-simplices. The {i}-simplices, where i ∈ N , are called vertices and N -

simplices are called chambers. For any σ, σ′ ∈ Σ, if there exists an inclusion I ⊆ J ⊆ N

such that ∂J,I (σ) = σ′, then we say that σ′ is a face of σ. Any two simplices σ ∈ ΣI and

σ′ ∈ ΣJ are incident if and only if there exists τ ∈ ΣI∪J such that ∂I∪J,I (τ) = σ and

∂I∪J,J (τ) = σ′.
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3.5. Incidence systems and labelled simplicial complexes

Definition 3.5.2. Suppose that Σ and Σ′ are labelled simplicial complexes over N . A

strict labelled simplicial morphism ψ : Σ → Σ′ over N is a map from Σ to Σ′

such that, for each I ⊆ J ⊆ N , ψI := ψ |ΣI
: ΣI → Σ′I , and ∂

′
J,I ◦ ψJ = ψI ◦ ∂J,I : ΣJ → Σ′I .

Let Σ and Σ′ are labelled simplicial complexes overN andN ′, respectively. A labelled

simplicial morphism Ψ : Σ→ Σ′ over a map ν : N → N ′ is a strict labelled simplicial

morphism ψ : ν?Σ → Σ′, where ν?Σ is a a labelled simplicial complex, which is a disjoint

union of ν?ΣI := Σν(I), over N ′ and ν?∂I,J = ∂ν(I),ν(J).

Remark 3.5.3. By (SC1), a labelled simplicial system over N can be consider as a presheaf,

i.e., a functor, Σ : P (N)op → Set. The labelled simplicial morphisms are natural transfor-

mations of functors.

Labelled simplicial complexes over N and their morphisms form a category; we denote

this category by SCN .

There is a connection between labelled simplicial complexes and incidence systems. Sup-

pose A is an incidence system over N . Then F (A), i.e., the set of all flags, of A is a labelled

simplicial complex over N with, for each I ⊆ J ⊆ N ,

∂J,I : F (A)J → F (A)I

f 7→ f ∩ t−1 (I) ,

where F (A)J is the subset of F (A) consisting of all flags of type J , and t is the type function

of A. Full flags of A are chambers, and singleton subsets of A are vertices.

If ψ : A→ A′ is a strict incidence morphism between incidence systems over N , then

F (ψ) : F (A) → F
(
A′
)

f 7→ ψ (f) := {ψ (a) |a ∈ f } ,

is a simplicial morphism because ψ preserves types. This implies that F : ISysN → SCN is

a functor. Moreover, if Ψ : A→ A′ is an incidence morphism over a map ν : N ′ → N , then

F (Ψ) : F (A)→ F (A′) defined by

(f : t (f)→ A) 7→
(
ψ (f) : ν? (t (f))→ A′ : x 7→ ψ (f (ν (x)))

)
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3.5. Incidence systems and labelled simplicial complexes

is a labelled simplicial morphism over the map ν : N ′ → N .

Example 3.5.4. Given a Coxeter group (W,S) with the Coxeter diagram D , let C (W ) be

a Coxeter incidence system as defined in Definition 3.6. Corollary 2.1.16 and Proposition

3.2.8 imply that each flag f of type J ⊆ D can be considered as a coset WJw for some

w ∈
⋂
X∈f

X. Hence

F (C (W )) ∼= C (W ;WJ :J⊆D)

is a labelled simplicial complex over D whose simplices are cosets in C (W ;WJ :J⊆D). The

vertices of C (W ;WJ :J⊆D) correspond to wWi where w ∈ W and i ∈ D , and the chambers

of C (W ;WJ :J⊆D) are the singleton sets {w} where w ∈W .

Example 3.5.5. Let g be a finite-dimensional semisimple Lie algebra over an algebraically

closed field of characteristic zero with the Dynkin diagram Dg. Then Para (g), as defined in

Section 3.4, is an incidence system. By Corollary 3.4.3,

F (Para (g)) ∼= P (g)

is a labelled simplicial complex over Dg whose simplices corresponding to proper parabolic

subalgebras of g. The vertices of P (g) correspond to maximal proper parabolic subalgebras

of g, and the vertices p1, p2, . . . , pn form vertices of a simplex if and only if p1 ∩ p2 ∩ . . .∩ pn

is a parabolic subalgebra corresponding to such simplex.

Conversely, suppose Σ is a labelled simplicial complex over N . Let E (Σ) ⊆ Σ be the

set of all vertices of Σ, i.e., the disjoint union of Σ{i} where i ∈ N . Then the relation

∼ on E (Σ) defined by σ ∼ σ′ if and only if σ and σ′ are incident and the trivial type

function t : E (Σ)→ N give an incidence structure on E (Σ). Therefore E (Σ) is an incidence

system. For any labelled simplicial morphism ψ : Σ → Σ′, the map E (ψ) : E (Σ) → E (Σ′)

defined by restricting ψ to E (Σ) will then preserve the incidence relation and types because

∂I,{i} ◦ ψI = ψ{i} ◦ ∂I,{i} for all i ∈ I ⊆ N . Thus E : SCN → ISysN is a functor.

Example 3.5.6. Given a Coxeter group (W,S) with the Coxeter diagram D , from example

3.5.4, C (W ;WJ :J⊆D) is a labelled simplicial complex over D , and so

E (C (W ;WJ :J⊆D)) = {wWi |w ∈W and i ∈ D } = C (W ) .
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Example 3.5.7. Let g be a finite-dimensional semisimple Lie algebra over an algebraically

closed field of characteristic zero with the Dynkin diagram Dg. Then, from example 3.5.5,

P (g) is a labelled simplicial complex over Dg and so

E (P (g)) = {maximal proper parabolic subalgebras of g} = Para (g) .

In general, E ◦ F : ISysN → ISysN is naturally isomorphic to the identity idISysN :

ISysN → ISysN via the natural isomorphism ε : E ◦ F → idISysN such that

εA : E ◦ F (A) → A

{a} 7→ a,

for all A ∈ ISysN . On the other hand, there is a natural transformation η : idSCN
→ F ◦ E

such that

ηΣ : Σ → F ◦ E (Σ)

σ 7→
{
∂I,{i} (σ) |i ∈ I

}
,

for all Σ ∈ SCN . One can show that F and E are respectively right and left adjoint functors,

i.e., HomSCN
(Σ,F (A)) ∼= HomISysN (E (Σ) ,A), where A ∈ ISysN and Σ ∈ SCN .

Definition 3.5.8. A labelled simplicial complex over N is called a Coxeter complex

if it is isomorphic to F (C (W )) of some Coxeter group W ; in particular, F (C (W )) itself is

called a standard Coxeter complex associated to the Coxeter group W .

3.6 Buildings

In this sections we state some basic notions and facts about buildings; for more details, we

refer to the books by [AB08], [Gar97], [Ron09], and [Tit81]. The approach that we will use

to study buildings here is using graphs. So we will begin this section by introducing some

terminologies about graphs, and then, at the end of this section, we will see that under

certain conditions buildings and incidence systems are related.

In the following, a graph ∆ is a set ∆ equipped with a symmetric irreflexive relation

E (∆); so elements of ∆ and E (∆) are respectively nodes and edges of the graph ∆. The
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set E (∆) may be considered as a collection of two element subsets of ∆.

Definition 3.6.1. Let ∆ be an edge colored graph with index set N , i.e., ∆ is a graph

equipped with a surjective map c : E (∆) → N , called an edge coloring. Let a, b ∈ V (∆)

and I ⊆ N . We will write

a ∼i b

if c ({a, b}) = i. The vertices a and b are called i-adjacent if a ∼i b and I-adjacent if

they are i-adjacent for some i ∈ I.

A path of length n from a to b is a sequence of n+ 1 vertices v0, v1, v2, . . . , vn such that

a = v0 ∼i1 v1 ∼i2 v2 ∼i3 · · · ∼in vn = b,

for some i1, i2, . . . , in ∈ N , and we will denote this path by

a→w b,

where w := i1i2 · · · in; the type of the path is w. A I-path is a path whose type is a

sequence of elements in I.

The distance from a to b, denoted by dist (a, b), is the length of a shortest path from

a to b if there is a path form a to b, and ∞ otherwise. A minimal path from a to b is a

path whose length is dist (a, b).

The diameter of ∆, denoted by diam (∆), is the supremum of the set

{
dist

(
a′, b′

) ∣∣a′, b′ ∈ ∆
}
.

a and b are said to be opposite if dist (a, b) = diam (∆) < ∞; so if diam (∆) = ∞,

there are no opposite elements.

∆ is said to be connected (resp. I-connected) if for any two vertices of ∆, there

exists a path (resp. I-path) from a to b. A connected component of ∆ is the subgraph

spanned by an equivalence class with respect to the equivalence relation that there exists a

gallery from x to y in ∆.

An I-residue of ∆ is a connected component of the subgraph of ∆ obtained from ∆

by removing all edges whose color is not in I, and they have rank |I|. The J-residue
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containing a is denoted by [a]J ; in particular [a]∅ is just a.

Definition 3.6.2. A chamber graph ∆ over a set N is an edge-colored graph ∆ with

index set N such that for each i ∈ N , all {i}-residues, called i-panels, of ∆ are complete

graph with at least two vertices. We call the vertices of ∆ chambers. A sub-chamber

graph of a chamber graph ∆ is a subgraph of ∆ which is also a chamber graph.

A chamber graph is thin if every panel contains exactly two chambers, and thick if

every panel contains at least three chambers.

Remark 3.6.3. The term “chamber graph” is non-standard in context of buildings. Ronan

([Ron09]) defines a chamber system over N as a set equipped with equivalence relations ∼i,

one for each i ∈ N . However, a chamber system can be viewed as an edge-colored graph

over N with a loop on every vertex; its maximal subgraph without loops is a chamber graph.

Under the convention that there is a loop on every vertex of a chamber graph which is not

drawn, we will use chamber graphs in place of chamber systems. The “paths” in a chamber

graph we use here correspond to the “non-stuttering galleries” of a chamber system.

Example 3.6.4. Let (W,S) be a Coxeter group. Define an irreflexive symmetric relation

E (W ) on W by

E (W ) :=
{{
w,w′

}
⊆W

∣∣w′ = ws for some s ∈ S
}
.

Then W is a graph. Now define the edge coloring

c : E (W ) → S{
w,w′

}
7→ w−1w′;

this is well-defined, i.e., w−1w′ = (w′)−1w, because s2 = 1 for all s ∈ S. For any s ∈ S

and w ∈ W , the set of chambers in the {s}-panel [w]{s} is {w,ws}. Therefore W is a thin

chamber graph over S. We call W a Coxeter chamber graph.

Remark 3.6.5. IfW is finite and w0 is the longest element ofW , then w0 sends any chamber

w of W to its opposite chamber ww0. Moreover, Proposition 2.1.6 implies that any w ∈W

is on a minimal path from 1 to w0.
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Example 3.6.6. Let g be a finite-dimensional semisimple Lie algebra over an algebraically

closed field F with the Dynkin diagram Dg. Recall form Section 3.4, PI (g) is an adjoint

orbit of parabolic subalgebras corresponding to the subset I (of crossed nodes) of Dg. Let

B (g) is the set of all Borel subalgebras of g. Then the relation E (B (g)), consisting of the

collection of all distinct pairs of Borel subalgebras {b, b′} having a subminimal parabolic

subalgebra pi ∈ PDg\{i} (g), i.e. the minimal parabolic subalgebra which is not a Borel

subalgebra, for some i ∈ Dg, such that b ∪ b′ ⊆ pi, is a symmetric irreflexive relation on

B (g). Thus B (g) is an edge-colored graph.

For any b ∈ B (g) and i ∈ Dg, the chambers in the {i}-panel [b]{i} are all Borel sub-

algebras contained in the subminimal parabolic subalgebra pi ∈ PDg\{i} (g) containing b.

Hence [b]{i} has at least two elements, otherwise pi = b. Therefore B (g) is a chamber graph

over Dg.

Definition 3.6.7. A chamber graph morphism ψ : ∆ → ∆′ of chamber systems

over N is a map from ∆ to ∆′ that preserves i-adjacence for all i ∈ N , i.e., if a ∼i b in ∆

then ψ (a) = ψ (b) or ψ (a) ∼i ψ (b) in ∆′.

Chamber systems over N and their chamber graph morphisms form a category CGN .

Next we will show that there is a connection between labelled simplicial complexes and

chamber systems.

Assume that Σ is a labelled simplicial complex over N . LetM (Σ) denote the set of all

chambers of Σ. For each i ∈ N , define a relation ∼i onM (Σ) by

σ ∼i σ′ ⇔ ∂N,N\{i} (σ) = ∂N,N\{i}
(
σ′
)

;

clearly ∼i is an equivalence relation. Therefore an edge-colored graph, all {i}-residues of

M (Σ) are complete. HenceM (Σ) is a chamber graph over N . For any labelled simplicial

morphism ψ : Σ→ Σ′, the mapM (ψ) :M (Σ)→M (Σ′) defined by restricting ψ toM (Σ)

is then preserve the incidence and labels because ∂I,{i} ◦ψI = ψ{i} ◦ ∂I,{i} for all i ∈ I ⊆ N .

ThusM : SCN → CGN is a functor.

Example 3.6.8. Given a Coxeter group (W,S) with the Coxeter diagram D , from example

3.5.4, C (W ;WJ :J⊆D) is a labelled simplicial complex over D , and so

M (C (W ;WJ :J⊆D)) = {{w} |w ∈W } ∼= W.
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Example 3.6.9. Let g be a finite-dimensional semisimple Lie algebra over an algebraically

closed field of characteristic zero with the Dynkin diagram Dg. Then, from example 3.5.5,

P (g) is a labelled simplicial complex over Dg and so

M (P (g)) = {Borel subalgebras of g} = B (g) .

Conversely, let C be a chamber graph over N . Define a labelled simplicial complex S (C)

over N by letting S (C) be the disjoint union of collections S (C)J of J-residues of the labelled

graph C where J ⊆ N , and for any I ⊆ J ⊆ N , defining ∂J,I : S (C)J → S (C)I mapping [c]J

to [c]I . For any chamber morphism ψ : C → C′, the map

S (ψ) : S (C)→ S
(
C′
)
,

defined by S (ψ) (σ) = ψ (σ) is then satisfied the condition ∂J,I ◦ ψJ = ψI ◦ ∂J,I for all

I ⊆ J ⊆ N . Thus S : CGN → SCN is a functor.

Example 3.6.10. Given a Coxeter group (W,S) with the Coxeter diagram D , from example

3.6.8, W is a chamber graph over D , and so

S (W ) = {wWI |w ∈W and I ⊆ D } = C (W ;WJ :J⊆D) .

Example 3.6.11. Let g be a finite-dimensional semisimple Lie algebra over an algebraically

closed field of characteristic zero with the Dynkin diagram Dg. Then, from example 3.5.5,

B (g) is a chamber graph over Dg and so

S (B (g)) ∼= P (g) .

In general, M ◦ S : CGN → CGN is naturally isomorphic to the identity idCGN
:

CGN → CGN via the natural isomorphism η′ : idCGN
→M◦ S such that

η′∆ : ∆ → M◦ S (∆)

a 7→ {a} ,

for all ∆ ∈ CGN . On the other hand, there is a natural transformation ε′ : S ◦M→ idSCN
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such that

ε′Σ : S ◦M (Σ) → Σ

[σ]N\J 7→ ∂N,J (σ) ,

for all Σ ∈ SCN . One can show thatM and S are respectively right and left adjoint functors,

i.e., HomSCN
(Σ,S (∆)) ∼= HomISysN (M (Σ) ,∆), where ∆ ∈ CGN and Σ ∈ SCN .

Definition 3.6.12. A building of type (W,S), where (W,S) is a Coxeter group, is a

chamber graph ∆ over S such that:

(B1) every panel of ∆ contains at least two chambers;

(B2) ∆ has a W -valued metric δ : ∆×∆→W such that if w = s1s2 · · · sk is a reduced

expression of w in W then

δ
(
c, c′
)

= w ⇔ there is a path c→w c
′ in C.

If (W,S) is a finite Coxeter group, then we call ∆ a spherical building.

Lemma 3.6.13. For any Coxeter group (W,S),

M (F (C (W ))) ∼= W

is a building of type (W,S).

Proof. Let (W,S) be a Coxeter group. Then W is a chamber graph over S. In Example

3.6.4, we have seen that the panels of W are in the form {w,ws}, where s ∈ S and w ∈W ;

whence (B1) is satisfied. Define

δW : W ×W → W(
w,w′

)
7→ w−1w′.
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Then, for any w,w′ ∈W , we have

δW
(
w,w′

)
= w′′ ⇔ w−1w′ = w′′

⇔ w′ = ww′′

⇔ there is a gallery w →w′′ w
′.

In particular, if w′′ is reduced, then w →w′′ w
′ is the minimal gallery. Thus (B2) is

satisfied.

Lemma 3.6.14. Let g be a semisimple Lie algebra over an algebraically closed field of

characteristic zero with the Dynkin diagram Dg. The chamber graph B (g) over Dg is a

building of type (W,S), where (W,S) is the Coxeter group whose Coxeter diagram is the

underlying diagram of Dg.

Proof. From Example 3.6.6, we have seen that (B1) is satisfied. Let G be an algebraic

group over F with Lie algebra g. Since G acts transitively on B (g), hence

B (g) ∼= G /B

for some Borel subgroup B with Lie algebra b ∈ B (g); each coset gB ∈ G /B corresponds

to the Borel subalgebra g · b. Let t be a Cartan subalgebra of g contained in b. Then t and

b defines a specific isomorphism from W to NG (T ) /T , where T is the maximal torus of G

with Lie algebra t. This induces a right action of W on G /B . Define

δ : G /B ×G /B → W(
gB, g′B

)
7→ w,

such that g−1g′ ∈ BwB.

Let w = si1si2 · · · sik be a reduced expression of w in W . If δ (gB, g′B) = w, then

g′ = gbsi1si2 · · · sikb′ for some b, b′ ∈ B. For any 1 ≤ j ≤ k, B
〈
sij
〉
B is a minimal parabolic

subgroup of G (see [Hum75]), denoted by Pij , because it is a subgroup of G containing B.

Hence there is a gallery

g · b ∼i1 (gbsi1) · b ∼i2 (gbsi1si2) · b · · ·
(
gbsi1si2 · · · sik−1

)
· b ∼ik (gbsi1si2 · · · sik) · b = g′ · b
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such that ∼ij is the equivalence relation defined by being contained in the minimal proper

parabolic subalgebra
(
gbsi1 · · · sij

)
· pij , where pij is the Lie algebra of Pij .

Conversely, if gB →w g′B, then g′B = gBw, and hence g−1g′ ∈ BwB. Thus (B2) is

satisfied.

Definition 3.6.15. An apartment of a building ∆ of type (W,S) is an isometric im-

age, i.e. the image of a chamber graph morphism ψ : W → ∆ such that δW (a, b) =

δ (ψ (a) , ψ (b)), of the Coxeter chamber W in ∆.

Proposition 3.6.16. For any two chambers a and b in a building ∆, there is an apartment

of ∆ containing both a and b.

Proof. See [AB08], Corollary 5.74.

Proposition 3.6.17. If A is a chamber subgraph of a building ∆ of type (W,S) and iso-

morphic to W , then A is an apartment of W .

Proof. See [AB08], Proposition 4.59.

Example 3.6.18. Given a Coxeter group (W,S), there is just one apartment in W which

is W itself.

Example 3.6.19. Let G be a connected semisimple algebraic group over an algebraically

closed field of characteristic zero with Lie algebra g. Let Dg be the Dynkin diagram of

g. By Lemma 3.6.14, B (g) is a building of type (W,S), where W is isomorphic to the

Weyl group of G. Let T be a maximal torus of G with Lie algebra t. By choosing a Borel

subalgebra b ∈ B (g), there is an isomorphism from W to NG (T ) /T determined by t and

b. Since NG (T ) acts transitively on At := {b ∈ B (g) |t ⊆ b} with the stabilizer T , the set

At
∼= NG (T ) /T is an apartment of B (g).

Theorem 3.6.20. (Convexity of apartments) In a building ∆, let A be an apartment con-

taining a and b. Then any minimal gallery in ∆ from a to b lies inside A.

Proof. See [Tha11], Proposition 4.3, and [AB08], Proposition 4.40.

We will use this convexity result to prove an important fact in the next section.
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3.7. Parabolic configurations

3.7 Parabolic configurations

Definition 3.7.1. Let C (W ) be the Coxeter incidence geometry for a Coxeter groupW with

the Coxeter diagram D and Para (g) be the parabolic incidence geometry for a semisimple

Lie algebra g with the Dynkin diagram Dg. An incidence system morphism

Ψ : C (W )→ Para (g) ,

over a map ν : Dg → D is called a parabolic configuration.

Denote Morν (C (W ) ,Para (g)) the set of all parabolic configurations over ν. In particu-

lar, if Dg = D and ν is the identity map, then we may write Mor (C (W ) ,Para (g)) instead

of Morid (C (W ) ,Para (g)).

Let G be a connected algebraic group over an algebraically closed field F of characteristic

zero with the Lie algebra g, and let Q be a parabolic subgroup of G with the Lie algebra q.

Notation 3.7.2. Denote by U the set of all pairs (t, b) where b is a Borel subalgebra of g

and t is a Cartan subalgebra of g contained in b. Let T be the set of all Cartan subalgebras

of g and

π1 : U → T

(t, b) 7→ t

be the first projection map.

Since G acts on the set of Cartan subalgebras and the set of Borel subalgebras by the

adjoint action, G also acts on U ,

G×U → U

(g, (t, b)) 7→ (g · t, g · b) .

Lemma 3.7.3. G acts transitively on U . Moreover,

StabG ((t, b)) := {g ∈ G |g · (t, b) = (t, b)} = T,

where (t, b) ∈ U and T is the maximal torus in G with the associated Lie algebra t.
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3.7. Parabolic configurations

Proof. Let (t1, b1) and (t2, b2) be in U . Then there exists g ∈ G such that t1 = g · t2. So

t1 = g′ · (g · b2) and b1 = g′ · (g · b2) for some g′ ∈ NG (T1) where T1 is a maximal torus in

G with the associated Lie algebra t1. Therefore (t1, b1) = g′g · (t2, b2). Moreover

g · (t1, b1) = (t1, b1) ⇔ g · t1 = t1 and g · b1 = b1

⇔ g ∈ NG (T1) ∩B1 = T1,

where B1 is the Borel subgroup of G with the associated Lie algebra b1.

Thus, by the Orbit Stabilizer Theorem, a choice of (t, b) ∈ U determines an isomorphism

U ∼= G /T , where T is a maximal torus of G with the Lie algebra t. Moreover T can be

parametrized by the quotient G /NG (T ) because G acts transitively on T by conjugation.

Therefore π1 can be identified with the quotient map

π1 : G /T → G /NG (T )

gT 7→ gNG (T ) ,

and each fibre can be identified with the Weyl group NG (T ) /T of G.

Let (t0, b0) ∈ U and T0 be the maximal torus of G with the associated Lie algebra t0.

Denote W = NG (T0) /T0 . According to Theorem 8.28 in [Spr98], b0 turns the Weyl group

W to a Coxeter group with Coxeter diagram Dg.

Proposition 3.7.4. For any (t, b) ∈ U , there is a well-defined strict incidence system

morphism

Υ(t,b) : C (W ) → Para (g)

wW i 7→ gw · pi, (3.7.1)

where (t, b) = g · (t0, b0) for some g ∈ G, where pi ∈ Pi (g) is the one containing b0, and

where w ∈ NG (T0) is a coset representative of w.

Proof. Let (t, b) ∈ U . For any w,w′ ∈ NG (T0) such that w−1w′ ∈Wi , we have

gw′ · pi = gww−1w′ · pi = gw · pi,

92



3.7. Parabolic configurations

because w−1w′ · pi = pi. Moreover, for any g′ ∈ G such that g′ · (t0, b0) = (t, b) = g · (t0, b0),

we have g−1g′ ∈ T0, and so

g′w · pi = gww−1g−1g′w · pi = gw · pi,

because w−1g−1gw ∈ T0. Thus Υ(t,b) is well-defined.

From (3.7.1), the map Υ(t,b) is automatically preserves types. For any i, j ∈ Dg, if

wiW i ∩ wjW j 6= ∅, then

Υ(t,b) (wiW i) ∩Υ(t,b) (wjW j) = gw · pi ∩ gw · pj ⊇ gw · b0,

for some w ∈ wiW i ∩wjW j , is a parabolic subalgebra. Therefore Υ(t,b) is a strict incidence

system morphism.

Remark 3.7.5. Since G acts transitively on U , W is defined up to canonical isomorphism

and so is C (W ). Furthermore, if we choose a different base point (t′0, b
′
0) ∈ U , then the

diagram

C (W ′)

∼=

��

Υ′
(t,b)

((
Para (g)

C (W )

Υ(t,b)

66

commutes, where W ′ = NG (T ′0) /T ′0 and T ′0 is a maximal torus of G with Lie algebra t′0. In

this way, Υ does not depend essentially on the pair (t0, b0).

Definition 3.7.6. Let

Υ : U → Mor (C (W ) ,Para (g))

(t, b) 7→ Υ(t,b), (3.7.2)

where Υ(t,b) is defined in (3.7.1). We call each Υ(t,b), where (t, b) ∈ U , a standard

parabolic configuration for g.

Example 3.7.7. Let V be a complex vector space of dimension 7. The group so (V ) has

the Dynkin diagram D given by
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.

Let {e1, e2, . . . , e7} be a basis of V and W be the Weyl group of so (V ). The basis turns

W into a Coxeter group. The set C (W )1, C (W )2, and C (W )3 can be identified with the

orbits of fundamental weights λ1, λ2, and λ3 corresponding to the nodes labelled by 1, 2,

and 3 respectively; whence each element in C (W ) can be assigned by the standard parabolic

configuration with respect to the basis {e1, e2, . . . , e7} to the parabolic subalgebra of so (V )

stabilizing its corresponding weight.

Geometrically, the set C (W )1, C (W )2, and C (W )3 are mapped into Para (so (V ))1,

Para (so (V ))2, and Para (so (V ))3, which are the sets of orthogonal Grassmannians of isotropic

lines, 2-planes, and 3-planes respectively in V . The image of the standard configuration is

then an octahedron lying in Q5 ⊆ P (V ) such that the set C (W )1, C (W )2, and C (W )3

correspond to the collection of points, collection of lines, and the collection of planes of the

octahedron.

Example 3.7.8. Let V be a complex vector space of dimension 2n. The group so (V ) has

the Dynkin diagram D given by

.

Let {e1, e2, . . . , e2n} be a basis of V and W be the Weyl group of so (V ). The basis turns

W into a Coxeter group. The set C (W )i can be identified with the orbits of fundamental

weights λi corresponding to the nodes labelled by i for 1 ≤ i ≤ n; whence each each element

in C (W ) can be assigned by the standard parabolic configuration with respect to the basis

{e1, e2, . . . , e2n} to the parabolic subalgebra of so (V ) stabilizing its corresponding weight.

Geometrically, the set C (W )i, for 1 ≤ i ≤ n− 3, is mapped into Para (so (V ))i, which is

the Grassmannian of isotropic i-planes in V . While the set C (W )n−1 and C (W )n are mapped

respectively into Para (so (V ))n−1 and Para (so (V ))n which are two connected components

of the Grassmannian of isotropic n-planes.

Lemma 3.7.9. For any (t, b) ∈ U , the strict incidence morphism Υ(t,b) : C (W )→ Para (g)

is injective.
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Proof. Let (t, b) ∈ U . Then there exists g ∈ G such that (t, b) = g · (t0, b0). Since Υ(t,b)

preserves types, it suffices to show that
(
Υ(t,b)

)
i
is injective. Suppose that Υ(t,b) (w1) =

Υ(t,b) (w2). Then gw1 · pi = gw2 · pi, and so w−1
1 w2 ∈ Pi. We have w−1

1 w2 ∈ NPi (T0).

Therefore w1W i = w2W i.

Consider a G-action on Mor (C (W ) ,Para (g)) given by (g, ψ) 7→ g · ψ := Ad (g) ◦ ψ. We

will show that the map Υ is G-equivariant.

Lemma 3.7.10. Υ is equivariant under the G-action.

Proof. By Lemma 3.7.3, it suffices to show that, for any g ∈ G, g ·Υ(t0,b0) = Υg·(t0,b0). For

any i ∈ Dg and w ∈W (G,T0),

Υg·(t0,b0) (wW i) = gw · pi

= g · (w · pi)

= g ·Ψ(t0,b0) (wW i) ,

where t0 ⊆ b0 ⊆ pi ∈Pi (g) and w ∈ NG (T0) is a coset representative of w.

Proposition 3.7.11. The map Υ : U → Mor (C (W ) ,Para (g)) is injective.

Proof. By Lemma 3.7.10, it suffices to show that, for any g ∈ G, if Υ(t0,b0) = g · Υ(t0,b0),

then (t0, b0) = g · (t0, b0). Let g ∈ G be such that Υ(t0,b0) = g ·Υ(t0,b0). Then we have

w · pi = gw · pi,

for all w ∈ NG (T0) and i ∈ Dg. This implies that

g ∈
⋂

w∈NG(T0)

 ⋂
i∈Dg

pi

 =
⋂

w∈NG(T0)

b0 = t0.

Therefore (t0, b0) = g · (t0, b0).

Proposition 3.7.12. For any incidence system morphism ψ : C (W ) → Para (g), if ψ is

injective, then there exists (t, b) ∈ U such that ψ = Υ(t,b).
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Proof. Let ψ ∈ Mor (C (W ) ,Para (g)) be such that it is injective. Since M and F are

functors (see Section 3.5 and Section 3.6),

M◦F (ψ) :M◦F (C (W ))→M◦F (Para (g)) = B (g)

is a chamber graph morphism. FurthermoreM◦F (ψ) is an injective chamber graph mor-

phism because ψ is injective.

Since M ◦ F (C (W )) ∼= W and M ◦ F (ψ) is injective, by Proposition 3.6.17, M ◦

F (ψ) (M◦F (C (W ))) is an apartment of B (g). Let w0 be the longest element of W and

denoteM◦F (ψ) ({1}) (resp. M◦F (ψ) ({w0})) by b (resp. b′). By Theorem 3.6.20,

dist
(
b, b′

)
= ` (w0) ,

where ` (w0) is the length of w0. Hence b and b′ are opposite Borel subalgebras. Let t = b∩b′.

Then t is a Cartan subalgebra. By Remark 3.6.5, anyM◦F (ψ) ({w}), where w ∈W , is on

a minimal path from b to b′; whenceM◦F (ψ) ({w}) is in At (as defined in Example 3.6.19)

by Theorem 3.6.20. Therefore ψ (C (W )) = Υ(t,b) (C (W )). Since ψ is an incidence system

morphism, t ⊆M◦ F (ψ) ({w}) ⊆ ψ (wW i) ∈Pi (g) for all i ∈ Dg, and so ψ = Υ(t,b).

Theorem 3.7.13. Let Morinj (C (W ) ,Para (g)) := {Υ : C (W )→ Para (g) is injective}. Then

U ∼= Morinj (C (W ) ,Para (g)) .

Proof. This follows from Lemma 3.7.9, Proposition 3.7.11 and Proposition 3.7.12.

Remark 3.7.14. By Proposition 2.3.37, Parai (g) is a projective variety, for all i ∈ Dg; whence∏
X∈C(W )

Paratc(X) (g) is a projective variety (e.g. [Har92], Example2.21). Notice that

Mor (C (W ) ,Para (g)) ⊆
∏

X∈C(W )

Paratc(X) (g).

As the incidence relation in Mor (C (W ) ,Para (g)) is a closed condition, Mor (C (W ) ,Para (g))

is a closed subvariety of
∏

X∈C(W )

Paratc(X) (g). Therefore Mor (C (W ) ,Para (g)) is a projective

variety. Furthermore, since U ∼= G /T , we have that Morinj (C (W ) ,Para (g)) is an open

irreducible subvariety by Theorem 3.7.13; however it is not necessarily dense.

96



3.7. Parabolic configurations

Example 3.7.15. Let G = SL4 (C). Then its Lie algebra is g = sl4 (C) and the Dynkin

diagram Dg corresponding to g is

1 2 3

The incidence system C (W ) has the incidence structure of an abstract 3-simplex. Then

Parai (g) ∼=
{
i− dimensional subspaces in C4

}
,

i.e., Para (g) ∼= Proj
(
C4
)
. A standard parabolic configuration C (W ) → Proj

(
C4
)
has

image looking like

which is a non-degenerate 3-simplex in P3. While a degenerate 3-simplex in P3, e.g.

,

may arise from a parabolic configuration C (W )→ Proj
(
C4
)
which is not injective. In fact,

such degenerate simplices form another irreducible component of Mor (C (W ) ,Para (g))

different from the standard one.

Notation 3.7.16. Let T q be the subset of T containing Cartan subalgebras t such that all

Borel subalgebras b ⊇ t are weakly opposite to q. Let U q := π−1
1 (T q) be the inverse image

of T q under the projection map π1 : U → T .

Note that

U q  {(t, b) ∈ U |b is weakly opposite to q} .

Proposition 3.7.17. T q is an open dense subset of T , and hence U q is an open dense

subset of U .
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Proof. If T q is an open dense subset of T , then the result that U q is an open dense

subset of U follows immediately. We now will show the first part of the proposition. Let

b0 be a Borel subalgebra contained in q and t0 be a Cartan subalgebra contained in b0.

Denote T the maximal torus of G with the associated Lie algebra t0. Let ω0 be the longest

element in W (G,T0) with respect to some length function defined using the simple system

∆ corresponding to b0. Then ω0 · b0 ∈Pq (g), and so by Lemma 3.4.5,

Q · (ω0 · b0) = Pq (g) ,

where ω0 ∈ NG (T0) is the coset representative of ω0. For each w ∈ NG (T ′), denote

Gw = {g ∈ G |g · (w · b0) ∈Pq (g)} .

Then Qω0B0w
−1 ⊆ Gw, where B0 is the Borel subgroup of G whose associated Lie algebra

is b0, for all w ∈ NG (T0) because

(
Qω0B0w

−1
)
· (w · b0) = Q · (ω0 · b0) = Pq (g) .

Since B0ω0B0 is an open dense subset of G, then Qω0B0 contains an open dense subset

of G, and so does Qω0B0w
−1. Hence Gw contains an open dense subset of G for all w ∈

NG (T0). This implies that
⋂

w∈NG(T0)

Gw contains an open dense subset of G because the

finite intersection of open dense sets is again open and dense. By choosing g ∈
⋂

w∈NG(T0)

Gw,

we have t := g · t0 as a required Cartan subalgebra because if b is a Borel subalgebra

containing t, then g−1 · b contains t0, and so g−1 · b = w · b0 for some w ∈ NG (T0); whence

b = g · (w · b0) ∈Pq (g).

Remark 3.7.18. For any t ∈ T q, we know that t * q. Otherwise, as appears in the proof of

Proposition 3.7.17, g ∈ Q, and so g · b′ /∈Pq (g), i.e., g /∈ G1, which is a contradiction.

Lemma 3.7.19. Q acts locally freely on U q.

Proof. Let t ∈ T q and T be a maximal torus of G with Lie algebra t. Firstly, we will show

that {p ∈ G · q |t ⊆ p} ⊆ T · q. Let t ⊆ p ∈ G · q and p̂ be the parabolic subalgebra of q

complementary to p parametrized by the algebraic Weyl structure ξ̃ ∈ t. Then q is weakly
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opposite to p̂ because t ⊆ p̂ and t ∈ T q. So q is complementary to p̂. Since exp
((

p̂
)⊥) acts

freely and transitively on all parabolic subalgebras complementary to p̂, thus q = exp (x) ·p,

for some x ∈
(
p̂
)⊥. Therefore

exp
(
ξ̃
)
· q = exp

([
ξ̃, x
])
· p.

Since ξ̃ has negative eigenvalues on
(
p̂
)⊥, this implies that x = 0 is in the closure of the T

orbit on
(
p̂
)⊥. Therefore p ∈ T · q.

Let p ∈ G · q containing t and

λ :=
∑
i

λi,

where λi is the fundamental weight corresponding to a crossed node of the decorated Dynkin

diagram Dp. By Proposition 1, Section 5.2, in [GS87], we have

dim (StabT (q)) = dim (T )− dim
(
T · q

)
= codim (conv (LQ)) ,

where LQ := {α ∈W · λ |pα (Q) 6= 0} andW = NG (T ) /T . Since {p ∈ G · p |t ⊆ p} ⊆ T · q,

this implies that pα (Q) 6= 0 for all α ∈ W · λ, and so codim (conv (LQ)) = 0. Therefore

StabT (q) = {1}, and whence q∩ t = {0}. By Lemma 3.7.3, Q acts locally freely on U q.

Define

Υq : U q → Mor (C (W ) ,Paraq (g))

(t, b) 7→ Υ(t,b)

where W = W (G,T0) is a Coxeter group determined by some (t0, b0) ∈ U q. Then Υq is

well-defined. To see this, for any (t, b) ∈ U q and p ∈ im
(
Υ(t,b)

)
, we have t ⊆ w · b ⊆ p, for

some w ∈ NG (T ), and so

g = w · b + q ⊆ p + q ⊆ g.

Corollary 3.7.20. Let Morinj (C (W ) ,Paraq (g)) := {ψ : C (W )→ Paraq (g) is injective}.

Then

U q ∼= Morinj (C (W ) ,Paraq (g)) .

Proof. By Theorem 3.7.13, Υ is injective. Thus Υq is injective because Υq = Υ |U q .
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Let ψ ∈ Morinj (C (W ) ,Paraq (g)). Then ψ = Υ(t,b) for some (t, b) ∈ U . Let b′ be a

Borel subalgebra containing t. The b′ is of the form

b′ =
⋂
p∈f

p,

for some full flag f of Para (g). Any maximal parabolic subalgebra p containing t is in im (ψ);

whence p ∈ Paraq (g). This implies that f is a full flag of Paraq (g), and so, by Lemma 3.4.6,

b′ is weakly opposite to q. Therefore (t, b) ∈ U q.

Definition 3.7.21. Each element in the image of Υq is called a q-generic standard

parabolic configuration for g.
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Chapter 4

Parabolic projection

4.1 Definitions and properties

Let G be a connected reductive algebraic group over an algebraically closed field F of char-

acteristic zero with the Lie algebra g, and let Q be a parabolic subgroup of G with the Lie

algebra q. Define a map

ϕq : Pq (g) → P (q0)

p 7→ ((p ∩ q) + nr (q)) /nr (q) . (4.1.1)

By Proposition 2.2.44 and Proposition 2.2.46, ϕq is well-defined.

Definition 4.1.1. ϕq is called the parabolic projection of Pq (g) into P (q0).

Q acts on both Pq (g) and P (q0) and we have the following.

Lemma 4.1.2. For any p, p′ ∈ Pq (g), if p and p′ are co-standard, then so are ϕq (p) and

ϕq (p′).

Proof. Let p, p′ ∈Pq (g) be such that p ∩ p′ is a parabolic subalgebra of g. Then

ϕq

(
p ∩ p′

)
=
((
p ∩ p′ ∩ q

)
+ nr (q)

)
/nr (q)

is a parabolic subalgebra of q0. Moreover,

ϕq

(
p ∩ p′

)
⊆ ϕq (p) ∩ ϕq

(
p′
)

;
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4.2. The induced map on types

whence ϕq (p) ∩ ϕq (p′) is a parabolic subalgebra of q0.

Lemma 4.1.3. ϕq is equivariant under the Q-action.

Proof. For each q ∈ Q and p ∈Pq (g),

ϕq (q · p) = (((q · p) ∩ q) + nr (q)) /nr (q) = q · ((p ∩ q) + nr (q)) /nr (q) = q · (ϕq (p))

because nr (q) is an ideal of q.

Lemma 3.4.5 and Lemma 4.1.3 imply that ϕq induces a map

µ : P (Dg)→ P (Dq0)

between the power sets of Dg and Dq0 , respectively in such a way that the diagram

Pq (g)

tg
��

ϕq //P (q0)

tq0
��

P (Dg) µ
// P (Dq0)

commutes, where

tg : Pq (g)→ P (Dg) : p ∈Pq
I (g) 7→ I,

and

tq0 : P (q0)→ P (Dq0) : p ∈PI (q0) 7→ I.

In the following section, we will investigate the map µ.

4.2 The induced map on types

Let p be a parabolic subalgebra of g such that g = p + q, and r := (p ∩ q) + nr (q). By

Corollary 2.2.48, let p̂ be a parabolic subalgebra of g complementary to p and co-standard

with q. Denote r̂ :=
(
p̂ ∩ q

)
+ nr (q).

Lemma 4.2.1. The parabolic subalgebras r /nr (q) and r̂ /nr (q) of q0 are complementary.

Proof. It suffice to show that (nr (r) /nr (q)) ∩ (̂r /nr (q)) = nr (q) /nr (q) , i.e., nr (r) ∩ r̂ =

nr (q) and (nr (̂r) /nr (q)) ∩ (r /nr (q)) = nr (q) /nr (q) , i.e., nr (̂r) ∩ r = nr (q); whence
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4.2. The induced map on types

(r ∩ r̂) /nr (q) is a common Levi subalgebra of r /nr (q) and r̂ /nr (q) .

Since p and p̂∩q are parabolic subalgebras of g, they contain a common Cartan subalgebra

that makes nr (q) be a direct sum of one-dimensional root spaces, each of which must lie in

either p or nr
(
p̂
)
. Therefore nr (q) =

(
nr (q) ∩ nr

(
p̂
))
⊕ (nr (q) ∩ p), and so

nr (̂r) ∩ r =
((
nr
(
p̂
)

+ nr (q)
)
∩ p
)

+ nr (q)

=
((
nr
(
p̂
)

+ (nr (q) ∩ p)
)
∩ p
)

+ nr (q)

=
((
nr
(
p̂
)
∩ p
)

+ (nr (q) ∩ p)
)

+ nr (q)

= nr (q) .

Moreover nr (r) ∩ r̂ =
(
p ∩ p̂ ∩ q

)
+ nr (q) = nr (q).

This gives us a four-step procedure to obtain the Dynkin diagram representing r as

follows:

Proposition 4.2.2. Let p and q be parabolic subalgebras of g such that g = p+ q. Then the

Dynkin diagram representing the parabolic subalgebra r := (p ∩ q) + nr (q) of g is obtained

from the following procedure:

1. Apply the dual involution ıg of the Dynkin diagram of g to the decorated Dynkin

diagram representing p. (According to the proof of Corollary 2.2.48, this gives the decorated

Dynkin diagram representing p̂ a parabolic subalgebra of g complementary to p and co-

standard with q)

2. Remove all the nodes in the decorated Dynkin diagram representing p̂ obtained from

step 1. which are crossed in the decorated Dynkin diagram representing q. (This gives the

decorated Dynkin diagram representing
((
p̂ ∩ q

)
+ nr (q)

)
/nr (q))

3. Apply the dual involution ıq0 of the Dynkin diagram of q0 to the diagram obtained

from step 2. (This gives the decorated Dynkin diagram representing r /nr (q) by Lemma

4.2.1)

4. Add all nodes we removed from step 2. to the diagram obtained from step 3. and cross

all such nodes. This yields the decorated Dynkin diagram representing r.

Remark 4.2.3. In the case that the Dynkin diagram of a simple Lie algebra g is of type Bn,

D2n, Cn, E7, E8, F4, or G4, the dual involution ıg is the identity.
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4.2. The induced map on types

Example 4.2.4. Let g := sl8 (C). Denote p be a parabolic subalgebra of g represented by

the decorated Dynkin diagram

and q be a parabolic subalgebra of g represented by the decorated Dynkin diagram

such that g = p + q. Apply above procedure to get the diagram representing the parabolic

subalgebra r := (p ∩ q) + nil (q):

q

p

Step 1. p̂

Step 2.
((
p̂ ∩ q

)
+ nr (q)

)
/nr (q)

Step 3. r /nr (q)

Step 5. r

Example 4.2.5. Let g := so10 (C). Denote p be a parabolic subalgebra of g represented by

the decorated Dynkin diagram

and q be a parabolic subalgebra of g represented by the decorated Dynkin diagram

such that g = p + q. Apply above procedure to get the diagram representing the parabolic

subalgebra r := (p ∩ q) + q⊥:
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4.2. The induced map on types

q

p

Step 1. p̂

Step 2.
((
p̂ ∩ q

)
+ nr (q)

)
/nr (q)

Step 3. r /nil (q)

Step 5. r

In particular if g is semisimple, together with describing r by a decorated Dynkin dia-
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4.2. The induced map on types

gram, one can also describe r more precisely as a subalgebra of g. By Lemma 2.2.59, let b

be a Borel subalgebra contained in q and complementary to one b̂ contained in p. Then r

contains the Cartan subalgebra t = b ∩ b̂ ⊆ q ∩ p. Denote R := R (g, t) be the root system

of g associated to t. The Borel subalgebra b determines a choice of positive roots R+, and

consequently a choice of simple systems ∆, of R. By Remark 2.2.60, we see that

Rr =
(
Rp̃0 ∩Rq̃0

)
t
((
Rnr(p) ∩Rq

)
∪Rnr(q)

)
,

with Rr̃0 = Rp̃0 ∩Rq̃0 and Rnr(r) =
(
Rnr(p) ∩Rq

)
∪Rnr(q). Denote

Γ := {α ∈ ∆ |−α ∈ Rq } = ∆ ∩Rq̃0 .

Then

q̃0 = t⊕
⊕

α∈R∩span(Γ)

gα and nr (q) =
⊕

α∈R+\(R∩span(Γ))

gα.

The Weyl group W (q̃0, t) of q̃0 with respect to t is identified as a subgroup of W (g, t)

generated by {sα |α ∈ Γ}. Let ωq̃0
0 be the longest elements of the Weyl groups W (q̃0, t). It

is well known that ωq̃0
0 is an involution on Rq̃0 sending positive roots of q̃0 to negative roots

of q̃0. Therefore

ωq̃0
0 : Γ→ −Γ.

Lemma 4.2.6. The simple system ωq̃0
0 (∆) is contained in Rr. Thus t⊕

⊕
α∈R∩span

(
ω
q̃0
0 (∆)

)gα
is a Borel subalgebra of g contained in r.

Proof. Since ∆ ⊆ Rq,

∆ =
(
∆ ∩Rq̃0

)
t
(
∆ ∩Rnr(q)

)
= Γ t (∆ \Γ) .

Furthermore we have

ωq̃0
0 (Γ) = −Γ ⊆ Rp ∩Rq̃0 ⊆ Rr

because −Γ ⊆ −∆ ⊆ Rp, and

ωq̃0
0 (∆ \Γ) ⊆ ωq̃0

0

(
Rnr(q)

)
⊆ Rnr(q) ⊆ Rr
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4.2. The induced map on types

since nr (q) is an ideal of q. Therefore ωq̃0
0 (∆) = ωq̃0

0 (Γ) ∪ ωq̃0
0 (∆ \Γ) ⊆ Rr.

Example 4.2.7. Let g := sl8 (C) with the standard diagonal Cartan subalgebra t. Then t

gives the root system

R = {ei − ej |1 ≤ i, j ≤ 8 and i 6= j } ,

where ei (t) = tii for 1 ≤ i ≤ 8. Let ∆ = {ei − ei+1 |1 ≤ i ≤ 7}. Then ∆ is a simple system

of R. Let q be a standard parabolic subalgebra (with respect to ∆) of g represented by the

Dynkin diagram

e1-e2 e2-e3 e3-e4 e4-e5 e5-e6 e6-e7 e7-e8
.

Then q contains the standard Borel subalgebra b determined by ∆.

Let PJ (g) be a component in P (g) represented by the diagram

.

We can choose p ∈ PJ (g) such that p contains the Borel subalgebra complementary to b.

Then g = p + q. By associating each node in the decorated Dynkin diagram

representing r := ϕq (p) = (p ∩ q) + nr (q) with the corresponding simple root in ωq̃0
0 (∆)

(here ωq̃0
0 = (24) (67) ), we now are able to describe r as a subalgebra in terms of the root

spaces decomposition of g:
e1-e4 e4-e3 e3-e2 e2-e5 e5-e7 e7-e6 e6-e8

.

Therefore Rr is the set consisting of all positive linear combinations of the set

ωq̃0
0 (∆) ∪ {e3 − e2, e4 − e3, e7 − e6}

and

r = t⊕
⊕
α∈Rr

gα.

Theorem 4.2.8. The parabolic projection ϕq induces the map µ : P (Dg)→ P (Dq0) defined

by

µ (S) = ıq0 (ıg (S) ∩Dq0) .

Proof. This follows from Proposition 4.2.2.
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4.3. Parabolic projection as an incidence system morphism

4.3 Parabolic projection as an incidence system morphism

For any two parabolic subalgebras p and p′ of g, if p ∩ p′ is a parabolic subalgebra of g,

then ϕq (p) ∩ ϕq (p′) is also a parabolic subalgebra of q0 because it contains the parabolic

subalgebra ϕq (p ∩ p′). Therefore ϕq preserves the incidence relation. It is worth to see under

which condition ϕq becomes an incidence system morphism between incidence systems.

Define a map

ν := ıg ◦ i ◦ ıq0 : Dq0 → Dg

where i is the inclusion map from the diagram Dq0 to the diagram Dg. Then ν is an injective

map.

Lemma 4.3.1. µ is the pull-back of ν.

Proof. Let S ∈ P (Dg). Then

µ (S) = ıq0 (ıg (S) ∩Dq0) = ı?q0 ◦ i? ◦ ı?g (S) = (ıg ◦ i ◦ ıq0)? (S) = ν? (S) .

Corollary 4.3.2. ϕq induces Φq : Paraq (g)→ Para (q0) an incidence system morphism over

the map ν : Dq0 → Dg given by the strict incidence system morphism

ϕq

∣∣
ν?Paraq(g) : ν?Paraq (g)→ Para (q0) .

.

Proof. Consider

ν?Paraq (g) =
⊔
i∈Dq0

Paraqν(i) (g),

and

Para (q0) =
⊔
i∈Dq0

Parai (q0).

For any i ∈ Dq0 , if p ∈ Paraqν(i) (g), then ϕq (p) ∈ Parai (q0) because ν is injective and

µ ({ν (i)}) = {i}. Thus ϕq

∣∣
ν?Paraq(g) : ν?Paraq (g) → Para (q0) preserves types, and so, by

Lemma 4.1.2, it preserves the incidence relation. Hence ϕq

∣∣
ν?Paraq(g) is a strict incidence

system morphism.
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4.3. Parabolic projection as an incidence system morphism

Theorem 4.3.3. The parabolic projection arises from the flag extension of

Φq : Paraq (g)→ Para (q0)

in such a way that

ϕq = τ ◦ F (Φq) ◦ (τ q)−1 : Pq (g)→P (q0) ,

where τ and τ q are defined as (3.4.1) and (3.4.2), respectively, i.e., the diagram

F (Paraq (g))

F(Φ)

��

τq //Pq (g)

ϕq

��
F (Para (q0)) τ

//P (q0)

commutes.

Proof. Let p ∈Pq (g). By Corollary 3.4.3. Denote f := τ−1 (p) and I the type of f . Then

(as discussed in Section 3.6)

F (Φq) (f) = ϕq

∣∣
ν?Paraq(g) (f) : µ (I)→ Para (q0) : i 7→ ϕq

∣∣
ν?Paraq(g) (f (ν (i))) .

Therefore

ϕq (p) = ϕq

(⋂
i∈I

f (i)

)
=

⋂
i∈µ(I)

ϕq (f (ν (i)))

=
⋂

i∈µ(I)

ϕq

∣∣
ν?Paraq(g) (f (ν (i)))

=
⋂

i∈µ(I)

ϕq

∣∣
ν?Paraq(g) (f) ((ν (i)))

=
⋂

i∈µ(I)

F (Φq) (f) ((ν (i)))

= τ (F (Φq) (f))

= τ ◦ F (Φq)
(
τ−1 (p)

)
= τ ◦ F (Φq) ◦ τ−1 (p) ,
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4.3. Parabolic projection as an incidence system morphism

because, by Corollary 3.4.3, both ϕq

(⋂
i∈I

f (i)

)
and

⋂
i∈µ(I)

ϕq (f (ν (i))) are in Pq
µ(I) (g) and

clearly ϕq

(⋂
i∈I

f (i)

)
⊆

⋂
i∈µ(I)

ϕq (f (ν (i))).

For any (t, b) ∈ U q, we thus have the incidence system morphism

ϕq ◦Υ(t,b) : C (W )→ Para (q0)

over the map ν : Dq0 → Dg = D .

Example 4.3.4. Let V be a complex vector space of dimension 7. The group so (V ) has

the Dynkin diagram D given by

.

According to Example 3.7.7, choose an isotropic line ` in V . Then ` ⊆ `⊥. Let q =

Stabso(V ) (`) and p = Stabso(V ) (W ), whereW is an isotropic subspace of V . Then so
(
`⊥ /`

) ∼=
(q0)ss, the semisimple Lie subalgebra of the reductive Lie algebra q0 = q /nr (q) . Since

z (q0) = (z (q) + nr (q)) /nr (q) , thus so
(
`⊥ /`

) ∼= q /(z (q) + nr (q)) . Under the projection

map, we have

ϕq (p) /z (q0) ∼= ((p ∩ q) + nr (q)) /(z (q) + nr (q)) ∼= Stabso(`⊥/`)

((
W ∩ `⊥ + `

)
/`
)
.

(4.3.1)

Now let % : {1, 2} → D be the injective map given by the labelling

.

As in Example 3.7.7, the set C (W )%(1) and C (W )%(2) correspond to the collection of lines

and the collection of planes of an octahedron lying in Q5 ⊆ P (V ). By choosing a suitable

point in Q5, one can send lines (resp. planes) in Q5 to points (resp. lines) in Q3 (as in

Equation (4.3.1)).

By using parabolic projection, we can define the injective incidence system morphism Ψ :

C (W )→ Q3 over the map % : {1, 2} → D such that Ψ maps C (W )%(1) to a collection of 12

points in Q3, and C (W )%(2) to a collection of 8 lines in Q3 with 2 lines through each point

and 3 points on each line; it has the same incidence as edges and vertices of a cube.
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Chapter 5

Generalized Cox Configurations

Suppose that V is a complex vector space of dimension four and (W,S) is a Coxeter group

with Coxeter diagram D given by

.

Let % : {1, 2, 3} → D be the injective map given by the above labelling. According to Exam-

ple 3.7.8, the set C (W )%(1) and C (W )%(3) can be identified with the orbits of fundamental

weights λ1 and λ3 corresponding to the nodes labelled by 1 and 3 respectively. Each orbit

is a demicube, i.e., a semi-regular polytope constructed from a hypercube with alternated

vertices truncated. A hypercube may be considered as a bipartite graph between two types

of vertices, black vertices and white vertices as in Figure 5.0.1, and thus an incidence system

with two types. The sets C (W )%(1) and C (W )%(3) can be taken to be the black and white

vertices with incidence pairs corresponding to edges. This is also the incidence system of

a configuration associated with Cox’s chain, consisting of 2n−1 points and 2n−1 planes in

P (V ), with n planes through each point and n points on each plane.

Figure 5.0.1: A 2-face of an n-hypercube.

Moreover, C (W )%(2) can be identified combinatorially with the space of 2-faces in the

hypercube as in Figure 5.0.1. Any 2-face is incident with two white vertices and two black
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5.1. Generalized Cox configurations

vertices. Thus we get an injective morphism Ψ : C (W ) → Proj (V ) over the map % : [4] →

D . Ψ maps C (W )%(1) to a collection of 2n−1 points in P (V ), C (W )%(2) to a collection of

2n−2

 n

2

 lines in P (V ), and C (W )%(3) to a collection of 2n−1 planes in P (V ). We call

the injective morphism Ψ a Cox configuration.

In this chapter, we will define generalized Cox configurations, construct them by using

parabolic projection, and investigate their existence in some cases.

5.1 Generalized Cox configurations

Let W be a Coxeter group corresponding to the Coxeter diagram D of type

T(a,b,c) :=
b b b

bb

b
b
bb nodes

a
no

de
s

b b b

c nodes .

Definition 5.1.1. A generalized Cox configuration of type (a, b, c), where

a, b, c ∈ N, is a projective configuration

Ψ : C (W )→ Proj (V ) ,

over the map % : [a+ b] → D , where V is a vector space of dimension a + b and [a+ b] is

the set of types of the incidence system Proj (V ) (as defined in Example 3.1.3), given by the

following labelling:

.

We will denote Mor% (C (W ) ,Proj (V )) by gCo(a,b,c) (W,V ). A generalized Cox configuration

is said to be non-degenerate if it is an injective morphism and we will denote

gCoinj(a,b,c) (W,V ) := Morinj% (C (W ) ,Proj (V )) .

When W and V can be understood from the context, we will suppress (W,V ) and then

write gCo(a,b,c) for gCo(a,b,c) (W,V ).
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5.2. Generalized Cox configurations from parabolic projection

Remark 5.1.2. Notice that we have an incidence system isomorphism from Proj (V ) to

Para (pgl (V )) defined by

V ′ 7→ Stabpgl(V )

(
V ′
)
.

Therefore Proj (V ) ∼= Para (pgl (V )). Thus generalized Cox configurations are actually

parabolic configurations.

As the image of a generalized Cox configuration of type (a, b, c) is in Proj (V ), we can

consider the dual of this configuration whose image is in Proj (V ?) ∼= Proj (V ). Furthermore,

the dual of a generalized Cox configuration of type (a, b, c) is a generalized Cox configuration

of type (b, a, c).

5.2 Generalized Cox configurations from parabolic projection

The notation of each algebraic group and each Lie algebra appearing in this section depends

on (a, b, c). But for the rest of this chapter, we fix an (a, b, c) such that it satisfies the

condition
1

a
+

1

b
+

1

c
> 1, (5.2.1)

i.e., the diagram T(a,b,c) is a Dynkin diagram and so the Coxeter group is finite. It turns

out into 3 classifications of the related diagram which is of A, D, or E-types. We say that a

generalized Cox configuration of type (a, b, c) is of type A, D, or E if its related diagram is

of that type.

For the rest of this chapter, let F be an algebraically closed field of characteristic zero.

Let G be a connected simple algebraic group over F with the associated Dynkin diagram

b b b

bb

b
b
bb nodes

a
no

de
s

b b b

c nodes

.

Let Q be a parabolic subgroup of G in the conjugacy class complementary to the one

represented by the decorated Dynkin diagram

b b b

bb

b
b
b

b b b
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5.2. Generalized Cox configurations from parabolic projection

with the unipotent radical Qu and the Levi factor Q0 := Q /Qu .

Let g and q be the associated Lie algebras of G and Q, respectively. Then q⊥ is the Lie

algebra of Qu and q0 is the Lie algebra of Q0. By Corollary 2.2.27 and Proposition ??,

q0 = z (q0)⊕ s,

where s is a semisimple Lie subalgebra of q0 and dim (z (q0)) = 1. The Dynkin diagram

Ds = Dq0 (see Section 2.2.4) is given by

ıg


b b b

bb

b
b
bb nodes

a
no

de
s

b b b

c-2 nodes

.

where ıg is the dual involution of the Dynkin diagram Dg.

As s is semisimple and the Dynkin diagram Ds has two connected component,

s = q⊕ q′,

where q ∼= pgla+b (F) and q′ ∼= pglc−1 (F) are simple ideals of s such that [q, q′] = {0}. Hence

z (q0) ⊕ q′ is an ideal of q0. Define π′ : q → q0 and π′′ : q0 → q0 /(z (q0)⊕ q′) ∼= q be the

canonical projection. Then

π′′ ◦ π′ : q→ q

is a surjective Lie algebra homomorphism. It induces a surjective algebraic group homo-

morphism π : Q→ Q, where Q is the Lie subgroup of Q with the associated Lie algebra q.

Denote K be the kernel of the homomorphism π. So

0 // K // Q
π // Q // 0

is an exact sequence. Then K is a normal subgroup of Q containing Qu and Q = Q /K .

Let k be the Lie algebra of K. The Dynkin diagram Dq of q is of type Aa+b−1,
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5.2. Generalized Cox configurations from parabolic projection

ıg


b b b

bb

b
b
bb nodes

a
no

de
s

.

Then Dq is a sub-diagram of Dq0 . Let i : Dq → Dq0 be the inclusion map.

Proposition 5.2.1. There is an incidence system morphism

Θ : Para (q0)→ Para (q) , (5.2.2)

over the inclusion map i : Dq → Dq0 given by the strict incidence system

θ : i?Para (q0) → Para (q)

p
/
q⊥ 7→ p /k ,

where p ∈P (q).

Proof. First we will show that θ is well-defined. By Proposition 2.2.44, any parabolic sub-

algebra r of q0 is equal to p
/
q⊥ for some p ∈P (q). Furthermore, if r ∈ Para (q0)(i(j)), then

the Dynkin diagram Dr representing r has only one crossed node on the component of Dq0

of type Aa+b−1; whence k ⊆ r, and so θ (r) ∈ Para (q)j by Proposition 2.2.45. Therefore θ is

well-defined and preserves types.

Given two parabolic subalgebras p
/
q⊥ and p′

/
q⊥ in i?Para (q0) such that

(
p
/
q⊥
)
∩(

p′
/
q⊥
)
is a parabolic subalgebra of q0, then p ∩ p′ is a parabolic subalgebra of q. Hence

(p ∩ p′) /r = (p /r) ∩ (p′ /r) is a parabolic subalgebra of q.

Notice that Q acts on both quotient spaces q0 and q by canonical adjoint actions. These

induce actions of Q on Para (q0) and Para (q). Furthermore the subgroup K ⊆ Q acts

trivially on Para (q). The morphism Θ as defined in Proposition 5.2.1 has the following

property:

Lemma 5.2.2. The morphism Θ : Para (q0)→ Para (q) is Q-equivariant.

Proof. For any q ∈ Q and p
/
q⊥ ∈ i?Para (q0),

q · θ
(
p
/
q⊥
)

= q · (p /k) = (q · p) /k = Θ (q · p) .
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Recall that T is the set of all Cartan subalgebras of g, U is the set of all pairs (t, b)

where b is a Borel subalgebra of g and t is a Cartan subalgebra of g contained in b, T q is

the subset of T containing Cartan subalgebras t such that all Borel subalgebras b ⊇ t are

weakly opposite to q, and U q := π−1
1 (T q). So far we have, for any u ∈ U q,

C (W )
Υu // Paraq (g)

Φq // Para (q0)
Θ // Para (q)

Dg Dg
idoo Dq0

νoo Dq.
ioo

As ν, i and % are injective and im (ν ◦ i) = im (%), there exists a unique bijective map

ς : Dq → [a+ b] such that ν ◦ i = % ◦ ς. Let V be a vector space of dimension a+ b. Choose

an isomorphism from q to pgl (V ) so that V is a representation of q with the highest weight

λς−1(1) (see Section 2.2.4). Define an incidence system isomorphism

Ξ : Proj (V )→ Para (q) ,

over the map ς : Dq → [a+ b] given by the strict incidence system isomorphism

ξ : ς?Proj (V ) → Para (q)

W 7→ Stabq (W ) .

Since Q ∼= PGL (V ), this implies that Q acts on V and the subgroup K ⊆ Q acts trivially

on V .

Lemma 5.2.3. The morphism Ξ : Proj (V )→ Para (q) is Q-equivariant.

Proof. For any q ∈ Q, x ∈ q, and W ∈ ς?Proj (V ), we have (q · x) · (W ) = q ·
(
x ·
(
q−1 ·W

))
.

Therefore

ξ (q ·W ) = Stabq (q ·W ) = q · Stabq (W ) = q · ξ (W ) .
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5.3. A dimension formula and a conjecture

Therefore, we have a commuting diagram

C (W )
Υu //

Ψu

��

Paraq (g)

Φq

��

Dg Dg
idoo

[a+ b]

%

OO

Dq i
//

ς
oo Dq0

ν

OO

Proj (V )
Ξ

// Para (q) Para (q0) ,
Θ

oo

such that the composition map

Ψu := Ξ−1 ◦Θ ◦ Φq ◦Υu : C (W )→ Proj (V )

is an incidence system morphism over the injective map ρ : [a+ b]→ D given by the strict

incidence system morphism

ψu := ξ−1 ◦
(
ς−1
)?
θ ◦ ν?ϕq ◦Υu :

(
ς−1
)?

(i? (ν?C (W )))→ Proj (V ) .

5.3 A dimension formula and a conjecture

If A and A′ are incidence systems over N and N ′ respectively, and Q acts on A′ in such a

way that this action preserves types and incidence relation in A′, then the action of Q on A′

induces an action of Q on Morϑ (A,A′), for some map ϑ : N ′ → N , given by

(q · Λ) (a) = q · (Λ (a)) .

Thus the group Q acts on the spaces U q, Mor (C (W ) ,Paraq (g)), Morν◦i (C (W ) ,Para (q)),

and gCo (j, k, n). The subgroup K ⊆ Q acts trivially on Morν◦i (C (W ) ,Para (q)) and

gCo(a,b,c) (W,V ) because it acts trivially on Paraq (g) and Proj (V ) . Let U q be the set
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5.3. A dimension formula and a conjecture

defined in Notation 3.7.16. Consider the diagram

U q Υ //

Ψ

��

Mor (C (W ) ,Paraq (g))

(Θ◦Φq)?

��
gCo(a,b,c) (W,V ) Morν◦i (C (W ) ,Para (q)) ,

(Ξ−1)
?

oo

where

(Θ ◦ Φq)? (φ) = Θ ◦ Φq ◦ φ,

for all φ ∈ Mor (C (W ) ,Paraq (g)), and

(
Ξ−1

)
?

(
φ′
)

= Ξ−1 ◦ φ′,

for all φ′ ∈ Morν◦i (C (W ) ,Para (q)). By Lemma 3.7.10, Lemma 4.1.3, Lemma 5.2.2, and

Lemma 5.2.3, the morphism Ψ is Q-equivariant. As K acts trivially on gCo(a,b,c) (W,V ),

so Ψ induces the map

[Ψ] : Q\U q → Q
∖
gCo(a,b,c) (W,V )

Q · u 7→ Q ·Ψu. (5.3.1)

We want to see if the map [Ψ] in 5.3.1 is a bijective map. However, it is equivalent to see if

the map

Ψ : K\U q → gCo(a,b,c) (W,V )

K · u 7→ Ψu (5.3.2)

is bijective.

Consider the space K\U q, a choice of (t, b) ∈ U q determines that

K\U q ⊆ K\U ∼= K \G/T,
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5.3. A dimension formula and a conjecture

where T is a maximal torus of G with Lie algebra t. By Proposition 3.7.17, we have

dim (K\U q) = dim (K \G/T ) = dim (g /(k + t)) .

Then by Lemma 3.7.19, k ∩ t = {0}, and so

dim (K\U q) = dim (g /(k + t)) = dim (g /(k⊕ t)) = dim (g /k)− dim (t) . (5.3.3)

Definition 5.3.1. Denote C (a, b, c) := dim
(
K(a,b,c)

∖
U q

(a,b,c)

)
.

Theorem 5.3.2. For any a, b, c ∈ N such that a ≥ 2,

C (a, b, c) = (a+ b− 1) + C(a− 1, b, c) + dim
(
p⊥
)
.

where p is the Lie algebra of the parabolic subgroup P in the conjugacy class represented by

the decorated Dynkin diagram
b b b

bb

b
b
b

b b b

containing a pair (t, b) ∈ U q.

Proof. Let g, k, and q be respectively the Lie algebras of the algebraic groups G, K, and

Q as defined in Section 5.2 depending on (a, b, c). Let (t, b) ∈ U q and P be a parabolic

subgroup of G in the conjugacy class represented by the decorated Dynkin diagram
b b b

bb

b
b
b

b b b

such that its Lie algebra p contains b. Then k
/
q⊥ ⊆

(
(p ∩ q) + q⊥

) /
q⊥ . This implies that((

p⊥ ∩ q
)

+ q⊥
) /

q⊥ ⊆
(
k
/
q⊥
)⊥; whence p⊥ ∩ k =

(
p⊥ ∩ q

)
∩ k = {0}. The filtration

0 ⊆ p⊥ ⊆ p ⊆ g

of g induces a filtration

0 ⊆ p⊥ ∼=
(
k⊕ p⊥

)
/k ⊆ (k + p) /k ⊆ g /k
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5.3. A dimension formula and a conjecture

of g /k . Therefore, from equation (5.3.3),

C (a, b, c) = dim (g /(k⊕ t))

= dim (g /k)− dim (t)

= dim (g /(p + k)) + dim
(

(k + p)
/(

k⊕ p⊥
))

+ dim
(
p⊥
)
− dim (t)

= dim (g /(p + k)) +
(
dim

(
(k + p)

/(
k⊕ p⊥

))
− dim (t)

)
+ dim

(
p⊥
)
.

As g /(p + k) = (p + q) /(p + k) , and p + q⊥ ⊆ p + k ⊆ p + (p ∩ q) + q⊥ ⊆ p + q⊥, so

g /(p + k) = (p + q)
/(

p + q⊥
)
∼= q

/(
(p ∩ q) + q⊥

)
.

Note that q
/(

(p ∩ q) + q⊥
)
is the tangent space ofQ

/(
(P ∩Q)Q

u) . AsQ /K ∼= PGLa+b (F)

and
(
(P ∩Q)Q

u)
/K ∼= GLa+b−1 (F)n

(
Fa+b−1

)?, thus Q/((P ∩Q)Q
u) ∼= Pa+b−1. Hence

dim (g /(p + k)) = a+ b− 1.

Let g′, k′, and q′ be respectively the Lie algebras of the algebraic groups G′, K ′, and Q′

as defined in Section 5.2 depending on (a− 1, b, c). Then

dim
(
p
/
p⊥
)

= dim
(
g′
)

+ 1,

dim
((

(q ∩ p) + p⊥
)/

p⊥
)

= dim
(
q′
)

+ 1,

by Proposition 4.2.2, and

dim
((

(k ∩ p) + p⊥
)/

p⊥
)

= dim
(
k′
)
.

Since (k + p)
/(

k⊕ p⊥
) ∼= p

/(
(k ∩ p) + p⊥

)
, hence

dim
(

(k + p)
/(

k⊕ p⊥
))

= dim
(
p
/
p⊥
)
− dim

((
(k ∩ p) + p⊥

)/
p⊥
)

= dim
(
g′
)

+ 1− dim
(
k′
)

= dim
(
g′
/
k′
)

+ 1.

Thus dim
(
(k + p)

/(
k⊕ p⊥

))
− dim (t) = dim (g′ /(k′ ⊕ t′)) = C (a− 1, b, c), where t′ is a
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5.4. Recursive construction of generalized Cox configurations

Cartan subalgebra of g′ contained in T q′ and dim (t′) = dim (t)− 1. Therefore

C (a, b, c) = (a+ b− 1) + C(a− 1, b, c) + dim
(
p⊥
)
.

We shall see later that, in the cases a = 1 ,b = 1, or c = 1,

K \U q ∼= gCoinj(a,b,c) (W,V ) .

Hence, we make the following conjecture for general (a, b, c).

Conjecture 5.3.3. K \U q ∼= gCoinj(a,b,c) (W,V ).

To see whether Conjecture 5.3.3 is true or not, we need consider two following conditions:

(C1) Ψ is injective, i.e., Ψu = Ψu′ ⇒ u′ ∈ K · u.

(C2) im (Ψ) = gCoinj(a,b,c) (W,V ).

If the Conjecture 5.3.3 is true, then Theorem 5.3.2 tells us that

dim
(
gCoinj(a,b,c) (W,V )

)
= (a+ b− 1) + dim

(
gCoinj(a−1,b,c) (W,V )

)
+ dim

(
p⊥
)
. (5.3.4)

This suggests us that non-degenerate generalized Cox configurations should be recursively

constructible.

5.4 Recursive construction of generalized Cox configurations

In this section, we will explain a recursive construction of non-degenerate generalized Cox

configurations of type (a, b, c) which will explain why (5.3.4) holds. Firstly, we recall all the

notations used in Section 5.2 and Section 5.3, and we will use them throughout this section.

We will see that this recursive construction is similar to Longuet-Higgins’ construction for

Clifford configuration (see [LH72], Section 7) but still somehow different.

By Proposition 3.2.6, the residual incidence geometry Res
({
W%(1)

})
in %?C (W ) is iso-

morphic to the coset incidence geometry

C
(
W%(1);

(
W%(i) ∩W%(1)

)
:i∈N\{1}

)
,
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5.4. Recursive construction of generalized Cox configurations

which is the coset incidence geometry (%′)? (C (W ′)), where W ′ is a Coxeter group with the

Coxeter diagram T(a−1,b,c),

T(a−1,b,c) := ,

and %′ : [a+ b− 1]→ T(a−1,b,c) given by the above labelling.

Recall from Section 2.2.3, p⊥ is nilpotent, and so it has a filtration

{0} = Cm+1

(
p⊥
)
⊆ Cm

(
p⊥
)
⊆ Cm−1

(
p⊥
)
⊆ . . . ⊆ C1

(
p⊥
)

= p⊥,

where m is the depth of p⊥, and we write p−i := Ci
(
p⊥
) /
Ci+1

(
p⊥
)
. Since (a, b, c) sat-

isfies the inequality (5.2.1), thus p−1 is a miniscule representation with the highest weight

corresponding to the crossed node

of the Levi factor of p (see [Gre08], p.32), thus we have

dim (p−1) = the number of the elements in C
(
W ′
)
%′(1)

. (5.4.1)

Hence Equation 5.3.4 suggests a recursive procedure to construct a non-degenerate gener-

alized Cox configuration of type (a, b, c) in the projective space Pa+b−1 (V ), as follows: for

a, b, c ∈ N such that a ≥ 2,

(1) Choose a point p0 in Pa+b−1 (V ); this use a+ b− 1 parameters.

(2) Choose a generalized Cox configuration of type (a− 1, b, c) in the projective space

Pa+b−2 (V /p0 ) of lines passing through p0; this use dim
(
gCoinj(a−1,b,c) (W,V )

)
parameters.

(3) Choose generally a point, different from p0, on each line in the configuration passing

through the point p0; the number of parameters used in this step is equal to the number

of lines passing through p0, i.e., the number of elements in C (W ′)%′(1), and so by Equation

5.4.1, it is equal to dim (p−1).
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5.4. Recursive construction of generalized Cox configurations

(4) Finally, in order to complete the configuration, we should choose dim
([
p⊥, p⊥

])
more

parameters.

The table below lists dim
(
p⊥
)
of some cases that (a, b, c) satisfied the inequality (5.2.1).

(a, b, c) dim (p−1) dim (p−2) dim (p−3)

(1, b, c) bc 0 0

(a, 1, c) a+ c− 1 0 0

(a, b, 1) a+ b− 1 0 0

(a, 2, 2) 2 (a+ 1) 0 0

(2, b, 2)

(
b+ 2

b

)
0 0

(2, 2, c)

(
c+ 2

c

)
0 0

(2, 3, 3) 20 1 0

(2, 3, 4) 35 7 0

(2, 3, 5) 56 28 8

(2, 4, 3) 35 7 0

(2, 5, 3) 56 28 8

Table 5.1: A table representing the dimension of p⊥(a,b,c) for some (a, b, c)

Definition 5.4.1. We will call the configuration, obtained from Step (1), Step (2) and Step

(3), an (a, b, c)-starting configuration.

Therefore we make the following conjecture.

Conjecture 5.4.2. For a, b, c ∈ N such that a ≥ 2, Let V be a complex vector space of

dimension a + b. Given an (a, b, c)-starting configuration in Pa+b−1 (V ), then constructing

a non-degenerate generalized Cox configuration of type (a, b, c) requires dim
([
p⊥, p⊥

])
more

parameters.

Remark 5.4.3. By showing that Conjecture 5.4.2 is true, the equation 5.3.4 is true.

Let Ψ : C (W ) → Proj (V ) be a generalized Cox configuration of type (a, b, c). As

im (Ψ) ⊆ Proj (V ), we can consider Ψ (C (W )) as a configuration in Pa+b−1 (V ) and we can

say about the incidence relation of Ψ by considering the incidence relation of Ψ (C (W )), and

so of C (W ). We will focus on the incidence relation between %? (C (W ))1, corresponding

to a collection of points in Pa+b−1 (V ), and %? (C (W ))a+b−1, corresponding to a collection

of hyperplanes in Pa+b−1 (V ). To do this, we are going to use branched summaries (see

Remark 3.1.17) and summaries (see Definition 3.1.16) to represent such incidence relation.
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5.5. Generalized Cox configurations of A-type

Any %? (C (W ))i, where 1 < i < a+ b− 1, corresponds to a collection of (i− 1)-dimensional

subspaces in Pa+b−1 (V ) which can be obtained by intersecting hyperplanes corresponding

to %? (C (W ))a+b−1 or being spanned by points corresponding to %? (C (W ))1.

Example 5.4.4. Consider a generalized Cox configuration of type (2, 2, 2) ,

1

23

its branched summary is represented by the graph

H P

14

1
4 3

2(
4

2

)
2

3(
4

3

)
1

4

1

Total 8
4 4

8

Any lines in this configuration can be obtained by the intersection of any two hyperplanes

in the configuration or spanned by any two points in the configuration.

5.5 Generalized Cox configurations of A-type

This is the case of generalized Cox configurations of types (1, b, c), (a, 1, c), or (a, b, 1). These

types corresponds to classical configurations. The incidence geometry C (W ) corresponding
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5.5. Generalized Cox configurations of A-type

to the diagram of type An has the incidence structure of an abstract n-simplex. For this

section, we denote n := a+ b+ c− 2.

5.5.1 Generalized Cox configurations of type (a, b, 1)

Let V be a vector space of dimension n + 1 and G := PGLn+1 (V ). As in Section 5.2, the

parabolic subgroup Q of G, we choose in this case, is actually G itself and K is {e}. Then

U q = U . Thus the map Ψ defined in (5.3.2) is actually the map Υ defined in (3.7.2), and

so generalized Cox configurations of this type are actually standard parabolic configurations

(see Definition 3.7.6). Any (t, b) ∈ U gives us an ordered basis {v0, v1, . . . , vn} (up to a scale)

of V ; this basis gives us an n-simplex, i.e., a collection of n+ 1 points whose homogeneous

coordinates form a basis of V , in V .

By Proposition 3.7.11, the condition (C1) of Conjecture 5.3.3 is true. By Lemma 3.7.9

and Theorem 3.7.13, the condition (C1) of Conjecture 5.3.3 is true. Therefore Conjecture

5.3.3 is true.

Proposition 5.5.1. Let V be a vector space of dimension n + 1. Given a (a, b, 1)-starting

configuration in Pn (V ), a configuration in gCoinj(a,b,1) can be uniquely obtained from the

starting configuration.

Proof. The starting configuration has the following branched summary

H P

1n

1

(p0)

(hi) n n−1

n−1(
n

n− 1

) (
pi1···in−1

)
.

The collection of n general points different from p0 uniquely determines a new hyperplane,

say h. Therefore we have n+ 1 hyperplanes and n+ 1 points, with n hyperplanes through

each point and n points on each hyperplane, as in Figure 5.5.1.
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5.5. Generalized Cox configurations of A-type

H P

1n

1

(p0)

(hi) n n−1

n−1(
n

n− 1

)
1

n

(
pi1···in−1

)

(h) 1

Total n + 1
n n

n + 1

Figure 5.5.1: The branched summary for gCo(a,b,1).

Hence Conjecture 5.4.2 is true and generalized Cox configurations of type (a, b, 1) are

n-simplices in Pn.

5.5.2 Generalized Cox configurations of type (a, 1, c)

Let V be a vector space of dimension n + 1 and G := PGLn+1 (V ). Let U be a vector

subspace of V of dimension n−a and Q be the maximal parabolic subgroup of G stabilizing

U . Let K be the subgroup of Q consisting of elements in PGLn+1 (V ) fixing Pa (V /U ) and

Q = Q /K . Then Para (g)q ⊆ Para (g) = Proj (V ) and Para (q) = Proj (V /U ). Any t ∈ T q

corresponds to the basis {v0, v1 . . . , vn} (up to a scale) of V .This basis {v0, v1 . . . , vn} forms

an n-simplex in V . Any Borel subalgebra b containing t corresponds to an ordering on

{v0, v1 . . . , vn}. As t ∈ T q, the subspace, spanned by any collection of a + 1 vectors in

{v0, v1 . . . , vn}, intersects U trivially by Corollary 2.2.48. In particular,

t ∈ T q ⇔
〈
vi1 , . . . , via+1

〉
∩ U = {0} for all 0 ≤ i1 < i2 < · · · < ia+1 ≤ n,

where {v0, v1 . . . , vn} is the basis (up to scale) of V corresponding to t.

As in Example 2.2.61, the incidence system morphism Θ ◦ Φq : Para (g)q → Para (q)
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5.5. Generalized Cox configurations of A-type

sending Stabg (W ) to

Stabg (U /U ⊆ (U +W ) /U ⊆ V /U ) ;

whence it is a classical projection Pn (V )→ Pa (V /U ).

Therefore the image of {v0, v1 . . . , vn} under the map Ψ is a non-degenerate collection of

n+ 1 points, i.e., any a+ 1 points in the collection span Pa (V /U ), in Pa (V /U ). . Next we

will show that generalized Cox configurations of type (a, 1, c) are obtained by the classical

projection of n-simplices in Pn (V ) into Pa (V /U ).

Theorem 5.5.2. Any non-degenerate collection of n+1 points in Pa (V /U ) is the projection

of an n-simplex in some projection Pn (V ) → Pa (V /U ). Moreover, if any two simplices

project to the same collection of points in Pa (V /U ), then they are related by an element of

PGLn+1 (V ) fixing Pa (V /U ).

Proof. The standard homogeneous coordinates of the n+ 1 points can be represented as the

columns of a (a+ 1) × (n+ 1) matrix M . By the non-degeneracy condition, every a + 1

columns span V /U , and so the rows of M are linearly independent. Thus the collection

of rows of M can be extended to a basis of V , i.e., an (n+ 1) × (n+ 1) invertible matrix

M ′. The columns of M ′ are homogeneous coordinates of an n-simplex projected onto the

collection n+ 1 points in Pa (V /U ) as required.

Suppose that M ′′ is an (n+ 1)× (n+ 1) invertible matrix whose the first a+ 1 rows are

same as the a+1 rows ofM ′. Then there exists an (n+ 1)×(n+ 1) matrixB := (M ′′) (M ′)−1

of the form  Ia+1 0

? ?

 , (5.5.1)

where Ia+1 is the (a+ 1)× (a+ 1) identity matrix, such that M ′′ = BM ′.

From the proof of Theorem 5.5.2, we can extend the matrix M so that the span of any

a + 1 columns intersects the space U trivially; so the extended matrix M ′ corresponds to

a (t, b) ∈ U q. Therefore Theorem 5.5.2 implies the Conjecture 5.3.3 is true. The following

proposition shows that Conjecture 5.4.2 is also true.

Proposition 5.5.3. Let V be a complex vector space of dimension a+ 1. Given a (a, 1, c)-

starting configuration in Pa (V ), a configuration in gCoinj(a,1,c) can be uniquely obtained from

the starting configuration.
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5.5. Generalized Cox configurations of A-type

Proof. The starting configuration has the following branched summary

H P

1( n
a−1)

1

(p0)

(hi)

(
n

a− 1

)
a−1

(n−1
a−2)

n
(
p̂i
)
.

Any a points in the collection of n general points which are different from p0 uniquely

determine a hyperplane; there are
(
n

a

)
such hyperplanes. Therefore we have

(
n

a− 1

)
+(

n

a

)
=

(
n+ 1

a

)
hyperplanes and n + 1 points, with

(
n

a− 1

)
hyperplanes through each

point and a points on each hyperplanes, as in Figure 5.5.2.

H P

1( n
a−1)

1

(p0)

(hi)

(
n

a− 1

)
a−1

(n−1
a−2)

n(n−1
a−1)

a

(
p̂i
)

(hi1···ia)

(
n

a

)

Total
(
n + 1

a

)
a ( n

a−1)
n + 1

Figure 5.5.2: The branched summary for gCo(a,1,c).
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5.5.3 Generalized Cox configurations of type (1, b, c)

Generalized Cox configurations of this type is the dual configurations of generalized Cox

configurations of type (b, 1, c). Thus generalized Cox configurations of this type are obtained

by intersecting n-simplices with a projective subspace of dimension b. Since Conjecture 5.3.3

in the case (b, 1, c) is true, by considering gCoinj(1,b,c) as the space of dual configurations of

the configurations in gCoinj(b,1,c), both conjectures are also true in this case.

In fact, we can construct a configuration in gCoinj(1,b,c). To see this, let V be a complex

vector space of dimension b+ 1. Given a point p0 in Pb (V ) and a configuration in the space

Pb−1 (V /p0 ) of b hyperplanes (i.e., hyperplanes in Pb (V ) through p0) and b points (i.e., lines

in Pb (V ) through p0) such that any b− 1 hyperplanes passing through each point and any

b − 1 points lie on each hyperplane. Choose c general hyperplanes in Pb (V ) different from

those already exist; this use dim
(
p⊥
)

= bc (see Table 5.1) parameters because, in order

to choose a hyperplane in Pb (V ), we need b parameters. Intersecting all the hyperplanes

we obtain so far, it gives totally
(
n+ 1

b

)
points in the configuration. Therefore we have

n+ 1 hyperplanes and
(
n+ 1

b

)
points, with b hyperplanes through each point and

(
n

b− 1

)
points on each hyperplanes.

5.6 Generalized Cox configurations of D-type

This is the case of generalized Cox configurations of types (a, 2, 2), (2, b, 2), or (2, 2, c). In

this section, we are going to show that Conjecture 5.4.2 is true for the case (2, b, 2) and

(2, 2, c). According to Table 5.1, dim
([
p⊥, p⊥

])
= 0 for these cases. Hence Conjecture 5.4.2

states that the starting configurations of these types uniquely determine non-degenerate

generalized Cox configurations of these types. The key ingredient to investigate these two

cases is the following classical result.

Theorem 5.6.1. (Möbius theorem) Let PP12P13P23 and P14P24P34P1234 be two Tetrahe-

dra in a projective 3-space such that the vertices P, P12, P13, and P23 lie on the faces p4 :=

〈P14, P24, P34〉, p124 := 〈P14, P24, P1234〉, p134 := 〈P14, P34, P1234〉, and p234 := 〈P24, P34, P1234〉

respectively of the second tetrahedron. If the vertices P14, P24, and P34 lie on the faces

p1 := 〈P, P12, P13〉, p2 := 〈P, P12, P23〉, and p3 := 〈P, P13, P23〉 respectively of the first tetra-

hedron, then the vertex P1234 must be incident with the plane p123 := 〈P12, P13, P23〉.
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5.6. Generalized Cox configurations of D-type

Proof. Assume that the vertices P14, P24, P34 are incident with the plane p1 := 〈P, P12, P13〉,

p2 := 〈P, P12, P23〉, p3 := 〈P, P13, P23〉, respectively. Let m be the intersection line of planes

p3 and p124. As P is incident with p3, P34P13P23P is a complete quadrangle giving a

quadrangular set Q(ABC,DEF ) on m.

Figure 5.6.1: The quadrangular set Q(ABC,DEF ) on m.

Then the point A is on the plane p134 and so the line P14P1234. Similarly, B,C,D,E are

on the lines P24P1234, P14P24, P12P24, P12P24 respectively.

Figure 5.6.2: The quadrangular sets Q(ABC,DEF ) and Q(DEF,ABC) on m.

Since Q(ABC,DEF ) implies Q(DEF,ABC) and each point of a quadrangle set is

uniquely determined by the rest points (see [Cox61], page 240-241), the point P1234 is on the

line P12F . Since the line P12P1234 pass through the vertex F on P13P23, P1234 is incident

with the plane p123.

According to Table 5.1, given a starting configuration of the case (2, b, 2) or (2, 2, c), we

need to choose no more parameter to complete the configuration because dim
([
p⊥, p⊥

])
= 0,

i.e., the starting configuration uniquely determines a non-degenerate generalized configura-

tion.
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Proposition 5.6.2. Let V be a complex vector space of dimension 4. Given a (2, 2, 2)-

starting configuration in P3 (V ), a configuration in gCoinj(2,2,2) can be uniquely obtained from

the starting configuration.

Proof. The starting configuration has the following branched summary

H P

14

1

(p0)

(hi) 4 3

2(
4

2

)
(pi1i2) .

For 1 ≤ i1 < i2 < i3 ≤ 4, the points pi1i2 , pi1i3 and pi2i3 uniquely determine a plane

hi1i2i3 ; there are
(

4

3

)
= 4 such planes. Notice that the planes h124, h134 and h234 meet in a

point, say q.

Now consider a tetrahedron T formed by the planes h1, h2, h3, h123 and a tetrahedron T′

formed by the planes h4, h124, h134, h234.

Figure 5.6.3: Tetrahedra T and T′.

From Figure 5.6.3, these two tetrahedra satisfy the condition in Theorem 5.6.1. This

implies that the point q lies on the plane h123. Thus the planes hi1i2i3 ’s, where 1 ≤ i1 <

i2 < i3 ≤ 4, meet in a point, say p1234. Therefore we have totally 8 planes and 8 points,

with 4 planes through each point and 4 points on each planes, as in Figure 5.6.4.
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H P

14

1

(p0)

(hi) 4 3

2(
4

2

)
2

3

(pi1i2)

(hi1i2i3)

(
4

3

)
1

4

1 (p1234)

Total 8
4 4

8

Figure 5.6.4: The branched summary for gCo(2,2,2).

Remark 5.6.3. Proposition 5.6.2 is Cox’s formulation of Möbius theorem. That is, given

four general planes a, b, c, d through a point p0 in a projective 3-space, choose a point, say

ab, on the line of intersection of any pair of planes, say a and b; there are six such points.

Since any three points like ab, bc, ac generate a plane, say abc, there are four such planes

which, by Möbius theorem, intersect in a point, say abcd.

Proposition 5.6.2 is then the first Theorem in Cox’s chain of Theorems (see [Cox50], p.

446-447).

Proposition 5.6.4. Let V be a complex vector space of dimension 4. Given a (2, 2, c)-

starting configuration in P3 (V ), a configuration in gCoinj(2,2,c) can be uniquely obtained from

the starting configuration.

Proof. We claim that if n is even (resp. odd), we obtain the left (resp. right) branched

summary as in Figure 5.6.5.
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H P H P

1n

1

1n

1(
n

1

)
n−1

2

(
n

1

)
n−1

2(
n

2

)
n−2

3

(
n

2

)
n−2

3(
n

3

)
n−3

4

(
n

3

)
n−3

4(
n

4

) (
n

4

)

...
...

(
n

n− 1

)
1

n

(
n

n− 1

)
1

n

1 1

Total 2n−1
n n

2n−1.

Figure 5.6.5: The branched summary for gCo(2,2,c)where n is even (on the left) and odd
(on the right) respectively.

We will prove the proposition by induction on n ≥ 4. The case when n = 4 is already

proved in Proposition 5.6.2. Now suppose that n > 4.
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The starting configuration gives the branched summary

H P

1n

1

(p0)

(hi)

(
n

1

)
n−1

2(
n

2

)
(pi1i2)

Case n is odd.

By eliminating the planes hn, we have a structure of a configuration in gCoinj(2,2,c−1);

by induction, there are
(
n− 1

3

)
planes hi1i2i3 , where 1 ≤ i1 < i2 < i3 ≤ n − 1,

(
n− 1

4

)
points pi1i2i3i4 , where 1 ≤ i1 < i2 < i3 < i4 ≤ n − 1, . . .,

(
n− 1

n− 2

)
= n − 1 planes

hi1i2···in−2 , where 1 ≤ i1 < i2 < . . . < in−2 ≤ n − 1, and a point p12···(n−1). By eliminating

one plane hi, 1 ≤ i ≤ n, each turn, with the same argument as above, there are totally
n

n− 4

(
n− 1

4

)
=

(
n

4

)
points pi1i2i3i4 , where 1 ≤ i1 < i2 < i3 < i4 ≤ n,

n

n− 5

(
n− 1

5

)
=(

n

5

)
planes hi1i2i3i4i5 , where 1 ≤ i1 < i2 < . . . < i5 ≤ n, . . .,

n

2

(
n− 1

n− 2

)
=

(
n

n− 2

)
points

pi1i2···in−2 , where 1 ≤ i1 < i2 < . . . < in−2 ≤ n, and
(

n

n− 1

)
= n planes hi1i2···in−1 , where

1 ≤ i1 < i2 < . . . < in−1 ≤ n.

Consider the structure of a configuration in gCoinj(2,2,c−1) in the dual projective space,

the point h1 has n− 1 planes p12, . . . , p1n pass through and other incidences are given by
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H P

1n−1

1

(h1)

(p1i1)

(
n− 1

1

)
n−2

2(
n− 1

2

)
n−3

3

(h1i1i2)

(p1i1i2i3)

(
n− 1

3

)
n−4

4(
n− 1

4

)
(h1i1i2i3i4)

...

(
p1i1i2···in−2

) (
n− 1

n− 2

)
1

n−1

1
(
h1

)
,

all the points p1j1j2···jn−2 , where 2 ≤ j1 < . . . < in−2 ≤ n, lie on a plane, say h1. Likewise for

2 ≤ i ≤ n, there is a plane, say hi, which points pj1j2···jn−1 , where 1 ≤ j1 < . . . < jn−1 ≤ n

and i ∈ {j1, . . . , jn−1}, lie on. So all hi, where 1 ≤ i ≤ n, are the same plane as required

because, for 1 ≤ i < k ≤ n, the planes hi and hk have n− 2 ≥ 3 points in common.

Case c is even.

By eliminating the planes hc+2, we have a structure of a configuration in gCoinj(2,2,c−1); by

induction, there are
(
n− 1

3

)
planes hi1i2i3 , where 1 ≤ i1 < i2 < i3 ≤ n− 1,

(
n− 1

4

)
points

pi1i2i3i4 , where 1 ≤ i1 < i2 < i3 < i4 ≤ n−1, . . ., and a plane h12···(n−1). By eliminating one

plane hi, 1 ≤ i ≤ n, each turn, there are thus
n

n− 4

(
n− 1

4

)
=

(
n

4

)
points pi1i2i3i4 , where
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5.6. Generalized Cox configurations of D-type

1 ≤ i1 < i2 < i3 < i4 ≤ n, because in n times of elimination, the point pi1i2i3i4 occurs n− 4

times except when the hyperplane hi1 , hi2 , hi3 or hi4 is eliminated. By the same argument,

there are thus
n

n− 5

(
n− 1

5

)
=

(
n

5

)
planes hi1i2i3i4i5 , where 1 ≤ i1 < i2 < . . . < i5 ≤ n,

. . ., and
(

n

n− 1

)
= n planes hi1i2···in−1 , where 1 ≤ i1 < i2 < . . . < in−1 ≤ n.

Consider the structure of a configuration in gCoinj(2,2,c−1) in the dual projective space,

the point h1 has n− 1 planes p12, . . . , p1n pass through and other incidences are given by

H P

1n−1

1

(h1)

(p1i1) n− 1 n−2

2(
n− 1

2

)
n−3

3

(h1i1i2)

(p1i1i2i3)

(
n− 1

3

)
n−4

4(
n− 1

4

)
(h1i1i2i3i4)

...

(
n− 1

n− 2

)
1

n−1

(
h1i1i2···in−2

)

(p1) 1 ,

all the planes h1j1j2···jn−2 where 2 ≤ j1 < . . . < jn−2 ≤ n pass through a point, say p1.

Likewise for 2 ≤ i ≤ n, there is a point, say pi, which lies on n − 1 planes hj1···jn−1 ’s for

1 ≤ j1 < . . . < jn−1 ≤ n such that i ∈ {j1, . . . , jn−1}. Hence pi, where 1 ≤ i ≤ n, are the

same point as required because, for 1 ≤ i < k ≤ n, pi and pk lie on n− 2 ≥ 3 planes.
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5.6. Generalized Cox configurations of D-type

Therefore we have 2n−1 planes and 2n−1 points, with n planes through each point and

n points on each planes, as in Figure 5.6.5.

Remark 5.6.5. Proposition 5.6.4 is Cox’s chain of Theorems (see [Cox50], p. 446-447).

Proposition 5.6.6. Let V be a complex vector space of dimension n. Given a (2, b, 2)-

starting configuration in Pn−1 (V ), a configuration in gCoinj(2,b,2) can be uniquely obtained

from the starting configuration.

Proof. We claim that if n is even (resp. odd), we obtain the left (resp. right) branched

summary as in Figure 5.6.6.
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H P H P

1n

1

1n

1

(
n

n− 2

)
2

(n−1
n−2)

(
n

n− 2

)
2

(n−1
n−2)

n

(n−1
2 )

n−2

n

(n+1
2 )

n

(
n

n− 4

)
4

(n−1
n−4)

n−4

(n−1
4 )

(
n

n− 4

)
4

(n−1
n−4)

n−4

(n−1
4 )

(
n

n− 1

) (
n

n− 6

)
6(n−1

n−6)

n−6

(n−1
6 )

(
n

n− 1

) (
n

n− 6

)
6(n−1

n−6)

n−6

(n−1
6 )

...
...

1

n

1

(
n

1

)
n−1

n−1

1

1

Total 2n
2n−2 n

2n−1.

Figure 5.6.6: The branched summary for gCo(2,b,2) where n is even (on the left) and odd
(on the right) respectively.

We will prove the proposition by induction on n ≥ 4. The case when n = 4 is already

proved in Proposition 5.6.2. Now suppose that n > 4.
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The starting configuration gives the branched summary

H P

1n

1

(p0)

(hi) n (n−1
2 )

n−2(
n

n− 2

) (
pi1i2···in−2

)
For 1 ≤ i1 < . . . < in−1 ≤ n, the set of points

{
Pj1j2···jn−2 |j1 < . . . < jn−2 and j1, . . . , jn−2 ∈ {i1, i2, . . . , in−1}

}
uniquely determines a hyperplane, say hî such that i /∈ {i1, i2, . . . , in−1}; there are

(
n

n− 1

)
=

n such hyperplanes.

Case n is odd.

By intersecting hn with the other n − 1 hyperplanes h1, . . . , hn−1, we obtain n − 1

hyperplanes in hn through the point p0 which gives the structure of a configuration in

gCoinj(2,b−1,2) consisting of(
n− 1

n− 3

)
points like pi1···i(n−3)n := hn ∩

⋂
k∈{i1,...,in−3}

hk ∩
⋂

k/∈{i1,...,in−3,n}

h
k̂
where 1 ≤ i1 <

. . . < in−3 ≤ n− 1,(
n− 1

n− 5

)
points like pi1···i(n−5)n := hn ∩

⋂
k∈{i1,...,in−5}

hk ∩
⋂

k/∈{i1,...,in−5,n}

h
k̂
where 1 ≤ i1 <

. . . < in−5 ≤ n− 1,
...

and a point pn on
⋂
k 6=n

h
k̂
.

Processing the same way for all hyperplanes hi, 1 ≤ i ≤ n + 2, then we have totally
n

n− 4

(
n− 1

n− 5

)
=

(
n

n− 4

)
points like pi1···in−4 on

⋂
k∈{i1,...,in−4}

hk ∩
⋂

k/∈{i1,...,in−4}

h
k̂
, where

1 ≤ i1 < . . . < in−4 ≤ n, because for 1 ≤ i1 < . . . < in−4 ≤ n, in n choices of intersecting

hyperplanes, the point pi1···in−4 occurs n− 4 times except when the intersecting hyperplane

hj such that j /∈ {i1, . . . , in−4} is chosen. By the same argument, there are totally
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n

n− 6

(
n− 1

n− 7

)
=

(
n

n− 6

)
points like pi1···in−6 :=

⋂
k∈{i1,...,in−6}

hk ∩
⋂

k/∈{i1,...,in−6}

h
k̂
where

1 ≤ i1 < . . . < in−6 ≤ n,
...

and
(
n

1

)
= n points like pi :=

⋂
k 6=i

h
k̂
where 1 ≤ i ≤ n, as required.

Case n is even.

Again by intersecting hn with the other n− 1 hyperplanes h1, . . . , hn−1, we obtain n− 1

hyperplanes in hn through the point p0 which gives the structure of a configuration in

gCoinj(2,b−1,2) consisting of(
n− 1

n− 3

)
points like pi1···i(n−3)n := hn ∩

⋂
k∈{i1,...,in−3}

hk ∩
⋂

k/∈{i1,...,in−3,n}

h
k̂
where 1 ≤ i1 <

. . . < in−3 ≤ n− 1,(
n− 1

n− 5

)
points like pi1···i(n−5)n := hn ∩

⋂
k∈{i1,...,in−5}

hk ∩
⋂

k/∈{i1,...,in−5,n}

h
k̂
where 1 ≤ i1 <

. . . < in−5 ≤ n− 1,
...

and
(
n− 1

1

)
= n− 1 points like pin :=

⋂
k/∈{i,n}

h
k̂
where 1 ≤ i ≤ n− 1.

Processing the same way for all hyperplanes hi, where 1 ≤ i ≤ n + 2, there are thus
n

n− 4

(
n− 1

n− 5

)
=

(
n

n− 4

)
points like pi1···in−4 on

⋂
k∈{i1,...,in−4}

hk ∩
⋂

k/∈{i1,...,in−4}

h
k̂
, where

1 ≤ i1 < . . . < in−4 ≤ n, because for 1 ≤ i1 < . . . < in−4 ≤ n, in n choices of intersecting

hyperplanes, the point pi1···in−4 occurs n− 4 times except when the intersecting hyperplane

hk such that k /∈ {i1, . . . , in−4} is chosen. By the same argument, there are totally
n

n− 6

(
n− 1

n− 7

)
=

(
n

n− 6

)
points like pi1···in−6 :=

⋂
k∈{i1,...,in−6}

hk ∩
⋂

k/∈{i1,...,in−6}

h
k̂
where

1 ≤ i1 < . . . < in−6 ≤ n,
...

and
n

2

(
n− 1

1

)
=

(
n

2

)
points like pi1i2 :=

⋂
k/∈{i1,i2}

h
k̂
where 1 ≤ i1 < i2 ≤ n.

Consider the intersection of
⋂

k/∈{1,2,3,4}

h
k̂
with the hyperplanes h1, h2, h3 and h4, respectively,

we obtain 4 planes in
⋂

k/∈{1,2,3,4}

h
k̂
, which is a 3-space, through the point P1234. This give a

structure of Co(2, 4) which implies that all the hyperplanes h
k̂
, where 1 ≤ k ≤ n, meet in

a point, say p0̂, as required.

Therefore we have 2n hyperplanes and 2n−1 points, with n hyperplanes through each

point and 2n−2 points on each hyperplanes, as in Figure 5.6.6.
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Remark 5.6.7. Proposition 5.6.6 is considered to be a generalization of Cox’s chain of The-

orems (see [AD61]).

There is one more finite case of D-type that have not been proven yet which is the case

(a, 2, 2).

5.7 Generalized Cox configurations of E-type

We are going to show that Conjecture 5.4.2 is true for the case (2, 3, 3), (2, 3, 4), and (2, 4, 3).

According to Table 5.1, these three cases have dim
([
p⊥, p⊥

])
6= 0. Hence, given a starting

configuration of the case (2, 3, 3), (2, 3, 4), or (2, 4, 3), we need to choose dim
([
p⊥, p⊥

])
more

parameters to complete the configuration.

Proposition 5.7.1. Let V be a complex vector space of dimension 5. Given a (2, 3, 3)-

starting configuration in in P4 (V ), a configuration in gCoinj(2,3,3) can be obtained by choosing

1 more parameter.

Proof. The starting configuration has the following branched summary

H P

16

1

(p0)

(hi) 6 10

3 (
6

3

)
(pi1i2i3)

For 1 ≤ i1 < i2 < i3 < i4 ≤ 6, the set of points

{pj1j2j3 |j1 < j2 < j3 and j1, j2, j3 ∈ {i1, . . . , i4}}

uniquely determines a hyperplane, say hi1i2i3i4 ; there are
(

6

4

)
= 15 such hyperplanes.

By intersecting h6 with the other 5 hyperplanes h1, . . . , h5, we obtain 5 planes in h6

through p0 which gives the structure a configuration in gCoinj(2,2,3) whose incidences are

given by
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H P

15

1

(p0)

(h6 ∩ hi) 5 4

2(
5

2

)
3

3

(pi1i26)

(h6 ∩ hi1i2i36)

(
5

3

)
2

4(
5

4

)
1

5

(pi1i2i3i46)

(
h6

)
1 .

So there are
(

5

4

)
= 5 points like pi1i2i3i46 := h6 ∩

⋂
{k1,k2,k3}⊆{i1,i2,i3,i4}

hk1k2k36 ,where 1 ≤

i1 < i2 < i3 < i4 ≤ 5, and all of which lie on a plane, say h6, in h6. For convenience, for

each 1 ≤ i1 < i2 < i3 < i4 ≤ 5, denote pi1i2i3i46 by p6̂i, where i /∈ {i1, i2, i3, i4, 6}.

Processing the same way for all hyperplanes hi where 1 ≤ i ≤ 6, there are totally

(6) (5) = 30 points like pjî :=
⋂

j∈{k1,...,k4}⊂{1,...,6}\{i}

hk1k2k3k4 where 1 ≤ i, j ≤ 6 and i 6= j

and for each j ∈ {1, 2, . . . , 6}, the points pjî, where i ∈ {1, . . . , 6} \{j} , lie on a plane hj in

hj .

Now choose h′1 be a hyperplane different from h1 and containing h1; to do this, we need

to use 1 parameter. For 2 ≤ i < j ≤ 6, define p′1ij := h′1 ∩
⋂

{i,j}⊆{k1,k2,k3}

h1k1k2k3 . In the

dual space of h1234, the point h1234 ∩h1 has 4 planes p123, p124, p15̂ and p16̂ passing through

it. This gives us a structure a configuration in gCoinj(2,2,2) which implies that the planes p′123,

p′124, p25̂ and p26̂ meet in a point.
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H P

14

1

(h1234 ∩ h1)

(
p123, p124,

p15̂, p16̂

)
4 3

2(
4

2

)
2

3

(
h1234 ∩ h2, h1234 ∩ h′1,

h1234 ∩ h12jk:j∈{3,4},k∈{5,6}

)

(
p′123, p

′
124,

p25̂, p26̂

) (
4

3

)
1

4

1
(
h1234

)
Therefore the points p′123, p′124, p25̂ and p26̂ lie on a plane, say h1234, in h1234.

The plane h1234 and the plane h2 have the line, determined by
{
p25̂, p26̂

}
in common.

So let h′2 be the hyperplane containing the plane h2 and the plane h1234. Again, by the

same argument as above,
〈
p′123, p

′
125, p24̂, p26̂

〉
is a plane which is obviously contained in h′2

because 〈
p′123, p

′
125, p24̂, p26̂

〉
=
〈
p′123, p24̂, p26̂

〉
⊆ h′2.

Thus the points p′125 lies on h′2. Similarly the points p′126 lies on h′2. Now for 3 ≤ i < j ≤ 6

, define p′2ij := h′2 ∩
⋂

{2,i,j}⊆{k1,k2,k3,k4}

hk1k2k3k4 .

By the similar argument,
〈
p′123, p

′
134, p35̂, p36̂

〉
is a plane in h1234. The plane h3 and the

plane
〈
p′123, p

′
134, p35̂, p36̂

〉
have the line, determined by

{
p35̂, p36̂

}
in common. So let h′3

be the hyperplane containing the plane h3 and the plane
〈
p′123, p

′
134, p35̂, p36̂

〉
. The plane〈

p′123, p
′
135, p34̂, p36̂

〉
is a plane which is obviously contained in h′3 because

〈
p′123, p

′
135, p34̂, p36̂

〉
=
〈
p′123, p34̂, p36̂

〉
⊆ h′3.
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Thus the points p′135 lies on h′3. By processing the same argument, we finally have the

hyperplane h′3 contains the plane h3 and possesses the points p′13j (where j ∈ {2, 4, 5, 6}) and

p′23j (where 4 ≤ j ≤ 6). Now for 4 ≤ i < j ≤ 6, define p′3ij := h′3∩
⋂

{3,i,j}⊆{k1,k2,k3,k4}

hk1k2k3k4 .

Let h′4 be the hyperplane containing the plane h4 and possessing the points p′14j (where

j ∈ {2, 3, 5, 6}), p′24j (where j ∈ {3, 5, 6}) and p′34j (where 5 ≤ j ≤ 6). Define p′456 :=

h′4 ∩
⋂

1≤k≤3

hk456.

Let h′5 be the hyperplane containing the plane h5 and possessing the points p′15j (where

j ∈ {2, 3, 4, 6}), p′25j (where j ∈ {3, 4, 6}), p′35j (where j ∈ {4, 6}) and p′456.

Finally let h′6 be the hyperplane containing the plane h6 and possessing the points p′1i6

(where 2 ≤ i ≤ 5), p′2i6 (where 3 ≤ i ≤ 5), p′3i6 (where 4 ≤ i ≤ 5) and p′456.

Consider 4 planes h′1 ∩ h1234, h′1 ∩ h1235, h′1 ∩ h1245 and h′1 ∩ h1345 through the point

p16̂ in h′1. This gives a structure of a configuration in gCoinj(2,2,2) which tells us that the

hyperplanes h′1, . . . , h′4 and h′5 meet in a point, say p.

H P

14

1

(
p16̂

)
(
h′1 ∩ h1234, h

′
1 ∩ h1235,

h′1 ∩ h1245, h′1 ∩ h1345

)
4 3

2(
4

2

)
2

3

(
p′123, p

′
124, p

′
125,

p′134, p
′
135, p

′
145

)

(
h′1 ∩ h′2, h′1 ∩ h′3,
h′1 ∩ h′4, h′1 ∩ h′5

) (
4

3

)
1

4

1 (p)

However, by apply the same argument to 4 planes h′1 ∩ h1345, h′1 ∩ h1346, h′1 ∩ h1356 and

h′1 ∩ h1456 through the point p12̂ in h′1, we have that the hyperplanes h′1, h′3, . . . , h′5 and h′6
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5.7. Generalized Cox configurations of E-type

also meet in a point which must be p. Thus the hyperplanes h′1, . . . , h′5 and h′6 meets in the

point p.

Therefore we have 27 hyperplanes and 72 points, with 6 hyperplanes through each point

and 16 points on each hyperplanes as in Figure 5.7.1.
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)

(
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3

)
3

10

(
p′i1i2i3

)

(h′i) 6 1

6
1 (p)

Total 27
16 6

72.

Figure 5.7.1: The branched summary for gCo(2,3,3).

Proposition 5.7.2. Let V be a complex vector space of dimension 5. Given a (2, 3, 4)-
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5.7. Generalized Cox configurations of E-type

starting configuration in in P4 (V ), a configuration in gCoinj(2,3,4) can be obtained by choosing

7 more parameters.

Proof. The starting configuration has the following branched summary

H P

17

1

(p0)

(hi) 7

(
7

3

)3

15

(pi1i2i3)

For 1 ≤ i1 < i2 < i3 < i4 ≤ 7, the set of points

{pj1j2j3 |j1 < j2 < j3 and j1, j2, j3 ∈ {i1, . . . , i4}}

uniquely determine a hyperplane, say hi1i2i3i4 ; there are
(

7

4

)
= 35 such hyperplanes.

The planes h1 ∩ h7, h2 ∩ h7, h3 ∩ h7, h4 ∩ h7, h5 ∩ h7 and h6 ∩ h7 passing through the

point p0, we obtain a structure of a configuration in gCoinj(2,2,4), which we use 1 parameter

(see Proposition 5.7.1). It’s branched summary is given by
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H P

16

1

(p0)

(hi ∩ h7) 6 5

2(
6

2

)
4

3

(pi1i27)

(h7 ∩ hi1i2i37)

(
6

3

)
3

4(
6

4

)
2

5

(p7;i1i2i3i4)

(
h7

)
6 1

6

1 (p7) .

By applying this way for all hyperplanes hi, 1 ≤ i ≤ 7 , there are
(

7

1

)(
6

2

)
= 105 points

like pi;k1k2k3k4 := hi ∩
⋂

i∈{k1,...k4}

hk1k2k3k4 where 1 ≤ i ≤ 7 and k1, . . . , k4 ∈ {1, 2, . . . 7} \{i} ;

7 points like pi on hi, for all 1 ≤ i ≤ 7. Hence we use 7 parameters now. Moreover for each

1 ≤ i ≤ 7, all points in the set

{pi, pi;k1k2k3k4 |k1, . . . , k4 ∈ {1, 2, . . . 7} \{i} and k1 < k2 < k3 < k4 }

lie on a plane in hi. For convenient, for each 1 ≤ i ≤ 7, k1, . . . , k4 ∈ {1, 2, . . . 7} \{i} and

k1 < k2 < k3 < k4, denote pi;k1k2k3k4 by p
iĵl

where j, l /∈ {i, k1, k2, k3, k4}.

The hyperplanes h1, h2, . . . , h5 and h6 passing through the point p0, we obtain a structure

of a configuration in gCoinj(2,3,3) whose incidences are given by
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H P
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1

(p0)

(hi) 6 10
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5

1

(
6

3

)
= 20

3

4

(pi1i2i3)

(hi1i2i3i4) 15 =

(
6

4

)
8

4

4

3

(6) (5) = 30

1

5

(
p
i1 î27

)

(
6

3

)
= 20

3

10

(
pi1i2i37̂

)

(
hi7̂
)

6 1

6

1
(
p7̂

)
.

By eliminating one hyperplane each turn, there are (6) (7) = 42 hyperplanes like hiĵ
determined by

{
p
ik̂1k2

|1 ≤ k1 < k2 ≤ 7 and j ∈ {k1, k2}
}

where 1 ≤ i, j ≤ 7 and i 6= j;(
7

3

)(
4

1

)
= 140 points like pi1i2i3ĵ :=

⋂
{i1,i2,i3}⊆{k1,...,k4}⊂{1,...,7}\{j}

hk1k2k3k4 ∩
⋂

k∈{i1,i2,i3}

hkĵ

where 1 ≤ i1 < i2 < i3 ≤ 7 and j ∈ {1, . . . , 7} \{i1, i2, i3} ; 7 points like p̂i :=
⋂

k∈{1,...,7}\{i}

hk̂i

where 1 ≤ i ≤ 7.

For each 1 ≤ i, j ≤ 7 and i 6= j, as p
ik̂1k2

, where j ∈ {k1, k2}, span the plane hi ∩hiĵ and〈
pi, pik̂1k2 |j ∈ {k1, k2}

〉
is a plane, thus pi is on hiĵ . For 1 ≤ i1 < i2 < i3 ≤ 7, consider 4

hyperplanes hk1k2k3k4 , where 1 ≤ k1 < k2 < k3 < k4 ≤ 7 and i1, i2, i3 ∈ {k1, . . . , k4}, through
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5.7. Generalized Cox configurations of E-type

the point pi1i2i3 . This give a structure of a configuration in gCoinj(2,3,1) whose incidences are

given by

H P

1n

1

(pi1i2i3)

(hk1k2k3k4) 4 n−1

n−1(
4

3

)
1

n

(
pi1i2i3ĵ

)

(
h ̂j1j2j3j4

)
1 .

Hence there are
(

7

4

)
= 35 hyperplanes like h ̂j1j2j3j4

determined by

{
p
i1i2i3k̂

|{i1, i2, i3} = {1, . . . , 7} \{j1, . . . j4} , i1 < i2 < i3 and k ∈ {j1, . . . j4}
}

where 1 ≤ j1 < j2 < j3 < j4 ≤ 7.

Now consider 4 planes h1 ∩ h1234, h1234 ∩ h1235, h1234 ∩ h1236 and h1234 ∩ h1237 in h1234

through the point p123. This gives us a structure of a configuration in gCoinj(2,2,2) which

implies that h1234 ∩ h15̂, h1234 ∩ h16̂, h1234 ∩ h17̂ and h1234 ∩ h4̂567
meet in a point, say p14̂56.

Likewise h1234 ∩h15̂, h1234 ∩h16̂, h1234 ∩h17̂ and h1234 ∩h3̂567
meet in a point and this point

must be p14̂56 because h1234 ∩ h15̂ ∩ h16̂ ∩ h17̂ =
{
p14̂56

}
. By the same argument, the point

p14̂56 is also on the hyperplane h
3̂567

. Hence there are totally
(

7

1

)(
6

3

)
= 140 points like

p
ik̂1k2k3

:=
⋂

{k1,k2,k3}⊆{j1,...,j4}

h ̂j1j2j3j4
∩

⋂
j∈{k1,k2,k3}

hiĵ ∩ hi1i2i3i4({i1,...i4}={1,...,7}\{k1,k2,k3} )

.

There are 5 planes h12̂∩h1̂i where 3 ≤ i ≤ 7 through the point p1. This gives a structure

of a configuration of gCoinj(2,2,3) whose incidences are given by
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H P

15

1

(p1)

(
h12̂ ∩ h1̂i

)
5 4

2(
5

2

)
3

3

(
p

12̂ij

)

(
h12̂ ∩ h2̂i1i2i3

) (
5

3

)
2

4(
5

4

)
1

5

(
p1;j2̂

)

(
h12̂

)
1 .

Notice that the point p1;32̂ are determined by 5 planes h12̂ ∩ h1̂i, where 3 ≤ i ≤ 7, passing

through the point p1, is same as the point p3;12̂, determined (by the same argument) by

5 planes h32̂ ∩ h3̂i, where 1 ≤ i ≤ 7 and i /∈ {2, 3}, through the point p3 . We can omit

the colon symbol in our notation p
i;jk̂

. So there are totally
(

7

2

)(
5

1

)
= 105 points like

p
ijk̂

:= h
ik̂
∩ h

jk̂
∩

⋂
k∈{k1,k2,k3,k4}

h ̂k1k2k3k4
where 1 ≤ i < j ≤ 7 and k ∈ {1, . . . , 7} \{i, j} .

Next consider 4 planes h
1̂234
∩ h4567, h1̂234

∩ h51̂, h1̂234
∩ h61̂ and h

1̂234
∩ h71̂ in h

1̂234

through the point p5671̂. This gives a structure of a configuration of gCoinj(2,2,4) which im-

plies that the hyperplanes h
1̂234

, h
1̂235

, h
1̂236

and h
1̂237

meet in a point, say p1̂23, and〈
p1̂23, p561̂, p571̂, p671̂

〉
is a plane in h

1̂234
. Likewise one can show that

〈
p1̂24, p561̂, p571̂, p671̂

〉
and

〈
p1̂34, p561̂, p571̂, p671̂

〉
are planes in h

1̂234
. Then

〈
p1̂23, p1̂24, p1̂34, p561̂, p571̂, p671̂

〉
is a

plane in h
1̂234

. There are thus
(

7

3

)
= 35 points like p

î1i2i3
:=

⋂
{i1,i2,i3}∈{k1,k2,k3,k4}

h ̂k1k2k3k4

where 1 ≤ i1 < i2 < i3 ≤ 7.

As
〈
p251̂, p351̂, p451̂, p561̂, p571̂

〉
and

〈
p1̂23, p1̂24, p1̂34, p561̂, p571̂, p671̂

〉
are planes having 2

points in common, let h1̂ be the hyperplane
〈
p251̂, p351̂, p451̂, p561̂, p571̂, p671̂, p1̂23, p1̂24, p1̂34

〉
.

Again since
〈
p451̂, p471̂, p571̂, p1̂23, p1̂26, p1̂36

〉
is a plane, the points p471̂, p1̂26 and p1̂36 lie on
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5.7. Generalized Cox configurations of E-type

h1̂. Processing this way, we finally have h1̂ :=
〈
pij1̂, p1̂ij

|2 ≤ i < j ≤ 7
〉
. By this argument,

there are 7 hyperplanes like hî generated by

{
pj1j2 î, pk̂1k2k3

|1 ≤ j1 < j2 ≤ 7, 1 ≤ k1 < k2 < k3 ≤ 7 and i ∈ {k1, k2, k3}
}

where 1 ≤ i ≤ 7.

Consider a structure of a configuration in gCoinj(2,3,3), the point p1 has 6 hyperplanes h1̂i,

where 2 ≤ i ≤ 7 pass through and other incidences are given by,

H P
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hî
)

6 1

6
1 (p′) ,

thus the hyperplanes h1̂, . . . h6̂ and h7̂ meet in a point, say p′. By considering a structure

of a configuration in gCoinj(2,2,4) consisting of 6 planes h1̂ ∩ hî, where 2 ≤ i ≤ 7, through the
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point p′, and so on, the point p1̂ lies on the hyperplane h1̂ because
⋂

2≤i≤7

hi1̂ =
{
p1̂

}
. Hence,

for each 1 ≤ i ≤ 7, the point p̂i lies on the hyperplane hî.

Therefore we have 126 hyperplanes and 576 points, with 7 hyperplanes through each

point and 32 points on each hyperplanes, as in Figure 5.7.2.
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Figure 5.7.2: The branched summary for gCo(2,3,4)
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Proposition 5.7.3. Let V be a complex vector space of dimension 6. Given a (2, 4, 3)-

starting configuration in P5 (V ), a configuration in gCoinj(2,4,3) can be obtained by choosing 7

more parameters.

Proof. The starting configuration has the following branched summary

H P

17

1

(p0)

(hi) 7

(
7

4

)4

20

(pi1i2i3)

For 1 ≤ i1 < . . . < i5 ≤ 7, the set of points

{pj1j2j3j4 |j1 < j2 < j3 < j4 and j1, j2, j3 ∈ {i1, . . . , i5}}

uniquely determines a hyperplane, say hi1i2i3i4 ; there are
(

7

5

)
= 21 such hyperplanes.

There are 5 planes hi ∩ h6 ∩ h7 where 1 ≤ i ≤ 5 through the point p0. This gives a

structure of a configuration in gCoinj(2,2,3) whose incidences are given by
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H P

15

1

(p1)

(hi ∩ h6 ∩ h7) 5 4

2(
5
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)
3

3

(pi1i267)

(hi1i2i367 ∩ h6 ∩ h7)

(
5

3

)
2

4(
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4

)
1

5

(
p

67k̂

)
(
h67

)
1 .

So there are totally
(

7

2

)(
5

1

)
= 105 points like p

ijk̂
on hi ∩ hj ∩

⋂
k∈{k1,k2,k3,k4,k5}

hk1k2k3k4k5

where 1 ≤ i < j ≤ 7 and k ∈ {1, . . . , 7} \{i, j} .

By intersecting h7 with the other 6 hyperplanes, we have 6 3-planes hi ∩ h7 where

1 ≤ i ≤ 7 pass through the point p0 giving a structure of a configuration in gCoinj(2,3,3),

which we use 1 parameter (see Proposition 5.7.1). It’s branched summary is given by
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H P
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pi17î2
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(
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3

)
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3
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(p7;i1i2i3)

(
h̃7;i

)
6 1

6

1 (p7) .

By choosing a suitable 3-plane in h7, we can define the points p7;i1i2i3 , where 1 ≤ i1 <

i2 < i3 ≤ 6, on h7 such that, for each 1 ≤ i ≤ 6,

〈
pj17ĵ2

, p7;k1k2k3 , p7 |1 ≤ j1 < j2 ≤ 6, 1 ≤ k1 < k2 < k3 ≤ 6, j2 /∈ {k1, k2, k3} , i ∈ {k1, k2, k3}
〉

is a 3-plane, say h̃7;i, in h7. Processing the same way for all hyperplanes hi where 1 ≤ i ≤ 7,

there are totally
(

7

1

)(
6

3

)
= 140 points like pk;i1i2i3 := hk∩

⋂
{k,i1,i2,i3}⊆{k1,k2,k3,k4,k5}

hk1k2k3k4k5

where 1 ≤ i1 < i2 < i3 ≤ 7 and k ∈ {1, . . . , 7} \{i1, i2, i3} and for each 1 ≤ i, j ≤ 7 such

that i 6= j, h̃i;j is a 3-plane in hi. Hence we use 7 parameters now.
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For any 1 ≤ i < j ≤ 7, since h̃i;j ∩ h̃j;i = hij , define hij be a hyperplane generated h̃i;j

and h̃j;i. So there are
(

7

2

)
= 21 hyperplanes like hij where 1 ≤ i < j ≤ 7; 7 points like

pi :=
⋂

i∈{k1,k2}

hk1k2 where 1 ≤ i ≤ 7.

The planes h12345 ∩ h12346 ∩ hi where 1 ≤ i ≤ 4 through the point p1234 give a structure

of a configuration in gCoinj(2,2,2). This implies that the hyperplanes h12345, h12346, h12356,

h12456, h13456 and h23456 meet in a point, say p7̂. There are totally 7 points like pî :=⋂
{k1,...,k5}⊆{1,...,7}\{i}

hk1k2k3k4k5 where 1 ≤ i ≤ 7.

Similarly the planes h12345 ∩ h12346 ∩ h12347 and h12345 ∩ h12346 ∩ hi where 1 ≤ i ≤ 3

through the point p1234 give again a structure of a configuration in gCoinj(2,2,2) implying that

the hyperplanes h12345, h12346, h12356, h12, h13 and h23 meets in a point, say p1237̂. There

are totally
(

7

3

)(
4

1

)
= 140 points like

p
i1i2i3k̂

:=
⋂

{k1,k2}⊆{i1,i2,i3}

hk1k2 ∩
⋂

{i1,i2,i3}⊆{k1,...,k4},k /∈{k1,...,k4}

hk1···k4 ,

where 1 ≤ i1 < i2 < i3 ≤ 7 and k ∈ {1, . . . , 7} \{i1, i2, i3} .

The planes h12345 ∩h12346 ∩h12347 and h12345 ∩h12346 ∩hi, where 1 ≤ i ≤ 4, through the

point p1234 give a structure of a configuration in gCoinj(2,2,3) implying

h7̂1234 :=
〈
p7̂, p1237̂, p1247̂, p1347̂, p2347̂

〉
is a plane in h12345 ∩ h12346. By the same reason, for any 1 ≤ i1 < i2 < i3 < i4 ≤ 7

and k ∈ {1, . . . , 7} \{i1, i2, i3, i4} , the plane h
k̂i1i2i3i4

is a plane. Let h1̂ be a hyperplane

generated by the planes h1̂2345, h1̂2346, h1̂2456 and h1̂2457. Then it is not hard to see that

p1̂i1i2i3i4
is in h1̂ for all 2 ≤ i1 < i2 < i3 < i4 ≤ 7. Processing this way, there are totally

7 hyperplanes like hî containing all the planes hîk1k2k3k4 (1 ≤ k1 < k2 < k3 < k4 ≤ 7 and

i /∈ {k1, . . . , k4}), where 1 ≤ i ≤ 7.

Next consider the planes h1̂ ∩ h34567 ∩ h23456, h1̂ ∩ h34567 ∩ h23457, h1̂ ∩ h34567 ∩ h23467

and h1̂ ∩ h34567 ∩ h23567 through the point p1̂. This gives a structure of a configuration in

gCoinj(2,2,2) which implies that the hyperplanes h1̂, h34567, h34, h35, h36 and h37 meets in a

point, say p1̂;2̂3. Processing this way, we will see that, for 1 ≤ i < j < k ≤ 7and all i, j, k

are distinct, p̂i;̂jk = pĵ ;̂ik. So the colon sign does not have any meaning in our notation. For

1 ≤ i < j ≤ 7 and k ∈ {1, . . . , 7} \{i, j} , denote the point p̂i;̂jk = pĵ ;̂ik by pîjk. There are
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thus
(

7

2

)(
5

1

)
= 105 points like pîjk where 1 ≤ i < j ≤ 7 and k ∈ {1, . . . , 7} \{i, j} .

Finally consider 3-planes h1̂∩hk1k2k3k4k5 where 2 ≤ k1 < . . . < k5 ≤ 7 through the point

p1. This gives a structure of a configuration in gCoinj(2,3,3) whose incidences are given by
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)
15 =
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)
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3

10

(
p

1̂î1i2i3

)

(
h1̂ ∩ hî1

)
6 1

6

1 (p′) .

Processing this way, we will see that for all 1 ≤ i1 < i2 < i3 < i4 ≤ 7, the point

p
î1 î2i3i4

= p
î2 î1i3i4

. So for all 1 ≤ i1 < i2 < i3 < i4 ≤ 7, denote p
î1 î2i3i4

= p
î2 î1i3i4

by p ̂i1i2i3i4
.

There are
(

7

4

)
= 35 points like p ̂i1i2i3i4

where 1 ≤ i1 < i2 < i3 < i4 ≤ 7. Moreover we will

see that the hyperplanes hî where 1 ≤ i ≤ 7 meet in a point say p′.

Therefore we have 36 hyperplanes and 576 points, with 7 hyperplanes through each point

and 72 points on each hyperplanes, as in Figure 5.7.3.
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5.7. Generalized Cox configurations of E-type
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Figure 5.7.3: The branched summary for gCo(2,4,3).
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5.7. Generalized Cox configurations of E-type

There are some finite cases of E-type that have not been proven yet in this thesis which

are the cases of (2, 3, 5), (2, 5, 3), (3, 2, 3), (3, 2, 4), (4, 2, 3), (3, 2, 5), (5, 2, 3), (3, 3, 2), (3, 4, 2),

(4, 3, 2), (3, 5, 2) and (5, 3, 2).
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Chapter 6

Conclusion and outlook

A generalized Cox configuration is a symmetric configuration parametrized by a certain

polytope with the decorated Coxeter diagram

b b b

b
b
b

b b b

c nodesb nodes

a
no

de
s

.

It consists of points and hyperplanes, in a projective space with a certain incidence relation.

We have interpreted such a labelled configuration as an incidence system morphism

Ψ(t,b) : C (W )→ Proj (V )

over a certain map, where C (W ) is a Coxeter incidence system and (t, b) ∈ U q. This

incidence system morphism shows explicitly the correspondence between maximal cosets in

C (W ) and the objects in the image of the configuration such as points, lines, planes.

While not all generalized Cox configurations are non-degenerate, we believe that the

generalized Cox configurations constructed as in Section 5.2 are non-degenerate, i.e., injec-

tive. Moreover, we also claim that any non-degenerate generalized Cox configurations are

constructed in this way. We investigate these claims (Conjecture 5.3.3) in the cases (1, b, c),

(a, 1, c), and (a, b, 1); all of these cases are A-type.

• A generalized Cox configuration of type (a, b, 1) is a generic parabolic configuration

(without projection). The image of this generalized Cox configuration is an (a+ b− 1)-

simplex in Pa+b−1. In this case, Conjecture 5.3.3 is true.
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• A generalized Cox configuration of type (a, 1, c) is a classical projection of an (a+ c− 1)-

simplex in Pa+c−1 into the lower dimensional space Pa. In this case, Conjecture 5.3.3

is also true.

• A generalized Cox configuration of type (1, b, c) is the dual configuration of a gener-

alized Cox configuration of type (a, 1, c). Thus it is intersecting a (b+ c− 1)-simplex

in Pb+c−1 with a projective subspace of dimension b. In this case, Conjecture 5.3.3 is

automatically true because of the duality.

There are still many cases in which Conjecture 5.3.3 has not been investigated yet here

precisely in the case that T(a,b,c) is of types D and E. This requires some complicated work.

Base on Conjecture 5.3.3 and the dimension formula for K\U q, we have a dimension

formula

dim
(
gCoinj(a,b,c) (W,V )

)
= (a+ b− 1) + dim

(
gCoinj(a−1,b,c) (W,V )

)
+ dim

(
p⊥
)
. (6.0.1)

This formula suggests a recursive construction for generalized Cox configurations of type

(a, b, c), where a ≥ 2. The recursive construction says that:

1. Choose a point p0 in an (a+ b− 1)-dimensional projective space P (V ) and choose a

residual generalized Cox configuration of the point p0, i.e., a generalized Cox configu-

ration of type (a− 1, b, c) on the projective space P (V /p0 ).

2. Now, there are dim
(
p⊥
/[
p⊥, p⊥

])
lines through the point p0 in the construction.

Generally choose a point on each such line different from p0.

3. There are dim
([
p⊥, p⊥

])
more parameters to choose in order to complete a generalized

Cox configuration of type (a, b, c).

Comparing this construction with the recursive construction for (generalized) Clifford con-

figurations of type (2, b, c), introduce by [LH72] in Section 7, we find that our recursive

construction is closely related to Longuet-Higgins’ recursive construction. Longuet-Higgins’

recursive construction says that given a point p0 on the surface of a (b+ 1)-dimensional

sphere and b+c hyperspheres on the surface passing through the point p0, there are
(
b+ c

b

)
points, obtained by the intersections of any b hyperspheres, on the surface different from p0.
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The symmetric configuration

Hyperspheres Points

b+ c
(b+c−1

b−1 ) b
(
b+ c

b

)

corresponds to the residual configuration in the Coxeter incidence system C (W ) of the coset

corresponding to the point p0 (in Longuet-Higgins’ work). We see that the constraint of lying

on the (b+ 1)-dimensional sphere uniquely determine a collection of dim
(
p⊥
/[
p⊥, p⊥

])
=(

b+ c

b

)
points on the lines in the residual configuration, while in our construction we

have to choose those such points. Longuet-Higgins claimed that by following his recursive

construction, one should be able to complete a (generalized) Clifford configuration type

(2, b, c). However, he did not mention anything about extra parameters which might have

to be chosen in completing the configuration apart from those we have already seen. We

conjecture (Conjecture 5.4.2) that our recursive construction works, which also implies that

equation 6.0.1 is true, and we explore this conjecture in some cases as follows.

• In the cases (a, 1, c), (a, b, 1), (2, b, 2), and (2, 2, c),

dim
([

p⊥, p⊥
])

= 0.

Thus a starting configuration uniquely determine the generalized Cox configuration.

In particular, in the case (2, 2, c), Cox’s chain implies Conjecture 5.4.2.

• In the case (2, 3, 3),

dim
([

p⊥, p⊥
])

= 1.

This is the first case we face that a starting configuration does not uniquely determine

a generalized Cox configuration.

• In the cases (2, 3, 4), and (2, 4, 3),

dim
([

p⊥, p⊥
])

= 7.

A starting configuration definitely does not uniquely determine a generalized Cox con-
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figuration because the configuration is constructed from generalized Cox configurations

of type (2, 3, 3).

There are still some cases in which Conjecture 5.4.2 has not been investigated yet in this

thesis. Moreover, compared with Longuet-Higgins’ construction, the number dim
([
p⊥, p⊥

])
of parameters we found in the cases (2, 3, 3), (2, 3, 4), and (2, 4, 3) may or may not appear

in his construction. It’s worth to investigate the remaining cases we haven’t done in this

thesis and even explore Longuet-Higgins’ construction for Clifford configurations in the cases

(2, 3, 3), (2, 3, 4), and (2, 4, 3) to see whether it needs more parameters.
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