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Abstract        

Methods for uncertainty quantification (UQ) and mitigation in the electrical power 

system are very basic, Monte Carlo (MC) method and its meta methods are generally 

deployed in most applications, due to its simplicity and easy to be generalised. They 

are adequate for a traditional power system when the load is predictable, and generation 

is controllable. However, the large penetration of low carbon technologies, such as solar 

panels, electric vehicles, and energy storage, has necessitated the needs for more 

comprehensive approaches to uncertainty as these technologies introduce new sources 

of uncertainties with larger volume and diverse characteristics, understanding source 

and consequences of uncertainty becomes highly complex issues. Traditional methods 

assume that for a given system it has a unique uncertainty characteristic, hence deal 

with the uncertainty of the system as a single component in applications. However, this 

view is no longer applicable in the new context as it neglects the important underlying 

information associated with individual uncertainty components. Therefore, this thesis 

aims at: i) systematically developing  UQ methodologies to identify, discriminate, and 

quantify  different uncertainty components (forward UQ), and critically to model and 

trace the associated sources independently (inverse UQ) to deliver new uncertainty 

information, such as, how uncertainty components generated from its sources, how 

uncertainty components correlate with each other and how uncertainty components 

propagate through system aggregation; ii) applying the new uncertainty information to 

further improve a range of fundamental power system applications from Load 

Forecasting (LF) to Energy Management System (EMS). 

In the EMS application, the proposed forward UQ methods enable the development of 

a decentralised system that is able to tap into the new uncertainty information 

concerning the correlations between load pattern across individual households, the 

characteristics of uncertainty components and their propagation through aggregation. 

The decentralised EMS was able to achieve peak and uncertainty reduction by 18% and 

45% accordingly at the grid level. In the LF application, this thesis developed inverse 

UQ through a deep learning model to directly build the connection between uncertainty 
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components and its corresponding sources. For Load Forecasting on expectation (point 

LF) and probability (probabilistic LF) and witnessed 20%/12% performance 

improvement compared to the state-of-the-art, such as Support Vector Regression 

(SVR), Autoregressive Integrated Moving Average (ARIMA), and Multiple Linear 

Quantile Regression (MLQR). 
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Introduction 

HIS chapter briefly introduces the background, motivations, 

objectives, challenges and con tributions of this thesis. The outline 

of this thesis is also provided in this chapter.  
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 Background and Motivation  

1.1.1 New Context: Growing Low Carbon Technology 

To move towards a green future, over 100 countries worldwide have set the 

environmental target to limits the global warming to 2 °C at most [1, 2]. Specifically, 

in the UK, the greenhouse gas emission target is hereafter set to be 80% reduction by 

2050 with respect to the standard at 1990 level [1, 2]. As one of the largest proportion 

of greenhouse gas emission sources, power system, i.e., electricity and heat productions 

takes around a quarter of the overall emission [3], which is the largest single source of 

greenhouse gas emission. Therefore, the environmental targets have long become the 

major motivation for technical innovations in the power sector. 

From a technical perspective, traditional fossil energy fuel generates over 60% of 

the total carbon emission and act as the major environmental threat. Therefore, many 

low carbon techniques have invented to resolve the adversarial impact of fossil energy. 

In general, two categories of low carbon techniques are deployed: 

 Renewable generations: renewables generations such as wind generation, and 

photovoltaics are an environmentally friendly substitute for the fossil energy 

sources. By replacing the traditional fossil energy sources with renewables, the 

carbon emission will be largely reduced from its origin. 

 Flexibility resources: Alongside the renewable generations that attempts to reduce 

carbon emission by replacing fossil energy, many other innovations are deployed 

to enhance the efficiency of the power system by providing flexibility. For instance, 

electric vehicles, battery storages, and so on. These flexible techniques provide the 

necessary flexibility to the distribution networks. By optimally operates the 

flexibility, it can create great values to the system, such as deferring the 

infrastructure investments, reducing network congestions, reducing system demand 

peak, increasing system utilization, etc. Hence, reduce the required volumes of 

electricity generation with fossil fuels. 

Nowadays, these low carbon techniques have increasingly grown and integrated 

into the system as the new context of the modern and future power system. 
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1.1.2 New Challenge: Uncertainty in the Power System 

Majority of prior research in the electrical power system, deployed Monte Carlo and 

it's metamethods to deal with the uncertainty due to its simplicity and easy to be 

implemented and generalised, when the loads are predictable, and generations are 

controllable. Efforts in investigating advanced uncertainty quantification and 

mitigation techniques are not necessarily required in the traditional power system. 

However, with the new context of the modern power system, i.e., the growing low 

carbon technologies. New sources of uncertainties with larger volume and diverse 

features are introduced to the power system, in particular, to the Low Voltage (LV) 

networks. However, these uncertainties become one of the major challenges to the 

operation and planning of LV networks. For system operation, uncertainties have 

several adversary impacts, such as deteriorating the accuracy of prediction, causing 

financial risks to operational solutions, breaking the balance between generation and 

demand, and leading to voltage and frequency instability, etc. For system planning, it 

may move up network reinforcement, increasing the network loading level, and so on. 

Developing deep insights towards the natures and properties of uncertainties in the 

power system can help to improve the existing smart grid applications by: i) adapting 

existing techniques to the uncertain environments; ii) developing new techniques to 

reduce uncertainty in the power system. Therefore, understanding uncertainties in the 

power system is of great importance. 

Due to the significance of uncertainty research, extensive efforts are paid in the 

energy community. In general, prior works generally consist of two types of content: 

 Uncertainty quantification (UQ) in power system: To support the planning and 

operation of vast of smart grid applications under uncertain environment, it is of 

immense importance to understand the uncertainty of interest. This understanding 

is not only about the numerical quantification of uncertain elements, but also the 

underlying properties of this uncertainty, such as the component composition, 

causing sources, and the spatial or temporal characteristic of the uncertainty. In 

other fields, such as Fluid Dynamics, Chemistry, Applied Mathematics, Complex 

Environment System, and so on, two general types of problems are defined and 

investigated for decades, i.e., forward UQ and inverse UQ. While forward UQ 
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provides tools, such as MC methods, for quantifying the uncertainty of interest 

numerically, inverse UQ problem models the relationship between the uncertainty 

and its causing sources. Prior works in the power system mainly focused on forward 

UQ, and implemented with MC method and its meta approaches. As an example, 

in prior works [4, 5, 6], the uncertainty distribution of the electric power flow is 

investigated given assumptions on the uncertainty distribution of electric load of 

individual households. Some forward UQ methods, such as Surface Response (SR) 

method are therefore proposed to accelerate the convergence and improve the 

accuracy of uncertainty quantification. Alongside with forward UQ problem, 

inverse UQ problem can be regarded as the complementary to the forward UQ that 

can provide deeper insights into the underlying properties of uncertainty other than 

the numerical estimation/quantification of uncertainty. These properties include: i) 

the component composition of the observed uncertainty, ii) and the underlying 

relationship between observed uncertainty and its causing sources. Tackling the 

inverse UQ problem will provide natural tools for assessing the impact on 

uncertainty from its sources, which will ultimately indicate how to mitigate 

uncertainty to the power system. Although the significance of inverse UQ problem 

is widely recognised in other fields, it is still untouched in the power system. 

 Improving smart grid applications under uncertainty: Compared to the limited 

literature indirectly quantifying uncertainties in the power system, more prior works 

focused on how to improve the planning and operation of techniques and 

applications in the smart grids considering the impact from uncertainty. For 

example, many works [7, 8, 9, 10, 11] investigate how to operate EMS 

economically and efficiently given uncertainties in electricity demand and 

distributed generations. Approaches such as stochastic programming, robust 

optimization, etc, are brought up to achieve the target from a probabilistic 

perspective. Another example is the probabilistic load forecasting problem, which 

attempts to generate the probability distribution of future electric load of interest. 

Some works [12, 13, 14, 15] assumes the strong correlation between load 

uncertainty and temperature recorded by neighbouring weather stations [16], and 

propose a scenario-based model that generate a collection of temperature 

realizations as the input, and predict the possible realizations of future load by input 

the temperature scenarios into a deterministic forecasting model. 
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Although the uncertainty research is contributed by worldwide researchers in the 

energy community, two unsolved limitations and research gaps are still existing: 

 Research gaps in the fundamental science of uncertainty quantification: As 

mentioned above, most uncertainty quantification works in the power community 

are tackling the forward UQ problem. These works provide tools for assessing the 

numerical quantity of target uncertainty but can rarely provide detail information 

regarding the components composition of the uncertainty, and how these 

components are impacted by the causing sources. Whereas, inverse UQ acquires 

the functionality towards the desired information. However, to the status quo in the 

power system, none of the existing works has touched inverse UQ problems. 

Therefore, this thesis firstly attempts to propose practical approach and 

implementation to tackle the inverse UQ problem in the power system. 

 Lack of methodology diversity in dealing with uncertainty in applications: In 

terms of prior works that aims to enhance the performance of the existing 

application under uncertainty, the family of Monte Carlo methods is the most 

commonly deployed methodology. More specifically, in terms of the example of 

EMS application with stochastic programming or robust optimization, many 

implementations were to translate the uncertainty in demand and prices into 

scenarios associated with possibilities. This scenario representation of the 

uncertainty is essentially equivalent to the Monte Carlo method that samples 

possible scenarios of uncertainty from the underlying distribution. So as the 

example of probabilistic load forecasting with temperature scenario methods. 

Including the examples, existing literature in the power system lack of diversities 

in methodology application other than the family of Monte Carlo methods. 

However, limited works deploy alternative methodologies such as spectral 

approaches that are widely investigated in research communities out of power 

system. 

 Research Contributions of Thesis 

Therefore, there are two key contributions of this thesis to the state-of-the-art 

knowledge: i) this thesis firstly investigates inverse uncertainty quantification problem 

in the power system, to fill the research gaps in the fundamental science of uncertainty 
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quantification; ii) this thesis demonstrates how to develop advanced demand-side 

applications to achieve preferable performances with proposed uncertainty models and 

approaches under high uncertainty. In details, this thesis presents innovations in both 

problems and applications. 

In terms of contributions to the fundamental science of uncertainty quantification: 

 This thesis further extends the forward uncertainty quantification across multi-

time-scales. A novel Temporal Dependency Haar expansions Uncertainty 

Quantification approach is proposed. It integrates wavelet transform 

decomposition into the Monte Carlo uncertainty quantification scheme. The 

proposed method is also demonstrated on smart meter data of domestic electricity 

demand, to characterize the temporal natures of demand uncertainty. 

 This thesis for the first time investigates inverse uncertainty quantification problem 

for the power community, which will provide a natural tool to discriminate diverse 

uncertainty components and find the relationship between the uncertainty 

components and its causing sources. In the thesis, a novel Probabilistic Deep 

Dropout Generative Nets (PDDGN) is proposed based on the Theory of Bayesian 

Inference and implemented with the promising deep learning techniques. The 

approach is demonstrated on smart meter data of domestic electricity demand, to 

formulate the contributions of external sources, such as temperature, humidity, the 

day of the week, month, etc. 

As to contributions in improving existing application in smart homes and smart 

grids: 

 For Energy Management System application, an advanced decentralised home 

EMS is proposed to achieve both home and grid level goals simultaneously. 

Compared to prior home EMS, the proposed EMS can explicitly achieve grid-level 

goals by adding a Wavelet Auto-decoupling Regularization technique. On the other 

hand, compared to prior EMS at the grid-level, the proposed EMS: i) just needs to 

solve a simple MILP programming model at home level; ii) does not require 

investment in ancillary communication devices. 
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 For Load Forecasting application, two novel deep learning method, are proposed 

for addressing the point load forecasting and probabilistic load forecasting 

problems accordingly. For point load forecasting, a novel Pooling Deep Recurrent 

Neural Nets is proposed. Compared to prior point LF methods, the proposed 

methods can improve the accuracy by learning the sharing uncertainty between the 

neighbourhood and tackle the overfitting issue by increasing data diversity with 

pooling-strategy.  

 For probabilistic load forecasting, this thesis deploys the proposed bespoke deep 

learning method for inverse uncertainty quantification, i.e., probabilistic deep 

dropout generative network (PDDGN) model. By modelling the contributions of 

uncertainty sources, this method can accurately estimate the probability distribution 

of combined uncertainties with given measurements on external uncertainty 

sources. Both proposed load forecasting approaches are witnessed superior 

performance for domestic load forecasting compared to prior related works. 

 Structure of Thesis 

Chapter two introduces the preliminaries of uncertainty research, includes 

concepts, terminologies, and fundamental knowledge. Prior uncertainty research in the 

electrical power system is also reviewed and discussed. 

Chapter three develops an advanced forward UQ method, to quantify and 

characterize individual uncertainty components of load uncertainty. The proposed 

method can disaggregate load uncertainty into components at multiple time scale, and 

models the correlation and features across different time scales. The result is 

demonstrated on smart metering data to reveal the temporal features of load uncertainty. 

Chapter four for the first time develops a Deep Learning method to achieve 

inverse UQ for electric load uncertainty. The fundamental idea is to infer the underlying 

uncertainty model and its parameters with the power of Bayesian Inference theory. The 

latent model parameters that learned from smart metering data with the promising 

learning capability of Deep Learning model. The demonstration is implemented on Low 
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Carbon London smart metering database. The result indicates how uncertainty 

generated from external uncertainty sources through propagation. 

Chapter five improves the Home Energy Management System (EMS) by applying 

the properties in uncertainty propagation. According to the property that uncertainty 

will be mitigated through propagation, and the mitigation rate is related to the diversity 

or more exactly the coupling degree of uncertainty components. An advanced EMS 

operation strategy is proposed to achieve higher uncertainty mitigation through system 

demand aggregation. The developed home EMS is reported to achieve peak and 

uncertainty reduction at grid level with decentralised control. 

Chapter six proposes a deep learning technique to improve point load forecasting 

for domestic demand by directly modelling the temporal connectivity of uncertainty 

and the sharing uncertainty across neighbourhoods. The testing results prove that the 

proposed method can achieve 20% accuracy improvement compared to the state-of-

the-art. 

Chapter seven improves the probabilistic load forecasting with the Deep 

Learning model developed in Chapter Four. The proposed Deep Learning model can 

directly model the relationship between uncertainty components and its causing 

sources. By inputting the observations on these uncertainty sources, such as weather 

conditions, temporal features, the prospected uncertain load can be predicted with 

probability distribution associated. By assessed with Pinball loss, the proposed 

probabilistic load forecasting method can achieve around 12% performance 

improvement compared to prior state-of-the-art. 

Chapter eight summarises the key findings from the research, the major 

contributions of the work, and discusses the potential research topics in future work. 
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HIS chapter briefly introduces the concepts and terms of 

uncertainty researches. The prior literature of uncertainty study 

in electrical power system is also reviewed and discussed. 

Preliminaries and Review on 

Uncertainty Research  

 

  

T 
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 Introduction 

To clarify the preliminaries for the thesis, this Chapter will formalise the terminologies 

and introduce common concepts of uncertainty research. The first part will start with 

the definition of uncertainty, which will get rid of some confusions on the terminologies 

of uncertainty across different disciplines. For instance, terms such as ‘intermittency’, 

‘residual’ are often used in power systems with similar meanings to ‘uncertainty’ but 

are rarely used by the general community. 

In the second part, some essential concepts are introduced afterwards, which give 

answers to some crucial problems to the understanding of uncertainties, e.g., How to 

measure and represent uncertain quantity? How to categorize different uncertainty 

components? What are the sources of uncertainty? And how these uncertainty sources 

take effect and generate uncertainty? 

Next part will formally introduce the problem of uncertainty quantification. In 

particular, this thesis will show the existing problem regarding uncertainties in the 

power systems can be summarised into two general types of uncertainty quantification 

problems, i.e., forward uncertainty quantification (FUQ) and reverse uncertainty 

quantification (RUQ). As two widely researched problem in the uncertainty community, 

FUQ and RUQ are built upon Bayesian Probabilistic modelling. Therefore, we would 

like to use the language of Bayesian Probability to formalise all the discussions on 

mathematics across the following chapters. 

Last part will review and discuss the prior works done in the electrical power system, 

to recognise the status quo of uncertainty research in the power system. Hence to reveal 

the limitations of current approaches, and opportunities to improve. 

 What is Uncertainty? 

‘Uncertainty’, literally means the lack of certainty, refers to the combined concept with 

twofold, i.e.: i) the lack of confidence to exactly describe the existing states or future 

outcomes to the objective due to the limited information; and ii) the nature of 

randomness that will result in multiple possible states or variabilities in the outcomes. 

As a mixture of concepts, the uncertainty of a model observation, in practice is the 
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propagation from two sources corresponds to the definition of uncertainty. On the one 

hand, the lack of knowledge and information will lead to uncertainties on the hypothesis 

that supporting the structure of the model. This component of uncertainty is associated 

with the widely known ‘Epistemic Uncertainty’, ‘Knowledge Uncertainty’ or 

‘Systematic Uncertainty’ [17, 18, 19, 20, 21, 22]. On the other hand, with the presence 

of random natures in almost any physical systems, the output of the system cannot be 

predicted entirely accurate, even with complete relevant information available. This 

component of uncertainty acts as variability in observations, which has been described 

as ‘random uncertainty’ in many prior studies [17, 18, 23, 24]. 

Notably, the terminologies ‘Uncertainty’ is commonly shared by various fields of 

research, but there exist some similar or alternative terms in specific topics. For instance, 

‘intermittency’, ‘residual’, ‘variability’, etc. In some situations, these terms are 

interchangeable, but there still exists distinctions between these terminologies. 

Comparing the similarities and differences would help us to understand the concept of 

‘Uncertainty’. 

In terms of ‘intermittency’, in the energy sector, it is often more emphasizing the 

temporal discretion in value and continuity in the temporal domain. Whilst in dynamical 

systems, it refers to the irregular alternation or changes from a phase to another. Unlike 

‘Uncertainty’, the terminology ‘intermittency’ focuses on the pattern of the signal itself, 

rather than from the probability or possibility point of view. 

Compared to ‘intermittency’ in specific contexts, the term ‘variability’ is more similar 

to ‘uncertainty’. Normally, it refers to the random variation in an uncertain quantity. In 

many prior works [25, 26, 27], authors regards ‘variability’ as ‘aleatory uncertainty’, 

which is a category of ‘uncertainty’ components that are caused by natural randomness. 

The categories of uncertainty components will be introduced in latter sections. 

The term ‘residual’, or more generally the term ‘error’, are also interchangeable with 

‘uncertainty’ in many cases. However, it has more specific meaning that referring to 

the distance between samples and the true value. Even in some situation the true value 

cannot be measured directly, and will be alternatively estimated by the arithmetic 

sample mean. Specifically, in the case of ‘uncertainty’, it always exists whether the true 

value (estimates) exists or not. 
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In general, these alternative terms are widely recognized in many research fields, and 

discriminated with ‘uncertainty’ under some specific criteria. In order to formalize the 

terminologies and discussion in this thesis, this thesis will only use ‘uncertainty’, rather 

than the alternatives, as the terminology for quantifying the lack of certainty in both 

value and confidence. Notably, for some text in the latter chapters, the alternative terms 

may also be mentioned, but will be discussed with a specific definition. For instance, 

‘residual’ will be introduced in discussing load forecasting problems to refer to the 

difference between samples and arithmetic sample mean. 

To the status quo, there exist two ways of interpretation of probability in the academia, 

i.e., Frequentist Interpretation of Probability, and Bayesian Interpretation of Probability. 

While Frequentist Interpretation of Probability defines probability as the limit of the 

frequency of trials, when the trial times is sufficient. This view connects the probability 

with experiments, and form the basis of many methods, such as Monte Carlo simulation. 

Bayesian Interpretation of Probability distinguishes the actual probability with the limit 

of the frequency of experiments, where the actual probability of interested is named as 

a posterior distribution on condition of given frequency of experiments, while the 

frequency of experiments is named as evidence probability that only represents the data 

samples rather than the actual probability. In this view, the actual probability of interest 

is considered as a conditional distribution that the sampling from it will form the 

evidence distribution, i.e., to generate the observations in the trials. 

 Uncertainty Categories and Sources 

Based on the definition of ‘Uncertainty’, this part will further discuss the 

components and categories of uncertainty, to better recognize the meaning of 

uncertainty. The categories of uncertainty components are firstly reported by the Guide 

to the expression of uncertainty in measurement in 1995 [17]. In general, it 

distinguishes uncertainties into systematic (epistemic) and random (aleatory) 

components [17, 18, 21, 24] according to the uncertainty source types and 

characteristics. This categorization is commonly recognized by the academia and 

industries.  

As its name, ‘epistemic/systematic uncertainty’ are caused by systematic effect from 

the underlying physical system. To trigger the corresponding systematic effect to 
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generate the epistemic uncertainty, a latent or observable factor often exists. With prior 

knowledge on the underlying mechanism of this triggering factor and the systematic 

effect, epistemic uncertainties can be mitigated. For instance, the temperature may 

result in load uncertainty for households, if the future temperature is available via 

prediction or simulation, the associated load uncertainty can be predicted more 

accurately. 

‘Aleatory uncertainty’ refers to the natural variations of the uncertain entity. However, 

it also indicates none of triggering factor are associated with this uncertainty component. 

In other words, this part of uncertainty components naturally exists, and irreducible 

even with the complete systematic knowledge of the underlying system. In most of 

existing physical systems, the probability of aleatory uncertainties is, or can be 

approximated with Gaussian Distribution [23, 24]. 

 How to measure uncertainty 

In most scenarios in the engineering, knowing the quantity of uncertainty is essential to 

get rid of the risk caused by uncertainties. Therefore, it calls for benchmarks and 

methods to measure uncertainty. Formally, this process is named Uncertainty 

Quantification (UQ) in the researching fields. Currently, there are many different 

measures are widely recognized, such as Variance, Quantiles, Intervals, etc. These 

measures provided tools for quantifying and even characterizing uncertainties in the 

engineering problems. However, these numerical measures are not sufficient to capture 

all the features of uncertainty, especially on its structure and distribution. Therefore, it 

calls for more intuitive and informative methods to represent uncertainties without 

losing information. In this section, the widely used measures and representation 

methods for uncertainty are introduced. In details, threefold of measures are presented, 

i.e., the moment-based measures, probability measures and possibility measures. 

2.4.1 Moment-based Uncertainty Measures 

The Moment is a specifically defined quantitative measure to describe the shape of a 

probability distribution with a set of numerical measures, without information loss on 

the probability distribution. In general, the moments of a probability distribution consist 

of a set of values with a different order of moments. For instance, the 0𝑡ℎ order moment 
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refers to the total probability of the event for occurring, the first moment then refers to 

the arithmetic mean of the probability distribution, the second moment is hence 

represents the variance. 

The probability distribution defined in the bounded interval can be uniquely determined 

once given the collection of all orders of moments. Notably, this proposition will not 

exist if the probability distribution is unbounded, which is discussed by the Hamburger 

Moment Problem [28]. In other words, the moment is a tool to capture all the features 

of a probability distribution with numerical measures, which simplify the difficulty in 

representing uncertainty. The 𝑛𝑡ℎ  order moment for a continuous probability 

distribution 𝑝(𝑥) is formulated as [29, 30]: 

𝜇𝑛 = 𝐸[𝑋𝑛] = ∫ 𝑥𝑛𝑝(𝑥)𝑑𝑥
∞

−∞

 ( 2-1 ) 

In details, for a set of sample collections of random quantity, the different order of 

moments extracts a different feature of the uncertainty, and the commonly deployed 

moment-based uncertainty measures are the first four order of moments: 

Total probability (𝟎𝒕𝒉 order moment): 

The 0𝑡ℎ order moment equals to ∫𝑑𝐹(𝑥) which refers to the total probability. 

Mean (𝟏𝒔𝒕 order moment): 

It is defined as 𝐸[𝑋], and known as arthe ithmetic mean or random quantity. It describes 

the estimate of the true value by data samples. 

For second and higher order moments, the central moments are normally investigated 

rather than the moment with respect to constant zero. 

Variance (𝟐𝒏𝒅 order moment): 

The second order moment is defined as 𝐸[(𝑥 − 𝜇)2], which is also known as Variance 

of a probability distribution. It describes the degree of variability of the uncertain data 

around of the true value. 

Skewness (𝟑𝒓𝒅 order moment): 
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The third order moment is named as skewness [31, 32, 161], which is formulated as the 

normalised third order moment as: 

𝐸 [(
𝑋 − 𝜇

𝜎
)
3

] =
𝐸[(𝑋 − 𝜇)3]

(𝐸[(𝑋 − 𝜇)2])
3

2⁄
 ( 2-2 ) 

where it gives the asymmetry of the probability distribution. If the skewness is positive, 

the probability distribution has a longer right tail and the major proportions of its mass 

are allocated to the left of its mean, and vice versa. Given in Figure 2-1 to illustrate the 

differences between positive and negative skewness. 

 

Figure 2-1 Illustration of Skewness [161] 

Kurtosis (𝟑𝒓𝒅 order moment): 

The fourth central moment is named kurtosis [32, 33], which is the measure to present 

the heaviness/proportions of the distribution tails. In details, a higher kurtosis will refer 

to lower concentration to the mean of the distribution (heavier tails of the distribution), 

and oppositely, the light tail distribution will have a small kurtosis measure.  

Mathematically, the kurtosis is formulated with 𝐸[(𝑇2 − 𝑎𝑇 − 1)2] [33], where 𝑇 =

(𝑋 − 𝜇)
𝜎⁄ . 

Above are the most widely deployed features of moment measure to describe the shape 

and structure of the probability distribution of uncertainty. Theoretically, all the features 

of an uncertain quantity can be shaped by the collection of all orders of moments. And 

for each order of moment, it can be estimated unbiasedly with Monte Carlo methods or 

its metal methods. However, it is computationally expensive, unrealistic or unnecessary 

in the practice. Therefore, the first four orders of moments are considered in most cases. 
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In terms of uncertainty with higher complexity, the first four orders of moment 

measures are a simplified method but not providing sufficient information. Therefore, 

other measures are also required. 

2.4.2 Probability-based Uncertainty Measures 

According to the prior studies, probability distribution function (PDF) is the most 

common way to describe features of uncertainty, which associates a probability 

measure to any possible state, values or scenarios of the uncertainty. As a fact, given 

an uncertain quantity, there will only exist a unique probability distribution that matches 

the uncertain quantity. In other words, the probability distribution is the way that 

captures all the details of an uncertainty within its possible range. 

Alongside moment-based measures of uncertainty, which is regarded as the numerical 

abstraction of a probability distribution, more works directly focus on the probability 

distribution itself. In mathematics, many typical closed form probability distribution 

functions have been proposed and deeply investigated to understand its probabilistic 

features and physical models. For instance, Gaussian distribution is introduced by the 

physical model of the Gaussian process. However, in practice, the closed form function 

to represents the probability distribution is rarely available in most cases. Therefore, 

given a set of data collection, we have to estimate the latent distribution type that lies 

behind the data collection. 

Compared to Moment-based measures, the advantage of probability measure is the 

competence of uncertainty information remains in the measure. While moments at 

certain order will only hold the relevant information, such as kurtosis only indicate how 

heavy is the tails of a probability distribution, probability distribution itself contains as 

much information as possible. 

2.4.3 Other Uncertainty Measures 

Other widely recognized uncertainty measures include Uncertainty Interval [34, 35], 

Quantiles [36, 37], Uncertainty Set [38], Fuzzy Set [39, 40], Possibility measures [41, 

42], and so on. Compared to a probability distribution that is easy to be generalized to 

arbitrary problems, these measures are normally ad-hoc measures designed to meet the 
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industrial needs. For instance, Uncertainty Set is widely used for robust optimization to 

achieve optimal unit commitment, demand response, etc., under high uncertain and 

risky environment. The benefits of these measures are witnessed under certain 

industrial applications, which lies in the simplicity of implementation and 

computational resources saving. However, the major limitation of these ad-hoc 

measures is the lack of generality to different scenarios.  

 Uncertainty Quantification Problems 

Uncertainty Quantification [43, 44, 45, 46] is a research area that aims to formalize the 

quantitative characterization and mitigation of uncertainty. It has been theoretically 

researched under computational scenarios with formal mathematical languages, as well 

as investigated in realistic engineering applications. The importance of UQ problem has 

been recognized by many fields, such as Fluid Dynamics, Complex Environment 

System, Applied Mathematics, Chemistry, and so on. 

Two general types of UQ problems are defined and investigated for decades, i.e., 

forward UQ and inverse UQ. While forward UQ provides tools, such as MC methods, 

for quantifying the uncertainty of interest numerically, inverse UQ problem models the 

relationship between the uncertainty and its causing sources. 

Forward UQ, literally refers to the uncertainty quantification and characterization in the 

forward uncertainty propagation process. Mathematically, it considers a generalized 

uncertainty model within multiple input uncertainties, and these uncertainties will 

propagate and accumulate to the output. Given prior knowledge on the distribution of 

input uncertainty and the uncertainty model function, forward UQ quantifies and 

characterize the probability distribution or other measures of the model output. 

In the state-of-the-art, three types of methods are deployed: 

Systematic Approach: If the uncertainty structure can be featured with a physical 

model. Or in other words, the distribution types can be modelled theoretically, i.e., 

Gaussian distribution, Weibull distribution, etc. It can be directly described with the 

parameters and hyperparameters of this type of uncertainty distribution. For instance, 

the estimate of mean 𝜇 and variance 𝜎2 once given normal distribution as its type. 
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Sampling-based methods: For an arbitrary probability distribution, the model output 

uncertainty can be quantified with Monte Carlo method and its meta sampling-based 

methods. Even if the probability distribution of interest cannot be described with 

closed-form functions or the system is complete a black box, MC and other sampling-

based methods can be easy generalised to these scenarios since it only requires the 

model can generate output realizations once feed-in realizations of inputs. By sampling 

under the known distribution of input uncertainty, these realizations of model inputs 

are easy to be obtained. Despite the simplicity and easy to be generalized, MC methods 

often suffer from efficiency and accuracy, with a comparable volume of realizations 

sampled from underlying distribution, MC methods converges much slower than 

another family of approaches, such as polynomial chaos expansion. 

Spectral Approach: If the probability distribution types of the uncertainty are 

unknown, one alternative is to approach the probability distribution with a set of simpler 

distribution functions. These approaches basically estimate the complex form of target 

probability distribution with the combination of a set of functional, which holds elegant 

mathematic attributes to simplify the quantification costs.  For example, generalized 

Polynomial Chaos (gPCs), Weiner Haar expansions (WHa), etc. Given sufficient 

volume of data samples, the latent probability distribution can be then reconstructed. 

Inverse UQ is also known as Inverse Problem, is regarded as a much more challenging 

problem compared to forwarding uncertainty propagation. Since the underlying 

function of the uncertainty model is entirely unknown for the inverse problem. The 

model structure, distribution type, and model parameters are all needed to be estimated. 

To the status quo, the majority of research out of power system is to solve forward 

uncertainty propagation, very limited works have investigated the inverse problem. 

While in the electrical power system, none of the works has touched inverse problem. 

Even in Applied Mathematics, the inverse problem still suffers from some issues that 

remain unsolved. 

Currently, two families of approaches are proposed and deployed for inverse UQ 

problem in academia: 

Statistical Inference: Statistical Inference, or more specifically refers to Frequentist 

Inference, is a method to infer the proposition from sampled data. The framework is 
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built upon several well-established methodologies, such as statistical hypothesis testing, 

confidence, and probability intervals, and so on. It can be used to infer a proposition 

with the most possibility. 

Bayesian Inference: Other than Statistical Inference, the majority research focus 

Bayesian Inference, which aims to infer the underlying uncertainty model by regarding 

the underlying probability distribution of model parameters as a posterior distribution 

on condition of model input and output variables. By invoking Bayes’ theorems, the 

formulation of the aimed posterior distribution will become an optimization problem of 

minimization on Evidence Lower Bound (ELBO) [46, 47, 48].  

Compared to Frequentist Inference that infers the probability as the limit of its relevant 

frequency with a vast number of trials, or data samples, Bayesian Inference considers 

probability as a reasonable expectation in the form of posterior probability distributions, 

and can be tested or estimated indirectly by assigning prior distributions to the 

hypotheses that connects the prior probability distribution with the posterior 

distribution of interest. This attribute enables Bayesian Inference to infer the underlying 

uncertainty model from input and output observations without prior knowledge to its 

inherent mechanism and model functions. 

The major unsolved difficulties of inverse UQ problem lies in twofold: 

Curse of Dimensionality: The existing of frameworks proposed to solve inverse UQ 

problem will need to infer the model structure, model function types and related 

parameters, which is an extremely complex problem with large amount variables to be 

calculated. Therefore, with the increase of problem dimensionality, the computational 

costs will grow dramatically. Therefore, most research discusses simplified scenarios 

and models for inverse UQ. 

The concern of Identifiability: Although the underlying uncertainty model can be 

inferred by existing approaches of inverse UQ, the solution may not be unitary. Instead, 

a range of solutions could lead to the same observation result. In this scenario, the 

methodology or data will cause an unprecedented error in inferring the underlying 

uncertainty model.  
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 Reviews on Prior Power System Uncertainty 

Research 

2.6.1 Literature of Uncertainty Quantification 

In terms of the fundamental research of uncertainty quantification methods, the 

mainstream in power system is the family of MC methods. Therefore, this review will 

categorize existing researches into MC methods and other methods. 

For the family of MC methods, many meta methodologies of MC method have been 

produced and investigated in power system. In work [49], the author deploys the vanilla 

MC method to emulate the probability in the energy trading market. Work [50] assesses 

the impacts of wind generation in the distribution network, by invoking MC sampling 

from wind historical data. Work [51] employs a meta MC method named Latin 

Hypercube sampling for reliability evaluation in the transmission system. 

The rest of UQ methods emerged in power system are mainly analytical methods 

established on certain mathematical theorems. In work [52, 53] investigate the 

uncertainty of a simple linear model, and the model output uncertainty is obviously the 

convolution of the input uncertainties. Work [54] further implement this method in the 

framework of Discrete Fourier Transform (DFT). However, this model is heavily 

constrained by its strong linear assumption and expensive computational cost, hence, 

this method is seldom applied in latter research. Work [55, 56, 57, 58] further simplifies 

the uncertainty quantification of the linear model, with cumulant method to replace the 

convolution operation. 

In latter research, to generalise the UQ problem into non-linear models, other analytical 

methods are explored. The major efforts are made on methods based on expansion 

approximation. In details, works [56, 59] approximate uncertainty distribution with 

Edgeworth expansion [60, 61], and applied to the quantification of probabilistic power 

flow. In works [62, 63], Taylor Series are deployed to compress and simplify the 

numerical quantification of uncertainty by translating the quantification problem into 

the solution of polynomial functions. Works [68, 69, 70] deploys point estimation 

method by estimating the first order and second order moment. 
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In conclusion, the existing works for the fundamental methodology of uncertainty 

quantification can be classified into twofold: numerical methods, and analytical 

methods. For numerical methods, the existing research lies in MC method and its meta 

methods. For analytical methods, the major idea based on the expansion and 

approximation of the underlying probability with simple, closed-form probability 

functions, to further simplify and accelerate the quantification. Notably, these methods 

are forward UQ methods, inverse UQ methods are not developed and investigated in 

any literature in the power system. 

2.6.2 The literature on Power System Applications considering 

Uncertainty 

As discussed in the research motivation, the necessity of considering uncertainty in the 

power system applications are widely recognized by researchers. Therefore, more and 

more power system applications have developed new implementations considering the 

impact of uncertainty. Since the uncertain elements in the new context of the power 

system are mainly introduced by low carbon technologies integrated to distribution 

networks. The major efforts lie in the applications in distribution networks. In details, 

these applications include: 

Robust Optimization (RO): As renewable generations and flexible load emerges in 

the distribution networks, many operational applications are heavily affected by 

uncertainty, such as Energy Management System, Demand Response, unit commitment 

and Active Network Management. To respect the uncertain scenario, update the 

previous version of implementation on these applications are of great necessity. Robust 

Optimization (RO) is a widely recognized alternative to obtain an optimal solution that 

is robust and stable enough to immune against risks from uncertainty. Well-developed 

implementations of RO include Minimax Regret Optimization [67, 68, 70], Scenario-

based RO [69, 70], Uncertainty Set based RO [71, 72, 73, 74], and so on. This 

categorization lies in how the RO method expresses and deals with uncertainty. 

Stochastic Programming (SP): This concept and technique is a direct interpretation 

of maximizing the expectation, which has the same range of applications. Compared to 

deterministic programming used in traditional power system applications, SP simply 
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replaces the deterministic objective with the expectation, and attempts to find the 

solution that can achieve maximum/minimum objective expectation. 

Probabilistic Load Forecasting: Due to the integration of uncertain elements to the 

households, the inherent uncertainty lies in electric load has been unprecedented 

significant compared to the past. Therefore, the prediction of load profiles considering 

uncertainty has become a heatedly discussed research topics and are formally named as 

Probabilistic Load Forecasting. According to the needs of industry, the forms of 

forecasts can be intervals, quantiles, number of variances, uncertainty scenarios, or even 

the entire distribution. 

Probabilistic Power Flow: Similar to probabilistic load forecasting, the quantification 

of power flow is also deteriorated by the increasing uncertainty in the distribution 

system. Therefore, to characterize the uncertainty associated with power flow is crucial 

to the system operation. Most of the existing works are developed with MC methods, 

to sampling the uncertainty in each network nodes, and simulate the realization of 

power flows by MC framework. Recently, novel UQ method, such as Stochastic 

Surface Response, Polynomial Chaos method [75, 76], has been proposed and 

considered to accelerate the convergence rate and relieve the computational burden of 

traditional MC methods. The fundamental idea is to approximate the uncertainty of 

power flow by a simple and closed form of expansions. 

Alongside with the above applications and techniques that encountered uncertainty, 

there still exist vast of applications needed to be transformed into probabilistic version, 

and immense techniques can be developed to improve these applications. However, in 

the power system, the uncertainty research is driven by the industrial needs and the 

urgency to address risks from uncertainty. Therefore, the current status quo of 

uncertainty research in the electrical power system mainly lies in the applications in the 

distribution system. 

 Chapter Summary 

The chapter introduces the preliminaries of uncertainty in terms of concepts and 

terminologies. And the relevant research in the electrical power system is also reviewed. 
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The concept of ‘uncertainty’ is firstly introduced with the interpretations from 

Frequentist and Bayesian point of view. In the context of the electrical power system, 

some confusions in terminologies are discussed to clarify the differences between 

‘uncertainty’ and its similar terminologies used in power system, such as ‘residual’, 

‘intermittency’. Afterwards, the measures of uncertainty are briefly introduced, 

included moment-based measures, probability measures, and other ad-hoc measures, 

such as Intervals, Quantiles, Fuzzy Set, Uncertainty Set, and so on. 

The Concept of Uncertainty Quantification is firstly formalised in this chapter. 

According to the research in other fields, forward UQ problem and inverse UQ 

problems are defined accordingly. The research status quo, the main streams of 

methodologies, and the existing challenges are all discussed help readers to understand 

the motivations and ideas discussed in latter chapters about forwarding UQ and inverse 

UQ. Related research in the electrical power system is discussed to show the status quo 

of uncertainty study, to present evidence of support on the innovativeness of the works 

done in this thesis.
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HIS chapter proposes a novel forward uncertainty quantification 

method on decomposed load components, to capture useful information 

of uncertainty components across multiple time scales. This method is 

demonstrated on the dataset of domestic energy demand.  

Forward Uncertainty Quantification 

on Domestic Load Uncertainty 

 

  

T 



Page 

Chapter 3                                    Forward UQ on Domestic Load Uncertainty 

 
25 

 Introduction 

In previous chapters, we discussed the necessity of investigating advanced uncertainty 

quantification approaches, introduced concepts/terminologies of uncertainty research, 

and reviewed the related works in the electrical power system. In the traditional power 

system where the load is predictable, and generation is controllable, uncertainties in 

most of the real-world problems can be quantified with intuitive and simple forward 

uncertainty quantification methods. Therefore, the majority of prior research deploys 

MC method and its metamethods, and limited works use analytical methods for 

uncertainty quantification, to achieve higher convergence rate and accuracy. 

However, above forward UQ methods are built upon an idea that regarding uncertainty 

as a unitary entity, which will limit the useful information we can obtain from forward 

uncertainty quantification. In this chapter, we will develop a novel method for forward 

UQ that regards load uncertainty as comprising uncertainty components across different 

time scales, and quantify/characterize the uncertainty at each time scales. Alongside 

with the numerical quantification results that also can be obtained from traditional 

forward UQ methods, the expected outcomes of proposed method will also include the 

temporal dependency and property comparisons between uncertainty components at 

different time scales from half-hourly, hourly, two-hourly, to daily, two-daily, and four-

daily. 

The chapter is organized as follows: Section 3.2 introduces the proposed methodology 

for multi-time-scale forward UQ, Section 3.3 discusses the details of experiment 

setting, and introduces the smart metering dataset that records household load data from 

Irish residents, Section 3.4 demonstrates the results on domestic load uncertainty, and 

discusses the findings on temporal dependencies and features of uncertainty in half-

hourly, hourly, two-hourly, daily, two-daily and four-daily time scales. According to 

the comparison of uncertainty components properties. An extended test is conducted in 

the process of load aggregation from domestic level to the system, which indicates 

uncertainty components at different time scales will be mitigated in distinguished ratio.  

The content of this chapter is cited from a published article [77] of the thesis author in 

IEEE Transactions of Smart Grid, titled as ‘Data-driven Uncertainty Quantification and 

Characterization for Household Energy Demand Across Multiple Time-scales’. 
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 Methodology 

The fundamental idea of the proposed forward UQ method is to integrate the spectral 

decomposition technique into the framework of uncertainty quantification. In this part, 

a novel data-driven UQ method based on Haar expansions are proposed. The flowchart 

that indicates the procedure of this method is presented in Figure 3-1: 

 

 

Figure 3-1 the flowchart of the DTHUQ approach 
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In general, the proposed method is a two-stage UQ approach: i) Firstly, a Haar 

expansion will be invoked to approximate the load uncertainty along the temporal 

domain. This process will decompose the original uncertain load into multiple 

components at different time scales. Afterwards, the decomposed uncertainty load 

approximation will be reconstructed into uncertainty components that represent the 

corresponding time scale channel. Quantification with Monte-Carlo UQ framework 

will be performed on these reconstructed uncertainty components. ii) In the second 

stage, with the quantification results from the first stage, detail characterization and 

visualization will be performed on each uncertainty components to extract useful 

uncertainty information and findings. In details, three types of visualizations are 

presented: i) uncertainty temporal distribution of each time scale; ii) uncertainty 

temporal distribution of each cross-channels between two-time scales; iii) and how 

uncertainty propagates under different aggregation scales from households to the 

system. 

Table 3-1 Notations of Methodology 

Notations Description 

ℝ Set of real numbers 

ℤ Set of integers 

𝐿2(ℝ2) Hilbert space, square integrable functions with respect to 𝐿2-norm 

𝜉 Uncertain input of uncertainty model 

𝑌 Output of uncertainty model 

�̃� Actual uncertain output of uncertainty model 

�̃�′ Estimated uncertain output of uncertainty model 

𝜏 Discretized time variable 

𝑇 Interval or set of discretized time variable 𝜏 

𝛩𝑇  Set of collections of sampled households 

𝜃 Index of a certain realization in Θ𝑇  

𝑐𝑘
(𝑑)

 Coefficient of Haar expansions at decompose level 𝑑 and shifting index 𝑘 

𝜙𝑘
(𝑑)

 Basis of extended Haar mother wavelet 

Ψ𝑘
(𝑑)

 Basis of standard Haar mother wavelet 

𝑑 Decompose level of Haar expansions 

𝑘 Shifting index of Haar mother wavelet 

𝐸𝜃 Expectation of given random uncertainty over the marginal integration over 𝜃 

𝜇𝑖  Expectation of random variable 𝜉𝑖 
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𝜎𝑖 Standard deviation of random variable 𝜉𝑖 

𝜐𝑖 Variance of random variable 𝜉𝑖 

𝑈 Reconstructed uncertainty components 

𝑁 Sample size 

𝜌 Pearson product-moment correlation coefficients (PCCs) 

Notations used in this chapters are demonstrated in Table 3-1. Details of the two stages 

are discussed in following parts. 

3.2.1 First Stage: Uncertainty Temporal Components 

Decomposition, Reconstruction and Quantification 

Considering an uncertainty model that represents the uncertain domestic electric 

load with formulation 𝑌 = 𝑓(𝜉), in the practise of powthe er system, smart meters are 

the only devices that can enable the visibility of domestic electric load. Therefore, the 

observations of uncertain load 𝑌 is the only data available. The underlying physical 

system featured with synthesized function 𝑓  and most of uncertainty sources 𝜉  are 

unknown. 

In this section, we attempt to quantify and characterize the temporal features of load 

uncertainty. Therefore, the time indexes needed to be considered. Denoting the time 

index as 𝜏 ∈ 𝑇, where the time index could be continuous or discretized. However, the 

demonstrated data in this section is collected every half hour with 48 indexes per day. 

For mathematic convenience, we only consider the time index as a discretized index, 

and 𝑇 is a set. For example, 𝜏 ∈ 𝑇 = [0,24) ∩ ℤ refers to hourly indexes in a day. 

Alongside with the time indexes defined for smart metering data, another crucial 

index used in this chapter is the index for realization collections, which is determined 

and corresponded by time index. Given a time index 𝜏 and its set 𝑇, the realization 

collection index is denoted as 𝜃 ∈ Θ𝑇. It refers to all instances that are indexed by 𝑇. 

For instance, if the time index are hours of a day, then the collection index are different 

customers in different dates. If the time index ranges from the starting hour of the first 

date to the last hour in the last date without daily, weekly or monthly periodicity, the 

collection index should be set as customer index. In other words, by iterating both time 

index and collection index, all data records should be dealt for exactly once. 



Page 

Chapter 3                                    Forward UQ on Domestic Load Uncertainty 

 
29 

Decomposition: According to the Haar expansion introduced in Appendix A. The 

uncertain demand can be expanded by Haar expansion with decompose level 𝐷: 

𝑌(𝜏; 𝜃) = 𝑌0(𝜃) + ∑ ∑ 𝑐𝑘
(𝑑)(𝜃)𝜙𝑘

(𝑑)(𝜏)

2𝑑−1

𝑘=0

𝐷

𝑑=0

 ( 3-1 ) 

where coefficients can be obtained by: 

𝑐𝑘
(𝑑)(𝜃) =

1

𝑐𝑎𝑟𝑑(Θ𝑇)
∑𝑌(𝜏; 𝜃)𝜙𝑘

(𝑑)(𝜏)

𝜏∈𝑇

 ( 3-2 ) 

In formulation 3-2, 𝜙𝑘
(𝑑)

 refers to the scaled Haar wavelet from standard Haar 

mother wavelet Ψ𝑘
(𝑑)

. The original unit interval [0,1] will be expanded into a closed 

interval that corresponds to time index set 𝑇 . Further extends to two-dimensional 

version, the load uncertainty should be denoted as 𝑌(𝜏1, 𝜏2) , the corresponding 

expansions can be also rewritten into: 

𝑌(𝜏1, 𝜏2) = 𝑌0(𝜏1, 𝜏2) + ∑ ∑ ∑ ∑ 𝑐𝑘1,𝑘2

(𝑑1,𝑑2)𝜓𝑘1,𝑘2

(𝑑1,𝑑2)(𝜏1, 𝜏2)

2𝑑2−1

𝑘2=0

2𝑑1−1

𝑘1=0

𝐷2

𝑑2=0

𝐷1

𝑑2=0

 ( 3-3 ) 

 

with coefficients: 

𝑐𝑘1,𝑘2

(𝑑1,𝑑2) = ∑ 𝑌(𝜏1, 𝜏2)𝜓𝑘1,𝑘2

(𝑑1,𝑑2)(𝜏1, 𝜏2)

𝜏1,𝜏2∈𝑇1,𝑇2

 ( 3-4 ) 

The topology of decomposed uncertainty components at different time scales is 

illustrated in Figure 3-2, in the form of a matrix measured as energy density. As shown 

in the coefficients matrix, coefficients of any time scales or any cross channels between 

two-time scales can be easily indexed. Considering two independent time index 𝜏1, 𝜏2, 

uncertainty at daily ( 𝜏2)  time scale, can be reconstructed by coefficient sets 

{𝑐(𝑘,3)}
𝑘∈[0,3]∩ℤ

. 
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Reconstruction: Afterwards, we will deploy these coefficients matrices for uncertainty 

components reconstruction. Given timescale level 𝐷0 , and reconstructed uncertainty 

component will be: 

𝑌(𝜃, 𝜏;𝐷0) = ∑ 𝑐𝑘
(𝐷0)(𝜃)𝜙𝑘

(𝐷0)(𝜏)

2𝐷0−1

𝑘=0

 ( 3-5 ) 

Extending this formulation to cross channels between any two-time scales  𝜏1, 𝜏2. Given 

time-scale level 𝐷1, 𝐷2. The reconstruction of uncertainty components can be obtained 

as: 

𝑌(𝜃, 𝜏; 𝐷1, 𝐷2) = ∑ ∑ 𝑐𝑘1,𝑘2

(𝐷1,𝐷2)𝜓𝑘1,𝑘2

(𝐷1,𝐷2)(𝜏1, 𝜏2)

2𝐷2−1

𝑘2=0

2𝐷1−1

𝑘1=0

 ( 3-6 ) 

Quantification: After reconstruction of uncertainty components, the quantification of 

uncertainty will be performed with Monte-Carlo method. By collecting all realizations 

of load uncertainty indexed by time index 𝜏 , the uncertainty in standard deviation 

 

Figure 3-2 Energy density spectrum of Haar expansion coefficients 
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(𝑘𝑊ℎ) at time scale 𝐷0 can be formulated as: 

𝑈(𝜏;𝐷0) = 𝐸𝜃[𝑌(𝜃, 𝜏;𝐷0) − 𝐸𝜃(𝑌(𝜃, 𝜏; 𝐷0))]
2
 

= 𝐸𝜃[𝑌(𝜃, 𝜏; 𝐷0)
2] − (𝐸𝜃[𝑌(𝜃, 𝜏; 𝐷0)]

2) 
( 3-7 ) 

For cross-channel uncertainty components 𝑌(𝜃, 𝜏; 𝐷1, 𝐷2), the standard deviation can 

be quantified as: 

𝑈(𝜏; 𝐷1, 𝐷2) = 𝐸𝜃[𝑌(𝜃, 𝜏; 𝐷1 , 𝐷2) − 𝐸𝜃(𝑌(𝜃, 𝜏; 𝐷1, 𝐷2))]
2
 

= 𝐸𝜃[𝑌(𝜃,𝜏; 𝐷1 , 𝐷2)
2] − (𝐸𝜃[𝑌(𝜃,𝜏; 𝐷1, 𝐷2)]

2) 
( 3-8 ) 

3.2.2 Second Stage: Uncertainty Characterization and 

Visualization 

In this stage, three aspects of content will be presented, i.e.: i) uncertainty temporal 

distribution of each time scale; ii) uncertainty temporal distribution of each cross-

channels between two-time scales; iii) and how uncertainty propagates under different 

aggregation scales from households to the system. 

3.2.2.1 Temporal Distribution of Each Time Scale and Cross Channels between 

Two Time Scales 

To understand how uncertainty varies along the time domain, the temporal 

distribution of each uncertainty components is presented first in the curve graphs and 

heat maps. For an uncertainty component 𝑈(𝜏; 𝐷0) at 𝐷0 time scale and indexed with 

time index 𝜏. By changing the time index into two ancillary time indexes, the curve 

graph of uncertainty distribution along with index 𝜏 can be translated into heatmap 

indexed by 𝜏1 = 𝑔1(𝜏) and 𝜏2 = 𝑔2(𝜏). The uncertainty distribution in the heatmap 

will be reformulated into 𝑈(𝜏1, 𝜏2; 𝐷0) = 𝑈(𝑔1(𝜏), 𝑔2(𝜏); 𝐷0). 

For cross-channel between any two-time scales, the similar steps can be done by 

considering the time scale indexes are 𝐷1, 𝐷2 , instead of 𝐷0 . The curve graph to 

visualize these components are: 𝑈(𝜏; 𝐷1, 𝐷2). 



Page 

Chapter 3                                    Forward UQ on Domestic Load Uncertainty 

 
32 

3.2.2.2 Uncertainty Propagation Analysis 

Considering a scenario with 𝑁  random variables {𝜉1, 𝜉2, … , 𝜉𝑁}  as uncertain 

household loads of 𝑁  households. The expectation 𝜇𝑖 , standard deviation  𝜎𝑖  and 

variance 𝜐𝑖 of any 𝜉𝑖 can be formulated statistically: 

𝜐𝑖 = 𝐸[(𝜉𝑖 − 𝜇𝑖)
2],   𝑖 ∈ [1, 𝑁] ∩ ℤ ( 3-9 ) 

𝜎𝑖 = √𝜐𝑖 ,   𝑖 ∈ [1, 𝑁] ∩ ℤ ( 3-10 ) 

Similarly, for any two household loads 𝜉𝑖 and 𝜉𝑗, the covariance between them can 

be quantified as: 

𝜐𝑖𝑗 = 𝐸[(𝜉𝑖 − 𝜇𝑖)(𝜉𝑗 − 𝜇𝑗)] = 𝜌𝑖𝑗𝜎𝑖𝜎𝑗,    𝑖, 𝑗 ∈ [1, 𝑁] ∩ ℤ ( 3-11 ) 

where 𝜌𝑖𝑗  is the Pearson product-moment correlation coefficients (PCCs) [78]. To the 

system level, these household load can propagated through system aggregation: 𝜉𝑝 =

∑ 𝜉𝑖
𝑁
𝑖=1 , since the household numbers in a substation are normally large enough, this 

aggregated load can be approximated by Normal distributions based on Central Limit 

Theorem [79]: 

𝜉𝑝 = ∑𝜉𝑖

𝑁

𝑖=1

= 𝑁(∑𝜇𝑖

𝑁

𝑖=1

, √∑∑𝜌𝑖𝑗𝜎𝑖𝜎𝑗

𝑁

𝑗=1

𝑁

𝑖=1

) ( 3-12 ) 

Two measures are proposed in this thesis to feature the uncertainty propagation 

process. The first one is named as Uncertainty Propagation Factor (UPF), which refers 

to the ratio of propagated uncertainty with respect to the sum of uncertainty components 

of each household, in form of standard deviation, which is calculated by: 

𝑈𝑃𝐹 =
𝜎𝑝

∑ 𝜎𝑖
𝑁
𝑖=1

 ( 3-13 ) 

 

Notably, this measure is complementary to the ratio that uncertainty mitigated through 

aggregation process. In details, UPF equals to 0.1, means 90% of uncertainty mitigated 

through system aggregation. 
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Another measure is Normalised Uncertainty Propagation Factor (NUPF), with the 

formulation as: 

𝑁𝑈𝑃𝐹 = √𝑁 ∙
𝜎𝑝

∑ 𝜎𝑖
𝑁
𝑖=1

 ( 3-14 ) 

This measure represents independency degree between households’ load. In particular, 

NUPF benchmark is equivalent to constant 1  in the scenario of 𝑁  independent, 

identically distributed random variables (i.i.d. R.V.), since: 

𝜎𝑝
2 = ∑𝜎𝑖

2

𝑁

𝑖=1

= 𝑁2𝜎𝑖 ( 3-15 ) 

 

 Experiment and Parameters Setting  

 The proposed method is implemented in a publicly available smart metering 

database, which records half-hourly readings from 900 Irish domestic households. This 

database is authored by Commission for Energy Regulation. The commission period of 

these smart meters is from 14th July. 2009 to 31st Dec. 2010 [37]. Notably, the involved 

households are not incentivised by any technical or commercial incentives, hence 

maintains the nature of the household load. Figure 3-3 shows the load profiles at 

household and aggregated level. The corresponding quantiles plots are presented in 

subplots c) and d). 
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Figure 3-3 a) residential load profiles, b) aggregated load profiles, c) quantiles of 

residential load profiles, d) quantiles of aggregated load profiles 

 Demonstration and Results 

In this section, the uncertainty quantification result for each component will be 

firstly presented as energy density spectrum (EDS) matrices. The visualization result 

provided in uncertainty characterization stage will be followed. 
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3.4.1 Results of Uncertainty Quantification Stage 

 

Figure 3-4 Heatmap of the logarithm of average energy density spectrum across 900 

residential households  

 

Figure 3-5 Heatmap to present logarithm of the sum of squared coefficients in cross-

time-scale channels 

As shown in Heatmaps in Figure 3-4, the coefficients matrix of uncertainty components 

at each time scales are presented. These coefficients are quantified with the logarithm 

of mean energy density spectrum (EDS). Rows of index represent different resolution 

in hourly scales, i.e., half-hourly, hourly, and two-hourly time scales. Similarly, 

Columns of the matrices means daily, two-daily and four-daily time scales. Notably, 

the top left block noted with ‘Approx.’ is the approximation of Haar expansion after 

three levels of decomposition, which holds the lower frequency components of the time 

series data. Summing up the mean-squared coefficients in each selected time scale, 
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uncertainty in variance can be quantified accordingly, and this result is presented in 

Figure 3-5 3-5. Since this cross-channels between time scales can indicate the 

correlation degree, or in other words, the dependency. Lighter blocks refer to the 

stronger connection between the involved two-time scales [80]. 

3.4.2 Visualizations of Uncertainty Characterization Stage 

As mentioned in the methodology section, this part will look into: i) uncertainty 

temporal distribution of each time scale and uncertainty temporal distribution of each 

cross-channels between any two-time scales; ii) and how uncertainty propagates under 

different aggregation scales from households to the system. 

3.4.2.1 Uncertainty Temporal Distributions 

 

 

 

Figure 3-6 Daily uncertainty distribution of different time-scale channels from 14
th

 

July. 2009 to 31
st
 Dec. 2010 

 

 

Figure 3-7 Hourly uncertainty distribution of different time-scale channels over a day 
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Figure 3-6 presents the temporal uncertainty distribution along with 224 days. Two 

findings are found from the results: i) daily uncertainty component has the largest 

proportion; ii) half-hourly, hourly, two-hourly and two-daily time scale have similar 

uncertainty quantity. 

Figure 3-7 shows the temporal uncertainty distribution along with daily periodicity. 

Two findings are reported: i) half-hourly, hourly and two-hourly time scales have 

similar uncertainty quantity, while daily time scales have larger uncertainty than two-

daily and four-daily; ii) a common pattern is witnessed across all time scales, with noon 

and evening peaks of uncertainty.  

Figure 3-8 presents the weekly uncertainty temporal distribution from Friday to 

Thursday. As annotated in red circles, it indicates load peaks on weekends are slightly 

higher than peaks in the weekdays. And Mondays and Fridays have its unique pattern 

compared to the rest three weekdays.  

Figure 3-9 presents two heatmaps on two-dimensional uncertainty temporal 

distribution. Figure 3-9 a) shows the uncertainty temporal distribution in days across 

32 weeks in columns and 7 days of the week in rows.  

 b) shows the uncertainty temporal distribution in hours of a week periodicity, with 7 

days of the week in rows and 48 time-points (half-hourly sampled) of the day in 

columns. The results indicate: i) demand uncertainty has two peaks, a higher one in the 

evening between 16:00 p.m. - 19:30 p.m., and the daytime peak is between 9:00 a.m. - 

14:00 p.m.; ii) uncertainty peak emerges on any of Wednesdays, Thursdays and Winter 

season. 

 

Figure 3-8 Hourly uncertainty distribution of different time-scale channels over a week 
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Figure 3-10 presents the uncertainty temporal distribution at cross channels between 

two different time scales. This result is in consistent with Figure 3-5 that stronger 

dependencies between two-time scales will lead to less uncertainty in the corresponding 

cross-channels. 

 

Figure 3-9 Uncertainty heatmap of multiple time-scale channels: a) Annual distribution 

in day indexes; b) weekly distribution in hour indexes 
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3.4.2.2 Uncertainty Propagation Analysis 

By simulating the system aggregation process, comparisons can be done on domestic 

loads and system aggregated load, to see how much ratio of uncertainty is mitigated 

through the propagation. As discussed in the former section of methodology, the ratio 

of mitigation through propagation is expected to be correlated to the average pair-wise 

 

a) 

 

b) 

 

c) 

Figure 3-10 Comparison of uncertainty distributions of two cross channels in 

different periods: a) annual period, b) daily period, c) weekly period. 
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PCCs across all domestic households. Therefore, the average statistics of variances, 

covariances, and PCCs are summarized in Table 3-2  

Figure 3-11 shows the Uncertainty Propagation Factor (UPF) measured at different 

aggregation scales with simulations, the aggregation scales vary in the range between 

10 households and 900 households. The result in Figure 3-11 and Table I indicates that: 

i) uncertainties in disaggregated level can mitigate through system aggregation, the 

mitigating rate will approach an upper limit when the aggregation scale is large enough. 

In the given example, aggregation with 200 households is the threshold to the mitigation 

limit, with 9o% of the uncertainty mitigation effect (0.1 in UPF); ii) uncertainty 

components at different time scales have different potential UPF (infimum of UPF). In 

particular, Half-hourly and daily time scales have largest UPF limits at around 90%; iii) 

the potential UPF limit is positively related to the average PCCs. The possible range of 

the limit of UPF measure is between 0 to 1; iv) two extreme scenarios are: if UPF=0, 

household loads are independent, identically distributed random variables; if UPF =1, 

all the household loads are clones to one load profile prototype. 

Table 3-2 Average Statistics (covariance, variance and PCCs) across 900 Residential 

Households 

Time scales 

AVERAGE PAIR-

WISE 

COVARIANCE 

Variance 
Average Pair-

wise PCCs 

Overall Uncertainty 
0.0082 0.2178 0.0394 

Half-hourly time scale 
0.0006 0.0760 0.0085 

Hourly time scale 
0.0025 0.0732 0.0356 

Two-hourly time scale 
0.0051 0.0685 0.0774 

Daily time scale 
0.0012 0.1368 0.0081 

Two-daily time scale 
0.0013 0.0743 0.0159 

Four-daily time scale 
0.0007 0.0392 0.0171 

 



Page 

Chapter 3                                    Forward UQ on Domestic Load Uncertainty 

 
41 

Figure 3-12 shows the NUPF measures corresponds to the aggregation scales 

investigated in Figure 3-11. The NUPF measures are witnessed strong linear 

relationship with the aggregation scale. According to formulation (10) and (11), the 

approaching line of NUPF is determined by the average PCCs across all households. 

Notably: i) for the scenario when household loads are independent, identically 

distributed random variables, NUPF will be transformed into a horizontal line 𝑙𝑆𝑈𝑀𝑅 =

1; ii) if all demands are clones to a single prototype, NUPF is proportional to √𝑁. 

 

 

Figure 3-12 Normalised uncertainty propagation factor in differing aggregation scales 
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Figure 3-11 Uncertainty propagation factor in differing aggregation scales 
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 Chapter Summary  

This chapter proposes a novel analytical tool for performing forward UQ on individual 

uncertainty components at multiple time scales. The results shown in this chapter is 

demonstrated particularly on a smart metering dataset of Irish residential households 

collected nationwide [37]. According to the results, temporal characteristics of load 

uncertainties can be summarized as: i) demand uncertainties is roughly proportional to 

the average demand consumption; ii) demand uncertainty has two peaks, a higher one 

in the evening between 16:00 p.m. - 19:30 p.m., and the daytime peak is between 9:00 

a.m. - 14:00 p.m.; iii) uncertainty peak emerges on any of Wednesdays, Thursdays and 

Winter season; iv) stronger dependencies (inter-day uncertainties) between two time 

scales will lead to less uncertainty in the corresponding cross-channels. The results in 

uncertainty propagation analysis indicate how uncertainty mitigated through system 

aggregation. In details: i) the rate of uncertainty mitigated through aggregation has an 

upper limit, and this limit will be approached with sufficient aggregation scale; ii) the 

potential UPF limit is positively related to the average PCCs. Specifically, half-hourly 

and daily time scales have the most UPF limits at around 90%. 

This finding in the uncertainty propagation process provides useful information in the 

latter chapter V, to develop advanced home EMS and let uncertainty components 

mitigated automatically to achieve peak and uncertainty reduction at grid level.
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HIS proposed a deep learning model for achieving inverse 

uncertainty quantification, demonstration is given on domestic 

load uncertainty, to modelling the underlying uncertainty 

components of load uncertainty, and track its causing sources. 

Inverse Uncertainty 

Quantification for Modelling 

Domestic Load Uncertainty 
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 Introduction 

As mentioned in former chapters, inverse UQ is still an untouched area in the electrical 

power system, due to the lack of motivation in traditional power system and the 

difficulty to implement in a real-world problem. As discussed in Chapter 4, the 

uncertainty of electricity demand is a combination of various components caused by 

different external sources. This complex mixture largely sets obstacles for 

understanding demand uncertainty easily and intuitively. 

In Chapter 4, this thesis focuses on one alternative for exploring quantification and 

characterization on components of uncertainty. In details, it disaggregates demand 

along with temporal domain, with decomposition techniques. Therefore, each 

component of uncertainty represents a single timescale or a cross-channel between two 

individual time scales.  

In this chapter, we attempt to decompose uncertainty according to a different angle, i.e., 

its uncertainty sources, and models the relationship between uncertainty components 

and corresponding uncertainty sources. Inverse UQ provides natural tools for 

understanding the relationship between uncertainty and its causing sources, hence, this 

chapter will develop and implement a novel method for forward UQ, and demonstrated 

in domestic load uncertainty. 

The later parts of this Chapters are followed by: Section 4.2 introduces the concept of 

inverse UQ. Section 4.3 presents the major challenges that lie in the current literature 

of inverse UQ in other fields. Section 4.4 introduces the proposed method of inverse 

UQ implemented with Deep Learning model, named as Probabilistic Deep Dropout 

Generative Nets (PDDGN). The experiments and results are demonstrated in Section 

4.5. Chapter Summary follows in Section 4.6. 

The content of this chapter is cited from the author’s manuscript to be submitted to 

IEEE Transactions on Smart Grid, named as ‘Understand Load Uncertainty with Deep 

Learning-A Probabilistic Deep Dropout Generative Nets’.  
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 Introduction on Inverse Uncertainty 

Quantification 

Uncertainty Component is a widely discussed concept in uncertainty measurement, 

which is firstly proposed in the Guide to the Expression of Uncertainty in Measurement 

(GUM) [11] in 1993. It regards uncertainty as a combination of multiple components, 

and these components can be classified into two categories according to its causing 

sources and natures, i.e., knowledge uncertainty or random uncertainty. 

Knowledge Uncertainty is also called as systematic uncertainty and epistemic 

uncertainty, which means knowledge in Greek [18, 19, 20, 21, 22, 23]. The sources of 

this type of uncertainties normally come from systematic effect from certain causing 

factors, and reducible with deep understandings of the mechanism and knowledge 

behind the systematic effect. For instance, the impact of temperature on electricity 

demand is a kind of knowledge uncertainty, where in the winter, lower temperatures 

normally indicate higher electricity consumption for heat. Random Uncertainty has 

another name as aleatoric uncertainty, which means dice player in Latin [18, 23]. This 

type of uncertainties is caused by random factors or pure randomness, and irreducible 

due to its random nature. For instance, the measurement error of electricity demand 

caused by smart meters devices is a typical random uncertainty. Although we know the 

sources and causes of measurement error, it is still inevitable. 

Therefore, uncertainty can be regarded as the combination of various components 

contributed from different uncertainty sources. Some components are caused by 

systematic effect and can be classified into knowledge uncertainties, whilst the other 

components are random uncertainties. To this end, an essential problem is how to model 

these uncertainty components, and further discriminate contributions from different 

uncertainty sources, i.e., Uncertainty Components Modelling (UCM). 

 Challenge in Inverse Uncertainty Quantification 

Out of energy community, UCM is also an essential problem ranging from social 

sciences, economics, chemistry to complex environmental systems. To the existing 

literature, prior methods can be summarized into threefold: 
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Statistical Approaches: some works deploy statistical approaches to quantifies the 

proportions of uncertainty components numerically. For instance, Zhang, Jing, et al  [81] 

employs Random Forest and feature selection to evaluate the impact different factors 

to the stock price variability; AD Atkinson, et al, [82] attempts to model the system 

model biases with ANOVA methods. Despite advantages of these statistical methods, 

such as simplicity and generality, however, it remains two limitations: i) outputs of the 

prior statistical method are a numerical number to indicate the number of uncertainty 

components rather than intuitive probability distributions; ii) and it also cannot evaluate 

the components caused by unobservable/unknown factors. 

Analytical Approaches: analytical approaches are also widely deployed to model 

uncertainty components. Work [83] adopted Latent Dirichlet Allocation (LDA) to 

transform the complex textual data into latent representation and allocate the aggregated 

variability into various causing factors. K. Beven et al [84], employs the generalized 

likelihood uncertainty estimation (GLUE) methods to decompose the uncertainties into 

components in the form of probability distribution. Compared to statistical approaches, 

it can obtain intuitive probability distribution as output. However, the major limitation 

of analytical methods is the trade-off between generality and modelling capability 

affected by model selection [85]. More specifically, simple models can be easily 

generalized to different data but have inadequate modelling capability, while complex 

models can perform well at certain datasets but lack of generality. Due to this limitation, 

most of the existing methods are ad-hoc methods specifically designed for certain 

datasets. 

Given the physics that demand uncertainty is caused by a variety of external factors as 

uncertainty sources, ranging from uncertain customer activities, measurement errors of 

monitoring devices, interventions of techniques, and so on. Some of these uncertainty 

sources are observable, while others are unobservable/unmeasurable. For instance, the 

temperature can be observed and collected as a companion with the demand 

consumption readings at the time, whilst measurement error cannot be collected and 

predicted. Therefore, the major challenges for the UCM of electricity demand are 

mainly threefold: 

 the high complexity and non-linearity between demand uncertainty and its sources; 
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 the mutual dependency between different uncertainty sources; 

 and the lack of data on unobservable/unmeasurable uncertainty sources. 

These challenges limit the practicality of existing analytical methods due to the lack of 

generality. In addition, existing statistical approaches are not of best choice since they 

cannot give intuitive results of interests. 

 Proposed Methodology for Inverse Uncertainty 

Quantification 

To achieve uncertainty components modelling on electricity demand, it calls for an 

advanced tool that has both high generality and modelling capability. Therefore, this 

thesis for the first time to explore the possibility of deploying the state-of-the-art deep 

learning techniques to achieve uncertainty components modelling. There are two 

rationales for using deep learning techniques. 

On the one hand, deep learning can achieve superior learning capabilities for modelling 

highly non-linear and complex functions. Given sufficient scales of network structure 

and data volumes, the deep neural network is capable to approximate any complex non-

linear relationships between inputs and outputs [86, 87, 88]. Hence, this thesis makes 

use of the learning capability of deep learning to model and learn demand uncertainty 

directly regarding its highly complex and non-linear relationships between the demand 

uncertainty and its sources. 

On the other hand, deep learning neural networks do not map the inputs directly to 

outputs. In fact, it firstly maps inputs to the features space, and hereafter maps to the 

outputs. With this feature, not only the observable sources can be modelled as the inputs 

of deep neural networks, but also the unknown/unobservable sources can be modelled 

and estimated as the latent uncertainties over the feature space. 

In this part, the author will present the proposed PDDGN model in three steps: i) briefly 

introduces the concepts of probabilistic modelling and its application in Deep Learning 

community; ii) introduce the architecture of proposed PDDGN model; iii) and proves 

the efficacy of proposed PDDGN model theoretically. 
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4.4.1 Probabilistic Modelling with Deep Learning 

Deep neural networks literally refer to the multi-layer neural network models 

connecting multiple processing layers sequentially, to learn complex and abstract 

features from given datasets. Traditionally, classical deep neural networks are a 

deterministic model rather than probabilistic models, since it is normally designed to 

predict the best estimation of uncertain outputs, which generates a deterministic 

number/vector as the output. However, this thesis seeks for a probabilistic model of 

deep neural networks, in other words, the proposed deep neural networks should be 

able to learn and generate probability distribution. This section discusses the 

probabilistic deep learning model and its theoretical basis: Bayesian Modelling and 

Variational Inference (VI). Bayesian Modelling is highly-rated since it can cope with 

most complex problems in the real world due to its model capacity. However, the 

implementation of Bayesian Modelling heavily suffers from its expensive 

computational costs caused by extensive sigma functions and cross-corpora 

calculations. In addition, they perform poorly with very small data sets. Therefore, in 

this section, Deep Learning models are employed as the model basis for Bayesian 

Modelling. Dropout Regularization units are specifically applied to introduce random 

features to the enable the deterministic deep learning model for probabilistic Bayesian 

Modelling. The efficacy and effectiveness are discussed and demonstrated in following 

sections. 

4.4.1.1 Probabilistic Modelling based on Bayesian Modelling 

Classical deep learning models map model inputs to the corresponding outputs in the 

form of deterministic numerical vectors. Given model input variables and output 

variables as variables 𝑥 and 𝑦, classical deep neural networks can be simply regarded 

as a synthesized function 𝑓(∗) . Specifically, this function 𝑓  is the combination of 

matrices multiplication and activation functions of each processing layer. The model 

parameters are denoted as 𝜃 = {𝑊, 𝑏, … }, which consists of weight matrices, bias 

matrices and other parameters of certain network architectures. Therefore, the model 

outputs can be obtained given input variable 𝑥 on condition of parameter vectors 𝜃: 

𝑦 = 𝑓(𝑥; 𝜃), where both 𝑥, 𝑦 are deterministic variables, which indicates classical deep 

learning models are deterministic models. 
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In terms of the probabilistic model, both model inputs and outputs are further 

considered as random variables. To express notations in consistency, a tilde accent is 

added to notations to replace the corresponding deterministic variables with random 

variables, i.e.,  �̃� refers to the uncertainty of model output. In this case, the deterministic 

model is predicting an estimate on the expectation of probability distribution of 

uncertain output �̃�, i.e.: 

𝔼𝜃[�̃�] = 𝔼𝜃[𝑓(𝑥; 𝜃)] = 𝔼𝜃[𝑝(�̃�|𝑥, 𝜃)] ( 4-1 ) 

Assuming the probabilistic model of the corresponding deep neural network is 𝑓′, the 

probabilistic outputs of the deep neural network can be then formulated as: 

�̃� = 𝑓′(𝑥; 𝜃)~𝑝(�̃�|𝑥; 𝜃) ( 4-2 ) 

where the conditional distribution 𝑝(�̃�|𝑥; �̃�)  is the probabilistic model of the deep 

neural network. The comparison between the classical deterministic model and 

probabilistic model of deep neural networks are shown in Figure 4-1 below: 
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Figure 4-1 Illustration of two types of deep neural networks: a) deterministic model; b) 

probabilistic model. 

Given historical datasets 𝑋, 𝑌 as training data, we can obtain model parameters that are 

most likely to generate label of dataset 𝑌 from probabilistic deep neural network given 

inputs 𝑋. Mathematically, we look for the posterior distribution of model parameter 

𝑝(�̃�|𝑋, 𝑌) on given dataset 𝑋, 𝑌. By invoking Bayes’ theorem, the posterior distribution 

of interest can be formulated by: 

�̃� = 𝑓′(𝑥; 𝜃)~𝑝(�̃�|𝑥; 𝜃) ( 4-3 ) 

𝑝(𝜃|𝑋, 𝑌) =
𝑝(𝑌|𝑋; 𝜃)𝑝(𝜃)

𝑝(𝑌|𝑋)
 ( 4-4 ) 

With appropriate assumption on the prior distribution of parameters 𝑝(�̃�), the posterior 

distribution of model parameters can be more easily estimated with integrals over 

training datasets. This process is widely known as Bayesian Modelling [89, 90, 91]. 
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For the testing realizations of inputs 𝑥∗, the prediction on the targeted distribution of 

𝑦∗ can be accordingly inferred as: 

𝑝(𝑦∗|𝑥∗; 𝑋, 𝑌) = ∫𝑝(𝑦∗|𝑥∗; 𝜃)𝑝(𝜃|𝑋, 𝑌)𝑑𝜃 ( 4-5 ) 

Notably, 𝑝(𝑦∗|𝑥∗; �̃�) is the output distribution of the probabilistic model of the deep  

neural network, which can be simply sampled and simulated by feed in realizations of 

𝑥∗ to the well-tuned deep neural network. Therefore, the targeted posterior distribution 

𝑝(𝑦∗|𝑥∗; 𝑋, 𝑌)  can be easily implemented by sampling approaches such as Gibbs 

Sampling [92]. 

4.4.1.1 Variational Inference to Train Probabilistic Models 

As discussed in the previous section, to invoke feed-forward prediction of the 

probabilistic model, the key component is to obtain the posterior distribution 𝑝(�̃�|𝑋, 𝑌) 

with given data samples. Normally, this distribution cannot be modelled directly by 

deep networks due to the fixed structure of deep networks. To approximate the targeted 

distribution with the probability model of deep network 𝑞(�̃�), variational inference is 

introduced in the training process to minimize the difference between 𝑝(�̃�|𝑋, 𝑌) and 

𝑞(�̃�). 

A measure that indicates the similarity between the targeting distribution 𝑝(�̃�|𝑋, 𝑌) and 

the distribution of the deep neural network 𝑞(�̃�) can be evaluated by the KL divergence: 

𝐾𝐿(𝑞(𝜃)||𝑝(𝜃|𝑋, 𝑌)) = ∫𝑞(𝜃)
𝑞(𝜃)

𝑝(𝜃|𝑋, 𝑌)
𝑑𝜃 ( 4-6 ) 

 

The KL divergence approaches its minimum when the distribution of deep learning 

model 𝑞(�̃�) is close to the targeting posterior distribution 𝑝(�̃�|𝑋, 𝑌), which can be 

denoted as 𝑞∗(�̃�). Therefore, we can replace the posterior distribution with neural 

network model in equation (4-13) to (4-19): 
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𝑝(𝑦∗|𝑥∗, 𝑋, 𝑌) = ∫𝑝(𝑦∗|𝑥∗, 𝜃)𝑞∗(𝜃) 𝑑𝜃 ( 4-7 ) 

This process means the probability model of output 𝑦∗ with given inputs 𝑥∗ can be 

quantified by sampling through the deep learning model with variational parameter �̃� 

that follows the distribution 𝑞∗(�̃�). 

Notably, the KL divergence is intractable in many cases due to the posterior distribution 

in the integral form. Hence, minimizing the KL divergence is replaced by an equivalent 

formulation, i.e., evidence lower bound (ELBO) [93]. 

ℒ(𝜃) ∶= ∫𝑞(𝜃)𝑙𝑜𝑔 𝑝(𝑌|𝑋, 𝜃)𝑑𝜃 − 𝐾𝐿(𝑞(𝜃)||𝑝(𝜃)) ( 4-8 ) 

Through optimization that maximizes the ELBO term, the KL divergence between 

𝑞∗(�̃�) and 𝑝(�̃�) can be accordingly minimized. Hence, the feed-forward of proposed 

model can be further simplified into compact form as: 

𝑝(𝑦∗|𝑥∗, 𝑋, 𝑌) = ∫𝑝(𝑦∗|𝑥∗, 𝜃)𝑞∗(�̃�)𝑑𝜃 ≈ 𝑞∗(𝑦∗|𝑥∗, 𝜃) ( 4-9 ) 

4.4.2 Probabilistic Deep Dropout Generative Nets 

According to the probabilistic modelling discussed in the last section, deep generative 

networks can: i) represent uncertainties with proper settings on network architecture 

and the parameter; ii) learn uncertainties from historical datasets with VI; iii) and 

predict uncertainties by invoking inference in the feed-forward network. 

In a deep learning community, there exists many generative architectures, ranging from 

Variational Auto-encoder (VA), Generative Boltzmann Machine (GBM), Generative 

Adversarial Nets (GAN), and so on. Among these architectures, the most simple and 

intuitive approach to introduce probabilistic natures into specific models is to replace 

the deterministic model parameters, such as matrices weights, biases, i.e., {�̃�, �̃�, … }, 

with probabilistic parameters. Typically, put a standard Gaussian distribution 𝒩(0,1) 

on those matrices of parameters. For any single epochs at the training and testing stage, 

make sampling on these random parameters to form a deterministic network. The 

mentioned models that adopts this approach is categorized in the family of Bayesian 
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Neural Network (BNN), which has been proposed for decades. However, two fatal 

shortages of this approach are the excessive computational costs that: i) paid for 

performing variational inference [47, 48, 94, 95]; and ii) required to in order to capture 

the detail features of the posterior distribution of outputs by sampling. 

This thesis attempt to model uncertainty components of electricity demand under 

realistic challenging circumstance: i) lack of systematic knowledge, and ii) lack of data 

on many unknown/latent uncertainty sources. BNN is hence impractical for our needs. 

Therefore, this for the first time to explore alternative feasible deep learning tool to 

implement UCM under realistic challenges. 

The solution of this thesis is a well-developed and well-investigated technique in a deep 

learning community, i.e., dropout Stochastic Regularization Techniques (DSRTs). 

Traditionally, dropout is an ad-hoc technique specially designed for regularizing ill-

posed solutions due to the over-fitting problem [87, 96, 97]. In this thesis, this technique 

is newly deployed to introduce randomness in the feature space and alternatively 

implement UCM of electricity demand with deep neural networks. This section will 

further review the practicality of DSRT for the purpose of probabilistic model and VI 

[88, 91, 93]. 

In this section, the proposed probabilistic deep dropout neural network (PDDGN) is 

presented for uncertainty components modelling of electricity demand. The proposed 

method is discussed with three parts of contents: i) network architecture of proposed 

deep learning model based on multilayer perceptron (MLP) and dropout stochastic 

regularization techniques (DSRTs); ii) learn uncertainty components during training 

process; iii) extract uncertainty components with model feed-forward sampling. 

4.4.2.1 Network Architecture of proposed PDDGN model 

The fundamental idea of proposed PDDGN model is to integrate classical multilayer 

deep neural network with dropout SRT units. The computational graph is illustrated in 

Figure 4-2: 
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Figure 4-2 Computational graph of proposed probabilistic deep dropout generative 

network: a) deterministic model; b) probabilistic model. 

As shown in the computational graph, the basic network architecture is a multilayer 

perceptron (MLP) [87, 98] classifier removing the Softmax [87, 99] unit before output 

𝑌 , to achieve regression purpose to the electricity demand readings. The original 

equations that describes this basic network architecture with 𝑁 layers can be formulated 

as: 

ℎ1 = Φ(𝑏1 +𝑊1 ∙ 𝑥) ( 4-10 ) 
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ℎ𝑘 = Φ(𝑏𝑘 +𝑊𝑘 ∙  ℎ𝑘−1)       𝑓𝑜𝑟 𝑙 = 2,3, … ,𝑁 ( 4-11 ) 

𝑦 = Φ(𝑏𝑁+1 + 𝑊𝑁+1 ∙ ℎ𝑁) ( 4-12 ) 

𝐿 = 𝐿2_𝑙𝑜𝑠𝑠(𝑦, 𝑦𝑡𝑎𝑟𝑔𝑒𝑡) ( 4-13 ) 

where Φ(∗) refers to the activation function, which is normally deploying Sigmoid, 

ReLu, Tanh functions.  

In the proposed model, we added dropout SRTs unit between layers, to introduce 

probabilistic natures to the model. In general, dropout units are well developed and 

tested in an extensive literature. It is designed and proved to effectively alleviate over-

fitting issue in regression problems regularizing ill-posed solutions [96]. However, it 

was firstly researched by Y. Gal [88, 91, 93] to introduce uncertainty into the 

deterministic neural network models. In recent Gal’s works [91], the attributes and 

natures of model uncertainty brought by dropout SRTs units have been 

comprehensively examined. The efficacy and validity DSRTs are also proved in the 

work. Compared to traditional BNNs, deep learning models with dropout SRTs units 

have three advantages: i) DSRTs is a decent technique that can well integrate with mini-

batch training method to guarantee training efficiency; ii) the probabilistic nature of 

DSRTs are represented by a random quantity rather than a probability distribution, 

which can largely reduce the data volume required to converge to the solution; iii) 

DSRTs is simple and practical to be implemented with existing deep learning platforms, 

such as Tensorflow [100] in this thesis. 

With DSRT integrated, the equations of proposed model can be re-written as: 

𝑥 = �̂� ∙ 𝑥 ( 4-14 ) 

ℎ1 = 𝜙(𝑏1 +𝑊1 ∙ 𝑥) ( 4-15 ) 

ℎ̂1 = �̂�(1) ∙ ℎ1 ( 4-16 ) 

ℎ𝑘 = σ(𝑏𝑘 +𝑊𝑘 ∙  ℎ̂𝑘−1)       𝑓𝑜𝑟 𝑙 = 2,3, … ,𝑁 ( 4-17 ) 

ℎ̂𝑘 = �̂�(𝑘) ∙ ℎ𝑘 ( 4-18 ) 
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𝑦 = 𝜙(𝑏𝑁+1 +𝑊𝑁+1 ∙ ℎ̂𝑁) ( 4-19 ) 

𝐿 = 𝐿2_𝑙𝑜𝑠𝑠(𝑦, 𝑦𝑡𝑎𝑟𝑔𝑒𝑡) ( 4-20 ) 

Notably, the cap notation added to variables indicate the vector of realizations of this 

random variable masked by dropout units. For instance, �̂� refers to a realization of 𝑥 by 

considering 𝑥  as a random quantity. Specifically, binary vector �̂�  refers to the 

realization of dropout units, which is obtained given dropout rate 𝑝 and vector length 𝑙. 

By sampling a random germ 𝑟 that follows the standard uniform distribution 𝑈(0,1), each 

binary element �̂�(𝑘) of 𝑘𝑡ℎ level depth can be accordingly determined as: 

�̂� = {𝜔1, 𝜔2, … , 𝜔𝑙} ( 4-21 ) 

𝜔𝑗 = {
1 𝑟 > 𝑝, 𝑟~𝑈(0,1), 0 ≤ 𝑝 < 1

0 𝑟 ≤ 𝑝, 𝑟~𝑈(0,1), 0 ≤ 𝑝 < 1
 ( 4-22 ) 

In other words, by introducing DSRT units to the network, each neuron will averagely 

have 1 − 𝑝  probability to make impact the output at each epoch. Therefore, with 

sufficient data volume and training epochs, the probabilistic nature of proposed model 

can be alternatively statistically simulated by realizations of random quantities 

generated by dropout units. 

4.4.2.2 Learning Uncertainty Components with PDDGN model 

This section discusses the mini-batch training process [87] of the proposed PDDGN 

model and proves the equivalence to the VI. Notably, Y Gal [91, 93] has already proved 

that dropout SRT can be used as the MC estimator for performing VI in the framework 

of Deep Learning, this provides the theoretical basis for the proposed PDDGN model 

in this thesis. This subpart will follow the proof presented in [91], to generalise to the 

application of uncertainty components modelling (inverse UQ).  

With respect to the realizations of model output: �̂�, it can be determined by sampling 

realizations of dropout units �̂�(𝑘) from the prior distribution 𝑝(𝜔). 

�̂� = 𝜙(𝑏𝑁+1 + 𝑊𝑁+1 ∙ ℎ̂𝑁) = 𝜙(𝑏𝑁+1 + �̂�𝑁+1 ∙ ℎ𝑁 = 𝑓(𝑥; �̂�1, �̂�2, … , �̂�𝑁+1 , 𝑏)

=  𝑓(𝑥; �̂�(1), … , �̂�(𝑘), 𝜃) 
( 4-23 ) 
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Where the model parameter 𝜃   refers to the weight and bias matrices 𝜃 =

{𝑊1 , … ,𝑊𝑁+1, 𝑏}. In other words, the realization of model outputs is a function of input 

𝑥 , on condition to model parameters 𝜃  and dropout SRT units Boolean realization 

vectors �̂�(1), … , �̂�(𝑁+1). The model function 𝑓(∗) describe the feed-forward network 

of proposed PDDGN model. However, the optimization will minimize the 𝐿2  loss, 

which can be rewritten as log-likelihood [91]: 

𝐿[𝑓(𝑥; �̂�1, �̂�2, … , �̂�𝑁+1, 𝑏)] =
1

2
‖𝑦 − 𝑓(𝑥; �̂�1, �̂�2,… , �̂�𝑁+1, 𝑏)‖

2

= −𝜎2𝑙𝑜𝑔𝑝 (𝑦|𝑓(𝑥; �̂�1, �̂�2,… , �̂�𝑁+1, 𝑏)) + 𝑐𝑜𝑛𝑠𝑡

= −𝜎2𝑙𝑜𝑔𝑝 (𝑦|𝑓(𝑥; �̂�(1), … , �̂�(𝑘), 𝜃)) + 𝑐𝑜𝑛𝑠𝑡 

( 4-24 ) 

Notably, the prior distribution of residual between model output and target are 

gaussian distribution follows the unbiased expectation and standard deviation 𝜎. 

𝑝 (𝑦|𝑓(𝑥; �̂�1, �̂�2, … , �̂�𝑁+1, 𝑏)) = 𝒩(𝑦; 𝑓(𝑥; �̂�(1), … , �̂�(𝑘), 𝜃), 𝜎2) ( 4-25 ) 

With mini-batch training process, assuming the sample size for each batch is 𝑁 while 

the size for the whole dataset 𝑆 is 𝑀. For each epoch in the mini-batch Monte Carlo 

optimization, a realization of mini-batch MC estimator with respect to model 

parameters 𝜃 is formulated as [91]: 

ℒ̂𝑚𝑖𝑛𝑖−𝑏𝑎𝑡𝑐ℎ(𝜃) = −
𝑁

𝑀
∑𝑙𝑜𝑔𝑝(𝑦|𝑓(𝑥; �̂�, 𝜃))

𝑖∈𝑆

 ( 4-26 ) 

Comparably, the ELBO realization of VI processes with a size 𝑁  batch can be 

denoted as: 

ℒ̂𝑉𝐼(𝜔, 𝜃) = −
𝑁

𝑀
∑∫𝑞𝜃(𝜔)𝑙𝑜𝑔𝑝(𝑦|𝑓(𝑥; �̂�, 𝜃))𝑑𝜔

𝑖∈𝑆

+ 𝐾𝐿(𝑞𝜃(𝜔)||𝑝(𝜔)) ( 4-27 ) 

Since 𝜔~𝑞𝜃(𝜔) in the model, the ELBO of VI can be reformulated as: 
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ℒ̂𝑉𝐼(𝜔, 𝜃) = −
𝑁

𝑀
∑𝑙𝑜𝑔𝑝(𝑦|𝑓(𝑥; �̂�, 𝜃))

𝑖∈𝑆

+ 𝐾𝐿(𝑞𝜃(𝜔)||𝑝(𝜔)) ( 4-28 ) 

In each parameter updates: 

∆�̂�𝑚𝑖𝑛𝑖−𝑏𝑎𝑡𝑐ℎ =
𝜕ℒ𝑚𝑖𝑛𝑖−𝑏𝑎𝑡𝑐ℎ(𝜃)

𝜕𝜃
= −

𝑁

𝑀
∑

𝜕

𝜕𝜃
𝑙𝑜𝑔𝑝(𝑦|𝑓(𝑥; �̂�, 𝜃))

𝑖∈𝑆

 ( 4-29 ) 

Compared to parameter update in VI: 

∆�̂�𝑉𝐼 =
𝜕ℒ𝑉𝐼(𝜃)

𝜕𝜃
= −

𝑁

𝑀
∑

𝜕

𝜕𝜃
𝑙𝑜𝑔𝑝(𝑦|𝑓(𝑥; �̂�, 𝜃)) +

𝑖∈𝑆

 
𝜕

𝜕𝜃
𝐾𝐿(𝑞𝜃(𝜔)||𝑝(𝜔)) ( 4-30 ) 

The condition that the efficacy of dropout SRT for modelling the interested posterior 

distribution 𝑝(𝜃|𝑋, 𝑌) holds when 
𝜕

𝜕𝜃
𝐾𝐿(𝑞𝜃(𝜔)||𝑝(𝜔)) = 0, which indicates the KL 

divergence between the prior distribution and model distribution on random variables 

of the model is constant. A widely used assumption for this condition is known as KL 

condition [91, 93] proven by Y Gal, which constraints the expectation of 𝔼𝜔[𝑞𝜃(𝜔)] is 

a Gaussian distribution. Since the dropout SRT units are Boolean random variables that 

follow Bernoulli distribution that can well approximate Gaussian distribution. 

Therefore, the equation ∆�̂�𝑚𝑖𝑛𝑖−𝑏𝑎𝑡𝑐ℎ = ∆�̂�𝑉𝐼 holds for dropout SRT. 

4.4.2.3 Model Uncertainty Components with PDDGN model 

This section discusses: i) how to obtain probability distributions of uncertainty 

components through network feed-forward sampling, ii) proves the feed-forward 

sampling can correctly estimate the probability distribution of uncertainty components 

of interest. 

Considering a new input 𝑥∗ and parameter realization 𝜃, the corresponding output 

realization is �̂� = 𝑓(𝑥∗, 𝜃). The method to obtain uncertainty distribution from the 

model is to perform feed-forward sampling to the model. Given sampling size 𝑆, the 

collection set of output realizations can be denoted as: 

{�̂�1, �̂�2, … , �̂�𝑆} = {𝑓(𝑥∗, 𝜃1), 𝑓(𝑥
∗, 𝜃2), … , 𝑓(𝑥∗, 𝜃𝑆)} ( 4-31 ) 
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This thesis is interested in the posterior distribution 𝑝(𝑦∗|𝑥∗; 𝑋, 𝑌), which can also 

be regarded as the likelihood distribution. In particular, it indicates the model are most 

likely to generate datasets 𝑋, 𝑌. Given sufficient sampling size, we need to prove the 

targeted posterior distribution is equivalent to the distribution estimated by feed-

forward sampling. In other words, distribution given by feed-forward sampling can 

match the first two moment of 𝑝(𝑦∗|𝑥∗; 𝑋, 𝑌). 

According to the outcomes given by variational inference at training stage, the 

variational distribution 𝑞∗(𝜃) that implied by the model is approaching the posterior 

distribution of parameters 𝑝(𝜃|𝑋, 𝑌) . Therefore, we can manipulate the interested 

posterior distribution 𝑝(𝑦∗|𝑥∗; 𝑋, 𝑌) with formulation (4-31). 

𝑝(𝑦∗|𝑥∗; 𝑋, 𝑌) = ∫𝑝(𝑦∗|𝑥∗; 𝜃)𝑝(𝜃|𝑋, 𝑌)𝑑𝜃 ≈ ∫𝑝(𝑦∗|𝑥∗; 𝜃)𝑞∗(𝜃)𝑑𝜃 ( 4-32 ) 

Therefore, two Lemmas are given henceforth, the proofs to these Lemmas are given in 

Appendix B: 

Lemma I: Given that 𝑓(𝑥∗; 𝜃)~𝑝(𝑦∗|𝑥∗; 𝜃), the first moment 𝔼𝑝(𝑦∗|𝑥∗)[𝑦
∗] can be 

estimated with unbiased estan imator 
1

𝑆
∑ 𝑓(𝑥∗; 𝜃𝑠)

𝑆
𝑠=1 . 

Lemma II: Given that 𝑓(𝑥∗; 𝜃)~𝑝(𝑦∗|𝑥∗; 𝜃)  and 𝑝(𝑦∗|𝑥∗; 𝜃) =

 𝒩(𝑦∗: 𝔼𝜃[𝑓(𝑥
∗; 𝜃)], 𝜎𝐼) , the second moment 𝔼𝑝(𝑦∗|𝑥∗)[(𝑦

∗)𝑇𝑦∗]  can be estimated 

with an unbiased estimator 
1

𝑆
∑ [𝑓(𝑥∗; 𝜃𝑠)]

𝑇
𝑓(𝑥∗; 𝜃𝑠)

𝑆
𝑠=𝑎𝑛 1 + 𝜎2𝐼. 

The proofs of the above two lemmas are given in the appendix B. Above derivation 

proves that the interested posterior distribution of output uncertainty 𝑝(𝑦∗|𝑥∗; 𝑋, 𝑌) can 

be estimated by making sampling to the model output, given new input 𝑥∗  and 

stochastic realization of model parameters 𝜃. 

In addition, to model one of the uncertainty components caused by a given input factor 

as uncertainty source, e.g., 𝑥𝑘
∗ ⊂ 𝑥∗ , it is alternatively to formulate the posterior 

distribution given the interested input factor 𝑝(𝑦∗|𝑥𝑘
∗ ; 𝑋, 𝑌). The sampling inputs will 

be 𝑥𝑘
∗  as deterministic part of input and the realization of the rest part of the input vector 

𝑥∗ − 𝑥𝑘
∗  sampled from given dataset 𝑋. The rationale is sampling from dataset can 
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maintains the prior distribution 𝑝(𝑥∗ − 𝑥𝑘
∗)  to achieve unbiased estimate to the 

uncertainty components. 

 Demonstration and Results 

4.5.1 Experiment Settings 

In this thesis, the proposed PDDGN model for uncertainty component learning is 

demonstrated on realistic smart metering data from Low Carbon London (LCL) project 

[101]. In details, this dataset recorded over 5000 local domestic households in London, 

UK. The time duration covers from November 2011 to February 2014. Notably, in order 

to naturally characterise the uncertainty of domestic loads, impacts from external 

interventions are excluded in the data selection stage. In details, customers considered 

in the demonstration are purely unrestricted domestic households (defined by ELEXON 

[114]) that without any Time-of-use (TOU) tariffs as incentives and DSR as 

interventions. However, this thesis investigates the natural demand readings from 

unrestricted domestic households since the impact of price signals and DSR 

interventions are not focused in this thesis. 

In addition to demand readings, several factors are considered as the uncertainty 

sources to be investigated in this thesis, include temperature, wind speed, humidity, 

rainfall, days of week, months, holidays and hours of the day. Besides low carbon 

London dataset for electricity demand, a weather dataset from third-party weather 

station is deployed, i.e., Hampstead weather station, London, UK [102]. The holiday 

information related to UK bank holidays are referenced on the website of UK 

government. 

In the training process, mini-batch Monte Carlo optimization strategy is deployed as 

the training framework. In each epoch, the optimization is done by Adaptive Moment 

Estimation algorithm (AdamOptimizer) [103], which is easy to tune and was witnessed 

with superior performance under higher noise in practice. The sampling is performed 

across all considered customers together, the detailed parameters and techniques used 

in training process is summarised in following Table 4-1. Notably, these model 

hyperparameters are found through trial and error method under a set of possible 

parameters. 
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Table 4-1 Parameters Settings in Training Stage 

Battery parameters Unit 

Net Layer Number 4 (Layers) 

Epochs Number 50000 

Early Stopping Threshold 1.0E-4 

Batch Size 672 

Input Dimension 

Output Dimension 

48 

1 

Hidden Size Each Layer {128,128,128,64} 

Dropout Rate 0.83 

Optimization Algorithm 
AdamOptimizer (Adaptive moment 

estimation) 

Learning Rate 1.0E-3 

Adam Hyper-Parameter Beta1 0.8 

Adam Hyper-Parameter Beta2 0.7 

In the uncertainty visualization stage after training process done, the model is used in 

a feed-forward mode to generate realizations of model output given inputs sampled 

from the original dataset through sampling techniques to maintain the natural prior 

distribution of model inputs. In details, Gibbs Sampling is deployed to perform efficient 

sampling across high-dimensional input space (48 dimensions). The related parameters 

are shown in Table 4-2. 

Table 4-2 Parameters Settings in visualization Stage 

Battery parameters Unit 

Sampling methods Gibbs Sampling 

Sampling Size of 

Realizations 
30000*14*48 

Number of Bins in 

Contour Plot (Demand 

Dimension) 

30 

In order to visualize the result of uncertainty modelling intuitively, Contour plots are 

presented in the demonstration of the most factors. For instance, to show the impact of 

temperature on electricity demand, two-dimensional contour plot and surface plot are 

presented with the temperature at the 𝑥  axis and electricity demand at the 𝑦  axis. 
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Accordingly, the 𝑧 value is the probability distribution normalized over 𝑦 axis. In other 

words, for any specific temperature, the integral of this probability is accumulating to 

one across all temperatures. The rationale for this normalization is given by formulation 

(4-31) that the uncertainty component caused by temperature is the marginal integral of 

the conditional probability distribution over all the dimensions except for temperature 

factor. 

4.5.2 Results and Demonstration  

In order to demonstrate the efficacy and validity of proposed PDDGN deep learning 

model in modelling uncertainty components, this section demonstrates the result 

implemented on Low Carbon London household electricity consumption dataset. The 

result consists of two parts of content: i) uncertainty component modelling results that 

visualize contributions from each external factor to the demand uncertainty, in this part, 

the uncertainty impact caused by two temporal factors (hours of the day, months) and 

two weather factors (temperature, humidity) are visualized by Contour plots; ii) 

presents the performance evaluation of proposed method by evaluating the 

reconstruction accuracy in the procedure of uncertainty propagation. The reconstruction 

accuracy is assessed on two measure, Pinball Loss function [104, 105, 106]. The pinball 

loss 𝐿 can be formulated as: 

𝐿(𝑦, 𝑜) =  {
𝜏(𝑦 − 𝑜)

(1 − 𝜏)(𝑜 − 𝑦)
     

𝑖𝑓 𝑦 > 𝑜
𝑖𝑓 𝑜 > 𝑦

 ( 4-33 ) 

4.5.2.1 To visualize Uncertainty Epistemic Components 

By modelling the relationship between uncertainty and observable uncertainty 

components as the model inputs, this part will demonstrate how temperature, humidity, 

time of day and months make contributions to the load uncertainty. The modelling 

results are illustrated in Contour plots from Figure 4-3 to Figure 4-6. 
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Figure 4-3 Visualization on Probability Distribution of Uncertainty Component Driven 

by Time of a Day 

 

Figure 4-4 Visualization on Probability Distribution of Uncertainty Component Driven 

by different Months 



Page 

Chapter 4                         Inverse UQ for Modelling Domestic Load Uncertainty 

 
64 

 

Figure 4-5 Visualization on Probability Distribution of Uncertainty Component Driven 

by Temperature 

 

Figure 4-6 Visualization on Probability Distribution of Uncertainty Component Driven 

by Humidity 
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In Figure 4-3, the visualization result of probability change along with the time of the 

day generally follows the pattern of typical load profiles in the UK nationwide. It has 

two peaks per day, one is a lower peak during the noontime, when some residents start 

cooking and washing during the time. In the evening, a higher peak emerges after 

working hours, which is associated with the timing when residents come back home 

from work. Regarding the uncertainty, it has longer upper tails in the demand valley, 

and longer lower tails are associated with demand peak. 

In Figure 4-4, the seasonal patterns of load uncertainty generally follow the pattern of 

seasonal load changes, where peaks are witnessed in Winter seasons, and valleys in 

Summer. Notably, a reverse change emerges between February and March, when load 

uncertainty has an unprecedented increase from February to March. This phenomenon 

is expected to be correlated to customer behaviours: in February, the temperatures are 

much lower than March, therefore, the usage of electric heaters in domestics is stable 

and certain, whilst in March, some customers started to shorten the usage of electric 

heaters. 

Figure 4-5 & Figure 4-6 demonstrates the impacts of temperature and humidity. 

Comparably, a higher temperature will result in lower load uncertainty, and higher 

humidity will result in higher load uncertainty. Associated with the needs from 

customers, lower temperature tends to result in various usage of electric heaters, whilst 

higher temperature at most result in the usage increase of electric fans (the load is more 

stable and continuous) [107, 108]. In terms of humidity, rainy days will increase the 

usage of air-dryer, washing machine and lights, hence increase the load uncertainty. An 

interesting phenomenon can be found from the results that both for temperature and 

humidity, a threshold (highlighted in black line) can be found that segments high 

uncertainty load and low uncertainty load. This threshold in temperature and humidity 

can be also the threshold that triggers the customer behaviour changes. Interestingly, a 

significant spike and intermittency are witnessed between 40%rh to 50%rh of humidity 

in Figure 4-6. This phenomenon may reflect the specific result in the UK. In details, 

lower humidity corresponds to sunny days, whilst most days in UK are rainy at a year 

basis. This causes insufficient sampling size at low humidity.  
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4.5.2.1 To Evaluate Uncertainty Components Propagation 

In order to validate the proposed uncertainty model, an evaluation is performed by 

reconstructing the uncertainty from the four uncertainty components associated with 

the time of day, months, temperature, and humidity. The reconstruction result of 

uncertainty propagation is compared with Multiple Linear Quantile Regression and 

measured with Pinball Loss. 

The reconstruction performance is presented in Table 4-2 and compared with MLQR 

in quantile loss. As shown in the results, using two features to modelling the uncertainty, 

the reconstruction accuracy of proposed method will be improved by 7.2% to MLQR. 

When using more features, the proposed method will become more accurate than 

MLQR. With all the four features used in the demonstration, the accuracy of uncertainty 

reconstruction will increase 10.8% by using proposed deep learning model. This result 

indicates the proposed method can better model the uncertainty components by 

observing the uncertainty sources. While the linear assumption of MLQR deteriorates 

when considering more uncertainty sources, the proposed method can more efficiently 

model and simulate the mutual influence and non-linearity between multiple 

uncertainty sources. 

Notably, Results presented in Table 4-2 are not all the features considered in this 

experiment. Overall, 8 external uncertainty sources in total are considered and tested, 

i.e., Time of day, days of week, Months, Temperature, Humidity, Rainfall, Windspeed, 

Holidays. However, constrained by the available space for demonstration experiment 

results corresponding to arbitrary source composition, Table 4-2 mainly presents the 

composition of sources that are most impactable to the load uncertainty. In other words, 

Temperature, Humidity, Time of day, Months are the 4 most significant external 

uncertainty sources of load uncertainty. Beyond the presented results in Table 4-2, the 

performances are consistently improved by adding more sources as features. 
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TABLE 4-2 Average Pinball Loss of Uncertainty Reconstruction with Different Input 

Features: i) MLQR method; ii) proposed PDDGN method 

Features used in the 

reconstruction 

MLQR 

method 

Proposed PDDGN 

method 

Performance 

Improvement 

(%) 

2 Features 

Temperature + 

Time of day 
36.218 33.491 

7.185 

Temperature + 

Humidity 
92.291 85.929 

Temperature + 

Months 
90.886 84.578 

Humidity + Time 

of day 
37.335 34.665 

Humidity + 

Months 
95.284 88.982 

Time of day + 

Months 
34.217 31.487 

3 Features 

Humidity + Time 

of day + Months 
29.684 26.809 

8.981 

Temperature + 

Time of day + 

Months 

28.852 26.294 

Temperature + 

Humidity + 

Months 

79.128 72.234 

Temperature + 

Humidity + Time 

of day 

34.248 31.282 

4 Features 

Temperature + 

Humidity + Time 

of day + Months 

26.724 23.828 10.837 
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 Chapter Summary  

This chapter develops an advanced deep learning model to achieve purely data-driven 

inverse uncertainty quantification. The proposed model is demonstrated on smart 

metering data of 5000 households in London, UK, in order to model the uncertainty 

components lies in the load uncertainty and identify its correlated causing sources.  

The result indicates a strong correlation between load uncertainty and external factors, 

such as temperature, humidity, time of day, and months. In general, temporal features 

make a great impact on load uncertainty, while the temperature is more significant than 

humidity. 

Through performance comparison in uncertainty reconstruction test, the proposed deep 

learning model can better model the non-linearity and mutual influence between 

uncertainty sources. The proposed method outperforms linear method MLQR, in 

different input features dimensionalities. Notably, the performance improvement from 

a linear model to the proposed deep learning model keep increased with more input 

features. This phenomenon indicates the proposed method is effective to model the non-

linearity and mutual influence.
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HIS chapter demonstrates an application of previous UQ 

methods and findings for improving home Energy Management 

System.   

 

 

Uncertainty Model Applied 

in Energy Management 

System  

 

  

 

 

 

T 
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 Introduction 

In previous chapter, this thesis developed advanced methodologies for both forward 

and inverse uncertainty quantification. In addition, many new learnings and information 

are discovered in the demonstration, on the temporal features, components 

composition, uncertainty sources. These new learnings will reveal two essential 

problems: how load uncertainty generated from its uncertainty sources, i.e., weather 

conditions, temporal features and social information, and how load uncertainty at 

domestic level propagates to the grids through system aggregation. 

This chapter will introduce an application of obtained new learnings of load uncertainty, 

which aims at improving Energy Management System. Compared to previous works in 

EMS that attempt to find optimal operation solution under uncertainty, with techniques 

such as Stochastic Programming, Robust Optimization, etc., the developed EMS 

explores from a different angle, to achieve grid level goals from decentralised home 

EMS based on the properties in uncertainty propagation procedure. Traditionally, to 

achieve system level goal, the centralised control strategy for EMS are required to 

coordinates the resources of households. However, centralized approaches require 

additional investments in Information & Communication Techniques (ICTs) and pose 

a huge computational burden to the central system. This section attempts to achieve 

centralised performance with the decentralised system without excessive computational 

burdens and coordination communications. 

The rest content of this chapter is organized as follows: Section 5.2 proposes the 

strategy to improve EMS with learnings in uncertainty propagation. Section 5.3 

discusses the experiment and parameter settings, the results and demonstration are 

presented in section 5.4. 

The content of this chapter is cited from the author’s manuscript to be submitted to 

IEEE Transactions on Smart Grid, titled as ‘Decentralised Home Energy Management 

System to Reduce System Peak and Uncertainty by Wavelet Auto-decoupling 

Optimization’. 

 Proposed Methodology 
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The Introduction of preliminary technique ‘Wavelet Transforms’ for this chapter is 

introduced in Appendix A. In this thesis, the household EMS system is enabled by a 

battery storage that can be charged and discharged at any time of a day within its 

feasible ranges of State of Charge (SoC). For mathematical convenience, the demand, 

renewable generation profiles, charging/discharging efficiency and Time-of-use (TOU) 

price are regarded as deterministic. The EMS is operated in a day-ahead scheme where 

the battery operations (charging and discharging) are determined by proposed WARP 

optimization. It is notable that the predicted customer demand is assumed to be accurate 

for simulation convenience. The EMS performance is thus evaluated simply based on 

the historical demand of smart metering data. 

As shown in the flowchart, the proposed EMS attempts to achieve global 

performance without coordination signals from households and aggregators. In detail, 

it achieves the goal by integrating proposed wavelet auto-decoupling regularization 

term into a two-objective optimization model: i) the primary objective is to minimize 

household energy cost by shift energy from high price to low price period; ii) the 

secondary objective is to reduce peak and uncertainty at household level by reducing 

demand variances at households; iii) and the wavelet auto-decoupling term is integrated 

to decoupling correlations of household groups in the same service area by reducing 

the proportion of high coupling demand components in each household, in order to 

reduce system level peak and uncertainty through propagation from households to the 

system. 

Figure 5-1 Flowchart of Decentralised home EMS Operation Strategy 
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5.2.1  Multi-objective Optimization Model for Household EMS 

Operation 

The programming model considers optimizing the battery operations of a single 

household within the optimization horizon. The optimization horizon is set to be a day 

duration that is evenly divided into 𝑀 time intervals. The length of each time interval 

is represented by 𝑇 . In this thesis, 𝑇 = 0.5(ℎ𝑟)  and 𝑀 = 48. In the programming 

model, time intervals are denoted by discretized time index 𝑡 ∈ [1,48] ∩ ℤ. 

Table 5-1  NOMENCLATURE 

Notations Description 

Constant 

parameters 

𝑇 Time intervals for each operation, in ℎ𝑟 

𝑀 A number of time intervals in the programming horizon. 

ℤ+ Set of natural numbers 

𝑃ℎ 
Thermal limit of the household circuit, as expressed as 

maximum household power, in 𝑘𝑊ℎ/ℎ. 

𝑃𝑑𝑐ℎ Maximum battery discharging rate, in 𝑘𝑊ℎ/ℎ. 

𝑃𝑐ℎ Maximum battery charging rate, in 𝑘𝑊ℎ/ℎ. 

𝜂𝑐ℎ The battery charging efficiency factor 

𝜂𝑑𝑐ℎ  Battery discharging efficiency factor 

𝐸𝑖𝑛𝑖 The initial energy of battery storage, in 𝑘𝑊ℎ. 

𝐸𝑚𝑎𝑥 Maximum energy limit of battery storage, in 𝑘𝑊ℎ. 

𝐸𝑚𝑖𝑛 Minimum energy limit of battery storage, in 𝑘𝑊ℎ. 

 𝐶𝑡  Time-of-use electricity tariff at time 𝑡, in £/ℎ𝑟, ∀𝑡. 

Variables 

𝑡 Time index 

𝑑𝑡 Household load at time 𝑡, in 𝑘𝑊ℎ/ℎ, ∀𝑡. 

𝒑𝒄𝒉,𝒕 Charging power at time 𝑡, in 𝑘𝑊ℎ/ℎ, ∀𝑡. 

𝑝𝑑𝑐ℎ,𝑡 Discharging power at time 𝑡, in 𝑘𝑊ℎ/ℎ, ∀𝑡. 

𝑏𝑐ℎ,𝑡  Charging state boolean variable at time 𝑡, ∀𝑡. 

𝑏𝑑𝑐ℎ,𝑡 Discharging state boolean variable at time 𝑡, ∀𝑡. 

𝑒𝑡 Battery energy at time 𝑡, in 𝑘𝑊ℎ, ∀𝑡. 

𝑥𝑡 Net demand at time 𝑡, in  𝑘𝑊ℎ/ℎ, ∀𝑡.  
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5.2.1.1 Objective I: to minimize household energy bills 

The first objective for the EMS optimization is to minimize the electric energy bills 

for the household customer under given TOU tariffs. Assuming the predicted daily 

demand is {𝑑𝑡}𝑡∈[1,48]∩ℤ and daily TOU tariffs is {𝐶𝑡}𝑡∈[1,48]∩ℤ.Therefore, this objective 

can be formulated as the sum of the energy cost of each time interval within the whole 

optimization horizons: 

(𝑃1)     𝑂𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒 𝐼 ≔ 𝑚𝑖𝑛   𝑇∑𝐶𝑡𝑥𝑡

𝑀

𝑡=1

 ( 5-1 ) 

Subjected to:  

𝑥𝑡 = 𝑑𝑡 + 𝑝𝑐ℎ,𝑡 − 𝑝𝑑𝑐ℎ,𝑡 

�̅� 
Average net demand across the programming horizon, �̅� =

1

𝑀
∑ 𝑥𝑡

𝑀
𝑡=1  

𝜆 Weight factor of demand variance 

𝛾 Weight factor of the regularization term 

Vectors 

𝒅 Vector of household load, 𝒅 = (𝑑1, 𝑑2, … , 𝑑𝑀)𝑇 

𝒑𝑐ℎ 
Vector of battery charging power, 𝒑𝑐ℎ =

(𝑝𝑐ℎ,1, 𝑝𝑐ℎ,2, … , 𝑝𝑐ℎ,𝑀 )𝑇 

𝒑𝑑𝑐ℎ 
Vector of battery discharging power, 𝒑𝑑𝑐ℎ =

(𝑝𝑑𝑐ℎ,1, 𝑝𝑑𝑐ℎ,2, … , 𝑝𝑑𝑐ℎ,𝑀 )𝑇 

𝒆 Vector of battery energy, 𝒆 = (𝑒1, 𝑒2,… , 𝑒𝑀 )𝑇 

𝑪 Vector of daily time-of-use tariff,𝑪 = (𝐶1 , 𝐶2 , … , 𝐶𝑀)𝑇 

𝒙 Vector of net demand 𝒙 = (𝑥1, 𝑥2, … , 𝑥𝑀)𝑇  

𝒖 Unit column vector 𝒖 = (1,1, … ,1)𝑇 ∈ ℝ𝑀 

𝑸 Projection matrix to wavelet basis, 𝑸 = 𝚿𝑘
(𝑗)𝚿𝑘

(𝑗)𝑇
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0 ≤ 𝑝𝑐ℎ,𝑡 ≤ 𝑏𝑐ℎ,𝑡𝑃𝑐ℎ, ∀𝑡 ∈ [1,𝑀] ∩ ℤ ( 5-2 ) 

0 ≤ 𝑝𝑑𝑐ℎ,𝑡 ≤ 𝑏𝑑𝑐ℎ,𝑡𝑃𝑑𝑐ℎ, ∀𝑡 ∈ [1,𝑀] ∩ ℤ ( 5-3 ) 

𝑏𝑐ℎ,𝑡 + 𝑏𝑑𝑐ℎ,𝑡 ≤ 1, ∀𝑡 ∈ [1,𝑀] ∩ ℤ ( 5-4 ) 

𝑏𝑐ℎ,𝑡 , 𝑏𝑑𝑐ℎ,𝑡 ∈ {0,1} ( 5-5 ) 

𝐸𝑚𝑖𝑛 ≤ 𝑒𝑡 ≤ 𝐸𝑚𝑎𝑥 , ∀𝑡 ∈ [1,𝑀] ∩ ℤ ( 5-6 ) 

𝑒0 = 𝑒𝑀 = 𝐸𝑖𝑛𝑖 ( 5-7 ) 

𝑒𝑡 = 𝑒𝑡−1 + 𝑇 ∙ (𝑝𝑐ℎ,𝑡𝜂𝑐ℎ −
𝑝𝑑𝑐ℎ,𝑡

𝜂𝑑𝑐ℎ
), ∀𝑡 ∈ [1,𝑀] ∩ ℤ ( 5-8 ) 

0 ≤ 𝑥𝑡 ≤ 𝑃ℎ , ∀𝑡 ∈ [1,𝑀] ∩ ℤ ( 5-9 ) 

where the net demand of the household is defined as 𝑥𝑡 = 𝑑𝑡 + 𝑝𝑐ℎ,𝑡 − 𝑝𝑑𝑐ℎ,𝑡.  𝑑𝑡 refers 

to the inherent household electric demand.  𝑝𝑐ℎ,𝑡 and  𝑝𝑑𝑐ℎ,𝑡 refer to control variables 

of battery charging and discharging power, which alter the demand to reduce the 

household demand peak and uncertainty whilst reduce energy bills. 

5.2.1.2 Objective II: to smooth household demand 

The second objective term attempts to smooth the household demand, to reduce 

demand peak and uncertainty at the household level. This goal is achieved by 

minimizing the variance: 

𝑂𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒 𝐼𝐼 ≔ 𝑚𝑖𝑛   ∑(𝑥𝑡 − �̅�)2
𝑀

𝑡=1

 ( 5-10 ) 

Where �̅�   refers to the arithmetic mean of the household net demand (inherent 

demand and battery operations).  

5.2.1.3 Programming model with two objectives 

Considering thermal, power and capacity constraints with respect to battery storages 

and household circuits, the single objective programming model (𝑃1)  can be 

formulated as: 
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(𝑃2)      𝑚𝑖𝑛   𝑇∑𝐶𝑡

𝑀

𝑡=1

𝑥𝑡 + 𝜆∑(𝑥𝑡 − �̅�)2
𝑀

𝑡=1

 ( 5-11 ) 

Subjected to:  

(5-2)—(5-9) 

The parameter 𝜆  is the weight factor [109, 110], of the second objective term 

compared to first objective term. This model is a quadratic convex programming 

problem which can be solved efficiently, especially in decentralised problem scale at 

the household level. The control variables 𝑝𝑐ℎ,𝑡 and 𝑝𝑑𝑐ℎ,𝑡 will indicate how to operate 

the battery storage within the optimization horizon, hence alter the demand to reduce 

the household demand peak and uncertainty whilst reduce energy bills. 

5.2.2 Wavelet Auto-decoupling Regularization Term 

The fundamental idea of wavelet auto-decoupling regularization (WSR) term is to 

alter the demand shape to de-couple the correlations of the population of household 

demands. This part formulates the WSR regularizer and discusses the efficacy. 

Considering three level of decomposition on the household demand, we can expand the 

demand series with Haar expansions shown in equation ( 5-12 ): 

𝑥𝑡 = ∑𝑎𝑘
(𝑗0)

𝑘

𝜙𝑘,𝑡
(𝑗0) + ∑∑𝑑𝑘

(𝑗)
Ψ𝑘,𝑡

(𝑗)

𝑘

𝑗0

𝑗=1

 ( 5-12 ) 

It is notable that to simplify the formulation, time index 𝑡 are moved to subscripts. 

Since the first term of Haar expansions is the approximation part that approximates the 

demand at decomposition level 𝑗0. The second terms are detail components in higher 

decomposition levels 𝑗 > 𝑗0. Prior evidences [77] have indicated the higher level of 

decomposition, the lower diversity lies in the decomposed components. To reduce the 

energy of low resolution channel components, a 𝐿2  norm regularization term is 

proposed and formulated for decomposition levels lower than 𝑗0 − 1 as: 
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𝑟𝑒𝑔𝑢𝑙𝑎𝑟𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝑡𝑒𝑟𝑚 = ∑ ∑‖𝑑𝑘
(𝑗)

Ψ𝑘,𝑡
(𝑗)‖

2
𝑘

𝑗0−1

𝑗=1

 ( 5-13 ) 

According to the absolutely scalable property of norm [111, 112] and normality of 

Haar wavelets that ‖Ψ𝑘
(𝑗)

‖ = 1, the regularization term( 5-14 ) can be reformulated as: 

𝑟𝑒𝑔𝑢𝑙𝑎𝑟𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝑡𝑒𝑟𝑚 = ∑ ∑𝑑𝑘
(𝑗)2

𝑘

𝑗0−1

𝑗=1

= ∑
1

2𝑗
[∑(∑𝑥𝑡Ψ𝑘,𝑡

(𝑗)

𝑀

𝑡=1

)

2

𝑘

]

𝑗0−1

𝑗=1

 ( 5-14 ) 

Therefore, by adding the regularization term, the multi-objective programming model 

is: 

(𝑃3)      𝑚𝑖𝑛   𝑇∑𝐶𝑡

𝑀

𝑡=1

𝑥𝑡 + 𝜆∑(𝑥𝑡 − �̅�)2
𝑀

𝑡=1

+ 𝛾 ∑
1

2𝑗
[∑(∑𝑥𝑡Ψ𝑘,𝑡

(𝑗)

𝑀

𝑡=1

)

2

𝑘

]

𝑗0−1

𝑗=1

 ( 5-15 ) 

Subjected to: 

(5-2)—(5-9) 

As shown in the P2 programming model, the constraints are linear while the objective 

is quadratic. In matrices representation, the P2 model can be rewritten into a more 

compact element-wise counterpart. Denoting the demand with EMS as 𝒙 =

(𝑥1, 𝑥2, … , 𝑥𝑀 )𝑇, 𝒖 = (1,1,… ,1)𝑇 ∈ ℝ𝑀  , and … 

The element-wise counterpart is: 

(𝑃2)      𝑚𝑖𝑛   𝑇𝒄𝑇𝒙 + 𝜆(𝒙 − �̅�𝒖)𝑇(𝒙 − �̅�𝒖)  + 𝛾 ∑
[𝒙𝑻𝑸𝒙]

2𝑗

𝑗0−1

𝑗=1

 ( 5-16 ) 

Subjected to: 
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𝑸 = 𝚿𝑘
(𝑗)𝚿𝑘

(𝑗)𝑇
 ( 5-17 ) 

𝟎 ≤ 𝒑𝑐ℎ ≤ 𝑃𝑐ℎ𝒖 ( 5-18 ) 

𝟎 ≤ 𝒑𝑑𝑐ℎ ≤ 𝑃𝑑𝑐ℎ𝒖 ( 5-19 ) 

𝐸𝑚𝑖𝑛𝒖 ≤ 𝒆 ≤ 𝐸𝑚𝑖𝑛𝒖 ( 5-20 ) 

𝑒0 = 𝑒𝑀 = 𝐸𝑖𝑛𝑖 ( 5-21 ) 

𝑒𝑡 = 𝑒𝑡−1 + 𝑇 ∙ (𝑝𝑐ℎ,𝑡𝜂𝑐ℎ −
𝑝𝑑𝑐ℎ,𝑡

𝜂𝑑𝑐ℎ
), ∀𝑡 ∈ [1,𝑀] ∩ ℤ ( 5-22 ) 

𝟎 ≤ 𝒙 ≤ 𝑃ℎ𝒖 ( 5-23 ) 

5.2.3 Discussion of Efficacy on WSR regularization term 

This part discusses the efficacy of proposed wavelet auto-decoupling regularization 

term, which consists of two part of the discussion: i) WSR term can increase the 

proportion of high decomposition components; ii) higher proportion of high 

decomposition components will result in less correlated household demands, hence 

WSR term can de-couple correlations between household demands. 

The proposed WSR term attempts to minimize the 𝐿2  norm of low and medium 

decomposition level of uncertain demand, which is: 

( 5-24) 

Since the integral of wavelets across time horizon is constantly equal to zero, the 𝐿2 

norm of a certain level 𝑗 is equivalent to the variance of the decomposed component at 

level 𝑗. According to Central Limit Theorem [79], we can formulates the variance of 

sum of random variables in Lemma I: 

Lemma I: Considering 𝑁  random variables {𝜉𝑖}𝑖=1,2,…,𝑁 , the sum of the random 

variable 𝜉𝑝 can be approximated by Normal the distribution that: 

∑ ∑‖𝑑𝑘
(𝑗 )

Ψ𝑘 ,𝑡
(𝑗 )

‖
2

𝑘

𝑗0−1

𝑗=1

= ∑ ∑𝑑𝑘
(𝑗 )2

𝑘

𝑗0−1

𝑗=1
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𝜉𝑝 = ∑𝜉𝑖

𝑁

𝑖=1

= 𝑛𝑜𝑟𝑚𝑎𝑙 (∑𝜇𝑖

𝑁

𝑖=1

, √∑∑𝜌𝑖𝑗𝜎𝑖𝜎𝑗

𝑁

𝑗=1

𝑁

𝑖=1

) ( 5-25 ) 

The variance of the random variable sum is: 

𝑉𝑎𝑟(𝜉𝑝) = ∑𝑉𝑎𝑟(𝜉𝑖)

𝑁

𝑖=1

+ 2∑ ∑ 𝜌𝑖𝑗𝜎𝑖𝜎𝑗

𝑁

𝑗=𝑖+1

𝑁

𝑖=1

 ( 5-26 ) 

where 𝜌𝑖𝑗  is the pair-wise PCC between variable 𝑖 and 𝑗. Since wavelet components at 

different decomposition level have orthogonal property, that variance of demand is the 

sum of variances of decomposed demand components at different decompose level. 

Since the WSR term is designed to reduce the variance at low and medium 

decomposition level whilst does not directly affect high-level components. The 

proposed WSR thus can increase the proportion of high-level decomposed components. 

In terms of electric demand, components at higher decomposition level tend to be 

less correlated and vice versa. The physics behind this property is:  

i) There exist many highly correlated demand patterns caused by external factors, 

such as weather conditions, job-related activities, social events, energy prices 

and technologies. However, these factors usually impact the electric demand at 

daily basis. For instance, job-related activities tend to have the daily periodical 

pattern and impact electric demand on daily basis. 

ii) With a high level of decomposed demand components, causes such as 

randomness, measurement error, etc. tend to be less correlated. 

Therefore, high decomposition level of components of household demand is less 

correlated and vice versa. The proposed WSR term thus can de-couple the correlations 

between household demands. 

In order to validate the proposed WARP strategy, two benchmark programming 

strategies are encountered in this thesis, i.e., classical EMS programming model that 

solely considers energy bill reduction as the problem (𝑃1) , and a multi-objective 
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programming model that minimizes energy bill and demand variance as the problem 

(𝑃2). 

 Experiment Settings 

5.3.1 Data Description 

In this thesis, the proposed WARP strategy is implemented on realistic smart 

metering data recorded from over 5000 Irish domestic households and small/medium 

enterprises (SMEs). The database is published by the Smart Metering Electricity 

Customer Behaviour Trials (CBTs) initiated by Commission for Energy Regulation 

(CER). The time duration of this database dates back to 1st July 2009 – 31st December 

2010. Specifically, 929 1-E-E consumers have considered in this thesis, who represents 

residential (1) customers with the controlled stimulus (E) and controlled tariff (E). The 

rationale for employs these group of customers is that they are billed on flat rate tariff 

without any DSR interventions exist, which can naturally reflect the actual household 

demand without biases. The data of both aggregated and disaggregated demand are 

presented in Figure 5-2: 

          

a)                                                                     b) 

Figure 5-2 Demands and quantiles at aggregated/disaggregated level: a) demand of 

residential households, b) demand of distribution network 

In order to investigate the performance of proposed EMS strategy comprehensively, 

different aggregation scales of customer group are encountered in the demonstration, 

ranging from 50 to 900. In addition, different levels of penetrations are also considered, 

i.e. low, medium and high penetration rate (30%, 50% and 80%). 
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In the household with EMS employed, an in-home battery is installed to enable the 

EMS system. We first assume all the EMS system employs same type of battery storage 

with 5 (kWh) capacity and 1.5 (kW) maximum charging/discharging rate. The initial 

SOCs of the battery storage is generated by a normal distribution ℕ(0.5, 0.12). For 

simplicity, the charging and discharging efficiency are all set to be 0.93. The maximum 

and minimum limit of battery SOC is set at 90% and 10% [113]. According to the 

periodical similarity of different dates, the final SOC level (𝑇 = 48) is equal to the 

corresponding initial SOC as well. The parameters setting details are presented in Table 

5-2 below: 

Table 5-2 BATTERY PARAMETERS 

Battery parameters Unit 

Capacity 5 kWh 

Charging Limit 1.5 kW 

Discharging Limit 1.5 kW 

Max SOC 0.9 

Min SOC 

Initial SOC 

0.1 

𝑁(0.5, 0.12) 

Charging Efficiency 0.93 

Household Circuit Limit 

Discharging Efficiency 

5 kW 

0.93 

In the demonstration, a set of typical UK TOU tariff is considered, which consists 

of several price levels at the different time of the day. This TOU tariff is invented by 

ELEXON in the 1990s which consists of multiple tariffs corresponding to different 

seasons and types of customers (Economic 7 and Non-economic 7). The Economic 7 

customers employ electric heater that is working hard at night, their tariffs are hence 

largely different to the normal customers. This thesis employs a TOU tariff to 

incentivize the EMS operations. The TOU tariff was proposed in work [114] which 

were derived from the wholesale price of UK. A set of different tariffs for different 

seasons is adopted as the economic signals to alter electricity consumption behaviour. 

The four seasonal tariffs are shown in Figure 5-3. 
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Figure 5-3 TOU tariffs employed in differing seasons 

5.3.2 Benchmark Measures 

In this thesis, the performance of EMS system for the purpose of a network 

supporting consists of three parts: i) average energy bill savings across individual 

households; ii) Annually and daily network peak reduction; and iii) system demand 

uncertainty in standard deviation (SD). To demonstrate the value of system peak 

reduction, network investment deferral is also employed in the evaluation. Both the 

saving of energy bill and network investment deferral is evaluated in UK pounds and 

percentages of bill reduction. 

In terms of the network peak reduction, both annually and average daily peak are 

considered and examined in the demonstration. Daily network peak reduction can 

evaluate the capability of reducing demand peak by shifting demand from system peak 

period to the rest of periods. However, in the system infrastructure planning in UK 

industry, the investment is determined by the maximum demand of the whole year [115], 

which is normally on a particular day in the winter. Therefore, the reduction of annual 

system peak is also considered and translated into network investment deferral. 

 For a period of 𝐿 days and 𝑁 residential households, the propagated system 

demand can be denoted as: 

𝐷𝑙,𝑡 = ∑ 𝑑𝑙,𝑡,𝑛

𝑁

𝑛=1

 , ∀𝑙 ∈ [1, 𝐿] ∩ ℤ, ∀𝑛 ∈ [1, 𝑁] ∩ ℤ, ∀𝑡 ∈ [1,48] ∩ ℤ ( 5-27 ) 
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where sub-notion 𝑡 represents the time of the period, 𝑛 denotes the customer index, and 

𝑙 refers to the date index. The typical load profile (TLPs) [116] of propagated network 

demand is hence calculated as the arithmetic mean across days, i.e., 𝐸[𝐷𝑙,𝑡] =

∑ 𝐷𝑙,𝑡
𝐿
𝑙=1

𝐿
, 𝑡 ∈ [1,48] ∩ ℤ. The uncertainty of network demand can be represented as the 

standard deviation (𝜎) with respect to the arithmetic mean of network demand. 

𝜎(𝐷) = 𝐸[(𝐷 − 𝐸[𝐷])2] = √
∑ ∑ (𝐷𝑙,𝑡 − 𝐸[𝐷𝑙,𝑡])

2𝐿
𝑙=1

𝑇
𝑡=1

𝐿𝑇
 ( 5-28 ) 

 Demonstration and Results 

In order to validate the performance of proposed WARP strategy, we compare the 

proposed strategy with the two benchmark strategies. The demonstration composes of: 

i) validation of EMS effect on de-coupling the correlations of household demand; ii) 

EMS performance under a certain scenario with 50% EMS penetration rate and 

aggregation scale of 100 customers; iii) EMS performance comparison across different 

aggregation scales, EMS penetration rate, and weight factors 𝜆 (objective to smooth 

demand), 𝛾  (wavelet auto-decoupling regularization term). It is notable that both 

weight factors 𝜆, 𝛾 are set to constant 500 in the first two parts. 

5.4.1 Validation of EMS De-coupling Effect on Household 

Demand Correlations 

In order to validate the de-coupling effect of proposed wavelet auto-decoupling 

regularization term, the demand correlations of all investigated households are 

demonstrated as follows. Four scenarios are compared in Table 5-3: i) original 

household demand with EMS engagement, ii) new household demand with EMS 

impact operated by min-cost strategy, iii) new household demand with EMS impact 

operated by min-variance strategy, and iv) new household demand with EMS impact 

operated by proposed WARP strategy. 

The demand correlations are measured by Pearson product-moment correlation 

coefficients (PCCs) [78], three statistics, includes expectation, 25% quantile and 75% 

quantile is presented in Table 5-3 across 900 investigated residential households. 
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The result indicates, both min-cost and min-variance strategy of EMS operation will 

largely increase the correlations of household demand. Compared to original demand 

without EMS effect, household demand correlations are averagely increased by 

45%/57% with min-cost/min-variance strategy. This result indicates classical EMS 

operation strategy which shifts energy from high price periods to low price periods 

will cause similar patterns in the demand shape, hence largely increase the demand 

correlations. 

Table 5-3 STATISTICS (EXPECTATION, 25% QUANTILE & 75% QUANTILE) OF DEMAND 

CORRELATIONS IN PCCS ACROSS 900 RESIDENTIAL HOUSEHOLDS 

Time scales 
High level component 

proportion 

Average Pair-

wise PCCs 

25% Quantile of 

Pair-wise PCCs 

75% Quantile of 

Pair-wise PCCs 

Without EMS 34.0% 0.150 0.092 0.207 

P1 model 21.2% 0.217 0.159 0.284 

P2 model 20.4% 0.235 0.155 0.319 

WAP model 31.7% 0.166 0.094 0.242 

With proposed strategy, the proportion of high decomposition level components 

will increase around 50% from benchmark strategy, and the correlation will decrease 

by 24%/30% from min-cost/min-variance strategy. In other words, average demand 

correlation will only increase by 11% from original household demands, which equals 

to nearly 75%-80% of the correlation increase brought by classical EMS strategies. 

This result indicates the proposed wavelet auto-decoupling regularization term can 

eliminate most of the correlation increase brought by classical EMS strategies. 

5.4.2 Performance Evaluation Case: 50% Penetration Rate 

with 100 Households 

In this section, the proposed WARP strategy is firstly evaluated on a certain scenario 

with 50% penetration rate of residential EMS systems, and the network aggregated on 

100 households. The data of 100 households are randomly sampled from the Irish 

database. The investigated period ranges from 14th Sep 2009 – 14nd May 2010, which 

contains least missing data and unknown data during the whole period in the database.  
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Figure 5-4 Household demand and battery solution with different EMS strategy  

Figure 5-4 presents an example of the original residential demand and the new 

demand scheduled by household EMS system with different operational strategies. 

According to the result, both min-variance and proposed WARP strategy will not only 

shift energy from high price periods to the low price but also seek for solutions to 

decrease the gap between peak and valley. The solution generated by proposed strategy 

is presented in red dashed line with dot marker, which also has a high-frequency pattern 

(ups and downs in a short period).  

Figure 5-5 shows the system daily load profile changes before and after different 

EMS strategy engaged in the scenario of 100 households on 12th April 2010. The 

demonstrated households and date are randomly selected to present how EMS take 

direct effects on household demand and how different between solutions given by 

proposed EMS strategy and benchmark strategies. Accordingly, network demand after 

EMS engaged is presented in quantile Figure 5-5. The result indicates when the 
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household EMS effect propagates to the system, the proposed WARP strategy 

outperforms the benchmark strategies and witness less amount of uncertainty and lower 

peak. 

 

   a)                                                             b) 

 

   

     c)                                                           d) 

Figure 5-5 Quantile plot of distribution network with different EMS strategies: a) 

without EMS; b) benchmark P1; c) benchmark P2; d) WARP strategy 

Table 5-4 summarizes the result of performance comparison between three EMS 

strategies. The performance is evaluated by energy bill saving, system peak reduction 

and network demand uncertainty. The result in Figure 5-5 implies that: i) min-cost 

strategy seeks for solution to achieve optimal energy bill savings for individual 

households (9.59% energy bill saving), while causes 6.9% annual peak increase and 

2.44% uncertainty increase; ii) min-variance strategy can achieve peak reduction (12.64% 

daily and 19.11% annually reduction) and uncertainty reduction (34.83%) at system 

level with a slight compromise to energy cost (1.56%); iii) the proposed WARP strategy 

outperforms two benchmark strategy both in peak reduction (18.01% daily and 31.60 
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annually reduction) and uncertainty reduction (45.28%), with similar energy cost 

compromise (1.7%). 

 

Table 5-4 EMS Performance Summary on Scenario with 100 Aggregation Scale and 

50% EMS Penetration Rate 

strategyies 
Original 

Demand 
P1 Model P2 Model  WAP Strategy 

Annual  

Electricity Bills (£/𝑦𝑟) 

708.22 640.27 651.35 652.33 

Annual Bill Saving Increase (£ ∙ 𝑦𝑟−1/

%) 
− 67.95 ⁄ 9.6% 56.87 ⁄ 8.0% 55.89 ⁄ 7.9% 

Annually Network Demand Peak (kWh) 143.05 152.91 115.71 97.84 

Daily Demand Peak Expectation (kWh) 97.12 102.80 84.85 79.63 

Daily Demand Peak Standard Deviation 

(kWh) 
16.04 18.76 9.39 7.01 

Demand Peak Reduce Rate 

Annually/Daily (%) 
− 

−6.9%

/−5.8% 

19.1%

/12.6% 

31.6%

⁄ 18.0% 

Network Demand Uncertainty in STD 

(kWh) 
11.63 11.91 7.76 6.36 

Reduction Rate of Uncertainty (%) − −2.4% 34.8% 45.3% 

5.4.3 Performance Comparison under Multiple Scenarios 

In order to provide a comprehensive view of the performance, capability and 

limitation of the proposed WARP strategy, scenarios with different aggregation scales 

and EMS penetration rates are investigated. The detail results are presented in Table 5-

4. 

As shown in Figure 5-6, benchmark P1 (min-cost strategy) which designed to 

minimize the energy cost, will have an adverse impact on the system regarding system 

peak and uncertainty, i.e., increase the system peak and uncertainty, even though the 

adverse impact is less than 10%.  Benchmark P2 (min-variance strategy) can bring 

peak and uncertainty reduction to the system. In detail, it can damp down 10% to 15% 

of system peak in different EMS penetration rate from 30% to 80%. In terms of 
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uncertainty reduction, the min-variance strategy can reduce nearly 35% of uncertainty 

across different penetration rate. 

 

Figure 5-6 EMS performances on a) peak reduction & b) uncertainty reduction across 

different penetration rate and aggregation scales 

The proposed WARP strategy significantly outperforms the two benchmark 

strategies: i) system peak reduction effect ranges from 13% to 20%, which has nearly 

30% of performance improvement from benchmark P2; ii) uncertainty reduction effect 

ranges from 34% to 49%, which is equivalent to 20% of performance improvement 

from benchmark P2. 

It is notable that inadequate aggregation scale will largely deteriorate the effect on 

uncertainty reduction, however, it does not have much impact on peak reduction effect. 

This is because the aggregation of demand at a small aggregation scale will lack 

smoothness, which may affect the uncertainty reduction through propagation but not 

affect the peak reduction. Figure 5-7 further demonstrates the impact of weight factors 

𝜆, 𝛾. 
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Figure 5-7 Performance of WARP strategy across different weight factors 

 Chapter Summary  

This thesis for the first time explores the functionality of household EMS system with 

battery storage to support network uncertainty management in a decentralised fashion. 

A novel Wavelet Auto-decoupling Regularization Programming (WARP) model is 

proposed as the control strategy of the EMS operations. The proposed strategy is 

compared with two benchmark strategies min-cost and min-variance strategies. In 

detail: i) The classical EMS strategy to minimize energy cost; ii) A multi-objective 

EMS strategy to minimize the demand variance whilst reduce energy cost. 

Performances are validated on four aspects: i) demand correlation, ii) energy cost 

saving per households, iii) peak reduction on a system level, and iv) uncertainty 

reduction on a system level. The results indicate: 

i) Benchmark strategies will increase the correlations of household demands by 

45%/57%, while proposed WARP strategy can de-couple the correlation to 

alleviate nearly 75% to 80% of correlation increases. 

ii) In the demonstrated scenario of 100 households and 50% EMS penetration rate, 

the proposed EMS achieves 18% of daily peak reduction and 45% peak of 

uncertainty reduction at a slight compromise on cost reduction (8%). Critically, 
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the reduction in the annual peak is over 30%, which can contribute to a significant 

investment deferral.    

According to the comparison across scenarios, higher EMS penetration rate and larger 

aggregation scale can generally lead to larger peak and uncertainty reductions. The only 

exception is that small aggregation level can guarantee more peak reduction.  

In conclusion, the demonstration application witnessed grid level peak and uncertainty 

reduction with decentralised way. This result validates the EMS can be improved by 

using the new findings and information from uncertainty research that: uncertainty 

components can mitigate through uncertainty propagation, and the degree of mitigation 

is determined by the diversity between uncertainty components. 
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HIS chapter introduces another application of uncertainty 

modelling, in household point load forecasting. This chapter for 

the first time directly models epistemic uncertainty components 

shared by neighbourhoods, to improve forecasting accuracy. 

 

 

Uncertainty Model Applied in  

Point Load Forecasting 
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 Introduction 

Last chapter has demonstrated the application of uncertainty modelling in the Energy 

Management System (EMS). This and next chapters will further discuss the application 

of uncertainty modelling in load forecasting problems. In details, twofold of 

applications will be presented in this and next chapters: i) how to improve the point 

load forecasting at the domestic level; ii) and how to achieve enhanced probabilistic 

load forecasting with uncertainty modelling techniques at domestic level. This chapter 

will discuss the first application in point load forecasting. 

Due to the high volatility and uncertainty of load profiles. Traditional methods tend to 

avoid such uncertainty by load aggregation (to offset uncertainties), load clustering (to 

cluster uncertainties) and load denoising (to filter out uncertainties). This chapter for 

the first time to improve the accuracy of load forecasting by directly modelling the parts 

of uncertainty components, which is commonly shared by neighbourhoods. 

The following parts are organized as: Section 6.2 states the problem of point load 

forecasting and probabilistic load forecasting. Section 6.3 discusses the challenge of 

household point load forecasting considering uncertainty. Section 6.4 discusses the 

rationales of using Deep Learning techniques for modelling uncertainty. The proposed 

Deep Learning model architecture is discussed in Section 6.5. A novel training strategy 

named as Pooling Strategy is introduced in Section 6.6. Implementation and 

Demonstrations are presented in Section 6.7 & 6.8. 

The content of this chapter is cited from the author’s published article in IEEE 

Transactions on Smart Grid. The structure of this chapter is organised in alternative-

based format. 

 Point Load Forecasting and Probabilistic Load 

Forecasting 

To clarify the contribution and distinguishes between chapter 7 & 8, the terminologies 

of point load forecasting and probabilistic load forecasting will be discussed first in this 

part. 
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The terminology ‘Load Forecasting’ normally refers to ‘Point Load Forecasting’ (point 

LF), which has been widely recognised and researched for decades. The output of point 

LF is a single forecast for estimating the demand at a future time point. This point 

forecasting can be regarded as to forecast the mathematic expectation to the uncertain 

load. However, point forecasting can only provide a point value forecast that cannot 

contain sufficient information regarding the uncertainty that lies in the electric load. 

Therefore, over the last decades, the requirements are largely increased to achieve 

forecasting not only the expectation but also the probability. One alternative to meet 

this technical requirement is the probabilistic load forecasting. In the status quo, 

extensive and comprehensive review papers on point load forecasting at the aggregated 

level already exist [117 - 130]. However, most works are done on aggregated levels 

[131-139] since the disaggregated demand is extremely uncertain and volatile.  

Probabilistic load forecasting (probabilistic LF), literally refers to the forecast outputs 

are associated with probabilities. The forms of probability expressed by probabilistic 

LF can be various, such as quantiles, scenarios, or even probability density functions. 

Compared to point load forecasting, probabilistic LF can provide more informative and 

intuitive forecasting results that associate uncertainty distribution with the expectation. 

It can meet the requirement of many smart grid applications, such as stochastic unit 

commitment, risk minimization in energy management system, and so on. Unlike the 

extensive literature in point load forecasting, prior works in probabilistic load 

forecasting are relatively limited. In the energy sector, probabilistic LF is mostly 

investigated in electric and wind load forecasting problems. For instance, in works 

[141], probabilistic LF is implemented in the scenario of wind forecasting problem. In 

addition, Hong, et al [130, 140] also reviews the frameworks and methods of 

probabilistic load forecasting electric forecasting problems. Most of the prior works are 

based on Multi Linear Regression and its meta methods. 

 Deep Learning for Household Load Forecasting-

A Novel Pooling Deep RNN  

This section presents the original article published in IEEE Transactions on Smart Grid 

[142], the indexes, equations, table, figures and titles are numbered independently. 

 



Page 

Chapter 6                  Uncertainty Model Applied in Point Load Forecasting 

 
93 

  

Deep Learning for Household Load 

Forecasting – A Novel Pooling Deep RNN  

Heng Shi, Minghao Xu, Furong Li, Senior Member, IEEE, Ran Li, Member, IEEE 

Abstract—The key challenge for household load forecasting lies in the high volatility and 

uncertainty of load profiles. Traditional methods tend to avoid such uncertainty by load 

aggregation (to offset uncertainties), customer classification (to cluster uncertainties) and 

spectral analysis (to filter out uncertainties). This paper, for the first time, aims to directly 

learn the uncertainty by applying a new breed of machine learning algorithms – deep learning. 

However simply adding layers in neural networks will cap the forecasting performance due to 

the occurrence of overfitting. A novel pooling-based deep recurrent neural network (PDRNN) 

is proposed in this paper which batches a group of customers’ load profiles into a pool of inputs. 

Essentially the model could address the over-fitting issue by increasing data diversity and 

volume. This work reports the first attempts to develop a bespoke deep learning application 

for household load forecasting and achieved preliminary success. The developed method is 

implemented on Tensorflow deep learning platform and tested on 920 smart metered 

customers from Ireland. Compared with the state-of-art techniques in household load 

forecasting, the proposed method outperforms ARIMA by 19.5%, SVR by 13.1% and classical 

deep RNN by 6.5% in terms of RMSE.   

Index Terms—big data, deep learning, load forecasting, long short-term memory, machine 

learning, neural network, smart meter 

I. INTRODUCTION 

DEMAND side response (DSR) plays a key component in achieving the political goals set 

in the UK and EU energy sector [1, 2]. The popularisation of smart meters will make the 

DSR easier than ever for domestic customers [1]. Various direct and indirect control 

methods have been proposed to realise DSR [3-5] given that household load can be 

accurately forecasted.  

Extensive and comprehensive review papers on point load forecasting at aggregated level 

already exist [14-26, 40-42]. However, the literature on individual household load 

forecasting is actually limited [5-14] as it is widely acknowledged that short-term load 

forecasting (STLF) at such granular level is extremely challenging due to significant 

uncertainty and volatility [6-8] underlying the smart metering data. Experiments have been 
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1 Uncertainty and noise in figure 1 are equivalent to terminologies epistemic and aleatory uncertainty in former chapters. 

carried out by [6, 7, 9-13] to benchmark state-of-art methods for STLF at individual 

household level. Testing methods include time-series analysis (e.g. ARIMA and 

exponential smoothing) and machine learning approaches (e.g. neural networks and support 

vector machine). Similar findings are reported in both papers [9, 10] as none of the classical 

methods could beat linear regression or even simple persistence forecasting (i.e. tomorrow 

equals today) at individual household level.  

 Uncertainty        

The complexity of household load forecasting lies in the significant volatility and 

uncertainty. In the context of STLF, load could be decomposed into three components. As 

shown in Fig. 1, the original household load profile i) is decomposed into: ii) regular pattern, 

which reflects the periodical load inherited from historical data; iii) uncertainty, which is 

the aperiodic part influenced by external factors such as weather, events and customer 

behaviour and iv) noise, the residue load which cannot be physically explained [14, 15]. 

 

i)                                           ii) 

 

                                 iii)                                                                              iv) 

Fig. 1. Sketch of load composition: i) original load, ii) regular pattern, iii) uncertainty and iii) noise1 

Most forecasting models focus on the regular pattern as it is more predictable and makes 

up a dominating proportion at the aggregated level. However, household demand is 

composed of a substantially larger share of uncertainty. At this level, uncertainty is more 

influenced by customer behaviour, which is too stochastic to predict.  Therefore, the nature 

of the challenge is to forecast load with significant uncertainty. To tackle this problem, three 

categories of methods have been reported:  
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1) Using clustering/classification techniques to group similar customers, days or weather 

[6, 16-19] in the hope of reducing the variance of uncertainty within each cluster. 

However, the performance is heavily dependent on the data.  

2) Using aggregated smart metering data to cancel out the uncertainties [20-23] so that 

the aggregated load exhibits mostly regular patterns and easier to predict, yet the 

prediction is obviously only at aggregated level.  

3) Using pre-processing techniques, mostly spectral analysis such as wavelet analysis 

[24], Fourier transforms [25] and empirical mode decomposition (EMD) [26] aiming 

to separate the regular patterns from the other two components. This method can be 

ruled out in household load forecasting due to its significantly lower proportion of 

regular patterns.               

To the best of our knowledge, the existing methods towards the problem are indirect, 

which aim to avoid uncertainty by reducing (clustering) or canceling out (aggregation) or 

separating (spectral analysis) the uncertainty. This paper aims to explore the possibility of 

deploying the state-of-art deep learning algorithm to directly learn uncertainties in their raw 

forms. Deep learning is a branch of machine learning methods relying on ‘deep’ 

architectures, which are compositions of multiple processing layers in the neural network, 

enabling the learning of highly non-linear, complicated relationships and correlations that 

are beyond the reach of traditional shallow architectures. Deep learning has achieved many 

breakthroughs in tackling sophisticated problems and becomes the most promising 

technique in data science community, for example, Google Goggles, Alpha Go [27] and 

new drugs design [28]. Attempts have been reported in [29, 30]  to adopt deep learning for 

time series forecasting.  

 Overfitting 

 However, direct implementation of deep learning in household load forecasting will not 

necessarily provide significant improvement. A preliminary test has been carried out by the 

authors to benchmark the performance of household load forecasting by a neural network 

with a different number of layers. 

The indicative result shown in Fig. 2 demonstrates the occurrence of overfitting when 

the number of layers reaches 3. As the number of layers increases, the forecasting error 

decreases before 3 layers. However, further increase of the network depth will see a rebound 

of error. As acknowledged in most literature [31], the primary drivers are model capacity 

and training epochs (training iterations). To prevent excessive training iterations, we 

implemented early stopping technique to find optimal number of training iterations. In 

detail 
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detail, dataset is split into training, validation and test sets. In each of the training iteration, 

the process will stop if the RMSE on validation set no longer decreases for a certain number 

of epochs.  

 

Fig. 2. Household load forecasting performance by neural networks from shallow to deep  

Model capacity refers to the ability to fit a wide variety of functions. Model with large 

capacity tends to suffer from overfitting. To avoid excessive model capacity, one way is to 

increase the data diversity so that sufficient model capacity is becoming an advantage rather 

than a burden. Particularly for Deep Learning techniques, whose model capacity is much 

larger than the rest of models. When increasing the deep neural network layer number, the 

inherent parameters with the network will grow exponentially and eventually become 

excessive for the available training data. As a result, the model will begin to capture the 

noise and fit the training data too well, hence impact the predictive performance in a 

negative way. 

In order to enable the power of deep learning algorithm in our problem, a novel pooling-

based deep recurrent neural network (PDRNN) is proposed. The pooling technique will 

batch customers and input into the deep recurrent network as a whole.  

The key contributions of this paper are as follows: 

1) New technique: this paper for the first time explores the feasibility of a cutting edge 

algorithm, deep learning, in the application of load forecasting at individual household 

level.  

2) New problem: although deep learning has received high expectation in forecasting 

community, our experiment indicates that deep learning is more prone to over-fitting 

compared with its 1980s’ cousin, neural networks. This is possibly due to more 

parameters and relatively fewer data.  
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 3) New method: we propose a novel pooling method to address the over-fitting issue by 

introducing a new data dimension: historical load data of neighbours. The idea is to 

use the interconnected spatial information to compensate insufficient temporal 

information. The proposed load profile pool allows for the correlations and interactions 

between neighbouring households. New features can be automatically generated 

through deep layers hierarchically and thus increases the inputs volume and diversity.  

The rest of the paper is organised as follows: Section II briefly introduces the rationale 

for applying Deep Learning in household STLF tasks and the specific LSTM technique 

applied in the paper. Section III proposes pooling strategy and pooling-based DRNN 

method. Section IV explains the implementation process on GPU-based high-performance 

computing platform, as well as the details of experiment setup. In Section V, results are 

demonstrated through comparison with previous state-of-the-art methods (ARIMA, SVR), 

shallow learning (normal RNN), classical deep learning (DRNN) and proposed deep 

learning (PDRNN). Conclusions are drawn in part VI. 

II. DEEP LEARNING 

Deep learning is a branch of machine learning methods lying on ‘deep’ network 

architectures. The concept of ‘deep learning’ has been proposed for decades with the name 

‘cybernetics’ in 1943, by McClulloch and Pitts [32]. However, it has been regarded as being 

more of a fancy concept than an applicable technology, due to three major technical 

constraints. The three technical constraints are: 1) lack of sufficient data, 2) lack of 

computing resources for large network size, and 3) lack of efficient training algorithm. 

Recently, the constraints are tackled by the digitalization of modern society and the 

development of high-performance computing. Furthermore, Geoffrey Hinton [33] made a 

breakthrough in efficient deep neural network training via a strategy called greedy layer-

wise pre-training, which enables practical implementations of deep learning. 

Deep learning has recently seen phenomenal success in various areas including: 1) 

Computer Vision (CV) such as Google Goggles, which uses deep learning for object 

recognition; 2) expert systems such as Alpha Go designed by DeepMind [27] and 3) medical 

sciences, which employs deep learning to assist pharmaceutical companies in new drugs 

design [28]. 

A. Rationale of using deep learning 
Deep learning is regarded as one the most promising techniques to this study due to two 

superior attributes compared with "shallow" architecture: 
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1) To learn highly non-linear relationships 

In the problem of STLF at the household level, the inherent uncertainties are caused by 

differing known or unknown external factors simultaneously. These factors, ranging from 

weather conditions, temperatures to property size, photovoltaic generations are correlated 

to each other, which leave a highly non-linear impact to the household load. For example, 

temperature and sunshine duration are two of the external factors which are highly 

correlated to each other, i.e., the increase in sunshine duration can result in higher 

temperature in the region. 

    The essence of neural networks and other load forecasting methods is to learn the non-

linear relationships between feed-in inputs and outputs by constructing linear or non-linear 

functions that approximate the real relationships between inputs and outputs. The universe 

approximation theorem [34] indicates the neural networks can make accurate 

approximations towards any non-linear functions with sufficient network size. The 

approximation capability of a shallow network is much lower than that of a deep network 

even with extra neurons at each layer.  The reason is that, in ‘shallow’ neural networks, 

hidden neurons are learning the non-linear combinations of inputs as the features. However, 

‘deep’ neural network can learn the non-linear combinations of features in deeper layers of 

the network, hence naturally learns the highly non-linear correlations. 

2) To learn shared uncertainties  

The uncertainties are normally coming from external sources which make consistent 

impacts on differing households. Therefore, these uncertainties can be commonly shared 

within a group of customers at similar locations and time. However, these uncertainties are 

not always evenly shared among households. For example, the temperature increase can 

impact most of the households within a region, while the increase in sunshine duration 

mainly affects households with PV installed.  

In ‘deep’ architecture, one of the most exciting properties is that it can learn load features 

hierarchically. Features with different sharing levels will be learned at different layers.  

Load features learned in higher layers are normally the combination of lower layer features. 

With respect to former example, the temperature rise features are normally learned at a 

lower level, since it can be concluded directly from inputs. However, the impact from 

sunshine hour is influenced by features like temperature, PV installation, and household 

direction, and hence should be learned at higher network layers. With this property, deep 

learning is exceptional for learning multiple uncertainties with differing sharing levels in 

household load. 
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B. Deep RNN with Long Short-Term Memory unit 

Typical architecture designs of deep learning including, Convolutional Deep Neural 

Networks (CNN), Deep Sparse Autoencoder (DSA), Deep Recurrent Neural Networks 

(DRNN), Multi-Layer Perceptions (MLP), Deep Restricted Boltzmann Machines (DRBM), 

etc. [31]. As a state-of-the-art deep learning architecture specifically designed for time-

series forecasting, DRNN is employed to perform STLF for households in this paper. 

The architecture of deep-RNN is stacking multiple RNN layers together into a ‘deep’ 

architecture. Most successful implementation of Deep-RNN is in the area of Speech 

Recognition [35], which is also one-dimensional time-series data with high uncertainty. In 

terms of the specific implementation of RNN layers, a state-of-the-art RNN, named Long 

Short-Term Memory (LSTM) has been employed to approach the best performance of 

RNN. 

In this section, the deep-RNN architecture is introduced firstly, and then the 

implementation of LSTM units are followed. 

1) Deep recurrent neural network (Deep-RNNs) 

In deep-RNNs, the sharing states are decomposed into multiple layers in order to gain 

nice properties from ‘deep’ architectures. Experimental evidence has been given by [35, 36] 

to suggest the significant benefit of building RNNs with ‘deep’ architectures. 

The computational graph and its unfolding topological graph is presented in Fig. 3 to 

demonstrate the working process of a deep-RNN with 𝑁 layers.  

 

Fig. 3. The computational graph and unfolded topological graph of an 𝑁 layer deep-RNN 
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  In the computational graph, the RNN aims to map the input sequence of 𝑥 values into 

corresponding sequential outputs: 𝑦 . As presented in computational graph, the learning 

process conducted every single time step from 𝑡 = 1 to 𝑡 = 𝜏. For time step 𝑡, the network 

neuron parameters at 𝑙𝑡ℎ layer update its sharing states with following equations [31]: 

 𝑎1
(𝑡) = 𝑏1 + 𝑊1 ∙ ℎ1

(𝑡−1) +𝑈1 ∙ 𝑥(𝑡) (1) 

 

ℎ𝑙
(𝑡) = 𝑎𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛(𝑎𝑙

(𝑡))  

              𝑓𝑜𝑟 𝑙 = 1,2, . . , 𝑁  

(2) 

 

𝑎𝑙
(𝑡) = 𝑏𝑙 + 𝑊𝑙 ∙ ℎ𝑙

(𝑡−1) +𝑈𝑙 ∙ ℎ𝑙−1
(𝑡)  

 𝑓𝑜𝑟 𝑙 = 2,3,… ,𝑁   

(3) 

 𝑦(𝑡) = 𝑏𝑁 + 𝑊𝑁 ∙ ℎ𝑁
(𝑡−1) + 𝑈𝑁 ∙ ℎ𝑁

(𝑡)
 (4) 

 𝐿 = 𝑙𝑜𝑠𝑠_𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛(𝑦(𝑡), 𝑦𝑡𝑎𝑟𝑔𝑒𝑡
(𝑡)) (5) 

Where 𝑥(𝑡) is the data input at 𝑡𝑡ℎ  time step, 𝑦(𝑡)  is the corresponding prediction, and 

𝑦𝑡𝑎𝑟𝑔𝑒𝑡
(𝑡) is the true values of output targets. ℎ𝑙

(𝑡)
 is the sharing states of  𝑙𝑡ℎ network layer 

at time step t. 𝑎𝑙
(𝑡) represents the input value of 𝑙𝑡ℎ layer at time step 𝑡, which consists of 

three components: 1) 𝑡𝑡ℎ time step input 𝑥(𝑡) or sharing state ℎ𝑙−1
(𝑡)

 at time 𝑡 from 𝑙 − 1𝑡ℎ  

layer, 2) bias 𝑏, and 3) sharing states ℎ𝑙
(𝑡−1)

 at current network layer 𝑙 from last time step 

𝑡 − 1 . Due to the sharing properties of RNNs, the algorithm is thus capable to learn 

uncertainties repeated in previous time steps. 

2) Boosting with Long short-term memory (LSTM) unit 

Long short-term memory unit refers to a specific architecture of RNNs, which aims to 

tackle long-term dependencies challenge unsolved in earlier RNN architectures. When 

learning time-series data, RNNs aim to learn representations of patterns repeatedly occurred 

in the past, by sharing parameters across all time steps. However, the memory of past 

learned patterns can fade as time goes on. In the figure, the dependencies of earliest two 

inputs 𝑥(0) and 𝑥(1) becomes weak in output 𝑦(𝑡) when it is reasonably large. 

LSTM is hence designed to tackle this challenge by creating paths where the gradient can 

flow for long durations. In order to demonstrate how LSTM can memorize long-term 

patterns 
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patterns, the computational graph of LSTM is illustrated in following Fig. 4: 

 

Fig. 4. The computational graph and unfolded topological graph 

Fig. 4 presents a typical LSTM cell. Apart from traditional RNN units, LSTM cells have 

a special sharing parameter vector called memory parameter vector 𝑠(𝑡) and are deployed to 

keep the memorized information. In each of the time steps, the memory parameter has three 

operations: 1) discard useless information from memory vector 𝑠(𝑡); 2) add new information 

𝑖(𝑡) selected from input the 𝑥(𝑡) and previous sharing parameter vector ℎ(𝑡−1)into memory 

vector 𝑠(𝑡); 3) decide new sharing parameter vector ℎ(𝑡) from memory vector 𝑠(𝑡).  

As shown in the LSTM cell, the sharing memory parameters ℎ(𝑡) are passing through 

differing time steps only with two operations to memorize new information and forget out-

of-time memories. Therefore, the sharing memory can keep useful information for a fairly 

long time and result in RNN performance enhancement. 

I. PROPOSED METHODOLOGY 

In this section, the proposed PDRNN is presented for STLF at the household level. Details 

of this methodology are illustrated in Fig. 5: 

In general, the proposed method consists of two stages: 1) load profiles pooling, and 2) 

household STLF with deep-RNN. The detailed rationale and design of each stage are further 

discussed in the following sub-sections: 
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Fig. 5. Flowchart of proposed two-stage STLF methodology 

 Stage 1: load profiles pooling 

In the 1𝑠𝑡  stage, households’ load profiles are batched into a load profile pool. The pool 

is fed into the 2𝑛𝑑  stage as input so that forecasting is not only based on targeted household's 

own data, but also load profiles of his neighbours in the pool.  
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3) Rationale of pooling strategy 

The pooling strategy is designed to tackle the two major challenges of STLF at the 

household level, i.e., the overfitting issue and the inherent high uncertainties in household 

load profiles:  

The overfitting issue is one of the technical constraints when applying deep learning in 

load forecasting. Because of the inherent large number of neural layers in deep learning 

networks, the available historical load profile data in households are normally insufficient, 

which even can cause grave overfitting with a fairly small amount of network layers. The 

pooling stage can increase the data volume for load forecasting, which hence delays the 

presence of overfitting. 

Because of the contingency of the load data, the inherent load uncertainties are extremely 

hard to be learned or modeled. However, some of the uncertainties are caused by common 

external factors, such as weather conditions, the day of the week, etc. Their effects are 

normally sharing across many customers. According to the information theory, the data 

diversity represents the amount of information contained. Therefore, sufficient diversity in 

customer load is the prerequisite for learning these common sharing uncertainties. In this 

stage, pooling customers’ load profiles together is basically to increase the diversity in load 

dataset, hence increases the information related to common sharing uncertainties. 

Consequently, it enables the deep recurrent network to perform more accurate load 

forecasting by understanding these common sharing uncertainties. 

1) Design of pooling strategy 

In this paper, the household load profiles are captured from smart meters half-hourly. 

Therefore, the daily load profiles are of the form of 48-data-point values. Due to time 

connectivity of household load between continuous dates, the load samplings on 𝑑𝑡ℎ date 

are continuous with (𝑑 − 1)𝑡ℎ and (𝑑 + 1)𝑡ℎ dates. In order to keep this property in data, 

the load profile pool uses a long vector sequence, consisting of concatenated load profiles 

of multiple continuous dates starting from the first date of historical data. The denotation is: 

 𝑋(𝑐)⃗⃗ ⃗⃗ ⃗⃗  ⃗ = (𝑋(𝑐)
1

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ , 𝑋(𝑐,2)
2

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗, … , 𝑋(𝑐,𝐿)
𝐿

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗)  (6) 

where 𝐿 represents the total length of the demand sequence data for 𝑐𝑡ℎ  𝑐𝑢𝑠𝑡𝑜𝑚𝑒𝑟𝑠. The 

load profile pool is then generated through 3 steps: 1) add customer id label in the form of 

dummy variables, 2) split data into training and test sets, 3) merge all training data to 

construct training pool, then construct test pool with the same process. In order to clarify 

the process of pool construction, a simplified illustration of 2 customers pool is presented 

in 
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in Fig. 6: 

 

Fig. 6. Example of load pool construction with 2 customers group 

As illustrated above, 1𝑠𝑡  and 2𝑛𝑑  customers’ demand are noted as two data sequences with 

size 𝐿 × 1  and 𝐿 × 1 . In the first step, the demand data will be labelled with dummy 

variables to identify its customer id. In the example, the demand data are expanded with 

size 𝐿 × 3 and𝐿 × 3. The number of expanded columns is equivalent to customer group 

size. In the second step, demand data of each customer will be split into training sets and 

test sets. The training sets of each customer are finally batched together as the training pool. 

Same procedure is taken to form the test pool. 

 Stage 2: pooling-based load forecasting using 

deep recurrent neural network 

This stage of the proposed method consists of training and testing of pooling-based load 

forecasting: 1) In the training part, the deep recurrent neural network is trained by load 

profile batches randomly fetched from the load profile pool, so that deep-RNN are not only 

learning individual load patterns but also common sharing load features and uncertainties. 

2) In the testing part, test load profiles are fed forward into the well-trained deep-RNN 

network. 
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 Assuming the cleaned load profile database is Ψ1, and the 𝑁 testing households are listed 

in set 𝐶 = {𝑐1, 𝑐2 , … , 𝑐𝑁}. The deep RNN configuration parameters are specified with 𝐿 and 

𝐻, which represent the network depth (number of layers) and amount of hidden units. With 

these parameters, the training and testing process can be conducted in following steps: 

4) Initiation of deep recurrent neural network 

At the beginning, the deep recurrent neural network is built with network configuration 

parameters, i.e., the network depth  𝐿 , amount of hidden units 𝐻 , batch size 𝐵 , input 

sequence size 𝐼, and output sequence size 𝑂. 

5) Network training iterations 

After network initiation, the program is then running training iteration epochs until the 

network is well-trained with converged network prediction loss in the form of root mean 

squared error (RMSE).  

𝐿𝑜𝑠𝑠(𝑦𝑝𝑟𝑒𝑑𝑖𝑐𝑡 , 𝑦𝑡𝑎𝑟𝑔𝑒𝑡) = √
1

𝐵
∙
1

𝑂
∙∑∑(𝑦𝑝𝑟𝑒𝑑𝑖𝑐𝑡 − 𝑦𝑡𝑎𝑟𝑔𝑒𝑡)

2
𝑂

𝑗=1

𝐵

𝑖=1

 
2

  (7) 

In each of its training epochs, the training batch is firstly fetched from the load profile 

pool, then fed into the deep recurrent neural network. Each training batch is two matrices 

with fixed size, i.e., input matrix with size 𝐵 × 𝐼 and output matrix with size 𝐵 × 𝑂 

The time-cost and iteration epochs of training process highly depend on feed-in data 

sequence size 𝐼, the choice of optimizer, network size (𝐿, 𝐻) and training batch size 𝐵. In 

order to strike a well balance between training efficiency and efficacy, the training batch 

size 𝐵 is variant during training: 1) at early epochs, 𝐵 is set as a small number in order to 

approach the optimum point rapidly. 2) Then 𝐵  is gradually increasing towards better 

training performance but sacrifices time cost. 

6) Testing iteration and performance benchmarking 

The well-trained deep recurrent neural network is then tested on individual households by 

performing as a feed-forward prediction neural network. In the testing process, load 

forecasting is conducted on testing households one by one, to identify whether the proposed 

methods can achieve a performance improvement of load forecasting individually. In each 

of the iterations, a performance comparison is made with other load forecasting methods, 

including ARIMA, SVR, RNN and deep-RNN, which only trained with load profile data 

from the testing household. 
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III. IMPLEMENTATION 

This section introduces the implementation of the proposed methodology, including 

hardware, software platforms, and the program design. 

A. Data Description 
The data used in this paper are from the Smart Metering Electricity Customer Behaviour 

Trials (CBTs) initiated by Commission for Energy Regulation (CER) in Ireland. The trials 

took place during 1st July 2009 and 31st December 2010 with over 5000 Irish residential 

consumers and small and medium enterprises (SMEs) participating. The full anonymized 

data sets are publicly available online and comprise three parts: 1) half-hourly sampled 

electricity consumption (kWh) from each participant; 2) questionnaires and corresponding 

answers from surveys; 3) customer type, tariff and stimulus description, which specifies 

customer types, allocation of  tariff scheme and Demand Side Management (DSM) stimuli 

[37]. 

In this trial, there were 929 1-E-E type consumers, meaning that they are all residential 

(1) customers with the controlled stimulus (E) and controlled tariff (E). To put it into 

perspective, these consumers were billed on existing flat rate without any DSM stimuli, 

which are most representative since the majorities of consumers outside the trial are of the 

type. In this paper, 920 1-E-E consumers were randomly selected as the testing customers. 

With group size 10, 920 consumers were split into 92 groups randomly. 

Data with missing intervals are encountered and hence are not continuous. Different 

households may have different missing intervals and need to be pre-processed individually. 

Hardware and Software platforms. 

B. Hardware and Software platforms 

The program is implemented on a high-performance Dell workstation equipped with 

Ubuntu 14.04 operating system and a computable GPU unit. The deep learning code is 

programmed based on an open-sourced deep learning framework named as Tensorflow [38], 

which is developed by one of the leading industry in the deep learning community, Google. 

Superior features of it include: 1) it is designed for the most popular programming language 

in data science, i.e., Python; 2) it supports GPU-based high-performance parallel computing 

towards big data tasks; 3) it employs symbolic programming mechanism and enables 

computing graph optimization feature, which is the most cutting-edge technique in deep 

learning community. 
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 Program Implementation 

The deep learning program is designed with multiple stages: 1) data pre-processing and 

cleaning; 2) data pooling; 3) data sampling and 4) network training and 5) benchmark 

evaluation. The program design is demonstrated with pseudo code in Program 1: 

Program 1: Deep learning program for STLF 

1 Load dataset Ψ0 of household demand from smart meters. 

2 Clean and pre-process demand data in dataset Ψ1. 

3 Generate tuple set < 𝐿,𝐻, 𝐶 > of testing parameters: deep-RNN layer number 𝑙 ⊆ 𝐿, 

deep-RNN hidden unit number ℎ ⊆ 𝐻, and testing households set 𝐶. 

4 For parameters < 𝑙, ℎ, 𝑐 > in tuple set < 𝐿, 𝐻, 𝐶 >: 

5     According to household set 𝐶, get generate load profile pool Ψ ⊆ Ψ1.  

6     Divide Ψ into training set Ψ𝑡𝑟 and test set Ψ𝑡𝑠.  

7     Build deep-RNN ℵ with network size (𝑙, ℎ) on Tensorflow. 

8 Repeat 

9         At 𝑘𝑡ℎ epochs Do: 

10             Train deep-RNN ℵ with randomly fetched data batch Φ ⊆ Ψ𝑡𝑟 

11             Evaluate performance by mean squared error Λ𝑘  on cross-validation samples.  

12             Update a performance queue: 

Ω = [Λ𝑘−𝜈 , Λ𝑘−𝜈+1, … , Λ𝑘−1] 

            By pop out Λ𝑘−𝜈  from Ω, then push in  Λ𝑘  

13 End 

14 Until𝑣𝑎𝑟(Ω) ≤ 휀, where 휀 is a convergence threshold. 

15 End 

16 For household 𝑐 in set 𝐶: 

17     Fetch test samples 𝜑𝑐  of household 𝑐 from dataset Ψ𝑡𝑠 

18     Evaluate performance of ℵ  on test samples 𝜑𝑐 , with multiple performance 

benchmarks Θ 

19 Compare load forecasting performance with other methods on household 𝑐. 

20 End 

21 Terminate 

 Experiment Setup 

This part presents the details for setting up the experiments, including data pre-process, 

algorithm configuration. 

Regarding the data pre-process, raw data from Irish dataset is manipulated into input 

data sets through three steps: 1) split all customers into sub-groups; 2) construct load profile 

pool for each customer group; 3) split each pool into training, validation and test sets. The 

d 
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test set consist of data points during the last 30 days of available dataset (720 hours, 1440 

data points), validation set is randomly selected from the rest of the data.  

In order to reach optimal performance of each algorithm (SVR, ARIMA, RNN, DRNN, 

Pooling-based DRNN), we prepared multiple algorithm settings for each algorithm. 

However, not all results are reported in the result section, the comparison is made with the 

optimal settings of each algorithm. 

In summary, all the experiment settings and parameters are presented as follows: 

𝑐𝑢𝑠𝑡𝑜𝑚𝑒𝑟 𝑔𝑟𝑜𝑢𝑝 𝑠𝑖𝑧𝑒 ∈ {10} 

𝑐𝑢𝑠𝑡𝑜𝑚𝑒𝑟 𝑔𝑟𝑜𝑢𝑝 𝑎𝑚𝑜𝑢𝑛𝑡 ∈ {92} 

𝑡𝑒𝑠𝑡 𝑠𝑒𝑡 𝑠𝑖𝑧𝑒 ∈ {1440} 𝑝𝑜𝑖𝑛𝑡𝑠 𝑜𝑓 𝑑𝑎𝑡𝑎  

𝑣𝑎𝑙𝑖𝑑𝑎𝑡𝑖𝑜𝑛 𝑠𝑒𝑡 𝑠𝑖𝑧𝑒 ∈ {2880} 𝑝𝑜𝑖𝑛𝑡𝑠 𝑜𝑓 𝑑𝑎𝑡𝑎  

𝑅𝑁𝑁 𝑛𝑒𝑡𝑤𝑜𝑟𝑘 𝑙𝑎𝑦𝑒𝑟 𝑛𝑢𝑚𝑏𝑒𝑟 ∈ {1} 𝐷𝑅𝑁𝑁 𝑛𝑒𝑡𝑤𝑜𝑟𝑘 𝑙𝑎𝑦𝑒𝑟 𝑛𝑢𝑚𝑏𝑒𝑟 ∈ {2,3,4,5} 

𝑃𝐷𝑅𝑁𝑁 𝑛𝑒𝑡𝑤𝑜𝑟𝑘 𝑙𝑎𝑦𝑒𝑟 𝑛𝑢𝑚𝑏𝑒𝑟 ∈ {2,3,4,5}  

𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔 𝑏𝑎𝑡𝑐ℎ 𝑠𝑖𝑧𝑒 ∈ {96, 240, 480 } 𝑝𝑜𝑖𝑛𝑡𝑠 𝑜𝑓 𝑑𝑎𝑡𝑎  

𝑣𝑎𝑙𝑖𝑑𝑎𝑡𝑖𝑜𝑛 𝑏𝑎𝑡𝑐ℎ 𝑠𝑖𝑧𝑒 ∈ {240, 480, 960} 𝑝𝑜𝑖𝑛𝑡𝑠 𝑜𝑓 𝑑𝑎𝑡𝑎 

ℎ𝑖𝑑𝑑𝑒𝑛 𝑛𝑒𝑢𝑟𝑜𝑛 𝑛𝑢𝑚𝑏𝑒𝑟 ∈ {5,10,20,30,50,100} 

𝑖𝑛𝑝𝑢𝑡 𝑠𝑒𝑞𝑢𝑒𝑛𝑐𝑒 𝑙𝑒𝑛𝑔𝑡ℎ ∈ {48, 96,336} 

𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔 𝑚𝑒𝑡ℎ𝑜𝑑 ∈ {𝐴𝑑𝑎𝑚𝑂𝑝𝑡𝑖𝑚𝑖𝑧𝑒𝑟} 

𝑛𝑒𝑢𝑟𝑜𝑛 𝑐𝑒𝑙𝑙 𝑢𝑛𝑖𝑡 ∈ {𝐿𝑆𝑇𝑀} 

𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔 𝑟𝑎𝑡𝑒 ∈ {0.001, 0.002, 0.005, 0.01} 

𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔 𝑠𝑡𝑜𝑝 𝑠𝑡𝑟𝑎𝑡𝑒𝑔𝑦 ∈ {𝑒𝑎𝑟𝑙𝑦 𝑠𝑡𝑜𝑝𝑝𝑖𝑛𝑔} 

𝑙𝑜𝑠𝑠 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 ∈ {𝑅𝑀𝑆𝐸}  

IV. RESULT AND DISCUSSION 

In this section, the proposed method is validated on realistic smart metering load data 

from Irish load profile database [37]. The data selection and pre-processing are exploited in 

the data description section. To assess the performance of proposed method in conducting 

STLF for residential households, three widely used metrics are employed, including root 

mean squared error (RMSE), normalised root mean squared error, and mean absolute error 

[8]. 

𝑅𝑀𝑆𝐸 =  √
∑ (𝑦�̂� − 𝑦𝑡)

𝑁
𝑡=1

2

𝑁
  (8) 

𝑁𝑅𝑀𝑆𝐸 =
𝑅𝑀𝑆𝐸

𝑦𝑚𝑎𝑥 − 𝑦𝑚𝑖𝑛
  (9) 

𝑀𝐴𝐸 =  
∑ |𝑦�̂� − 𝑦𝑡|

𝑁
𝑡=1

𝑁
 (10) 
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Where 𝑦�̂� is the forecasted value, 𝑦𝑡 is the actual value, 𝑦𝑚𝑎𝑥 and 𝑦𝑚𝑖𝑛 is the maximum and 

minimum value among the test set. N refers to the test set size. 

This assessment consists of three parts: 1) the performance of proposed method are 

compared to 3 methods and typical deep-RNN method to validate the efficacy; 2) the effect 

of network depth increase are illustrated to reveal the performance impact from ‘shallow’ 

to ‘deep’ architectures, to indicate the potential of deep learning for load forecasting and 

reveal the challenge of overfitting; and 3) the effect of pooling strategy are revealed by 

comparing proposed PDRNN typical with deep-RNN algorithm without pooling strategy, 

specifically to indicate the effect of pooling strategy to defer the overfitting issue. 

 Benchmarking of STLF methods in 

households 

To validate the efficiency of the proposed PDRNN, three load forecasting methods, 

including autoregressive integrated moving average (ARIMA), support vector machine 

(SVR), and a 3-layer deep-RNN method are taken as a comparison and assessed under 

preceding mentioned benchmarks (RMSE, NRMSE, and MAE). The performance 

comparison across all testing residential households (920 households) is presented in Fig. 7 

to Fig. 9 in form of heat map. 

It is notable that the other 4 methods (RNN, SVR, DRNN, PDRNN) receive better 

average performance compared to ARIMA in the experiments. Therefore, we presents the 

performance improvement of 4 methods with respect to ARIMA method in the heat map. 

In the heat map, 𝑦 axis refers to 4 methods (method 1: RNN, method 2: SVR, method 3: 

DRNN, method 4: PDRNN). 𝑥 axis refers to 920 testing households. Lighter colour in the 

figure refers to better performance. 

The results in Fig. 7 to Fig. 9 indicate that: 

i) In terms of Average performance of three benchmarks, RNN and SVR achieve even 

performance, however, SVR performs slightly better than RNN in terms of RMSE and 

NRMSE. DRNN can receive a considerable improvement from RNN and SVR in all three 

benchmarks. The proposed PDRNN outperforms the other three methods, and can observe 

a clear reduction on all benchmarks. 

ii) Regarding the results of different customers, the improvements of three benchmarks 

are not with same pattern. The improvements of RMSE among differing customer are 

largely diverse. While some customers receive 0.2 RMSE reductions, the other customers 

may receive only half of it. Unlike result of RMSE, the reduction of NRMSE and MAE are 
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more consistent. 

 

Fig. 7. RMSE reduction of 4 methods compared to ARIMA: 1) RNN, 2) SVR, 3) DRNN, 4) PDRNN 

 

Fig. 8. MAE reduction of 4 methods compared to ARIMA: 1) RNN, 2) SVR, 3) DRNN, 4) PDRNN 

 

Fig. 9. NRMSE reduction of 4 methods compared to ARIMA: 1) RNN, 2) SVR, 3) DRNN, 4) 

PDRNN 
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Fig. 10. The computational graph and unfolded topological graph 

Furthermore, Fig. 10 demonstrates the real load and forecasted load by different methods 

on a random day 20 Jan. 2010, household 1059. The proposed method can deliver 

substantially improved performance at spikes and troughs. As shown in the figure, the 

morning peak during 8:00 a.m. and 10:00 a.m. is accurately captured by the proposed 

method. In addition, ARIMA, SVR, and 3-layer deep-RNN followed the inertia and predict 

a peak between 10:00 a.m. and noon while the proposed method successfully avoids 

overestimating. 

 Effect from ‘shallow’ to ‘deep’ 

A sensitivity analysis is conducted to investigate the effect of network depth on load 

forecasting performance, in terms of neural network based load forecasting methods. To 

make a fair assessment, recurrent neural networks with differing depth are all: 1) enhanced 

with LSTM units, 2) subjected to same input size, output size, network configuration 

parameters, and 3) implemented on Tensorflow with Python. The results are presented in 

Fig. 11. 

In Fig. 11, deep RNN witnesses the best performance with 2 to 3 layers, with around 

0.485 in 𝑅𝑀𝑆𝐸, 0.27 in 𝑅, and 0.1 in 𝑁𝑅𝑀𝑆𝐸. Further increase in network depth will lead 

to severe overfitting issue. With 5 layers, deep-RNN gives even worse result than 1-layer 

RNN. 

In general, the sensitivity analysis on network depth indicates that increasing network 

depth into ‘deep’ can only enhance the accuracy up to a limit number of layers, which 

reflects the occurrence of overfitting, due to the lack of data diversity and network parameter 

redundancy [39]. 
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 Effect of proposed pooling strategy 

The proposed pooling strategy attempts to tackle the occurrence of overfitting. The 

performance is investigated by comparing the load forecasting performance between deep-

RNN methods with and without pooling at different depths. The corresponding results are 

demonstrated in Fig. 11: 

 

                                      i)                                                                      ii)                            

 

     iii) 

Fig. 11. Household load forecasting benchmarks from shallow to deep: i) root mean squared error 

(RMSE), ii) mean absolute error (MAE), iii) normalised root mean squared error (NRMSE). 

In Fig 11, the proposed PDRNN (red line marked with cross) are compared with classical 

deep RNN method (blue line marked with triangle). In terms of RMSE, MAE, NRMSE 

classical deep RNN’s performance stops improve after 3 layers due to overfitting while the 

proposed method keeps improving as the number of layers increases till as deep as we tested.  

TABLE I 

PERFORMANCE COMPARISON  
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Table I compares the performance of the proposed PDRNN in terms of RMSE, NRMSE, 

and MAE with four other techniques, i.e., classical DRNN, SVR, shallow RNN and 

ARIMA. All the presented metrics in the table take the averaged values across all the tested 

households. As illustrated, DRNN outperforms SVR, shallow RNN and ARIMA in all 

metrics used. With the introduction of the proposed pooling strategy, the new PDRNN with 

the same network settings (5 layers, with 30 hidden units in each layer), could further 

improve the performance. Specifically, compared with classical DRNN, the proposed 

PDRNN brings 6.45 % reduction in RMSE and NRMSE, 6.96 % reduction of MAE. 

Compared with ARIMA, the reduction in RMSE and MAE brought by PDRNN is even 

more significant, reaching 19.46% and 16.28% respectively. 

V. CONCLUSION 

This paper for the first time explores the potential of employing the state-of-art deep 

learning technique for household STLF under high uncertainty and volatility. A novel 

PDRNN is proposed to successfully address the overfitting challenges brought by the naive 

deep network. This paper proposes method enables learning of spatial information shared 

between interconnected customers and hence allowing more learning layers before the 

occurrence of overfitting.  

The result indicates the proposed method can deliver significant improvement for 

household load forecasting. Compared with state-of-the-art, the proposed method 

outperforms ARIMA by 19.5%, SVR by 13.1% and classical deep RNN by 6.5% in terms 

of RMSE and similar performance under other metrics. 

 

Network Architecture RMSE (kWh) NRMSE (kWh) MAE (kWh)

ARIMA 0.5593 0.1132 0.2998

RNN 0.5280 0.1076 0.2913

SVR 0.5180 0.1048 0.2855

DRNN 0.4815 0.0974 0.2698

PDRNN 0.4505 0.0912 0.2510

Improvement from DRNN to 

PDRNN
6.96%

Improvement from ARIMA to 

PDRNN
16.28%19.46%

6.45%
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Although quantitative comparison has been conducted, we would like to emphasize that 

we do not draw an arbitrary conclusion of the superiority of deep learning model.  The key 

findings are the overfitting problem identified in direct applying deep learning models and 

the novel pooling methodology developed to overcome the limitation. The paper aims to 

report the preliminary attempt and provide learnings for wider researchers who aim to tap 

into this state-of-the-art technique. Future work includes:  

i) To exploit the overfitting point by further extending the network size. 

ii) To exploit optimal pooling strategy by pooling customers with differing features, such 

as similar geographic locations, similar social status. 

iii) To further exploit the potential of proposed method by considering more external 

factors, for instance, weather information. 
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 Chapter Summary  

This chapter for the first time explores to improve forecasting accuracy by directly 

modelling the epistemic uncertainty components shared by neighbourhoods. A pooling-

based strategy is then proposed and integrated into the Deep Learning forecasting 

framework, i.e., the Deep Recurrent Neural Network.  

The result indicates the proposed pooling strategy can deliver 6.5% improvement in the 

measure of RMSE compared to vanilla DRNN network without pooling strategy. This 

result indicates the validity of the proposed idea: to improve forecasting accuracy by 

modelling uncertainty. This idea will be further extended in Chapter VII, to completely 

model the uncertainty components, and connect these components with observable 

uncertainty sources. 

Additionally, interesting visualization results can be found from Fig. 7 to Fig. 9. 

Although the performance enhancements of load forecasting can be easily identified by 

comparing the rows of heatmap Fig. 7 to Fig. 9. Forecasting performances over 

different households are largely diversified. For some households, the performance by 

proposed PDRNN method even witnesses worse performance than traditional methods. 

According to the dataset, this phenomenon is caused by the diverse scenarios of 

households. For instance, residents in some households are in holiday or not living in 

the property for a long period, the electric load are consistently low. In this scenario, 

proposed PDRNN method may deteriorate the forecasting accuracy, since it tend to 

make more aggressive prediction by learning from its neighbours, rather than 

conservative predictions as traditional methods. 
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HIS chapter further extends the idea of improving forecasting 

accuracy by directly modelling uncertainty components. An 

advanced Probabilistic Deep Learning model is developed for 

probabilistic load forecasting is presented. 

 

 

Uncertainty Model Applied in  
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 Introduction 

Chapter 7 has demonstrated how to improve the performance of point load forecasting 

with uncertainty modelling techniques. This chapter will further discuss the application 

in probabilistic load forecasting, to seek how to generate probabilities as outputs in the 

forecasting scheme, and how to integrate the uncertainty modelling into the typical load 

forecasting processes. 

As discussed in chapter 6, probabilistic load forecasting not only predicts a single value 

approaching the expectation of future loads, but also aims to associate probabilities with 

the prediction. To achieve this aim, the methodologies proposed in Chapter 7 cannot be 

introduced directly to PLF problems. The rationales are twofold:  

1) Neural Networks (including the model proposed in chapter 7) normally model 

and learn the uncertainty as latent variables or parameters to be stored in the 

networks, and finally approximating the expectation of uncertainty through 

averaging among all data samples. However, in PLF problem, the result should 

also express the uncertainty as quantiles, intervals or distributions. Therefore, 

this calls for advanced methods that are not only learning and storing the latent 

variables as model parameters but also can export these uncertainties to outputs. 

2) In order to model the epistemic uncertainty that is caused by systematic effects 

with consistent mechanism behind, the model proposed in chapter 7 only learns 

the correlation of uncertainty components that are shared by neighbourhoods 

but ignore the specific epistemic uncertainty components caused by other 

factors and also the aleatory uncertainty. This configuration cannot explain all 

the uncertainty properties lies in the load profiles. Therefore, this chapter seeks 

for methods that can distinguish different uncertainty components and allocate 

the relationships between the input factors and these uncertainty components. 

Therefore, this chapter further improves the deep learning techniques for achieving PLF 

tasks by using the uncertainty modelling technique proposed in chapter 5. In details, the 

deep learning model proposed in this chapter integrates two techniques in former 

chapters: i) the network architecture is established on Recurrent Neural Networks, 

which can model the temporal dependency between different resolutions of time 
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duration. This functionality is achieved by Long Short-Term Memory [143, 144] units 

and also proved in chapter 5; ii) Dropout Stochastic Regularization units are integrated 

into the DRNN model to bring random properties, which can enable DRNN model to 

generate probabilistic forecasting results. 

 Literature of prior PLF methods 

As discussed in chapter 6, probabilistic load forecasting not only predicts a single value 

approaching the expectation of future load, but also aims to associate probabilities with 

the prediction. To meet the requirement from industries, the forms could be a 

probability distribution, intervals, quantiles and other relevant formats. Prior works that 

attempting to achieve PLF problems are normally to generalize existing methods that 

designed for point load forecasting problems by adding probabilistic attributes in model 

inputs, outputs or directly in the model architecture. These base methods are widely 

recognised and deeply researched by thousands of researches, and can be classified into 

three categories: 

i) Regression models: These methods attempt to model the structure and patterns 

of variables through statistical approaches. Typical methods include Support 

Vector Regression (SVR) [145], Multi Linear Regression (MLR) [146, 147, 

148], Autoregressive Moving Average (ARMA) [149], etc. In terms of the 

family of regression methods, prior systematic knowledge is the key component 

that is required to assist the modelling of the underlying physical system behind 

the data uncertainty. For instance, ARMA assumes the data follows the 

periodical pattern under different resolutions, therefore, it models the 

dependency between different resolutions of time spans, to achieve the 

forecasting on the periodical patterns of original time-series data. Another 

example is the MLR, which assumes the observed data is influenced by a set of 

factors, and the relationships between observed data and causing factors can be 

approximated by linear functions. Based on this assumption, the variations of 

data can be estimated by formulating the coefficients of these linear functions. 

ii) Artificial Neural Nets: Other than regression methods, The family of Artificial 

Neural Networks (ANN) are also extensively deployed for load forecasting 

since the early 1990s [140]. Compared to regression models that are designed 
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under a certain amount of assumptions and theorems, ANN can be more 

generally used in different datasets for forecasting tasks since it does not need 

to specify and describe the underlying physical system explicitly. Despite this 

advantage in generality, the network architecture configuration and parameters 

setting also impact the performance of forecasting heavily. Therefore, most 

works regarding ANN for forecasting problems usually fell into threefold: i) to 

design better network architecture; ii) to estimate optimal network parameters; 

iii) to manipulate data and makes it more easily to forecast with ANN. For 

instance, many works segment the load data into the base load and 

residual/variation by decomposition methods [150] and forecast them 

individually. 

In general, above two types of methods are originally designed for forecasting 

deterministic time-series data, specifically for point forecasting. Based on these 

methods, many works have been done to achieve PLF tasks by bringing random 

properties into the deterministic model. As the forecasting procedure can be intuitively 

demonstrated as a model with inputs (historical data and features), model functions 

(algorithms) and outputs (forecasted results. The existing approaches for producing 

probabilistic forecasts is generally following three frameworks, to bring randomness at 

each stage of forecasting procedure accordingly (inputs, model functions, and outputs). 

 The first framework type is to introduce uncertain quantities into the model 

inputs whilst maintain the deterministic design of the model function. 

Therefore, by sampling realizations of inputs from the probability distribution 

of input uncertainty, we can obtain a collection of input realizations. For each 

input realization, a forecasting output can be generated accordingly and 

deterministically. By conducting this step over the collection of input 

realizations, a collection of forecasting output realizations can be obtained. 

Taking the example of PLF considering temperature associated with demand. 

Many works have proved the temperature information can assist the PLF to 

achieve higher accuracy, however, the future temperature is also estimated by 

the weather station and heavily affected by the underlying uncertainty. Some 

works of PLF represent temperature uncertainty as a set of scenarios with 

deterministic temperature estimated. In these methods, the uncertain 
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temperature is represented as a collection of possible temperature scenarios, 

such as similar day method that collect all the similar day temperature at past. 

Hereafter, a set of possible forecasts could be predicted.  

 The second type of framework is to generate probability at the output stage. In 

general, the input and model functions are deterministic configurations. At first, 

this model will generate a deterministic output as well, which is the estimate of 

the expected uncertain load. By assuming the residual between forecasting 

value and the true value could follow a certain form of probability distributions, 

such as Gaussian distribution. A group of output realizations can be obtained by 

invoking sampling method to a prior known Gaussian distribution and added to 

the forecasted value. Following this setting, many works have attempted 

different principles to introduce uncertainties to the output residual, and hence 

witnessed different performances in probabilistic LF problem.  

 The third type of framework is purely based on historical data and regards the 

data samples as realizations from its uncertainty distribution. It uses the specific 

design of model functions to achieve the purpose of PLF. For instance, if the 

expression of output uncertainty is the probability quantiles, the PLF model can 

be achieved by simply replacing optimization objective of the model function, 

i.e., the 𝐿2 loss between the true value and forecasted value, into pinball loss 

[104, 105, 106]. The deterministic forecasting output will become the 

investigated quantiles rather than the expectation of uncertain load.  

Although these techniques for PLF problems have witnessed successful applications in 

academia and industries. There still exist two limitations to the status quo, i.e., the lack 

of generality and the loss of probability information. 

i) Lack of Generality: 

In terms of existing regression methods and ANN methods, once the required 

format of probability is fixed, the complexity for producing this forecasting 

results will be simplified with the ad-hoc design of methodologies that only aims 

at the desired information of uncertainty rather than the whole probability 

distribution. For instance, using temperature scenarios collected as the model 
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inputs can generate a set of output realizations that roughly follows the 

probability distribution of uncertain load. However, the practicality and 

performance heavily rely on the availability of temperature data and similarity 

between the actual future temperature and historical temperatures that are 

considered as the scenarios. These ad-hoc methods can perform well in some 

cases, whilst cannot achieve fair accuracy in other cases. 

ii) Loss of Probability Information: 

For some prior methods for PLF, the expression of uncertainty may be fixed as 

quantiles, intervals, and so on. However, given a fixed form of uncertainty 

expression can largely reduce the complexity and computational costs, but may 

result in information loss due to the limitation of expression form of uncertainty. 

For instance, the quantiles of uncertain load can be estimated by replacing the 

original objective with pinball loss between the true value and forecasting value. 

With this model, the uncertainty information is stored in the form of quantiles, 

rather than the entire probability distribution. 

According to the literature, none of the prior methods can tackle the two challenges 

simultaneously.  

  Modelling Load Uncertainty with Weather, 

Temporal and Social Features 

As discussed in Chapter II, load uncertainty is actually the combination of multiple 

uncertain components. These components are caused by different uncertainty sources. 

Classified by its properties, some components are driven by systematic effects with 

external causes such as temperature, humidity, the day of the week, and so on. These 

components are named as epistemic uncertainty. While the rest components of 

uncertainty may be caused by unknown procedures or pure randomness, which is 

named as aleatory uncertainty. One difference between the two categories of 

uncertainty components is that epistemic uncertainty is capable to be modelled with 

sufficient prior knowledge and proper approaches, while aleatory uncertainty can only 

be quantified with probability distribution functions. 
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Following this concept, a fundamental idea for improving probabilistic load forecasting 

in this thesis is to model the epistemic uncertainty components, and find the relationship 

between the observations of model inputs and outputs. As discussed in chapter V, these 

outcomes can be achieved by inverse UQ process. Therefore, this thesis attempt to 

integrate the Deep Learning tool designed for inverse UQ problems into the framework 

of forecasting, to ultimately achieve superior performance on probabilistic load 

forecasting.  

Considering weather conditions, temporal information and social information, a 

collection of historical electric load data at the household level can be assembled from 

open-sourced datasets and websites. A topology graph is presented in Figure 7-1 to 

indicate how these external factors affect the load uncertainty. 

 

Figure 7-1 Demonstration of How Uncertainty Sources Generate Load Uncertainty 

As shown in the figure, many external sources influence the load uncertainty, while 

mutual impact also exists between these sources. Therefore, it poses huge difficulty to 

model the effect of uncertainty source without discriminating the mutual effect between 

various sources. For example, temperature and solar radiation may all be highly 

correlated with PV outputs installed in households. However, solar radiation directly 
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affects the output power from PV panel, while the temperature is indirectly related to 

PV outputs due to its high correlation to the solar radiation. Hence, it is crucial to 

understand the mechanism between these external uncertainty sources. 

Temperature is believed to be a major source of load uncertainty in the prior literature. 

Therefore, many works [13, 14, 15, 120] attempt to model the correlation between 

electric load profiles and temperature by different statistical methods, such as 

significance analysis, ANOVA, and so on. Literally, temperature mainly influences 

load uncertainty by changing the customers’ behaviours. For instance, customers tend 

to use air conditioners if the temperature is higher than the thresholds and electric 

heaters may be used if the temperature is too low. Furthermore, temperature even can 

determine the time points for daily events, such as the starting time point for PV 

generates power, the time for making dinner, and so on. In the result demonstrated in 

Chapter V where the domestic demand in London area is taken as an example, higher 

temperature is related to lower electric demand. This phenomenon is driven by a figure 

of fact that the proportion of electric heater is much higher than the demand of air 

conditioner across the whole UK. As air condition may increase demand as temperature 

increase, the electric heater will obviously decrease demand with temperature increase. 

Rainfall is another crucial weather condition factor that may affect the customer 

behaviours. As imagination, on rainy days, customers tend to stay at home, in particular 

at weekends. In addition, it may incentivize the usages of home appliances, such as 

wash machine, air dryer, and electric heater. Similarly, humidity is a factor that highly 

correlated with rainfall factors, and is expected to witness higher electric demand when 

humidity/rainfall increases. 

Solar radiation is a key factor directly related to the generation of PV energy, where 

nearly 12700 MW capacity of PV panels installed across the whole UK by January of 

2018 [151]. As expected, solar radiation will affect the wholesale energy price due to 

the cost of energy generating changes. However, due to the dynamic pricing of PV 

energy price is still developing, this factor does not affect the domestic demand much 

at present. However, it may become a crucial factor that affects the load uncertainty if 

dynamic PV pricing applied in the future SG. Similar to solar radiation, wind speed is 

another factor that also affects the load uncertainty indirectly through influence on 
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electricity generation costs. Therefore, the results shown in chapter V indicate the wind 

speed does not have significant influences on demand uncertainty. 

Temporal features, including days of the week, hours of day and months of the year are 

the key factors that determine the periodical patterns of time-series data across different 

resolutions. Obviously, the daily, weekly, monthly and annually periodicity is proven 

in the past literature of LF [118-141]. Notably, in the UK, Friday is a special day when 

a huge peak in the noontime appears, due to the tradition that all schools and many 

homes will cook fish and chips. Alongside the widely known periodical patterns of 

domestic demand. According to the researches, the demand patterns in the special days 

are extremely different from the normal days due to the different customer behaviours. 

In this thesis, these features are considered as the input feature and the historical data 

associated with demand samples are collected from the open-sourced dataset. For 

instance, to acquire the temperature feature of one household at London on 10th of Dec 

2015, the temperature reading recorded on the same date by Hampstead weather station 

at north London, UK [102] is associated, since it is the nearest weather station to the 

customer location. After similar data pre-processing and manipulation. The formatting 

and representation of dataset are introduced in the experiment setting part. 

 Producing Probabilistic Forecasts with Inverse 

UQ Method 

As discussed in former chapters, this thesis for the first time proposes to perform 

probabilistic load forecasting by modelling demand uncertainty with inverse UQ. This 

section will discuss the feasibility and validity of this proposed idea formally by 

following the mathematical notation used in Chapter V. 

Assuming the uncertain electric load of interest is denoted as 𝑦(𝑡), and the associated 

input features (temperature, holiday, weekday, etc.) are manipulated into a N -

dimensional input vector 𝑥(𝑡) = {𝑥1(𝑡), 𝑥2(𝑡),… 𝑥𝑁(𝑡)}. In Chapter V, a tilde accent 

is added to the notation to replace the deterministic variables with random variables to 

clarify the investigated variables are associated with uncertainty. In this chapter, for 

mathematical simplicity, we omit the tilde accent and the time index 𝑡  for input 

uncertainty source vector 𝑥 and output demand uncertainty 𝑦. The rest of content will 
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prove how demand uncertainty can be learnt with inverse UQ. An illustration is given 

in Figure 7-2, to demonstration the comparison between the underlying physical model 

of demand uncertainty with the proposed inverse UQ (in Chapter V) that implemented 

as a Deep Learning model. 

 

Figure 7-2 Comparison of Computational graphs of: a) Underlying Uncertainty Model, 

and b) Deep Learning Model, on Load Uncertainty 

Although in the practical implementation, the input features could consider as much 

information as possible if the data is available. However, the demand uncertainty is 

produced through fair complicated procedures with contributions from many sources 

that can far beyond our expectation. Therefore, some unobservable uncertainty sources 

are not included in the input feature 𝑥 . A latent uncertainty source vector 𝑧 =

{𝑧1, 𝑧2, … 𝑧𝑁} is introduced to represent the effect from unknown sources and pure 

randomness. The uncertainty model of demand uncertainty can be formulated as: 𝑦 =

𝑓(𝑥; 𝑧) where the function or functional 𝑓(∗) can be used to represents the underlying 

physical model. The demand observation will follow probability distribution 𝑦 =

𝑓(𝑥; 𝑧)~𝑝(𝑦|𝑥; 𝑧). 
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However, when these observations are attempted to be estimated with uncertainty 

model featured with model parameter set 𝜃, the mechanism of this uncertainty model 

can be presented as 𝑦 = 𝑔(𝑥; 𝜃), where the synthesized function 𝑔(∗) represents the 

function of the uncertainty model. Specifically, for deep learning model, the model 

parameters are determined by weight matrices, bias matrices and other specific 

parameters associated with the certain network architecture. i.e., 𝜃 = {𝑊, 𝑏,… }. Load 

uncertainty can be then rewritten as 𝑦 = 𝑔(𝑥; 𝜃)~𝑝′(𝑦|𝑥; 𝜃). 

As a fact, the underlying physical system behind electric demand is believed to be a 

complex system without closed form representation. Although the function 𝑓(∗) is too 

complex to formulate, but we can use the uncertainty model 𝑔(∗) to approximate it by 

following the equation lim
𝜃↦𝜃∗

𝑝′(𝑦|𝑥; 𝜃) = 𝑝(𝑦|𝑥; 𝑧) , where 𝜃∗  is the well-trained 

parameter set of the uncertainty model. 

Assuming the historical datasets contains the data samples of 𝑥 and 𝑦, which is noted 

as 𝑋, 𝑌. These data samples are used as a training dataset for the deep learning model. 

As proven in Chapter V and Appendix A. The posterior distribution of model parameter 

𝑝′(𝜃|𝑋, 𝑌) can be approximated as variational functional 𝑞(𝜃), which is inferred by 

Variational Inference [47, 48, 87] method. Through optimization that maximizes the 

Evidence Lower Bound (ELBO) [47, 48, 91] term, the solution of deep learning model 

𝑞∗(𝜃)  can result in minimal KL divergence between  𝑞∗(𝜃)  and the underlying 

uncertainty model 𝑝′(𝜃).  

For any future input feature 𝑥∗, the posterior distribution of output forecasts 𝑦∗ can then 

be formulated as:  

𝑝(𝑦∗|𝑥∗; 𝑧, 𝑋, 𝑌) = 𝑝′(𝑦∗|𝑥∗; 𝜃, 𝑋, 𝑌) = ∫𝑝′(𝑦∗|𝑥∗, 𝜃)𝑞∗(𝜃) 𝑑𝜃 ≈ 𝑞∗(𝑦∗|𝑥∗, 𝜃) ( 7-1 ) 

where proves that the realization of demand uncertainty 𝑦∗ will follows the probability 

distribution of the deep learning model output. i.e., 𝑦∗~𝑞∗(𝑦∗|𝑥∗, 𝜃). Since the solution 

of variational functional 𝑞∗ corresponds to the output distribution of fine-tuned deep 

learning model. In other words, by perform feed-forward operations on the fine-tuned 

deep learning model, we can generate a collection of observations on the target demand 
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uncertainty 𝑦∗ . Upon this step, we can produce any form of forecasting results, 

including probability distribution, quantiles, intervals and so on, with sufficient volume 

of realization size. 

 Implementing Probabilistic Load Forecasting 

with Deep Learning Model 

As introduced in Chapter V, a dropout Stochastic Regularization Technique (SRTs) [87, 

93, 96] is deployed to introduce random properties to the model parameter 𝜃 . The 

validity and efficacy of this approach is already discussed and proved in Chapter V and 

Appendix B, hence the relevant content will be skipped in this section. Instead, this 

section will more focus on how to integrate proposed PDDGN model into the 

forecasting framework. Firstly, the flowchart of the proposed PLF framework is 

illustrated in following Figure 7-3: 

 

Figure 7-3 Flowchart of Proposed Deep Learning Model for Probabilistic Load 

Forecasting 
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As shown in the flowchart, the procedure of PLF framework consists of three stages 

sequentially: i.e., data preparation stage, model training stage and model testing stage. 

7.5.1 Data preparation stage: pre-processing and manipulation 

Through the data pre-processing and manipulation stage, data frames from all diverse 

sources will be arranged together in the form of model input and output pairs. In other 

words, each pair consists of a demand uncertainty observation and its associated 

observation vector on uncertainty sources exactly at the same time point. Notably, the 

weather information is collected from weather station websites, and the actual 

forecasting error on future weather is not considered in this work. The rationale is this 

work focuses on how to improve PLF accuracy by modelling uncertainty components 

composition, while how to mitigate forecasting error lies in the input information is a 

different but crucial research direction and could be investigated in the future work. 

7.5.2 Model Training Stage 

In the model training stage, the deep learning model will sample training input and 

output pairs from the dataset formed in the previous stage. As shown in Figure 7-4, for 

𝑖𝑡ℎ training epochs, a training data batch < 𝑋𝑖 , 𝑌𝑖 > with batch size 𝐵 will be sampled 

from input output pair dataset. The training input batch 𝑋𝑖 will be transformed to feed-

in into the deep learning model, while the training output batch 𝑌𝑖  will also be 

transformed to corresponds to the training input. For same index 𝑘 within the batch, the 

input data frame 𝑋𝑖(𝑘) and output data frame  𝑌𝑖(𝑘) should be exactly match. 

As shown in the, at the beginning of 𝑖𝑡ℎ epochs, the first step is to realize the deep 

learning random units into deterministic values. Assuming the model parameter set 𝜃 

consists of deterministic parameters 𝑊 and probabilistic parameters 𝜔. Through this 

step, the probabilistic parameters 𝜔 will be replaced by its realization �̂�. Hence the 

deep learning model will become a deterministic deep neural network within 𝑖𝑡ℎ epochs. 

The second step at  𝑖𝑡ℎ epochs is to perform a feed-forward operation by feed-in the 

training input batch 𝑋𝑖. Through the deterministic model, a batch of model output 𝑂𝑖 

can be generated accordingly. Last but not least, next step is to perform back-

propagation based on the minimization of the loss between model output batch 𝑂𝑖 and 
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the training output batch 𝑌𝑖. Normally, this loss is formulated with 𝐿2 − 𝑛𝑜𝑟𝑚 between 

𝑂𝑖 and 𝑌𝑖. In the back-propagation, the deterministic parameters 𝑊 will be updated. 

 

Figure 7-4 The computational graph and unfolded topological graph in two continuous 

epochs at the training stage 

7.5.3 Model Testing Stage 

After fine-tuning the deep learning model, the synthesized function of this model 

𝑞∗(𝑦∗|𝑥∗, 𝜃)  is equivalent to the posterior distribution of uncertainty model 

𝑝(𝑦∗|𝑥∗; 𝑧, 𝑋, 𝑌), with acceptable tolerance. Hence, this model can now be used to 

forecasting new uncertainty demand of interest 𝑦∗  given estimation on new input 

feature vector 𝑥∗. The procedure of testing stage is demonstrated in Figure 7-5: 
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Figure 7-5 The computational graph and unfolded topological graph in two continuous 

epochs at the testing stage 

As shown in the figure, testing step also consists of many epochs, since the probabilistic 

parameters 𝜔  of the deep learning model are required to generation sufficient 

realizations to maintain its probabilistic property. For 𝑖𝑡ℎ epochs, the first stage is to 

generate a model realization by replacing the probabilistic parameters 𝜔  with its 

realization �̂�. The second stage is to feed-in the inputs vector 𝑥∗
𝑖 and perform a feed-

forward operation to get model output 𝑂𝑖 . Equivalently, model output 𝑂𝑖  can be 

regarded as a realization of target uncertain demand 𝑦∗, i.e., 𝑂𝑖 = 𝑦 ∗̂
𝑖
. By collection 

demand realization over sufficient epochs, the probabilistic forecasting on 𝑦∗ can be 

obtained in any form of uncertainty representation. For instance, if we only interested 

in expectation of 𝑦∗, the expected 𝑦∗̅̅ ̅ can be estimated with MC estimator 
1

𝑁
∑ 𝑂𝑖

𝑁
𝑖=1 . 

The expected outcomes include intervals, quantiles, and even a complete probability 

distribution of 𝑦∗. 

 Experiment Settings 

7.6.1 Data Description 

In this work, three categories of data are collected to form the demonstration dataset. 

For demand data, the realistic smart metering data are collected from the whole London 
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area from Low Carbon London (LCL) project. This dataset commissioned over 5000 

local domestic households across the inner London, during the period from November 

2011 to February 2014. Notably, these customers are all unrestricted domestic 

customers, which means none smart grid techniques and incentives are involved with 

the customer and affect the energy consumption behaviours of the customers. In other 

words, this smart metering dataset purely maintains the load profiles patterns of 

domestic users that can reflect the features of domestic customers across the whole UK. 

Weather information in this work is collected from the website of Hampstead weather 

station [102]. This weather station is a meteorological observation site located near 

Hampstead, in North London, UK. The site was established with an automatic personal 

weather station since July 2010 without break. The updating frame is as quick as one 

minute. In terms of the historical weather data, hourly recordings are available since it 

established and open-sourced to the academia. 

Temporal information is auto-generated with Python default package and 

functionalities. The holiday information, in particular, the Bank Holiday [152] 

information is collected from the dataset published by UK government, available at 

website https://www.gov.uk/bank-holidays. 

7.6.2 Parameter Settings 

The parameters and hyper-parameters used in training and testing processes are 

concluded in Table 7-1: 
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Table 7-1 Parameters Settings in Training and Testing Stage 

Parameters Unit 

Net Layer Number 4 (Layers) 

Training Epochs 100𝑘 

Testing Epochs 20𝑘 

Early Stopping Threshold 5.0E-5 

Batch Size 1024 

Input Dimension 

Output Dimension 

48 

1 

Hidden Size Each Layer {128,128,128,64} 

Dropout Rate 0.83 

Optimization Algorithm 
AdamOptimizer (Adaptive Moment 

Estimation) 

Learning Rate 1.0𝐸-3 

Adam Hyper-Parameter Beta1 0.8 

Adam Hyper-Parameter Beta2 0.7 

7.6.3 Benchmarks 

In order to validate proposed method, a vanilla Multiple Linear Quantile Regression 

(MLQR) is introduced as the benchmark methodology. MLR is a well-developed 

approach used in prior PLF researches. T Hong, et al, in their works [140], deployed 

MLQR to perform long-term load forecasting in monthly scale for zonal aggregated 

energy consumption. Work [37, 105, 153], uses MLQR to approximate the quantiles of 

load profile uncertainty to generate interval forecasts. It integrates Multiple Linear 

Regression (MLR) with Quantile Regression (QR) to perform probabilistic load 

forecasting with the theoretical basis of MLR method. MLR and its meta methods have 

witnessed great success in the Global Energy Forecasting Competition 2014 [130], and 

took all of the Top 6 places in the long-term energy forecasting and price forecasting 

problem. 
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The Average Pinball Loss [104, 105, 106] is employed in this work to assess the 

accuracy of PLF. Assume the quantile of interest is represented as a fraction within the 

interval [0,1]. Denote the target quantile as 𝜏, 𝑦 is the aimed real value to be forecasted, 

and the forecasting output of the model is 𝑜. The pinball loss 𝐿 can be formulated as: 

(𝑦, 𝑜) =  {
𝜏(𝑦 − 𝑜)

(1 − 𝜏)(𝑜 − 𝑦)
     

𝑖𝑓 𝑦 > 𝑜
𝑖𝑓 𝑜 > 𝑦

 ( 7-2 ) 

If the pinball loss can be minimized to approach zero, the forecasting output 𝑜  is 

expected to be exactly the target quantile. 

In this thesis, The average quantile error with respect to 9 different quantiles 

{0.1, 0.2, 0.3,… . , 0.9} is used for the evaluation. i.e., 

𝐿𝑡𝑎𝑟𝑔𝑒𝑡 =
1

9
∑ ∑ 𝐿(𝑦𝑛, 𝑜𝑛, 𝜏)

𝜏∈{0.1,0.2,…,0.9}

𝑁

𝑛=1

 ( 7-3 ) 

 Demonstration 

In this section, a performance evaluation is presented on proposed deep learning model 

for probabilistic load forecasting. Two parts of the content are presented in the 

demonstration: the results of probabilistic load forecasting are visualized and 

benchmarked at first. A discussion is followed to explain why the proposed method can 

achieve better performance than prior state-of-the-art for domestic load forecasting. 

7.7.1 Result Visualization and Benchmarking 

In order to clearly demonstrate and visualize the forecasting result, cases of one 

household during a continuous week period is present. The comparison is made 

between the vanilla MLQR method and the proposed PDDGN forecasting model. The 

result is presented in figure 7-6 and 7-7. 
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Figure 7-6 Weekly quantile forecasts with vanilla MLQR method 

 

Figure 7-7 Weekly quantile forecasts with proposed PDDGN method 

As shown in the figures, the vanilla MLQR method and proposed method are all capable 

to forecast the uncertain demand in the form of uncertainty quantiles. Comparably, 

vanilla MLQR method tends to forecast more conservatively, while the proposed 

method aggressively converges to a narrow band within same quantile ranges. In 

addition, the proposed method has a very short tail on the probability distribution while 

vanilla MLQR method has longer tail towards the upper bound of demand uncertainty. 
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Measured with Pinball loss across 1000 households, the average pinball loss between 

vanilla MLQR method and proposed PDDGN method is presented in Table 7-2. 

Table 7-2 Comparison of Average Pinball Loss between Benchmarking method and 

Proposed Method Across 5000 Customers 

Quantiles(%) Vanilla MLQR method Proposed PDDGN method 

10 7.564 10.124 

20 14.878 15.458 

30 21.233 19.958 

40 26.513 23.743 

50 30.924 26.707 

60 34.325 28.828 

70 36.834 30.064 

80 37.077 30.315 

90 31.165 29.258 

Average 26.724 23.828 

 

As shown in the table, the proposed method can achieve 12% lower forecasting error 

in terms of pinball loss across all customers. Notably, for quantile larger than 20%, the 

proposed method can achieve better performance than vanilla MLQR stably. However, 

for 10% and 20% quantile, the proposed method performs worse. 

7.7.2 Result Discussion 

This discussion will include three parts of ideas: i) why proposed method can make 

more aggressive forecasting; ii) why proposed method deteriorated at lower quantile; 

and iii) why proposed method can achieve better performance averagely than prior 

state-of-the-art. 

At first, the essential difference between vanilla MLQR and the proposed method is 

that the state-of-the-art assumes linear relationships between uncertainty and its causing 
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sources, while proposed method respects the fact of its non-linearity and mutual 

influence. In this sense, the state-of-the-art will overestimate the combined contribution 

to the uncertainty through uncertainty propagation. To match the historical demand 

uncertainty, it will moderately adjust its coefficients, since the variations of coefficient 

will over impact the model outputs. Ultimately, the forecasting results tend to be 

conservative. In vice versa, the proposed method tries its best to model the complex 

non-linearity and mutual influence, hence it performs relatively aggressive in predicting 

future demand. 

Secondly, the proposed method outperforms the vanilla MLQR method for most 

quantiles except for 10%. Due to the specific features of electric load that the demand 

often decreases to around 0 when residents leave the property. Therefore, the 10% 

quantiles are close to 0. In terms of the proposed PDDGN method, it learns the 

uncertainty and thus can make aggressive predictions, whilst vanilla MLQR method is 

more conservative comparably. For 10% quantiles, the conservative predictions by 

vanilla MLQR method are broad enough to contain the very low demand, whilst 

PDDGN method is too aggressive. Therefore, PDDGN method outperforms vanilla 

MLQR with respect of average quantiles from 10% to 90% in overall, but witnessed 

worse prediction results specifically for 10% quantiles. 

 During the demonstrated week, the demand valley is lower than the average. Since 

vanilla MLQR method performs more conservative, the lower quantiles can cover the 

true values better. Hence, the benchmarking method outperforms the proposed method 

at lower quantiles during this period of data. 

Last but not least, the vanilla MLQR overestimates the uncertainty, and cannot forecast 

narrow quantile band since its modelling capability is constrained within the linear 

space. However, the proposed method can model the latent influence caused by non-

linearity and coupling effect of uncertainty sources, hence can make better probabilistic 

forecasting result as expected. 

 Chapter Summary  

Extending the idea of Chapter VI that to improve forecasting accuracy by modelling 

epistemic uncertainty components, this chapter attempt to further improve the 
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performance by considering the uncertainty sources and model the relationship between 

uncertainty components and corresponding sources. An application is demonstrated in 

probabilistic load forecasting. 

By developing advanced probabilistic deep learning model based on Bayesian 

Inference, the epistemic uncertainty components caused by weather conditions and 

temporal features are hence modelled and quantified. The efficacy of proposed 

forecasting method is tested on domestic load profiles. 12% of performance 

improvement in Pinball loss are reported from the results. 

According to the results of both Chapter VI and this Chapter, an evidence is provided 

that load forecasting can be further improved if the load uncertainty epistemic 

components can be modelled correctly. 
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HIS chapter summarises the conclusion of former chapters and further 

discusses the future work of this thesis. 
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 Conclusions 

Nowadays, the increasing uncertainty has become a major challenge to the existing 

applications and techniques to the smart homes and smart grids. However, prior works 

in quantifying and dealing with the uncertainties are only focused on forward 

uncertainty quantification that provides the numerical quantification of the uncertainty 

of interest. In practice, smart grid application may need more detail information such 

as the temporal, spatial characteristics, the uncertainty component composition, and 

causing sources that contribute to uncertainty components. It calls for researches that 

can provide the deeper insights for understanding the uncertainty. Fortunately, inverse 

uncertainty quantification problem, which is widely recognised by many engineering 

fields, is the natural tool for the desired purpose. This thesis attempts to present 

breakthrough both to the fundamental science and the applications at Energy 

Management System (EMS) and Load Forecasting (LF).  

To the fundamental sciences, two contributions are proposed by this thesis: 

i) For forward UQ problem, this thesis further extends the forward UQ 

approach into a multi-time-scale version. The proposed method can not only 

provide efficient numerical quantification that already acquired by 

traditional forward UQ approaches, but also can characterise the temporal 

features of the uncertainty of interest across multiple time scales. 

ii) To fill the research gaps in inverse UQ problem in the power community, 

this thesis proposes a new breed of deep learning model to implement the 

inverse UQ functionality. To ensure the generality and efficacy of proposed 

approach, the methodology is designed purely in a data-driven fashion, 

which does not rely on the prior knowledge to the system. 

Along with the contributions to the fundamental science, this thesis also demonstrated 

examples of smart homes and smart grid applications, to indicate how to further 

improve the existing techniques and applications with understandings of uncertainty 

properties and features. In details, two applications are taken as examples: 
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i) For Energy Management System, this thesis presented an application that 

attempts to achieve grid level goal through purely decentralised control. The 

benefits of decentralised design lie in the savings of economic and 

operational cost compared to centralised or distributed fashion. The 

challenge is how to coordinate between individual households to achieve 

grid level goal without any information exchange for coordination. Hence, 

this application takes advantage of a property of uncertainty propagation 

model, i.e., lower coupling degree between input uncertainties will result in 

less propagated uncertainty. 

ii) For Load Forecasting, two applications are presented for point load 

forecasting and probabilistic load forecasting accordingly. For point load 

forecasting, the idea is to learn the uncertainties that are commonly shared 

by neighbours to assist with the forecasting task. For probabilistic load 

forecasting, the fundamental idea is to integrate the UQ method proposed 

for inverse UQ problem to model the uncertainty components and associate 

the underlying variation with external information such as weather, time of 

the day, etc. Both approaches have witnessed the superior performance in 

dealing with uncertain household electric load compared to traditional 

methods. 

The results and outcomes of this thesis can be concluded in four aspects accordingly: 

8.1.1 Multi-time-scale Forward Uncertainty Quantification for 

Household Load 

In order to characterize the temporal features of household load uncertainty, this thesis 

further extends the forward UQ into multiple time scales. The breakthroughs in 

techniques are: 

 A generalised multi-time-scale forward UQ method is proposed by integrating 

decomposition methods into the process of forward UQ framework to achieve 

individually quantification to each uncertainty components allocated at differing 

time scales. 
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By demonstrating on the realistic smart metering data collected from Irish domestic 

household nationwide, the following results are indicated: 

 According to the result, some temporal characteristics of demand uncertainties can 

be summarized as: i) demand uncertainties is roughly proportional to the average 

demand consumption; ii) demand uncertainty has two peaks, a higher one in the 

evening between 16:00 p.m. - 19:30 p.m., and the daytime peak is between 9:00 a.m. 

- 14:00 p.m.; iii) uncertainty peak emerges on any of Wednesdays, Thursdays and 

Winter season. Analysis of cross-channels indicates: i) inter-days uncertainty have 

stronger long-term dependencies than short-term dependencies; ii) intra-day 

uncertainty have stronger dependency at hourly time-scales. 

 In terms of the uncertainty propagation from disaggregated level to aggregated 

levels, a mathematic model is proposed based on CLT theorems to explain the 

uncertainty mitigation phenomenon. The proposed model is inconsistent to the 

demonstration results: i) disaggregated uncertainties can mitigate at the aggregated 

level, the mitigated rate can approach a limit with sufficient aggregation scale. 

Specifically, 200 households are sufficient for enabling 9o% of the uncertainty 

mitigation effect; ii) the potential UPF limit is positively related to the average PCCs. 

Specifically, half-hourly and daily time scales have the most UPF limits at around 

90%. 

In summary, this part of research demonstrates the underlying temporal features that lie 

in different time scales of the original data are quite different from the feature of the 

complete uncertainty. In the practical application, treating these uncertainty 

components at different time scales can better mitigate the adverse impact of the 

uncertainty. 

8.1.2 Inverse Uncertainty Modelling for Household Load based 

on Deep Learning Techniques 

In order to fill the research gaps, this thesis for the first time investigates and 

implements inverse uncertainty quantification for the power system problems. The 
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research work investigates the uncertainty of electric load at the household level, which 

is contributed by known external sources, such as weather, measurement error, time of 

day, the day of weeks, etc. and other unknown factors and unpredictable pure 

randomness. The purpose of this research is to model the uncertainty components 

caused by known external sources with relevant information collected from open-

sourced dataset and websites of weather stations. The breakthroughs in techniques are: 

 First time to tackle the inverse UQ problem, which is complementary analysis to the 

forward UQ. Specifically, it investigates the underlying properties of uncertainty that 

are not presented in forward UQ problems. The key theoretical basis for supporting 

the feasibility for performing inverse UQ in the power system is the Bayesian 

Inference Theory, that aims at the posterior distribution of underlying parameters of 

the uncertainty model on condition of historical data samples. It provides the 

mathematical tool to formulate the underlying physical model by training on the 

historical data.  

 An advanced Deep Learning model, named as Probabilistic Deep Dropout 

Generative Nets (PDDGN) is implemented for inverse UQ quantification. Compared 

to ad-hoc methods that are specifically designed for certain problems, this deep 

learning model can be generalised to any inverse UQ problem in the power system 

once feed in the required data. In addition, by feed-in input features (information of 

external sources), the model can also generate probabilistic realizations of the 

uncertain load, which can be regarded as the sampling from load uncertainty 

distribution. This attribute makes this model a natural tool for performing 

probabilistic load forecasting. 

The proposed approach is demonstrated on the smart metering dataset of Irish domestic 

households as well. The result indicates the proposed approach can: i) segment the 

mutual influence between different uncertainty sources by constructing the union 

posterior distribution of demand uncertainty with respect to multiple causing sources; 

ii) model the impact from any given uncertainty sources as input features, by integrating 

to quantify the marginal posterior distribution of the uncertainty with respect to the 

source of interest. The presented research also provides pilot experiment results to 
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indicate the future research of inverse uncertainty quantification in the power system. 

8.1.3 Decentralised Energy Management System to Achieve 

Grid Level goal by Decoupling Uncertainty Correlations 

By learning the understandings from former research works in this thesis, an advanced 

home Energy Management System is developed to achieve grid level goals. Since the 

grid level goals, such as peak reduction and uncertainty reduction is the synthesized 

effect by coordinating across many individual households. In traditional works, this aim 

requires centralised optimization scheme and complex programming model to 

coordinate a large number of customers involved and suffers from the disaster of 

dimensionality and complexity in information exchange framework. In addition, the 

practical implementation will further consider the investment in communication 

devices. Therefore, the realization for grid-level goals through home EMS is expensive 

both in economic and operational cost. To tackle these challenges, the breakthroughs 

on techniques in this thesis are: 

 A natural underlying property of uncertainty is introduced in the work as the 

theoretical basis for achieving grid level goal in a decentralised fashion. In other 

words, lower coupling degree of inputs uncertainties will result in less propagated 

output uncertainty in a typical uncertainty propagation model of forward UQ 

problem. 

 An advanced home EMS system is developed to decouple correlations between 

uncertain load at individual households purely without any information exchanges 

for coordination. A novel technique named as Wavelet Auto-decoupling 

Regularization (WAR) is proposed for the purpose, which integrates the wavelet 

decomposition into the EMS programming scheme, and achieves the decoupling 

requirement by using Wavelet Decomposition. 

The proposed technique demonstrated on hundreds of smart homes with battery 

storages installed and inherent electric load monitored by smart meters. The 

demonstrated results indicate the proposed method can achieve: i) 8% of energy cost 
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savings for individual households, ii) 18% daily peak reductions at grids, iii) 30% 

annual peak reduction at grids, iv) and 45% uncertainty reduction at grids. 

8.1.4 Point and Probabilistic Load Forecasting by Modelling 

Load Uncertainty with Deep Learning 

The major challenge of load forecasting at the household level is the significant 

uncertainty and volatility caused by a variety of factors, such as weather, customer 

behaviours, and inherent variations of appliances. As discussed in former chapters, 

these factors will contribute to either epistemic uncertainty or aleatory uncertainty in 

the load pattern. While aleatory uncertainty components are unpredictable, epistemic 

uncertainty can be mitigated or predicted with proper ways, which gives the potential 

to improve household load forecasting. 

According to the literature of Traditional LF methods, three ways are deployed to 

improve the performance against uncertainty, i.e.: i) clustering techniques to group 

similar customer, ii) predict aggregated load profiles; and iii) filter out uncertainty with 

data pre-processing techniques. These methods, attempts to present better performances 

by performing load forecasting on less uncertain dataset rather than directly model the 

uncertainty of load. However, these datasets are not the original data to be predicted, 

hence these methods cannot improve the load forecasting performance in the original 

dataset of interest. 

However, this thesis aims to improve the performance of load forecasting from a novel 

idea: to learn the epistemic uncertainty. The technical breakthroughs are: 

 This thesis for the first time integrates inverse UQ technique with load forecasting 

techniques, which aims to improve load forecasting accuracy directly by modelling 

the epistemic uncertainty. By deploying the inverse UQ modelling method 

implemented in Deep Learning models, the well-trained Deep Learning model can 

generate collections of forecasts realizations sampled from its uncertainty 

distribution. 

 Two Deep Learning models are implemented for point forecasting and probabilistic 



Page 

 Chapter 8  Conclusions and Future Work 

 

 
147 

forecasting accordingly. It integrates promising techniques in Deep Learning 

community such as: Deep Recurrent Neural Nets (DRNN), Long Short-term 

Memory units (LSTM), Dropout Stochastic Regularization Techniques (DSRT), and 

Bayesian Variational Inference. In details, DRNN is an advanced deep learning 

architecture designed to extract the temporal features of time-series data; LSTM is 

prototype of neuron units in deep learning that can simulate the memory feeding 

away progress as human does, to help the simulation of time-series process; DSRT 

is a well-developed technique to introduce random attributes to the deep learning 

model, originally to prevent the ill-posed solution in overfitting problems [87, 96, 

97], but is used to achieve Bayesian Variation Inference in the deep learning training 

framework. Last but not least, the Bayesian Variational Inference is the theoretical 

basis to perform inverse UQ with machine learning models. This thesis successfully 

integrates these cutting-edge techniques to largely increase the forecasting accuracy 

by 20% for household load point forecasting and 12% for household load 

probabilistic forecasting compared to relevant state-of-the-art techniques in each 

area. 

 Future Works 
 

8.2.1 Extending the Fundamental Research on Uncertainty 

Quantification 

Currently, two parts of works are delivered regarding the fundamental science of 

uncertainty quantification. On the one hand, the typical forward uncertainty 

quantification framework is generalised by this thesis into multi-time-scale version, 

which can provide detail information on the temporal characteristics of uncertainty 

across different time scale channels. On the other hand, the research gap in inverse 

uncertainty quantification is firstly filled by this thesis. A deep learning model hence 

developed to implement data-driven inverse uncertainty quantification based on 

Bayesian Inference, dropout Stochastic Regularization Techniques (SRT), and Deep 

Recurrent Neural Nets (DRNN). 
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In terms of the research work on multi-time-scale forward uncertainty quantification, 

future works can be further extended and improved in following directions: 

i) Spatial Features of Uncertainty: the current approach is developed to 

analyse the temporal features and decompose the uncertainty into multiple 

time scale channels. This approach can be further improved to extract the 

spatial features of uncertainty, to understand how the uncertainty of electric 

load is affected by geographical information, especially the common 

features shared by neighbourhoods under the same substation. The result 

will be constructive to the planning and operation of substations in dealing 

with the inherent demand uncertainty with flexible resources. 

ii) Demonstration of other uncertainty components of interest in the power 

system: In this thesis, the proposed multi-time-scale uncertainty 

quantification framework is demonstrated in the case of electric loads at 

domestic households. Future works can further apply the proposed method 

to analyse uncertainties of other crucial but uncertain components in the 

power system. For instance, Electric Vehicle (EV) as a novel low carbon and 

flexible resources, is of immense significance to many smart grid 

applications. However, its demand uncertainty model is not only heavily 

relied on temporal correlations but also largely influenced by spatial 

correlations, such as the correlation between the home address and working 

places. Therefore, the proposed approach can provide a natural tool to 

segment dependencies between different geographical locations and 

distances. 

iii) How to generalise the results with limited data and visibility: As 

discussed in the thesis, the proposed approaches and investigated 

applications are assumed in the Big Data Era with sufficient data volumes 

and visibility. Currently, however, most distribution networks are still 

suffering from the lack of visibility. This issue may further last for decades. 

Therefore, this poses huge challenges in directly employing well-developed 

approaches from other disciplines. This thesis considers how to maximise 

the value of smart metering data available in some pilot projects, for both 
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fundamental science and potential smart grid applications. However, the 

data volume used in the analysis is still beyond the status quo. How to 

further improve and develop approaches to adapt to the lack of visibility and 

data volume is an urgent need. 

As to works on inverse uncertainty quantification with deep learning model, future 

works can be conducted in following aspects: 

i) Modelling the relationship between social profiles and demand 

uncertainty: Continue with the work presented the thesis, which performs 

inverse uncertainty quantification to model the relationship between the 

demand uncertainty and some external sources, especially temperature 

information, the future work can further complete the scenario by 

introduced social profiles as new input features. The result can be deeply 

explained together with the clustering result of social classes. The expected 

outcomes are: i) to understand how the uncertainty of load profiles varies 

along with different social groups, to help the tariff setting for network 

operators; ii) and to further improve the accuracy for uncertainty 

components modelling, and ultimately improve related smart grid 

applications, such as household load forecasting. 

ii) Exploring and Assessing Other Deep Learning Architecture and 

alternative approaches: On the one hand, the proposed method is 

integrated into a simple deep fully-connected neural network and deep 

recurrent neural network. Yet, more architecture can be investigated to 

explore the possibility and potential of deep learning in dealing with 

uncertainty quantification. On the other hand, alongside with the Deep 

Learning techniques that are already well-developed for training with 

stochastic steps, alternative methods could be explored to achieve inverse 

uncertainty quantification. 
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8.2.2 Improving the Smart Grid Applications 

In terms of the applications in smart homes and smart grids, the examples given in the 

thesis are covered by two research scenarios, i.e., energy management system and load 

forecasting. However, the significance of uncertainty research is not limited to the 

example. Besides on the energy management system and load forecasting, the potential 

benefits by making use of uncertainty properties can be extended to the smart grids 

applications both in depth and width. Some potential research ideas in the future works 

are discussed as follows: 

i) EMS improved with Robust Optimization considering Extreme Value 

Distribution: Considering the forecasting error in the input data of realistic 

energy management system, such as the forecasted demand, and forecasted 

electricity price, etc., robust optimization is a widely recognized approach 

for operating the system whilst avoid excessive financial risks caused by 

uncertainty. Traditional robust optimization either form up possible 

scenarios from historical data samples as uncertainty set, or directly 

formulate the quantiles from data samples. However, estimating the 

boundaries, or quantiles from the finite volume of data samples are not an 

easy work, since it cannot directly reflect the actual and unbiased boundary 

and quantiles of the underlying uncertainty distribution. 

Extreme Value Distribution theory indicates the extreme value of a set 

of data samples that sampled from arbitrary distribution functions, will 

strictly follow three general extreme value distribution types. In this sense, 

the distribution of the extreme value of a set of data samples can be 

estimated accurately and rapidly with higher convergence rate. 

ii) Further improve Load Forecasting performance consider more input 

features and under different forecasting scenarios: According to the 

investigation in Chapter VI and VII, load forecasting performance can be 

improved if the load epistemic uncertainties are modelled accurately. 

Following this hint, future works can be done from two angles: i) further 

enlarge the uncertainty model by considering more features that may have 
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significant impact on load uncertainty; ii) currently, the evidence and 

investigation is not sufficient, since the demonstration is only implemented 

on the household level, and for short-term forecasting. More forecasting 

scenarios could be investigated. 

iii) Shares of stakeholders for uncertainty information in future networks: 

The significances and potentials of uncertainty information and its analysis 

are extensively discussed in former content. A considerable problem is how 

to determine the shares of stakeholders of available uncertainty informations 

and benefits by integrating uncertainty modelling in existing applications. 

Whether these informations are holded by network operators centrally or 

these informations are owned distributely by individual participants in 

future energy markets that deregulates the ownership of network assets andd 

information, such as Peer-to-peer energy market? As expected by the author, 

applications and information of uncertainty will be centrally owned by 

network operators or distributly owned by third-parties such as aggregators, 

individual customers may not be involved due to the circumstance of 

modern energy markets at this stage. However, in the future, the stakeholder 

share should be more decentralised to enable the initiative of market 

participants. Potentially, Block Chain may be the key technique to the 

implementation of this future work. 
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Appendix. A 

Discrete Wavelet Transform with Haar Expansions 

Wavelet Transforms (WT) is one of the most popular techniques in time-frequency 

transformations during the last decades. Haar wavelets transforms (HWT) are one of 

the typical WT, which uses constant step function basis. Compared to other smooth 

wavelets, Haar wavelets have the nature of discontinuity. This nature makes Haar 

wavelets the most appropriate method to approximate the electric demand, which 

contains considerable variance, spikes and steep changes. Assuming the unit indicator 

function, which can be denoted as: 

 

The scaling functions of this indicator functions are: 

 

Where the 𝐿2  norm ‖𝜙𝑘
(𝑗)

‖  is equivalent to 1. The inner product of two scaling 

functions are: 

 

Accordingly, the Haar mother wavelets is defined as: 

 

The Haar mother wavelet can be translated and dilated by scale factor 𝑗 and translate 

factor 𝑘: 

𝐼[0,1)(𝑡) =  
1,         0 ≤ 𝑡 < 1,
0         𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒,

 

𝜙𝑘
(𝑗 )(𝑡) = 2

𝑗
2𝜙(2𝑗 𝑡 − 𝑘), 𝑗 ∈ {𝕫 ≥ 0}, }, 𝑘 ∈ [0, 2𝑗 − 1]⋂𝕫 

 𝜙𝑘
(𝑗 )(𝑡), 𝜙𝑚

(𝑙)(𝑡) = ∫ 𝜙𝑘
(𝑗 )(𝑡)𝜙𝑚

(𝑙)(𝑡)𝑑𝑡

∞

−∞

= 𝛿𝑗 ,𝑙𝛿𝑘 ,𝑚  

Ψ(t) =  
1,   0 ≤ 𝑡 < 1/2,
−1,   1/2 ≤ 𝑡 < 1,

0     𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
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Since the Haar mother wavelet maintains the property that ‖Ψ𝑘
(𝑗)

‖ = 1 , and 

 Ψ𝑘
(𝑗)

, Ψ𝑚
(𝑙) = 𝛿𝑗,𝑙 . Haar wavelets can form up an complete space as orthonormal basis. 

A continuous function 𝑥(𝑡) can be expanded into Haar wavelet series as: 

 

And corresponding coefficients can be evaluated as: 

 

Due to the discretization of smart meter data of this thesis, HWT is implemented in 

discretized version, i.e., Discrete Wavelet Transforms (DWT). DWT refers to 

wavelet transforms (WT) where the wavelets are discretely sampled and represented 

and are popular for analysis on discrete sampled digital data. Deriving from the 

discretization of standard WT, discretized time series data 𝑥(𝑛) with length𝑁 can be 

decomposed into detail coefficients 𝑑𝑘
(𝑗)

approximation coefficients 𝑎𝑘

(𝑗0) at level 𝑗: 

 

 

Hereafter, the decomposed components of time series �̂�(𝑛) can be expanded with 

Haar series by reconstructing from coefficients: 
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 𝑥(𝑡), Ψ𝑘
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 Ψ𝑘
(𝑗 )(𝑡), Ψ𝑘
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Appendix. B 

Lemma Proofs of Bayesian Inference in Chapter IV 

Lemma I: Given that 𝑓(𝑥∗; 𝜃)~𝑝(𝑦∗|𝑥∗; 𝜃), the first moment 𝔼𝑝(𝑦∗|𝑥∗)[𝑦
∗] can be 

estimated with an unbiased estimator 
1

𝑆
∑ 𝑓(𝑥∗; 𝜃𝑠)

𝑆
𝑠=1 . 

Proof. 

𝔼𝑝(𝑦∗
|𝑥∗

)
[𝑦∗] = ∫𝑦∗ 𝑝(𝑦∗|𝑥∗)𝑑𝑦∗ = ∫𝑦∗ ∫𝑝(𝑦∗|𝑥∗; 𝜃)𝑝(𝜃)𝑑𝜃 𝑑𝑦∗

= ∫[∫𝑝(𝑦∗|𝑥∗; 𝜃) 𝑦∗𝑑𝑦∗] 𝑝(𝜃)𝑑𝜃 = ∫𝑓(𝑥∗; 𝜃) 𝑝(𝜃)𝑑𝜃 

(B-1) 

Given a large enough sampling size 𝑆, we have: 

1

𝑆
∑ 𝑓(𝑥∗; 𝜃𝑠)

𝑆
𝑠=1 → ∫𝑓(𝑥∗; 𝜃) 𝑝(𝜃)𝑑𝜃                             (B-2) 

Lemma II: Given that 𝑓(𝑥∗; 𝜃)~𝑝(𝑦∗|𝑥∗; 𝜃)  and 𝑝(𝑦∗|𝑥∗; 𝜃) =

 𝒩(𝑦∗: 𝔼𝜃[𝑓(𝑥
∗; 𝜃)], 𝜎𝐼) , the second moment 𝔼𝑝(𝑦∗|𝑥∗)[(𝑦

∗)𝑇𝑦∗]  can be estimated 

with an unbiased estimator 
1

𝑆
∑ [𝑓(𝑥∗; 𝜃𝑠)]

𝑇
𝑓(𝑥∗; 𝜃𝑠)

𝑆
𝑠=1 + 𝜎2𝐼. 

Proof. 
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𝔼𝑝(𝑦∗
|𝑥∗

)
[(𝑦∗)𝑇𝑦∗] = ∫(𝑦∗)𝑇𝑦∗ 𝑝(𝑦∗|𝑥∗)𝑑𝑦∗

= ∫(𝑦∗)𝑇𝑦∗ ∫𝑝(𝑦∗|𝑥∗; 𝜃)𝑝(𝜃)𝑑𝜃 𝑑𝑦∗

= ∫[∫𝑝(𝑦∗|𝑥∗; 𝜃) (𝑦∗)𝑇𝑦∗𝑑𝑦∗] 𝑝(𝜃)𝑑𝜃

= ∫[ℂ𝕠𝕧𝑝(𝑦∗
|𝑥∗

)
[𝑦∗] + (𝔼𝑝(𝑦∗

|𝑥∗
)
[𝑦∗])

𝑇

𝔼𝑝(𝑦∗
|𝑥∗

)
[𝑦∗]] 𝑝(𝜃)𝑑𝜃

= ∫{𝜎2𝐼 + [𝑓(𝑥∗; 𝜃)]𝑇𝑓(𝑥∗; 𝜃)} 𝑝(𝜃)𝑑𝜃

= 𝜎2𝐼 + ∫{[𝑓(𝑥∗; 𝜃)]𝑇𝑓(𝑥∗; 𝜃)} 𝑝(𝜃)𝑑𝜃 

(B-0-1) 

Given a large enough sampling size 𝑆, we have: 

1

𝑆
∑ [𝑓(𝑥∗; 𝜃𝑠)]

𝑇
𝑓(𝑥∗; 𝜃𝑠)

𝑆
𝑠=1 + 𝜎2𝐼 → 𝜎2𝐼 + ∫{[𝑓(𝑥∗; 𝜃)]𝑇𝑓(𝑥∗; 𝜃)} 𝑝(𝜃)𝑑𝜃      (B-4) 
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