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Abstract 
 

Isotope effects have been widely employed in the understanding of reactions, 

mechanisms and chemical change for decades. Herein is presented an evaluation of 

isotope effect theory in the context of contemporary computational studies. Model 

systems are used to illustrate the importance of considering the reacting system as part 

of the full environment, as opposed to a free subset of molecules, independent of the 

surroundings. B3LYP/aug-cc-PVDZ studies suggest the methyl cation exhibits unusual 

properties when exposed to a dielectric continuum, signifying that the UA0 continuum 

solvation cavity model can lead to erroneous results. Further B3LYP, M06 and MP2 

studies on the anharmonicity of the C-H bond, and its influence on calculated 

vibrational frequencies and isotope effects show significant variation from benchmark 

values for the M06/6-31G+(d),aug-cc-PVDZ and aug-cc-PVTZ electronic structure 

methods. In combination with the polarised continuum model, anharmonic corrections 

applied to B3LYP/6-31+G(d) produces erroneous results, leading to the 

recommendation of avoiding these groupings of options within the same calculation 

method. A B3LYP/aug-cc-PVDZ study of an explicitly solvated ‘cluster’ system 

consisting of a methyl cation surrounded by five molecules of water, highlight the 

importance of interactions other than the commonly-considered donor-acceptor 

distances in methyl transfer reactions, in determining isotope effects and thereby, 

reactivity. Moreover, detailed kinetic isotope effect computations employing the recently 

redeveloped SULISO suite of isotope effect and vibrational characterisation software 

identify hydrogen bonding interactions perpendicular to the methyl transfer axis, as 

conceivably contributing to 3% variations recently used to support the compression 

hypothesis, and observed in isotope effects from experiment. The cutoff model, as 

postulated by Wolfsberg and Stern, and recently redeveloped by Williams, is applied to 

the methyl cation cluster system to identify degrees of freedom with significant 

contributions to the isotope effect, and therefore reactivity of the moiety. External 

degrees of freedom are seen to govern important contributions to the isotope effect, 

indicating that extreme care must be taken when applying the cutoff procedure to 

molecular Hessians. Reductio ad absurdum studies of cutoff levels show a major 

influence on the calculated isotope effects; the accuracy of the calculation of the reaction 

coordinate frequency and associated components significantly affect the accuracy of the 
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isotope effects obtained. The theory implicit in the SULISO suite of software is applied 

to alternative systems. Isotope effects for a ruthenium-catalysed C-H activation catalytic 

cycle are computed and used to deduce the nature of catalysis and the most influential 

structures within. C-H activation is found to proceed by formation of an agostic 

intermediate, before conversion and final dissociation of products, with the observed 

KIE of 2.22 agreeing well with the calculated value of 2.17. The impact of dispersion 

corrections (D3 Grimme dispersion with Becke-Johnson damping), and their alternative 

implementations is described, suggesting that care must be taken when employing 

dispersion in terms of energetic corrections as opposed to including structural 

considerations. Dispersion is then considered as an effect on isotope effects calculated 

from QM/MM Hessians on catechol-o-methyltransferase. Isotope effects themselves 

vary insignificantly between methods, however the structures of the QM region and 

energetics indicate a contribution from dispersion corrections when included in the 

optimisation routine. A set of guidelines for future calculations of isotope effects in large, 

supramolecular systems acts as a conclusion, unifying the outcomes of each study 

included herein. 
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Foreword 

 

Isotope effects are some of the most subtle yet important probes into reaction 

mechanism and geometry change 1, yet some factors that affect their direction and 

magnitude were still largely unknown. A quick literature search for kinetic isotope effect 

can produce thousands of results, but how reliable is the data, how reliable are the 

calculations, and how reliable are the interpretations? 

In 2014, it was postulated that it was necessary to explore some of the most tenacious 

questions in the field, by concentrating on a methodological investigation of the nature 

of isotope effects, and how they are affected by various aspects of the system they 

represent, such as environment and system size, whilst carrying out method validation 

on the electronic structure methods employed. After all, understanding interactions on 

a supramolecular scale begins first by understanding atomic and molecular factors. 

Therefore, a series of projects designed to explore the basis of the current system and 

offer robust computational recommendations for the future calculation and 

interpretation of isotope effects was embarked upon, based on mainly small models as 

applied to supramolecular systems. Throughout the past few years, the effects of the 

environment,2, 3 the vibrational description of the systems,4 the level of inclusion of 

molecules within the calculation,5 and the impact of the original electronic structure 

methods used to treat these systems have all been considered. 

Additionally, the SULISO suite of programs has been applied to the calculation of not 

only organic and enzymic entities, but also organometallic reactions and catalytic cycles 

6, showing the inherent transferability of the SULISO protocols within the chemical field. 

A series of developmental concepts have been discovered, which have been presented to 

the community at conferences both in the UK and abroad. The effect of solvation on 

isotope effects formed the initial study. Previous discussion on the subject had resulted 

in some conjecture on the origins of solvent effects on isotope effects.  

Through calculations of equilibrium isotope effects on a small system, with increasingly 

polar solvents, it was possible to confirm that solvation has a direct effect on the 

magnitude of isotope effects themselves. 
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Additionally, this work contributed to the investigation into United Atom Topological 

Model (UA0) insufficiencies when compared to the more recent Universal Force Field 

(UFF) model, all of which is described in Chapter 3. 

Having established that the environment effectively contributed to isotope effect 

magnitude, this idea was developed into a more theoretical investigation into how the 

base data for isotope effect calculation; namely the Hessian and vibrational frequencies, 

are calculated. Looking more closely at anharmonic corrections and considering the 

benefits and detriments of these with respect to their harmonic equivalents, and 

experimental-harmonic scaling factors, it was concluded that the computational 

expense of anharmonic corrections certainly within the system studied, did not 

outweigh the advantages presented by harmonic scaling factors. 

Furthermore, through the method validation stage of the investigation, a number of 

conflicts between electronic structure methods and solvation and/or vibrational 

calculation method were discovered. A full discussion of the work carried out is 

presented in Chapter 4. 

Recognising that now certain ESMs and combinations of theoretical methodology 

yielded erroneous results, a reasonable method could be chosen to further investigate 

the effect of solvent, only this time explicitly. By creating a test system consisting of the 

same small molecule as the original environmental work, surrounded by a cage of water 

molecules at its axes; judicious use of internal coordinates allowed for the subtle 

manipulation of each solvent molecule, and the subsequent calculation of its effect on 

the isotope effect for the system.  

Considering that the test molecule was chosen as a small-scale model for COMT methyl 

transfer, it was possible to qualitatively make comments on the results obtained, and 

their contribution to current hypotheses and conjecture in the field. The findings were 

of particular importance, and are fully discussed in Chapter 7. 

As the effect of solvation both implicit and explicit was quite clear, the influence of 

molecular subsets on result reliability was important to consider. Using the same cage 

as a model system, numerous levels of cutoff were applied to the structure, and isotope 

effects calculated in order to gauge minimal and proximal cutoff regions. Introduced in 

Chapter 1 but developed in Chapter 6; the theory of cut-off Hessians and molecular 
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subsets is particularly important for large systems where QM/MM calculations and 

equivalents are applied. The investigation in Chapter 7 therefore particularly applies to 

the enzymic systems considered and provides important suggestions for research 

employing cutoff procedures for calculation efficiency. 

With increases in computing power come the calculation of additional forces and 

interactions becoming computationally viable. Therefore dispersion as an effect was not 

often considered in early simulations as is often conceptually treated as only meaningful 

for particularly large systems.7 A recent publication by Schreiner and co-workers 

revealed the surprising impact dispersion effects can have on numerous systems and 

system sizes.8 Having rarely included these effects in our calculations previously, it was 

therefore timely to consider them explicitly for the enzymic systems in particular, and 

inorganic catalysis; the entire investigation being presented in Chapters 7 and 8. 

Having surveyed a series of questions from the field, and providing answers to these, 

the final chapters conclude with summaries of the work, and guidelines for the 

calculation and interpretation of isotope effects for future studies, as presented in the 

context of this thesis. The outlook for isotope effect calculations, and the avenues that 

are currently being explored by other groups, internationally form the concluding 

chapter.  
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1. Review of Isotope Effects for enzyme-catalysed reactions 

 

This chapter consists of an introduction to isotope effect studies, based on work 

published in Simulating Enzyme Reactivity, by Wilson & Williams, edited by Moliner and 

Tunon. Methods for calculation of kinetic isotope effects and their application to 

reactions catalysed by enzymes are included, with consideration of cut-off 

approximations, empirical bond-order – bond-energy approaches, quantum-mechanical 

cluster methods, and hybrid quantum-mechanics/molecular mechanical methods. The 

commonality between these is the use of a Hessian matrix of force constants within the 

harmonic approximation. The merits of methods appropriate for supramolecular 

systems, including enzymes, are discussed in contrast to commonly used methods 

developed for gas-phase molecules, and the importance of averaging in conformationally 

flexible systems is emphasised. 

 

1.1 Introduction 

 

Enzymes are proteins, which each act as catalysts for specific types of 

chemical/biochemical reaction. The reactants for these processes are described as 

substrates, as interact in a complex fashion with the enzyme and its reaction centre, 

the active site. Enzymes have by nature, a high specificity, as can catalyse only reactions 

which their active site geometry or electrostatic topology permit. Some enzyme-catalysed 

reactions are examples of zero-order reactions, or reactions where the rate or speed of 

the reaction, depends on the concentration of reactant, or substrate in this case. Active 

sites on enzymes can bind to only one unit of substrate at any one time, regardless of 

the concentration of substrate present. A simple model to describe enzyme catalysis 

refers to its similarity with a lock and key. In this model, the substrate molecules fit in 

the active site of the enzyme similarly to a key fitting in a lock. As such, when the 

reaction has completed and products are formed, these no longer fit in the active site 

area and they therefore dissociate with the enzyme. The enzyme can then catalyse 

another reaction. In this model, it is noted that the enzyme is not permanently changed 

by this procedure, and in simple terms, is recyclable. 
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Enzyme action tends to be described by Michaelis-Menten kinetics. Indeed, within this 

formulation of the rate law, the rate of the enzyme-catalysed reaction depends on the 

concentration of the enzyme, E, itself. Here, substrates, S, are converted into products, 

P: 

E + S ⇌ ES  P + E 

(1) 

Where ES is the enzyme-substrate complex. 

Assuming that: 

[𝐸𝑆] =
𝑘𝑎[𝐸][𝑆]

𝑘𝑎
′ + 𝑘𝑏

 

(2) 

Where ka is the rate constant for the forward reaction step to form the ES complex, ka
’ 

represents the rate constant for the reverse step of ES to E + S, and kb the rate constant 

for formation of the products and unbound enzyme. This is based on the prototypical 

pre-equilibrium step where the ES complex is formed: 

 

𝐾 =
[𝐸𝑆]

[𝐸][𝑆]
=

𝑘𝑎

𝑘𝑎
′  

(3) 

The rate of formation of the product is therefore dependent on the formation of the ES 

complex: 

𝑑𝑃

𝑑𝑡
= 𝑘𝑏[𝐸𝑆] 

(4) 

The formation of the ES complex thus describes the arrival at the equilibrium step. In 

order to obtain an expression for the ES and describe the rate in terms of [E] and [S], 

the equilibrium state of the ES complex can be shown as: 
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𝑑[𝐸𝑆]

𝑑𝑡
= 𝑘𝑎[𝐸][𝑆] − 𝑘𝑎

′ [𝐸𝑆] − 𝑘𝑏[𝐸𝑆] ≈ 0 

(5) 

This yields the net rate of change of ES with time. Equation 5 is solved to provide an 

expression for the concentration of ES: 

[𝐸𝑆] ≈
𝑘𝑎[𝐸][𝑆]

𝑘𝑎
′ + 𝑘𝑏

 

(6) 

The rate of formation of products (Equation 6) can now be rewritten as: 

𝑑𝑃

𝑑𝑡
≈ 𝑘[𝐸][𝑆] 

(7) 

where 

𝑘 =
𝑘𝑎𝑘𝑏

𝑘𝑎
′ + 𝑘𝑏

 

(8) 

As [E] and [S] are the concentrations of the free enzyme and substrate, the total 

concentration of enzyme, [E]0 is simply [E] + [ES]. As there is only a small amount of 

enzyme added to the reaction, the concentration of free substrates remains at 

approximately the same level as the total substrate concentration, and [S] can therefore 

be assumed to be approximately equal to [S]total. 

[𝐸𝑆] =
𝑘𝑎[𝐸]0[𝑆]

𝑘𝑎
′ + 𝑘𝑏 + 𝑘𝑎[𝑆]

 

(9) 
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The rate of formation of product, P, is therefore: 

𝑑𝑃

𝑑𝑡
= 𝑘[𝐸]0 

(10) 

where: 

𝑘 =
𝑘𝑏[𝑆]

𝐾𝑀 + [𝑆]
 

(11) 

and: 

𝐾𝑀 =
𝑘𝑎

′ + 𝑘𝑏

𝑘𝑎
 

(12) 

where KM is the Michaelis Constant. 

Equation 10 suggests that the rate of enzyme catalysis is proportional to the enzyme 

concentration, and more intricately related to the substrate concentration. However, 

when the concentration of substrate, [S], is far greater than the Michaelis constant, 

equation 10 can be expressed simply as equation 13: 

𝑑𝑃

𝑑𝑡
= 𝑘𝑏[𝐸]0 

(13) 

The rate of the reaction catalysed by the enzyme is then zero order for the substrate. 

This indicated that under the appropriate conditions, [S] is high so that regardless of 

products being formed, it will remain at approximately the same level throughout. This 

suggests that the maximum rate of product formation (Vmax) is achieved when the 

enzyme is saturated with substrate: 

𝑉𝑚𝑎𝑥 = 𝑘𝑏[𝐸]0 

(14) 
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The rate of product formation, kb, is referred to as the turnover number, or rate at which 

products are formed. This therefore successfully describes the manner in which enzyme 

catalysis occurs. Enzymes bind to the substrates and catalyse the reactions within the 

active site before forming products. Most usually, enzymes contribute to lowering the 

activation energy, or stabilizing the transition structure of a chemical reaction. This is 

an important part of enzyme catalysis and accurate descriptions of transition structures 

produce reliable kinetic isotope effects for chemical change. 

Indeed, inherent in the definition of isotope effects, particularly Kinetic, are the ideas 

of transition state theory (TST). TST is based on the idea that chemical reactions 

involve the breaking and formation of bonds, which engender changes in potential 

energy. Let us consider the following single step reaction under standard conditions: 

 

A + B2  AB + B 
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Figure 1. Potential energy diagram for exothermic (top diagram), and endothermic 

(bottom diagram) reactions. The reaction coordinate represents the progress of the 

reaction. Ea represents the activation energy, or the kinetic energy required by reactant 

molecules to achieve the higher energy state. Erxn is the net change in energy on going 

from reactants to products. 
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In the first part of Figure 1, the ground state energy of reactants A + B2 is higher than 

that of the product ground state. The difference between these two energies represents 

the energy release on product formation. Conversely, in the second part of Figure 1, the 

ground state energy of the reactants is lower than that of the products, as such energy 

is not released but absorbed in order to form the products. In most chemical reactions, 

covalent bonds tend to be broken in order for other to form. This tends to occur through 

intermolecular collisions, where the molecules need to possess sufficient kinetic energy 

to overcome the stabilization due to potential energy of the covalent bonds. The principle 

of transition state theory (TST) states that reactants must pass through a short-lived, 

high energy intermediate state, or transition state (TS), before forming products. This 

TS is denoted A……B……B in Fig. 1.  

In order for the reverse reaction to occur, product molecules must have sufficient energy 

to overcome the activation barrier (Ea reverse) in order to reach the TS. External factors 

have an influence on the nature of reactions. Indeed, increasing the temperature 

changes the rare of formation of products by changing the number of molecules with 

enough energy to overcome the barrier to TS formation. Likewise, introduction of a 

catalyst often provides an alternative pathway for a reaction, with a lower activation 

energy. 

The reaction illustrated in Fig. 1 shows a single-step process. However in reality, most 

reactions are formed of a number of successive steps together forming a mechanism. In 

these stepwise mechanisms, one step has a tendency to be slower than others, therefore 

the overall reaction is limited to be only as fast as its slowest elementary reaction step. 

Often called the rate-determining step, this part of the reaction mechanism becomes the 

defining part for the speed of the entire reaction mechanism. In order to form a balanced 

equation for the whole reaction, there must be a sum of the individual elementary steps, 

therefore for the overall reaction: 

wA + xB  yC + zD 

where w , x, y, and z represent the stoichiometry of the reactants and products. 
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The rate law derived from experiment can be expressed as: 

rate = k[A]n[B]m 

where n and m are related to the coefficients of the reactants in the rate determining 

step. From experimental data, it is often possible to postulate a mechanism by which 

reactions can occur. These mechanisms must be consistent with experimental data, and 

a number of parameters derived from experiment, such as kinetic and equilibrium 

isotope effects, can be used to describe the possible mechanism of a reaction. 

A kinetic isotope effect (KIE) is a ratio of rate constants deviating from unity for a pair 

of reactions under identical conditions except for the isotopic composition of the reacting 

species, and is a consequence of the quantum-mechanical nature of nuclear motion. 

Historically, the theory of KIEs for reactions of gas-phase molecules was developed 

within the framework of transition state theory by the methods of statistical mechanics 

in terms of partition functions evaluated within the Born-Oppenheimer, harmonic-

oscillator, rigid-rotor and ideal-gas approximations.9, 10 A partition function can be 

defined as the ration of total number of molecules, to those in the ground state of a 

system. In the context of the studies within this thesis, an isotopic partition function 

ratio (IPFR) is a ratio of molecular partition functions (‘heavy/light’) for a pair of 

isotopologous species.  

Neglecting tunnelling and transmission-factor contributions, the ratio of rate constants 

k/k' (where the prime denotes the heavier isotopologue) may be expressed as the product 

of three factors (Equation 15) involving translational, rotational and vibrational partition 

functions for the isotopologous reactant-state (RS) and transition-state (TS) species.11, 

12 The first is the mass and moments-of-inertia factor (MMI), where | I | is the 

determinant of the moment-of-inertia tensor (i.e. the product of the three principal 

moments of inertia) of a non-linear N-atomic molecule of molecular mass M; rotational 

symmetry factors are omitted here since they are generally equal to unity for 

applications to enzymatic reactions. The second is the Boltzmann excitational (EXC) 

factor corresponding to the relative populations of the higher vibrational quantum 

states, and the third is the zero-point energy (ZPE). EXC involves a product, and ZPE a 

summation, over 3N – 6 and 3N – 7 real vibrational frequencies of RS and TS, 

respectively, where u = hc/kBT with frequency (s-1) replaced by wavenumber  (cm-1) and 
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h, kB, c and T are the Planck and Boltzmann constants, the velocity of light and the 

absolute temperature.  

 

(15) 

 

 

The MMI, EXC and ZPE factors in Equation 15 are derived from the partition functions 

for the molecular species involved. Cancellation of physical constants, volume and 

temperature common to the translational and rotational partition functions for all four 

species leads to the MMI factor as a ratio of ‘reduced’ partition functions for 

isotopologous species.9, 13 EXC describes the varying population statistics of harmonic 

vibrational energy levels, by means of vibrational partition functions evaluated with 

respect to the lowest vibrational energy level, and ZPE is, of course, obtained simply 

from the differences between that quantised energy level and the potential energy at a 

classical stationary point. It is common to replace MMI in Equation 15 by an equivalent 

factor containing only vibrational frequencies. According to the Teller-Redlich product 

rule,14 the masses and moments of inertia for a pair of isotopologues are related to the 

vibrational frequencies: the equality expressed by Equation 16 assumes separability of 

translational and rotational motions from vibrational motions within the harmonic 

approximation. Substituting the vibrational product VP for each of RS and for TS in 

Equation 15, the KIE may be written as Equation 17, the Bigeleisen equation, where 

VPR is the vibrational product ratio.9, 15 Two points should be noted: (i) the product of 

ratios of atomic masses m that appears in Equation 16 vanishes from the KIE because 

it is identical for both RS and TS; (ii) it is conventional to consider the ratio of imaginary 

transition frequencies for the TS as a separate factor, so that (in Equations 17 and 18) 

the VPR and EXC products and the ZPE summation are all taken over 3N – 7 real TS 

frequencies.  
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(16) 

 

(17) 

 

 

(18) 

 

 

Use of the Bigeleisen equation (written more compactly as Equation 19) enables the 

determination of KIEs from normal-mode frequencies without the need to consider the 

MMI factor explicitly; this fact has been exploited in several computer codes for KIE 

calculations.16-18 

 

 

(19) 

 

 

 

The ratio of imaginary transition frequencies in Equations 17 and 19 is a temperature-

independent factor which arises because motion in the direction of the transition vector 

is considered to be a classical translation in transition state theory. The other factors 

are purely quantal and their values tend to unity in the limit of very high temperature. 

The products over real vibrational frequencies in Equation 15, which determine the EXC 

and ZPE factors, correspond to ratios of quantum corrections to the classical vibrational 

partition functions. It is perfectly logical and consistent to include also the quantum 

correction to the classical partition function for motion in the TS vibrational mode with 

the imaginary frequency. Indeed, Bigeleisen did this, following Wigner’s approximate 

KIE   =


3N6

i

sinh(½ ui )  

sinh(½ ui')  

i

i' RS


3N7

i i'

i

TS ‡

‡'

sinh(½ ui')  

sinh(½ ui )  

TS
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treatment,19 in his original formulation of KIE theory.9 Application of a quantum 

correction to every degree of freedom of both RS and TS is equivalent to consideration 

of both zero-point energy and tunnelling. Assuming that motion along the reaction 

coordinate in a TS is separable from the other vibrational degrees of freedom, then use 

of the simplified form of Bell’s treatment for tunnelling through a one-dimensional 

parabolic barrier 20 gives a particularly elegant expression for the KIE (Equation 20) 

which involves 3N – 6 harmonic vibrational frequencies for both the RS and TS. 

 

 

(20) 

 

These equations provide the starting point for discussion of computational simulation 

of KIEs for enzymatic reactions in the rest of this chapter. Where equilibrium isotope 

effects (EIEs) are the subject, the TS part of equations 15 to 20 are replaced by 

parameters for product structures, or PS. Indeed, one factor present in KIE as opposed 

to EIE computations is the tunnelling factor. KIEs are a subtle probe for the effect of 

tunnelling in reactions. Indeed, tunnelling occurs when a particle passes through an 

energy barrier as opposed to proceeding over it. As tunnelling involves crossing the 

barrier, as opposed to overcoming it, the process is particularly sensitive to both the 

width of the barrier, and the mass of the tunnelling particle. Indeed, the wider the 

barrier, and heavier the particle the more difficult the tunnelling process. Huge KIE 

values can be attributed to tunnelling; proton transfers are often subject to tunnelling 

effects, due to the small mass of the tunnelling particle. Moreover, reactions in excited 

vibrational states tend to have barrier of lower width than ground state reactions, 

thereby increasing the probability of particle tunnelling. Tunnelling reactions tend to be 

characterised by KIEs increasing with decreasing temperature, largely negative 

entropies of activation due to effectively ordered TSs, and activation energy differences 

for isotopologues larger than the difference in their zero point energies. Overall, the 

factors responsible for tunnelling can be observed in the non-linear Arrhennius 

KIE   =


3N6

i

sinh(½ ui )  

sinh(½ ui')  
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behaviour of rate constants. Generally, temperature ranges in experiments are not 

extended enough to observe these changes in Arrhenius plots. 

The Bell correction is often implemented to account for tunnelling in calculations of 

KIEs. It assumes that the reaction barrier is affected by a group of particles with a 

Boltzmann distribution of energies; an assumption which has been suggested to be 

unrealistic. Indeed, within the Bell tunnelling model, a bound particle in a distinct state 

is not accounted for. Moreover, the Bell assumption of a “continuum of vibrational 

energies for reactant and product hydrogen bonds”21 is likely to be lacking. For enzymic 

reactions, barriers tend to be relatively low, therefore C-H bonds would tend to be 

vibrating in the ground or first vibrational excited state. Nonetheless, the Bell correction 

has proven remarkably reliable for a number of studies. Klinman has noted that kD/kT 

and kH/kT deviations were successfully predicted through use of the Bell correction for 

the yeast alcohol dehydrogenase reaction, before experiment verified these findings. 

 

1.2 The Cutoff Approximation 

 

Use of the equations above requires separate Hessian matrices for the RS and for the 

TS in order to obtain harmonic frequencies of vibration, but the same Hessian may be 

employed with different atomic masses for each member of an isotopologous pair. 

However, to describe an entire system of enzyme and substrate(s), the large number of 

atoms necessarily implies very large Hessians for RS and TS. Early applications of the 

Bigeleisen equation, even to reactions of simple organic molecules, were restricted by 

the practical limitations of computer memory and processing power available in those 

times so that it was often necessary to employ truncated molecular models containing 

fewer atoms.  

Furthermore, there existed another very serious problem that, in effect, also limited the 

size of system that could be treated in KIE computations. The advantage of using the 

Bigeleisen equation involving only vibrational frequencies is that, in principle, these 

could be obtained from experimental observations for isotopologous species. In practice, 
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for most molecules of interest, there were insufficient data to allow solution of the 

problem. Even if observed fundamentals were available, the Bigeleisen equation 

required harmonic frequencies which typically were not available. Moreover, no 

experimental frequencies were available at all for TSs!  

Much effort in the 1960s (and later) went into vibrational analysis to extract force 

constants from spectra for stable molecules and, with the assumption of transferability, 

to construct Hessians for analogous species. The computer programs in use then22 were 

implementations of the FG matrix method 23 employing a valence-coordinate 

representation of the molecule (in terms of bond stretching, angle bending, etc.) 

involving 3N – 6 non-redundant internal coordinates for a non-linear N-atomic molecule. 

The matrix of force constants was usually constructed to contain only diagonal 

elements, each corresponding to an individual bond or angle for which a value could be 

chosen by analogy with similar coordinates in other molecules, with the exception that 

a small number of off-diagonal elements were included for a TS with values carefully 

engineered in order to obtain a transition vector with an imaginary frequency.24 

Wolfsberg and Stern 15 noted that it was possible to leave out parts of a ‘large’ molecule 

without significantly affecting the value of a calculated KIE. A “cut-off” that excluded all 

atoms more distant from a site of isotopic substitution than three bonds was found to 

yield isotope effects negligibly different from those obtained from a “full” model system, 

and they concluded that a 3-bond cut-off was always a justifiable procedure at room-

temperature and above. Using models comprising only diagonal elements in the valence 

force-constant matrix, non-negligible KIEs were found only in cases with significant 

changes in force constants for valence coordinates directly involving an isotopically-

substituted atom as between RS and TS. A 2-bond cut-off was usually justifiable, as 

this would include any force-constant changes in both stretching and angle-bending 

coordinates, despite excluding torsional coordinates involving the site of isotopic 

substitution as a terminal atom defining a dihedral angle. The other requirement for the 

cut-off procedure to work was that that values of force constants retained in the cut-off 

model must be the same as those for corresponding valence coordinates in the full 

model. Melander and Saunders discussed the practical usefulness of this simplification, 

as a means by which to reduce the computational cost of isotope-effect calculations, but 

added a further wise precautionary note that the cut-off procedure would be valid only 
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if it were justifiable to ignore the influence of medium effects on the isotope effect.24 In 

addition to making computations more tractable by reducing the dimension of the force-

constant matrix F in valence coordinates (or of a matrix of non-redundant symmetry 

force constants constructed from redundant valence force constants), the cut-off 

procedure reduced the number of coordinates for which force-constant values needed 

to be assigned. In view of the paucity of reliable data, this was a definite benefit. 

 

1.3 The BEBO Vibrational Analysis Method for KIE Calculations 

 

An alternative method for computational solution of the vibrational secular equations 

was proposed by Gwinn,25 which simply involved diagonalization of the mass-weighted 

Hessian matrix V in Cartesian coordinates. The Hessian could still be constructed from 

valence force constants, as before, but any (immediate) problem with redundant valence 

coordinates was removed, and the 3N eigenvalues of V corresponded (in general) to 3N 

– 6 vibrations and 6 zero-valued translations and rotations. Although the dimension of 

the matrix to be diagonalised was larger (by 6) than in the FG method, increases in 

computational power soon made this an irrelevant point. Essentially all harmonic 

vibrational frequency calculations are now performed by this method. 

Gwinn’s method was incorporated into a computer program (QREL)26 for calculations of 

relative rate constants including (but not limited to) KIEs written by Sims in 1975 during 

a sabbatical in Sheffield which was the precursor to the well-known BEBOVIB-IV 

program27 for KIE calculations (as well as to the IHW’s CAMVIB and CAMISO 

programs).28, 29 BEBOVIB utilised Johnston’s Bond-Energy–Bond-Order method,30 

together with empirical relationships between bond order, bond length and force 

constants, in order to provide estimates for otherwise unknown geometrical and force-

constant parameters for TSs.27, 31 The details of the method as applied to calculations of 

KIEs for enzymic reactions have been described very thoroughly by Berti.32  

In what appears to have been the first example of KIE calculations for an enzymic 

reaction, Schowen and co-workers applied the BEBOVIB program to modelling of KIEs 

for the reaction catalysed by the enzyme catechol O-methyltransferase (COMT).33 Their 
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study was initiated in 1978 and, in view of its seminal importance, it is worth reviewing 

its key features here. A 2-bond cut-off was employed to construct a 17-atom truncated 

structure (Figure 2) for which RS and TS geometries and valence force constants were 

derived from literature values for analogous coordinates together with simple 

relationships based upon the Pauling bond orders BCO and BCS of the making and 

breaking bonds between the carbon atom of the transferring methyl group and the 

oxygen and sulphur atoms of the nucleophile and nucleofuge, respectively. In principle 

the structural space containing the TSs was continuously variable. In practice, using 

these relations, a 2D grid of TSs was constructed and the primary (1°) 13C, 18O and 34S 

and secondary (2°) 2H3 KIE was computed as a function of the parameters BCO and BCS 

at each point on the grid, and a map of contours of constant KIE was plotted for each 

isotopic substitution (Figure 2). Experimental values for the 13C and 2H3 KIEs had been 

measured and could be compared with the computed maps: consideration of the values 

of the mean of the experimental KIE, plus and minus one standard deviation, enabled 

a range of TS structures to be delineated that were consistent with each KIE. 

Superimposition of the two maps generated smaller ranges of allowed TS structures that 

were consistent with both the 13C KIE and the 2H3 KIE observed for the COMT-catalysed 

reaction and separately for a model uncatalysed reaction in solution. These results 

indicated that the TS for the enzyme-catalysed reaction might have partial bond orders 

BCO and BCS significantly larger than those in the TS for the uncatalysed reaction, which 

might correspond to these bonds each being about 0.15 Å shorter in the enzymic TS, 

consistent with the idea that the enzyme’s catalytic power might arise from compression 

of the SN2 TS. 
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Figure 2 (a) Two-bond cut-off model for transition state of methyl transfer between 

sulfur of AdoMet and oxygen of catecholate used in the BEBOVIB modelling of Rodgers 

et al.33 (b) Map of calculated 2° 2H3 KIEs as a function of bond orders BCO and BCS to 

nucleophile and nucleofuge. (c) Similar map of calculated 1° 13C KIEs. (d) Superposition 

of (b) and (c) showing regions consistent with experimental KIEs for non-enzymic (dark 

shading) and enzymic (light shading) methyl transfer. Graphic Adapted with permission 

from J. Rodgers, D. A. Femec and R. L. Schowen, J. Am. Chem. Soc. 1982, 104, 3263–

3268.33 Copyright (1982) American Chemical Society. 

 

 

Amongst enzymologists, the BEBOVIB approach was subsequently taken up by Hermes 

and Cleland to model the glucose-6-phosphate hydrogenase reaction,34 and then most 

notably by Schramm and co-workers in a series of papers over many years, beginning 

with their study of adenosine monophosphate (AMP) nucleosidase35, 36 and continuing 

with applications to nucleoside hydrolysis,37 AMP-deaminase,38 purine nucleoside 

phosphorylase,38 NAD+ hydrolysis,39-41 and ADP-ribosylation.42, 43 Uses of BEBOVIB by 
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others include applications to glucoside hydrolysis,44 orotate 

phosphoribosyltransferase,45 oxalate decarboxylase46 and adenosine nucleosidase.47 

The isotopic mapping approach of using BEBOVIB in combination with multiple 

experimental KIE measurements for different isotopic substitutions, pioneered by 

Schowen and co-workers,33 was formalised by Berti and Schramm41 as the ‘structure 

interpolation method’. Manual adjustment of bond-order parameters to give a TS 

structure yielding calculated KIEs that agree with experimental values is not only 

laborious but also error-prone and unable to predict possible alternative TS structures. 

A systematic procedure to use BEBOVIB calculations to explore many TS structures 

within the reaction space was first demonstrated by Sims and co-workers for a non-

enzymic reaction,48 but Berti and Schramm’s protocol49 used either X-ray crystal 

structures or QM optimised structures for RS and TS, and interpolations in all the 

internal coordinates are made without recourse to the empirical relationships used in 

the early work. An alternative for BEBO-style vibrational analysis and isotope effect 

calculations was Huskey’s VIBIE program.49 

Although when used carefully within a systematic procedure, the BEBOVIB method was 

capable of providing valuable insight concerning TS structure leading, for example, to 

successful design of TS-analogue enzyme inhibitors as potential drugs,50 the 

fundamental lack of data for TS geometries and force constants was always a concern 

to some at least. 

1.4 QM cluster calculations of KIEs 

 

1.4.1  Early examples 

 

As developments in semi-empirical molecular orbital theory began to allow for 

calculations of vibrational frequencies for TSs, and thereby of kinetic isotope effects,51,52 

so applications to enzymic reactions began to appear. At first, even for modelling of non-

enzymic reactions, it was often necessary to use a truncated version of the molecular 

system in order to reduce the number of atoms (and electrons) in the calculations. 

Certainly it was not possible to include any atoms of the protein environment in a model 

KIE calculation for an enzymic reaction, meaning that the cut-off approximation was 

being used implicitly. This fact also made the distinction between calculations for 
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enzymic or non-enzymic reactions rather meaningless! Nonetheless, arguably the first 

paper to report KIE calculations for a QM model of an enzymic reaction would appear 

to be the MNDO study by Ford and co-workers on cytochrome P450 oxidations of 

aliphatic substrates,53 which was followed by similar studies of H-atom abstraction by 

Loew and  co-workers for other substrates.54  

These calculations used the Bigeleisen equation (Equation 19) with the rigid-rotor-

harmonic-oscillator approximation and neglected tunnelling effects. However, some time 

ago it was pointed out55 that there was some practical merit in separately determining 

the VP and MI terms for a pair of isotopologues (Equation 16), rather than relying upon 

their equality, particularly when the vibrational frequencies had been obtained using 

Hessians in Cartesian coordinates from standard packages for ab initio or semi-

empirical molecular orbital calculations. Older implementations involving numerical 

second derivatives tended to produce Hessians which, upon mass-weighting and 

diagonalisation,25 yielded eigenvectors corresponding to translation and rotation of the 

whole molecule which did not have zero eigenvalues: this meant that the Teller-Redlich 

product rule was not exactly satisfied, and consequently that application of the 

Bigeleisen equation incurred some error. Model calculations of KIEs for enzymic methyl 

transfer56 (ab initio Hartree-Fock, HF) and carbonyl reduction by lactate 

dehydrogenase57 (semi-empirical AM1) both explicit evaluation of the partition functions 

for translation, rotation and vibration after a projection to remove spurious translational 

and rotational components from the Hessian and to obtain six properly-zero 

eigenvalues.55  

1.4.2 Dehydrogenases 

 

An interest in KIE calculations for enzymic hydride-transfer reactions was initiated by 

the work of Jones and Urbauer on the identity hydride transfer from formate anion to 

carbon dioxide using a range of semi-empirical and ab initio HF methods.58 No solvent 

was included because it could not be evaluated at the time, and the authors commented 

that ‘since formate dehydrogenase is believed to act by desolvation of the substrate the 

gas phase should be a good model of the reaction in the enzyme active site provided 

specific amino acid interactions in the active site are small.’ In making comparison 

between experimental (Vmax/Km) and calculated 1° 2H, 13C and 18O KIEs (including a 
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Wigner tunnelling correction) for the formate moiety, they did not include the mass 

component of the MMI factor, but noted that both this and the inertial component (i.e. 

the translational and the rotational partition-functions contributions) might be affected 

by binding in a Michaelis complex. This was a prescient observation but it was not 

possible then to provide better estimates for the isotopic sensitivities of entropy changes 

in condensed-phase systems. Finally, Jones and Urbauer noted that a QM calculation 

yielded only a single KIE for isotopic substitution in a reaction whereas BEBOVIB was 

capable of allowing TS variations to be explored. Nonetheless they did suggest that the 

QM approach ‘has the advantage of readily providing quality force fields, especially for 

larger systems, which otherwise would have to be fabricated from standard values or 

guesswork and trial and error.’58 

The QM cluster approach was used by Andrés, Moliner and Safont to estimate 1° and 

2° 2H KIEs for the hydride-transfer step in lactate dehydrogenase (LDH), which catalyses 

the reduction of pyruvate to lactate.59 Their model included the pyruvate substrate, the 

nicotinamide ring of the hydride-donor NADH cofactor, the imidazolium ring of the 

proton-donor histidine residue, and the guanidinium moiety of the carboxylate-binding 

arginine residue in the active site, a total of 44 atoms. Despite the lack of any further 

components of the protein or solvent environment, the TS structures located using 

several semi-empirical MO methods were consistent with what was known about other 

dehydrogenases. The RS structures were located by following the intrinsic reaction 

coordinate down from each TS to the adjacent energy minimum. The semi-classical KIEs 

(excluding tunnelling) for substitution of either the transferring (1°) or the non-

transferring (2°) hydrogen at the C4 position of the nicotinamide ring were of plausible 

magnitudes as compared with experimental KIEs for another dehydrogenase (glutamate 

dehydrogenase). Note that since the calculated RS for the reaction was a model for the 

Michaelis complex within the enzyme active site, the calculated values presumably 

corresponded to KIEs on Vmax. Hydride transfer is not the rate-determining step for the 

reaction catalysed by wild-type LDH, so the intrinsic KIEs are not immediately 

accessible experimentally. 

Andrés and co-workers60 applied a similar approach to calculate 1° 2H and 3H KIEs for 

hydride transfer from NADH to flavin adenine dinucleotide (FAD), using AM1 with a 45-

atom truncated model and HF/6-31G for a 23-atom model. The equation they seem to 
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have used to calculate the semiclassical KIE appears to include only the ZPE factor and 

neglects the ratio of TS imaginary frequencies. Reasonable agreement with experimental 

isotope effects on Vmax/Km was apparently obtained but, as before, the RS in the 

calculations refers to the active-site complex immediately preceding the TS. 

1.4.3 Binding isotope effects and software 

Oxamate is an inhibitor of LDH, and its 18O equilibrium isotope effect (EIE) for binding 

to LDH from aqueous solution was measured experimentally by Paneth and co-workers 

and computed by a variety of QM cluster methods.61 This very small inverse EIE (0.9840 

± 0.0027) reflects formation of a hydrogen bond to carboxylate O atom in the enzyme 

active site. Using force constants computed for “full” models of oxamate in explicit water 

(22 molecules within a 5 Å radius) and oxamate in LDH (132 atoms including the 

sidechains of four amino acid residues and the nicotinamide moiety of NADH besides 

oxamate) with the AM1 semi-empirical method gave a calculated EIE of 0.9860 in very 

good agreement with experiment. However, using force constants computed for “cut” 

models of oxamate only within the frozen environment of the active site or solvent 

resulted in the calculated EIE being very much closer to unity (0.9988). This indicated 

the necessity of including more atoms in the Hessian evaluation than those of the 

inhibitor (or substrate) alone. Using some continuum solvation models to describe the 

aqueous solvation of oxamate gave good results in conjunction with the full model for 

the enzyme active site, but others did not, and the PM3 semi-empirical method 

performed badly by predicting the wrong direction for the EIE.  

These calculations employed a version of Paneth’s ISOEFF program61 which enabled 

structures and Hessians to be input directly from several quantum chemistry packages 

(MOPAC/AMPAC, AMSOL, SIBIQ, GAMESS and GAUSSIAN) and computed KIEs by 

means of the Bigeleisen equation (Equation 19) and EIEs by a simple modification 

involving replacement of the TS terms by “PS” (product-state) terms involving 3N – 6 

frequencies, just as for RS. (The CAMVIB/CAMISO programs29 of IHW, performed 

essentially the same function.) An upgraded program, ISOEFF98,17 served to fill the gap 

between BEBOVIB and QM cluster calculations such that the user could modify selected 

QM force constants to see how these modifications affected the value of an isotope effect. 

First, the Hessian in Cartesian coordinates was transformed into (non-redundant) 

internal coordinates, then diagonal elements of the resulting force-constant matrix were 
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changed by hand while leaving the off-diagonal elements unchanged, and finally the 

back-transformation to Cartesians was performed before obtaining new vibrational 

frequencies from the modified Hessian. This new functionality was described by 

Anisimov and Paneth as “quantum-BEBOVIB”.17 The other widely used program for KIE 

calculations, QUIVER, described by Saunders, Laidig and Wolfsberg,16 took Cartesian 

force-constant input from GAUSSIAN and computed the reduced isotopic partition 

function ratio for a pair of isotopologues by means of the Bigeleisen equation.  

 

1.5 QM/MM calculations of KIEs 

 

1.5.1 Early examples 

 

Possibly the first example of a hybrid QM/MM method being applied to calculate KIEs 

was the study of alternative stepwise DN*AN pre-association and concerted ANDN 

mechanisms for acid-catalysed AMP hydrolysis.62 A 23-atom model for AMP and a 

nucleophilic water were described by AM1, and were surrounded by a sphere of about 

500 TIP3P water molecules. A 2D grid search with respect to the bond distances from 

the anomeric C atom to the nucleofuge N and nucleophile O atoms generated an energy 

surface showing both pathways. Using a Hessian computed for the QM atoms only, the 

calculated 1° (anomeric)-14C and nucleofuge 15N, and 2° -2H KIEs obtained from TS 

structures for both mechanisms agreed with each other and with the experimental 

values and could not serve to discriminate between the mechanisms. However, the 

calculated value for -3H was in excellent agreement with experiment for the stepwise 

TS but not the concerted TS. This result was in accord with Schramm’s BEBOVIB-based 

interpretation.  

The first application to an enzymic reaction was probably the AM1/CHARMM study of 

p-nitrophenyl-N-acetylneuraminide hydrolysis catalysed by influenza B and Salmonella 

typhimurium sialidases.62 This work employed a QM region of 65 atoms (including a 

nucleophilic water, truncated substrate and sidechains of active-site aspartate, 

glutamate and tyrosine residues) and an MM region of about 1500 surrounding atoms 

within a stochastic boundary. Approximate RS and TS structures were located by a 2D 

grid search (as for AMP hydrolysis) and 1° nucleofuge 18O and 2° -2H(R), -2H(S) and -2H2 
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KIEs were computed. It was commented that comparison of calculated KIEs with 

experiment provided a very stern test, and their use provided ‘a very strong anchor to 

prevent theoretical modelling from drifting into unreality’. The less-than-wholly-

impressive agreement of calculated and experimental KIEs (for influenza A sialidase) led 

Barnes and Williams to suggest that their QM/MM modelling ‘had not yet passed this 

test’ and to speculate that the procedure employed for optimising and characterising 

stationary points might have been at fault. 

1.5.2 Hydride and hydron transfer 

 

A more rigorous procedure was developed as a suite of utilities (GRACE) for optimisation 

of minima and saddle points, IRC paths and vibrational frequencies in large flexible 

QM/MM systems, which enabled TSs to be refined using the same criteria as were 

normally used in QM applications with small molecules, and this methodology was 

applied to LDH.63 A Hessian was computed for a “core” of 147 atoms comprising 35 QM 

(AM1) atoms and 112 MM (CHARMM) atoms with in the active site; the QM region was 

embedded mechanically and electronically within the MM “environment” of about 1900 

atoms, and was a subset of the core atoms included in the Hessian. Although the 

residual force on every core atom was tolerably close to zero within the full QM/MM 

system, the core was not itself a stationary structure in isolation. Transformation from 

Cartesians to non-redundant valence coordinates, followed by back-transformation, 

served to project out the components of translation and rotation of the core as a rigid 

entity with respect it its environment,28 equivalent to treating the core atoms as gas-

phase cluster with force constants determined within the protein environment. The 

average value of the 1° 2H for hydride transfer from NADH to pyruvate, taken over six 

different TS configurations within the flexible enzyme active site, was 2.73 ± 0.06 at 298 

K, which compared well with experimental values for mutant LDHs with rate-limiting 

chemistry as opposed to a conformational change as in the wild-type).64 Moliner and co-

workers subsequently applied the same method to the hydride transfer step in 

dihydrofolate reductase.65 

The proton transfer reaction involved in conversion of 2-phospho-d-glycerate to 

phosphoenolpyruvate catalysed by yeast enolase was studied by Truhlar and co-

workers66 using a AM1/CHARMM hybrid method with a 25-atom QM region surrounded 
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by 8863 MM atoms. Their calculation of the semiclassical 1° 2H KIE was very similar to 

that used for LDH,63 except that the generalised hybrid orbital method was used to 

define the QM/MM boundary instead of the link-atom method; the (conventional) TS 

Hessian was determined for the N1 = 25 atoms QM atoms at the saddle point in what 

they termed as the primary zone, with vibrational partition functions being evaluated 

for 3N1 – 1 degrees of freedom. However, quantum effects along the reaction coordinate 

were treated by the microcanonical optimised multidimensional tunnelling 

approximation with small-curvature tunnelling (SCT), which also includes non-classical 

reflection by the reaction barrier: this gave a KIE of 3.5 at 300 K as compared to the 

experimental value of 3.3. A separate determination of the quantal corrections within 

the primary zone was required for each isotopic substitution. 

A similar treatment of hydride transfer from a benzyl alcoholate substrate to NAD+ 

catalysed by liver alcohol dehydrogenase (LADH) was also reported by Truhlar, Gao and 

co-workers, but 2H and 3H 1° and 2° KIEs were determined as averages over 20 

configurations of the 21-atom (mobile) primary zone within the 5539-atom (frozen) 

secondary zone.66 The merits of the multidimensional treatment of tunnelling were 

clearly stated in comparison with the one-dimensional Bell correction applied by Rucker 

and Klinman in a BEBOVIB analysis of a truncated model for LADH.67 In order to obtain 

satisfactory agreement between calculation and experiment for the 2° 3H KIE in the 1D 

parabolic method, the tunnelling correction was overestimated, whereas the 63-

dimensional non-parabolic method reproduces this KIE and the Swain-Schaad 

exponent in agreement with experiment. Another paper on LADH by the same group 

made further refinements to the method and noted that the quantum effects in the 

primary zone were included ‘only on the 3N1 – 7 highest-frequency vibrational modes’.68 

The transmission coefficient was now evaluated within a relaxed secondary zone, and 

the procedure allowed for Boltzmann averaging over an ensemble of RS and TS 

conformations. 

Cui, Elstner and Karplus used related methodology, based upon a QM/MM method 

using the self-consistent-charge density-functional-tight-binding (SCC-DFTB) method 

with CHARMM, with a much larger number of mobile atoms (278) in the secondary zone 

but with no averaging over different enzyme structures;69 these authors obtained similar 

KIE results to those of Gao, Truhlar and co-workers.68 In contrast, Tuñón, Moliner and 
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co-workers noted that reactions taking place within separate valleys, with distinctly 

different reactant conformations with the active site of LDH, gave different 1° 2H KIEs 

as evaluated a slightly modified version of the ensemble-averaged variational TS theory 

(EA-VTST) with multidimensional tunnelling contributions.70 Burton and co-workers 

also used a similar approach to calculate 1° 2H KIEs for proton transfer from a 

methylamine substrate catalysed by methylamine dehydrogenase (MADH) for a range of 

enzyme conformations; large tunnelling corrections were predicted for proton transfer 

with both semi-empirical and ab initio QM/MM methods.71 Ranaghan et al. performed 

similar calculations for MADH, using PM3 (with specific reaction parameters) and 

CHARMM together with EA-VTST/SCT, and averaged their 1° 2H KIEs over different 

minimum-energy paths. They found that the protein configuration used had a 

significant effect on the computed KIE, with average values of 14 or 41 being obtained 

for proton transfer to one of the O atoms of an aspartate carboxylate sidechain for two 

ensembles of structures taken from different regions of the reaction coordinate.72 These 

authors also applied the same methodology to calculate KIEs for oxidation of tryptamine 

by aromatic amine dehydrogenase.73 

The hydrogen-atom transfer catalyzed by coenzyme B12-dependent methylmalonyl-CoA 

mutase was studied by Dybala-Defratyka et al. using AM1/CHARMM and EA-VTST with 

averaging over eight reaction valleys descending from points selected from the TS 

ensemble. The importance of corner-cutting tunnelling paths in order to obtain a 1° 2H 

KIE that agreed with experiment within experimental error was demonstrated.74 The 45-

atom QM region was described by an unrestricted Hartree-Fock implementation of the 

semi-empirical MO method within the CHARMM program, and the dynamics 

calculations employed CHARMMRATE66 with a 45-atom primary zone. Agreement with 

experiment could not be obtained from smaller QM cluster models that included part or 

all of the substrate and co-factor moieties but excluded active-site protein residues.75 

Without the enzyme, a larger KIE of about 100 suggested the existence of a higher 

commitment to catalysis, and consequently led to the conclusion that the intrinsic KIE 

was masked by the kinetic complexity, whereas with enzyme residues included in the 

QM/MM model, the good agreement between calculation and experiment was consistent 

with a minimal commitment. 
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1.5.3 Chorismate mutase 

 

Chorismate mutase has been to QM/MM studies of enzyme catalysis in the 2000s what 

the water molecule was to electronic structure theory in the 1960s: a very convenient 

benchmark. Since it catalyses the pericyclic  rearrangement of chorismate to 

prephenate, including these substrate atoms in the QM region, while treating the whole 

protein within the MM region, means that the QM/MM boundary does not cut through 

any covalent bonds. A 2003 study by Martí et al.76 used an AM1/CHARMM24/TIP3P 

hybrid method to locate any characterise RS and TS structures with full gradient 

relaxation of > 5200 atoms (out of a total of > 17000 MM atoms) for the enzymic 

simulations, and with a box containing 711 water molecules for the corresponding 

reaction in aqueous solution. Inclusion of the chorismate conformational pre-

equilibrium step in the modelled kinetic scheme led to better agreement between 

calculated and experimental 1° 13C and 18O KIEs. Good agreement for the 2° 5-3H and 9-

3H2 KIEs in aqueous solution was obtained provided that the Hessian water molecules 

hydrogen-bonded to the substrate, but poorer agreement for the enzymic reaction may 

have been due to the available experimental Vmax/Km KIEs being for chorismate mutase 

from a different organism to that for the available X-ray structure used as the starting 

point for the calculations. Roitberg and co-workers calculated KIEs for the 

rearrangement step, but not the conformational pre-equilibrium, using an ab initio HF 

treatment of the substrate with effective fragment potentials to represent the protein 

environment.77 The same system was later studied using “high-level” (DFT) corrections 

were applied to the “low-level” (AM1) QM subsystem during QM/MM evaluations of 

gradients and Hessians.78 This procedure arguably gave more reliable estimates of the 

intrinsic KIEs for the rearrangement, and discrepancies with experiment may have been 

due to the rearrangement occurring after the rate-limiting step for the enzymic reaction.  

Williams and co-workers79 used their original AM1/CHARMM24/TIP3P hybrid method 

to investigate the sensitivity of calculated KIEs to the size of the Hessian for the 

chorismate rearrangement in water and in the active site of chorismate mutase. As the 

system was expanded to include not only the atoms of chorismate/prephenate itself but 

also an increasing number of surrounding water molecules (up to 99) or active-site 

residues (up to 225 atoms), 1° 13C and 18O KIEs were not sensitive to the size of the 

Hessian, but 2° 5-3H and 9-3H2 KIEs required the inclusion of at least those atoms 
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directly involved in hydrogen bonds to the substrate or, better, a complete first solvation 

shell or cage of active-site amino-acid residues. 

 

1.5.4 Methyl transfer and the compression hypothesis 

 

Few species in enzymology have sparked such fervent controversy as catechol-o-

methyltransferase, an enzyme which catalyses the transfer of a methyl group from s-

adenosyl-methionine to dopamine 80 (Figure 3) 

 

Figure 3. Diagram of proposed mechanism for methyl transfer from adenosyl moiety 

to catecholate. Proposed mechanism from N. Kanaan, J. J. R. Pernia and I. H. 

Williams, Chemical Communications, 2008, 46, 6114-6116.80 

 

Theories regarding the origins of enzyme catalysis are substantial in number. Quantum 

tunnelling has many adepts 81-83, as well as detractors 84, 85, one of the latter being Arieh 

Warshel, co-Laureate of the 2013 Nobel Prize in Chemistry. His research strongly 

suggests that tunnelling does not significantly contribute to enzyme catalysis, by 

comparison to the reactions in solution, and the enzyme active site. Conversely, other 

groups claim support of their results through evidence from large normal isotope effect 

measurements on methyltransferases 86. These groups also claim so-called dynamic 

effects are responsible for enzyme catalysis. One of their leading hypotheses focuses on 
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a compression effect of the enzyme active site, which mechanically forces catalysis to 

occur. This is attributed to the SN2 transition structures being subject to compression, 

leading to larger inverse 2o KIEs for COMT-catalysed methyl transfer, compared to a 

reference reaction in water.87  

The compression hypothesis for the origin of catalysis in COMT (and other group-

transfer enzymes) has had both its supporters and detractors over the years since the 

pioneering BEBOVIB studies of Schowen and co-workers. A hybrid 

AM1/TIP3P/CHARMM calculation of 2° α-2H3 KIEs for the reaction of S-

adenosylmethionine (AdoMet) with catecholate anion in water and catalyzed by COMT 

gave calculated KIEs in agreement with experiment, with a significantly more inverse 

KIE for the enzymic reaction than for the one in aqueous solution.88 However, this result 

did not support the compression hypothesis because the sum of the bond lengths from 

the -C atom to the S atom of the nucleofuge and to the O atom of the nucleophile was 

essentially the same in the COMT active site as it was in water; in other words, there 

was no evidence for geometrical compression. The point was further reinforced by a 

subsequent study in which the KIEs were evaluated as averages over RS and TS 

structures taken from QM/MM molecular dynamics (MD) trajectories.89 The QM region 

comprised 63 atoms (catecholate + AdoMet) and the full QM/MM system for the MD 

simulations contained 17162 atoms including 4614 water molecules; the flexible region 

for local relaxation of “snapshot” structures (to either a local minimum or saddle point) 

contained 2610 atoms; and the Hessian included the QM atoms and the active-site Mg2+ 

cation (64 atoms). The uncatalysed methyl transfer in solution was the same as that 

studied experimentally in the original work by Schowen’s group, namely reaction of 

methoxide anion with S-methyldibenzothiophenium cation in methanol; the QM region 

comprised 30 atoms and the Hessian included at least a complete first solvation shell 

of solvent molecules around the solute. MD trajectories of 1 ns duration were performed 

in RS and TS windows from a potential of mean force (PMF) along the reaction coordinate 

and 100 snapshots were taken at 10 ps intervals in order to ensure that all structures 

were independent, and all simulations were performed at the temperatures of the 

experimental studies. The mean value of the calculated KIE for the enzymic reaction, 

averaged over 10000 combinations of RS and TS (0.82 ± 0.05) agreed well with the 

experimental value (0.83 ± 0.05), but it was noted that the standard deviation for the 

calculated KIE reflected the uncertainty of averaging over precisely computed individual 
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TS-theoretical rate-constant ratios for a limited sample of 100 RS and 100 TS 

configurations spanning a distribution of structures determined by the model potential, 

whereas the experimental errors arose from uncertainties in rate-constant 

determinations for (effectively) complete sampling of all thermally accessible RS and TS 

configurations which may also span a distribution of structures. It was suggested that 

averaging over thermal fluctuations of the environment allowed for meaningful 

comparison of computed with experimental KIE values. Furthermore, the authors 

commented that apparent differences between KIEs calculated by different QM methods 

were often smaller than the fluctuations found between different configurations within 

the same method, with the implication that computational studies based upon a single 

conformation of an enzyme might be unrepresentative.80 

Analysis of valence force constants computed in the 2004 QM/MM study for the COMT-

catalysed methyl transfer showed that the methyl CH stretching force constants were 

larger in TS than in RS, as expected.90 What was not expected, however, was that the 

HCS and HCO bending force constants, involving these bonds and either the nucleofuge 

S atom or the nucleophile O atom, were also significantly larger in TS than in RS, both 

in the COMT active site and in solution. These comparisons were made using relaxed 

force constants (reciprocals of diagonal elements of the compliance matrix in valence 

coordinates) which have the property of being independent of the choice of redundant 

internal coordinates.29 This finding shed additional light on the compression hypothesis. 

The TS bending force constants used in the original BEBOVIB modelling were obtained 

by use of a rule that took the product of the RS force constant (for HCS) or the PS force 

constant (for HCO) and the appropriate TS bond order (BCS or BCO) which always had a 

value < 1; the TS bending force constants were, therefore, always less than the 

corresponding RS (or PS) value. In order to calculate an inverse 2° -2H3 KIE to match 

that of the enzymic reaction, it was necessary to use larger values for BCS or BCO than 

for the uncatalysed reaction. The apparently shorter bond lengths for the C…S and C…O 

partial bonds in the TS were probably an artefact of the arbitrary rule used to generate 

TS bending force constants within BEBOVIB. 

In 2011, Klinman and coworkers published a study on active site residues and their 

roles in generating active site compaction in COMT-catalysed methyl transfer. 

Comparing catalytic efficiency with the size of a 2o KIE, Klinman found a linear 
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correlation, interpreting this on the basis of modulation by a side chain located near the 

sulphur of the AdoMet.91 Additional work by the group, published in 2015, suggested 

that increases in C-H force constant in the methyl group at the active site were as a 

direct result of compaction in the donor-acceptor distances.92 Previous work by other 

groups had suggested that no such compaction occurred, by comparison of the donor-

acceptor distances themselves,56, 90, 93 yet the question remained as to which additional 

factors could contribute to this change in force constant, and in what manner could 

these be quantified. 

 

 

1.5.5 Other enzymes 

 

Kwieciek and co-workers94 studied the cytochrome-P450 2A6-catalysed hydroxylation 

of nicotine, at either of two positions, using B3LYP with the 6-31G(d) basis (LACVP for 

Fe) in combination with the AMBER force field in an ONIOM method with mechanical 

embedding. The approximately 70-atom QM region consisted of the truncated heme, 

cysteine and nicotine, and about 1600 MM atoms of the active site were included. KIEs 

for six different isotopic substitutions were computed for both low-spin and high-spin 

states of iron using ISOEFF98. Comparison of the KIEs predicted for reaction at each of 

the two sites gave mechanistic insight. 

A QM/QM ONIOM method, with 30 – 40 atoms in the higher layer (B3LYP/6-31G(d)) 

and 800 – 900 atoms in the lower layer (PM6), was applied by Paneth and co-workers to 

calculate 1° 37Cl KIEs on the nucleofuge in hydrolysis of both enantiomers of 2-

chloropropionate by DL-2-haloacid dehalogenase.95 Excellent agreement with 

experiment was obtained provided that account was taken not only of the KIE on the 

SN2 step but also of the EIEs for binding of the substrate (first) from water to an initial 

binding site and (second) from there to the active site. Krzemińska et al. performed 

QM/MM calculations of heavy-atoms (13C, 15N, and 18O) EIEs for binding sites of different 

inhibitors to HIV-1 reverse transcriptase.96 The QM region (either AM1 or B3LYP/6-

31+G(d,p)) consisted of the inhibitor molecule alone and the MM region (AMBER for 

protein or TIP3P for aqueous solution) comprised the rest of the system. The subset 
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Hessian was projected to remove the translational and rotational contributions, and the 

binding isotope effects (BIEs) were obtained as the average over 121 pairwise 

combinations of 11 RS (solution) and 11 PS (enzyme-bound) structures. Significant BIEs 

(especially 18O) were found for binding of nucleoside HIV-1 RT inhibitors by means of 

specific interactions in a hydrophilic binding site, whereas no BIEs were found for non-

nucleoside HIV-1 RT inhibitors binding within a hydrophobic cavity on the protein. 

Essentially the same method was used by Świderek et al. to compute KIEs for hydride 

transfer from tetrahydrofolate to the exocyclic methylene–dUMP intermediate in the 

reaction catalysed by thymidylate synthase.97 QM/MM free-energy surfaces were 

determined by means both 1D and 2D PMFs which allowed concerted and stepwise 

reaction paths to be characterised. The 54-atom QM region was described by AM1 and 

by a dual-level method involving M06-2X corrections; the rest of the system was 

described using the OPLS-AA and TIP3P force fields. The AM1/OPLS-AA KIEs were 

averaged over all combinations of 10 RS and 10 TS structures. The 2° 3H KIE for 

substitution at C6 of tetrahydrofolate (from which hydride transfer occurs) was 

revealing: a small normal effect, consistent with experiment, was calculated for the 

concerted mechanism, but an inverse effect was predicted for the alternative stepwise 

mechanism. The calculated KIEs served to discriminate between the two mechanisms. 

 

 

1.6 Summary 

 

This chapter has concentrated on the theory of isotope effects, and important 

developments in the field over the past century. Kinetic and Equilibrium isotope effects 

are used as probes for a range of chemical systems, and their reliable calculation and 

interpretation is vital in order to successfully treat the information gathered. 

Developing on the theme of theory and setting; the following chapter will treat the core 

computational and theoretical concepts and methodologies applied during the course of 

the work presented. 
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2. Computational Theory, Experimental Details and Isotope Effect Calculations 

 

2.1 Introduction 

 

Ever since the availability of computers was extended to general scientific audiences, 

they have been used to solve complex theoretical problems 98. Quantum chemistry has 

the advantage that, compared to certain fields in physics, which are still difficult to 

explain with contemporary science, it is possible to gain reasonable quantitative 

answers to questions about molecules 99. This is mainly based on the wide range of 

problems that the solution to the Schrodinger equation can be applied to, largely 

yielding answers of good accuracy to experiment 100. 

 

2.2 Density functional theory and QM calculations 

 

A number of approximations are responsible for our ability to predict molecular 

properties. The Born-Oppenehimer approximation 101 allows the motion of electrons only 

to be considered, as the massive nuclei are taken as moving too slowly on the same 

timescale to affect results with any significance, and is the cornerstone of modern QM 

chemical approaches. 

Developing on this, Kohn, Sham and Hohenberg formulated a way to simplify the 

complex many-body wavefunction for a system, into a density which depends only on 

three coordinates 102, 103. Density Functional Theory (DFT) is based on the use of 

functionals, which provide a reasonable balance between accuracy and computational 

expense. The incorporation of these functions of functions provide an approximate 

treatment of electron correlation – the effect one electron has on another 104. This is not 

only absent from the earlier Hartree-Fock methodology, but is often exceedingly 

computationally expensive in higher order methods such as perturbation (MP2…) and 

coupled cluster (CCSD…) 105,106. 

Density functionals form the backbone of DFT and their parameterisation determines 

the accuracy of the properties obtained. Functionals are often ranked in order of 

sophistication, from the Local Density Approximation (LDA) and Generalised Gradient 
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Approximation (GGA), to hybrid methods 107. However, these postulated improvements 

are no reliable indication that results will be improved. This is contrasted by ab initio 

methods, which relatively always provide superior computation with a higher method. 

Using a coupled cluster method will almost always be superior than the same 

calculation with MP2 and that in turn more accurate than simple Hartree-Fock 108. 

Density functionals constitute of a number of terms in order to successfully describe 

the density and reasonably calculate molecular properties. The kinetic energy, electron-

nuclei interaction, Coulomb interaction and exchange-correlation energy all form part 

of functionals 109. 

Fortunately, the kinetic energy, electron –nuclei interaction and Coulomb energy can all 

be computed exactly 110. The difficulty is incorporating the exchange-correlation energy. 

Due to the complex behaviour of electrons, this would be inherently difficult to calculate 

exactly, which led to numerous approximate exchange-correlation functionals being 

developed 111. 

These are often described in a hierarchy based on their parametrisation (Table 1). LDA-

based functionals are frequently considered the simplest implementations and are 

based on the electron density at a given point, using a uniform electron gas as a model. 

LDA functionals were improved by including the gradient of the density as well as its 

local behaviour. This means that the variation of this key parameter is taken into 

account when implemented. Realistically, few systems behave as uniform electron 

gases. It is more usual to find the electron density varying significantly over a small 

region, thereby suggesting that a uniform electron gas as a model may lead to erroneous 

results. 

Table 1. Selected functionals arranged in a Jacob’s ladder classification of 

approximations to the exchange correlation energy, from the most fundamental early 

methods such as LDA, to methods of higher accuracy at PBE0 level.112 

Level Name Examples 

1 LDA LDA, LSDA 113 
2 GGA BLYP, PW91104, PBE 114 
3 Meta-GGA BR, B95 115, VSXC  
4 Hyper-GGA B3LYP, PBE0 116 
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GGA functionals were themselves improved by including the derivative of the gradient, 

or second derivative, and are found in examples such as M06-L, classed as a Meta-GGA 

functional. 

Hybrid functionals are currently the improvement on Meta-GGA as include Hartree-

Fock exchange in the parameterisation. B3LYP is a common hybrid functional which is 

known as Hyper-GGA as mixes a fixed amount of HF exchange with GGA exchange and 

local hybrids.117 B3LYP performs well for numerous systems. Hybrid functionals were 

first discussed by Becke in the early 1990s; they consist of the traditional formulation, 

with the exchange-correlation energy derived from an interpolation between the real 

system, and an entirely non-interacting system 98. 

 

Therefore, in order to run a DFT calculation, the molecular geometry and charge must 

be specified, as well as the multiplicity of the system. In terms of the parameterisation, 

the exchange and correlation functionals must be included, as well as a basis set 118. 

Alternatives to DFT exits, some referred to previously in the text. Semi empirical 

methods simplify the way in which the wavefunction is obtained by incorporating 

experimental data into the procedure. This results in a faster technique which works 

well for certain sets of molecules, but can result in large errors for systems deviating 

from the experimental data range. 

 

2.2.1  Dispersion effects in QM calculations 

 

London had originally described dispersion in an additive sense; four pairwise 

interactions would sum to yield the energetic contribution to stabilisation from 

dispersion. In more recent studies, it has been found that van der Waals interactions 

are not additive, and indeed more complex.119 The interactions between molecules is 

affected by their interactions with the environment, and surrounding molecules; a 

summation of pairwise interactions is therefore not sufficient to describe the complete 

interaction energy of a molecule with those surrounding it. Two principle methods to 

account for London dispersion have been formulated. The first, symmetry-adapted 

perturbation theory, or SAPT120 is based on predefined molecular moieties, where the 
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interaction energy is calculated by small perturbations to the system. The total energy 

is calculated from individual parts of the molecular complex, and is therefore physically 

meaningful. Difficulties arise when the interactions between molecular moieties are 

large, and can therefore not be treated through perturbation approaches. The alternative 

method, the supramolecular approach, calculated the interaction energy as the 

difference between the total energy and those of the monomers. Understandably, this 

method has difficulties with covalent complexes. Indeed, for dispersion effects in 

chemical reactions, it is suggested that two levels of theory be implemented, one 

incorporating dispersion, and the other without. 

Stefan Grimme has proposed empirical dispersion corrections for density functional 

calculations,114 and these are incorporated into common electronic structure 

calculations software. 

The total energy of a system with dispersion corrections can be described as:121 

 

𝐸𝐷𝐹𝑇+𝐷 = 𝐸𝐷𝐹𝑇 + 𝐸𝑑𝑖𝑠𝑝𝑒𝑟𝑠𝑖𝑜𝑛 

(20.1) 

Where EDFT+D represents the total energy of the system with dispersion correction 

implemented, EDFT is the traditional Kohn-Sham DFT energy output from using the 

chosen functional, and Edispersion is the energy contribution from the dispersion 

interactions. 

The energy contribution from dispersion can be described by:122 

𝐸𝑑𝑖𝑠𝑝𝑒𝑟𝑠𝑖𝑜𝑛 = −𝑠 ∑ ∑
𝐶6

𝑖𝑗

𝑅𝑖𝑗
6 𝑓𝑑𝑎𝑚𝑝𝑖𝑛𝑔(𝑅𝑖𝑗)

𝑁𝑎𝑡𝑜𝑚𝑠

𝑗=𝑖+1

𝑁𝑎𝑡𝑜𝑚𝑠−1

𝑖=1

 

(20.2) 

 

Where s is a scaling factor based on the density functional chosen for calculation or the 

electronic structure and properties, Natoms is the number of atoms in the system, C6
ij is 

the dispersion coefficient for the pair of atoms i,j and Rij is the distance between atoms 
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i and j. fdamping acts as a damping function for when Rij approaches 0, and would 

alternatively lead to artificial overbinding of i and j. Dispersion corrections can be 

implemented within calculation routines in a number of ways. Dispersion can be 

included in the optimisation process (DO), and lead to dispersion-corrected structures, 

or can alternatively simple be called for single point energy corrections (DC). These 

themes will be discussed further in later sections of this thesis. 

2.3 Basis sets 

 

Basis sets can be considered as the following level of calculation accuracy after having 

carefully chosen the electronic structure method (DFT, MP2, CCSD…). In order to treat 

the electrons sufficiently well, they must be allowed to occupy a certain volume in space. 

This is defined by the basis set; a series of formulae which describe the space afforded 

for the electrons within a molecular simulation 123. 

Basis sets vary in nomenclature and parameterisation. Commonly-used basis sets in 

molecular modelling include the so-called Gaussian family of basis sets, where electrons 

are described as Gaussian functions. Although less reasonable representations of the 

behaviour of atomic orbitals cf. Slater type orbitals, Gaussian basis functions are 

preferred as are more facile to combine in computations through simpler formulae 124. 

Gaussian basis functions can form the commonly-used Split-valence basis sets, which 

include 3-21G, 6-31G(d), and 6-311+G(d,p) 125 amongst others. Split-valence basis sets 

are commonly used in DFT and post-HF calculations. These descriptions of electrons 

rely on two functions: an inner, and an outer. This results in core atomic orbitals (AOs) 

being characterised by one set of functions, and valence AOs by another. The 6-31G 

basis set, used in some of our work, consists of 6 basis functions for each core orbital, 

3 for inner valence orbital components, and one for outer valence orbital components. 

This splitting of the valence orbitals is advantageous when describing different 

characteristics of the same orbitals. For example, a split valence basis set would cope 

well with defining both sigma- and pi- type p orbitals, both of which behave differently, 

the pi- creating a weaker/looser bond than the sigma. 

Polarisation and diffuse functions 126  can be added to basis sets in order to provide 

additional descriptions for electron motion. Polarisation functions add higher-orbital 

functions i.e. adding d-functionality to elements with s and p valence orbitals (indicated 
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by a ‘*’ in the basis set description). Diffuse functions act as the name suggests – 

allowing the electrons to be only weakly associated with the atom. Normally, diffuse 

functions are only added to atoms larger than hydrogen (denoted ‘+’), as these will 

benefit more from the enhanced electronic freedom, although diffuse functions for 

hydrogen (‘++’) can also be added. 

A range of electronic structure methods and basis sets have been surveyed throughout 

the course of this work, and in order to avoid repetition, their relative merits and issues 

will be considered as they appear in the course of the narrative. Evidently, these method 

validation tasks tend to be respective to the system studied. It is unlikely that a 

particular combination of ESM and basis set will provide as particularly reliable results 

for one enzymic reaction, as it would for another. Therefore, a series of method validation 

exercises took place before the introductory studies into the nature of isotope effects.  

 

 

 

2.4  Solvation methods in QM calculations and Enzymology 

 

As discussed in Chapter 1, increases in computing power have brought with them 

additional functionality to chemical calculations. Early QM calculations were limited to 

small-molecule, gas phase systems, regardless the influence of solvation on the 

system.127 Solvation can be incorporated into a chemical calculation in numerous ways, 

most of which can be characterised as either explicit or implicit. 

Explicit solvation involves describing every solvent molecule individually. Practically, 

this is carried out through Monte-Carlo (MC) or molecular dynamics (MD) simulations 

of a box containing a fixed number of molecules of solvent. Here, all types of interactions 

are accounted for; however the computational cost is relatively significant. Rather than 

describe all solvent molecules individually with the same ESM as the central body of the 

system, a cutoff is often used to consider only the first series of solvation shells around 

the reaction centre with the higher level methodology. Subsequent shells are then 

described with a lower level, such as an MM force field or equivalent. This provides the 

effect of the outer forces and charges on the core region, without the significant expense 

of high-level methods. The choice of force field is therefore important, and numerous 
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parameterised instances exist. These tend to be generated for a specific molecule of set 

of molecules, which are detailed in the brief for the potential. 

In order to reduce the expense, implicit solvation models were developed. These rely on 

placing the solute in an average field (constant dielectric), appearing in the calculations 

as an extra parameter akin to HF calculations and the core Hamiltonian. The main 

disadvantage of implicit models is the inability to account for interactions such as 

hydrogen bonds, and therefore have difficulty describing such systems accurately. 

One instance of implicit solvation is the polarised continuum model (PCM) developed by 

Tomasi and co-workers.128 Here, the solute is placed in a cavity surrounded by a volume 

of average dielectric, which must be specified. The shape of this cavity is determined by 

the United Atom Topological (UA0), or Universal Force Field (UFF) models. UA0 places a 

sphere around heavy atoms (larger than hydrogen), with hydrogens being encompassed 

within the heavy atom sphere. 

 

 

Figure 4. Representations of the UFF (left) and UA0 (right) cavities, respectively. 

 

Conversely, the UFF cavity consists of spheres placed around each atom, proportional 

to their size, resulting in greater exposure of the system to the dielectric. This is the 

subject of Chapter 3, and will therefore be discussed in additional detail there. 

In summary, solvation in chemical calculations can be described by a number of 

methods, each with subsets of changeable parameters. The importance remains with 

considering the options available to the calculation and choosing the more reliable 

C 

H 

H H 
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model for the study itself. For example, larger systems would likely benefit more from a 

hybrid approach, such as QM/MM systems, which are treated in section 2.5. 

 

 

 

2.5 QM/MM methodology 

 

Having discussed implicit solvation in section 2.4, it is timely to explain the method by 

which minimised supramolecular structures have been obtained for the calculation of 

isotope effects. MM techniques by themselves represent molecular interactions in a 

simpler way than QM approaches, and are therefore less suited to examining certain 

processes such as chemical reactions. The benefits of implicit solvation for smaller 

systems have been discussed, and the reliable chemical data that can be obtained from 

ab initio and QM approaches, however for systems with a more significant number of 

molecules, a partition between QM and MM methodologies is beneficial. This allows the 

central reaction volume to be treated by the higher level QM technique, whilst the 

surrounding is modelled with an appropriate MM force field, still inducing an effect on 

the reaction centre, particularly in terms of charge. 

The first QM/MM potentials were developed in the 1970s by Warshel and Levitt, 129-133 

being used to study the damage to bacterial cell walls by the enzyme lysozyme and the 

mechanism of the chemical reaction it catalyses. Due to the size of enzymes, it was 

indeed too large a number of atoms to study with a quantum chemical methodology, 

which led to Warshel and Levitt restricting the QM calculation to the smaller number of 

atoms directly associated with the chemical reaction being studied. With QM methods 

being particularly limited by CPU power in the 1970s, a semiempirical method was 

chosen for the QM region, the rest of the system being treated by a MM force field. In 

1990, Martin Karplus, along with colleagues Martin Field and Paul Bash produced a 

combined QM/MM potential with the MNDO and AM1 semiempirical methods, and the 

CHARMM forcefield as the MM portion.134 They tested this against ab initio and 

experimental data available, in order to consider the accuracy of their proposed method. 

QM/MM methods and their applications to biological systems have been the subject of 
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numerous recent reviews,135-150 with more modern techniques such as path integral 

methods featuring heavily.151 There are a vast number of QM/MM potentials available, 

but the same general theory applies to all approaches. An excellent summary of 

applications of QM/MM methods in recent biomolecular research, as well as a list of 

specific potentials and techniques applied was produced by Senn and Thiel.152 

 

2.5.1  Theoretical basis of QM/MM calculations 

 

Biological systems are by nature complex. It is therefore important to be able to treat 

these with reasonable accuracy and resources, and within reasonable timescales. 

Molecular dynamics (MD) simulations rely on solving Newton’s equations of motion in 

order to obtain trajectories of molecular movement with time. QM methods must be 

used to model the electronic effects and their change over the course of a chemical 

reaction, however this does not need to be extended to all parts of the system, simply 

those involved in the reaction. Therefore, the atoms surrounding the central reacting 

region can be treated with less computationally-expensive techniques, such as potential 

models or molecular mechanics (MM) forcefields. 

In MM forcefields, basic chemical theory is used to obtain the potential energy of the 

system. 

 

𝑉𝑀𝑀 = ∑ 𝑉𝑖
𝑏𝑜𝑛𝑑

𝑁(𝑏𝑜𝑛𝑑𝑠)

𝑖
+  ∑ 𝑉𝑗

𝑎𝑛𝑔𝑙𝑒
𝑁(𝑎𝑛𝑔𝑙𝑒𝑠)

𝑗
+  ∑ 𝑉𝑘

𝑡𝑜𝑟𝑠𝑖𝑜𝑛𝑠
𝑁(𝑡𝑜𝑟𝑠𝑖𝑜𝑛𝑠)

𝑘

+  ∑ ∑ 𝑉𝑖𝑗
𝐶𝑜𝑢𝑙𝑜𝑚𝑏

𝑁(𝑏𝑜𝑛𝑑𝑠)

𝑗>𝑖

𝑁(𝑀𝑀)

𝑖
+  ∑ ∑ 𝑉𝑖𝑗

𝐼𝐽
𝑁(𝑏𝑜𝑛𝑑𝑠)

𝑗>𝑖

𝑁(𝑀𝑀)

𝑖
 

(21) 

 

In Equation 21, N(MM) refers to the number of atoms within the system, with Vbond, and 

Vangle being treated by harmonic potentials. Torsions are treated by periodic functions 

(Vtorsion), and the Coulomb law is represented by Vcoulomb, where Rij is the distance between 

atoms i and j, e is the unit charge, and  is the permittivity of free space: 
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𝑉𝑖𝑗
𝐶𝑜𝑢𝑙𝑜𝑚𝑏 =

𝑒2𝑄𝑖𝑄𝑗

4𝜋𝜀0𝑅𝑖𝑗
 

(22) 

The additional parameter denoted VIJ corresponds to the Van der Waals interactions, in 

the form of a Lennard-Jones potential: 

 

𝑉𝑖𝑗
𝐼𝐽

= (
𝐴12

𝑖𝑗

𝑅𝑖𝑗
)

12

− (
𝐵6

𝑖𝑗

𝑅𝑖𝑗
)

6

 

(23) 

The A, and B constants in Equation 23 correspond to repulsion and attraction 

parameters, respectively, depending on the types of atom i and j. Electrons therefore do 

not feature in the parameterization of the MM forcefield, instead being accounted for by 

the empirical parameters present. Chemical reactions and other electronic processes 

can therefore not be described at the MM level of theory. Hybrid QM/MM methodologies 

therefore allow these reacting systems to be considered.153 

Hybrid QM/MM potential energies include contributions from three main types of 

interaction. These are formed of interactions between QM atoms, interactions between 

atoms in the MM region, and interactions between the QM and MM atoms Two forms 

of scheme have been formulated to account for these interactions. The first, termed 

the subtractive coupling scheme has the QM/MM energy of the system obtained in 

three steps: 

𝑉𝑄𝑀/𝑀𝑀 =  𝑉𝑀𝑀(𝑀𝑀 + 𝑄𝑀) +  𝑉𝑄𝑀(𝑄𝑀) − 𝑉𝑀𝑀(𝑄𝑀)  

(24) 

The final portion of the subtractive scheme effectively accounts for including the QM 

subsystem interactions twice. Subscripts indicate level of theory, and bracketed terms 

the atoms included in the term. 



2. Computational Theory, Experimental Details and Isotope Effect Calculations 

 

 

  

58 

Contrary to the subtractive scheme, the additive scheme consists of a sum of the MM, 

QM and QM/MM energy terms, with the QM system embedded inside the large MM 

system:  

 

𝑉𝑄𝑀/𝑀𝑀 =  𝑉𝑄𝑀(𝑄𝑀) + 𝑉𝑀𝑀(𝑀𝑀) +  𝑉𝑄𝑀−𝑀𝑀(𝑄𝑀 + 𝑀𝑀)  

(25) 

Only MM interactions are described by forcefields in the additive scheme; the MM 

interactions hold the QM subsystem in place. 

 

 

2.5.2 ONIOM 

 

In addition to traditional QM/MM schemes as detailed above, other approaches based 

on layered models such as ONIOM have been employed.154-164 This approach is based 

on considering the molecules as two systems, a real system consisting of all the atoms 

in the simulation, and a model system made up of only the QM atoms. The energy of 

the real system can then be approximated as the sum of the model QM and real MM 

energies, subtracting the model MM energy. This has the result that the QM region 

energy is effectively calculated three times, once for each of the model system 

calculations, and once as part of the real system. In order to mediate this and only 

account for the QM system once, the model MM energy is subtracted. ONIOM is 

therefore described as a subtractive scheme, as opposed to additive methods discussed 

previously. Additionally, in more rudimentary ONIOM calculations, the QM interactions 

with other layers are only treated with an MM potential as the model system does not 

include the surrounding atoms. A simple ONIOM energy evaluation is described in 

Equation 26.165 

𝐸𝑂𝑁𝐼𝑂𝑀 = 𝐸𝑄𝑀(𝑚) + 𝐸𝑀𝑀(𝑟) − 𝐸𝑀𝑀(𝑚) 

(26) 

Where EQM(m) is the QM energy of the model system, EMM(r) is the MM energy of the real 

system, and EMM(m) is the MM energy of the model system. This subtractive scheme 
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effectively removes the double counting in the MM contributions to the total ONIOM 

energy. 

The ONIOM method is used in numerous investigations and both it and traditional 

hybrid QM/MM methodologies have their advantages and disadvantages, the main 

issues arising from the manner in which the simulation is partitioned into different 

sections. For a thorough review of ONIOM methods and associated techniques, see 

Morokuma et al.165 

 

2.5.3 QM/MM partitioning and the link-atom approach 

 

Systems considered in section 2.5.1 assumed non-bonding interactions between the QM 

and MM regions in a system, however this is rarely the case, particularly in enzymes 

and the condensed-phase systems that constitute the main body of this work. Therefore, 

QM/MM simulations must be able to treat atoms covalently bonded through a method 

interface. It is simply not enough to cut off the bonds and leave them unsatisfied in 

terms of electronic and orbital considerations. Instead, a number of approaches have 

been formulated to treat the problem, and will be briefly discussed here. 

It is particularly important that although there may be bonds between both systems, 

the entire structure should behave as if a partition had not been imposed. Deviation 

from supposed “normal” behavior of a system due to partitioning reduces the 

reasonableness of the approach. Overall, there are three groups which encompass the 

solutions to the partitioning problem for covalently-bonded systems. 

Firstly, with methods involving localized orbitals, hybrid orbitals can be formed for the 

QM atoms of the QM-MM bonds that have been broken through partitioning. These 

hybrid orbitals are parameterized in the direction of the cutoff MM atom, with the 

effective MM orbital constituting of a single electron, but satisfying the bonding 

requirement of the lone QM atom. However, it is important that the presence of the 

partition bond be incorporated into the MM forcefield by an extra bonding term. 166-172 

An alternative to the hybrid orbital method involves capping atoms. These replace the 

atom from the broken bond with a small moiety such as a hydrogen, or halogen. This 

atom is placed in the position of the MM atom from the broken bond, where it is therefore 
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not necessary to include an MM bonding term in the force field. The fact that the QM 

method does not need to be edited to incorporate the non-standard hybrid orbitals is 

certainly an advantage for this method, however the behavior of the system with the 

capped atoms must not deviate from the original, therefore the cap atoms must be 

chosen carefully to reproduce the properties of the partitioned bonds. 

Finally, dummy or link atoms are employed, to replace the covalent bonds between the 

QM and MM atoms. Hydrogens are usually employed as link atoms, this differing from 

the capping methodology insofar as the link atoms are able to move, and are not 

assumed to have the same position as their MM counterparts. The link atoms are 

positioned along the partitioned bond with the bond being treated by an MM term. This 

methodology has been applied widely in QM/MM techniques as is the least difficult to 

incorporate into systems and largely gives reasonable results in terms of property 

replication. 

Overall, it must be remembered that in order for the boundary and partitioned bonds to 

be reliably represented, each technique requires that the QM and MM influences be 

balanced to reflect the properties of the full system in each case. 

 

2.5.4 Combining QM/MM with Molecular Dynamics 

 

In the previous sections, the principle of considering large systems was introduced in 

terms of the QM/MM methodology. These large systems such as enzymes and protein 

environments, however, necessarily have a significant range of motions available, 

leading to different conformations which can affect reactivity. In order to sample these, 

a simulation must involve some time evolution component, enabling the system to follow 

trajectories based on simple forces. 

Molecular dynamics (MD) solves this by employing the classical equations of motion for 

atoms and molecules in order to obtain the time evolution of a system. It is generally 

applied to many-particle systems and used classical mechanics to provide trajectories. 

These allow time-dependent phenomena such as diffusion, to be followed. In the case of 

the systems studied in this work, the COMT enzyme active site can consist of a number 

of SAM conformers, discoverable by MD. A straight QM/MM simulation would not 

necessarily obtain the average conformational structure and could lead to inaccuracies 
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in data obtained. This is why the ensemble averaging discussed further in Chapter 7 

samples the QM/MM structures generated as snapshots of a timed MD simulation. 

 

2.6 Performing Isotope Effect Calculations 

 

One of the aims of the work carried out was to bring together a series of 

recommendations for future calculation of isotope effects, in order to provide some sort 

of continuity to results and to the field at large. 

Currently, there are a number of programs and protocols available for calculation of 

isotope effects. These mostly depend on vibrational data and Hessians, but some work 

purely on the basis of thermodynamic data.173 Applying modern concepts to the original 

formulation by Bigeleisen has recently been shown to greatly enhance the methodology, 

bringing it into the supramolecular age.  

 

2.7 Gaussian Calculations and the Use of the SULISO Suite  

 

Written by Prof. I. H. Williams in Cambridge and subsequently Bath and Castellon, the 

suite consists of four programs for vibrational characterisation and isotope effect 

calculation. 

A coordinate and Hessian file; a fort.7 output from Gaussian174 is used as input for 

program camvib.175 Gaussian calculations are carried out in different manners based 

on reactant/product structure searches, or transition structure searches. Gaussian can 

be obtained through licensing directly from Gaussian Inc., or through the following 

website: 

http://gaussian.com/orders/ 

Gaussian optimises structures to minima based on the direction of the optimisation. 

Reactant and product structures for reactions considered within the scope of this thesis, 

are minima in all directions on the potential energy surface, therefore Gaussian includes 

functionality to calculate vibrational frequencies, also. These calculations allow the user 

to inspect the vibrational spectrum of the computed system for presence of imaginary 

http://gaussian.com/orders/
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frequencies. Arising from the fact that TS are saddle points on the PES, the presence of 

imaginary frequencies indicates the order to which the saddle point is raised. This is 

equal to the number of directions of negative curvature at the stationary point 

corresponding to the TS. A first order saddle point indicates a TS in one direction only, 

and most frequently is the transient species of interest. The relative energy of the species 

is proportional to the number of imaginary vibrational modes it possesses; a second 

order saddle point would therefore be less energetically stable than a first order TS. 

Reactant and product structures are locate through traditional energy minimisation and 

geometry optimisation methods. TS are identified firstly through optimisation with the 

Berny algorithm.142 The Berny algorithm functions by effectively following the largest 

negative contribution to curvature, whilst minimising the energy gradient. TS obtained 

through this method were subjected to frequency analysis to ensure that a single 

negative frequency was present, corresponding to the motion along the reaction 

coordinate. Calculations involving frequency analyses produced Hessian matrices in the 

form of Gaussian fort.7 files, as discussed previously.  

Inclusion of additional terms and calculation modules within Gaussian are called 

through specific keywords. The corrections employed to consider dispersion are called 

through empiricaldispersion=GD3BJ, however the nature of how these calculations are 

employed is the subject of a later chapter. 

An example keyword line for a TS optimisation to a constrained cage structure is 

included below: 

#P freq b3lyp/aug-cc-pvdz opt=ts punch=(coord,derivatives) 

The first term, #P, requests that the program print additional output to the log file 

produced upon completion of the calculation. This is helpful in obtaining additional 

information regarding solvation, frequency, and optimisation parameters. 

The freq keyword requests an analytical frequency calculation to take place, producing 

normal modes corresponding to the degrees of freedom of the molecule. The b3lyp/aug-

cc-pvdz specification describes the electronic structure method to be used in the 

calculation. In this instance, the B3LYP functional, with the double-zeta augmented 

correlation consistent basis set is chosen. In order to request that the structure is 

optimised to a saddle point, the keyword opt=ts is included. As discussed above, this 
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employs the Berny algorithm to search for a saddle point along the principle direction 

of negative curvature. Finally, in order to print the fort.7 file including the coordinates 

and Hessian for input to the SULISO suite, punch=(coord,derivatives) is specified. 

This produces as output additional to the traditional log file, a standard text file 

containing the coordinates, gradient of the energy, and Hessian matrix. 

All electronic structure calculations were run on the BALENA high-performance 

computing facility at the University of Bath, using a total of 16 processors on a single 

node. Isotope effect calculations and post processing of data were run on the University 

of Bath LINUX facility, LCPU. 

Written in FORTRAN77, camvib functions based on a series of keywords, referring to 

specific subroutines linked to different aspects of the vibrational calculation. 

Functionality includes force constant matrix printouts, spectra prediction and 

preparation for further treatment of the data in terms of isotope effect calculations.  

The input file for camvib consists of the output fort.7 from the electronic structure code, 

as well the keywords relevant to the computation. Incorporated within the input, is a 

valence coordinate specification, preceded by the Cartesian coordinates for the system, 

and followed by the Hessian matrix. 

Output from camvib consists of a fort.12 file containing coordinates and Hessian 

formatted for input to lipfr or cutoff. camvib uses the valence coordinate information in 

the input to construct a set of local symmetry coordinates, which are the basis for the 

vibrational frequency assignment to specific degrees of freedom. The spurious 

translations and rotations from an electronic structure code can be separated from the 

vibrational motion. The origin of the coordinate system must first be shifted to the centre 

of mass, and principal moments and rotations determined. By formulating coordinate 

vectors for rotation and translation around the principal moment of inertia, a projection 

matrix can be set up in order to effectively remove the set of vectors representing the 

translations and rotations (6 of these become exactly equal to zero in the Hessian). These 

can then be projected out in order to retain the non-zero eigenvectors in the Hessian. 

The output Hessian is therefore effectively “cleaned up”, and once diagonalised and 

mass-weighted, is converted into units of cm-1 to print out normal modes.176 
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For full, non-cutoff systems, the output camvib fort.12 file is transformed into lipfr 

input. lipfr computes IPFRs for a full molecular system, corresponding to a stationary 

point on a potential energy surface (PES). lipfr uses the coordinates and Hessian, 

calculating the vibrational frequencies by mass-weighting the Hessian matrix according 

to the specified isotopologues and applying Equation 20, IPFRs are output. The isotope 

effect is then a simple quotient of heavy isotopologue over light; results can be easily 

combined in a spreadsheet. 

 

 

 

2.8 Atomic subsets: applying the cutoff rule, and program UJISO 

 

The benefit of considering subsets of molecular systems - in particular large 

supramolecular structures - was first discussed in Section 1.2. Practically, this involves 

the use of programs cutoff and ujiso, respectively. 

cutoff is a small program written in FORTRAN, which provides the “cut-off” functionality 

for application to Hessian matrices output from second derivative calculations on large 

systems with electronic structure codes. cutoff transforms the full system Hessian into 

a smaller matrix corresponding to a user-defined subset of atoms. 

Program cutoff was first written by IHW at the University of Bath, and functions through 

deletion of rows and columns from the full molecular Hessian corresponding to atoms 

not to be retained. The resultant subset Hessian comprises of elements only relating to 

atoms marked by the user as retained. 

Output from cutoff is formatted similarly to the fort.7 file from a Gaussian09 electronic 

structure calculation, and with small edits can be formatted for input to program ujiso. 

ujiso was written by IHW whilst working at the Universitat Jaume I in Spain, and has 

an equivalent function to lipfr, only for subsets. IPFRs are calculated from the subset 

Hessian output from a cutoff run. The subset Hessian consists of 3Ns elements, the 

lower triangle of which does not produce 6 zero eigenvalues upon mass-weighting and 
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diagonalisation. By considering all 3Ns degrees of freedom as harmonic vibrations, ujiso 

produced IPFRs for subsets of the original full molecular system. 

This is particularly relevant for the supramolecular systems discussed in Chapter 7, 

where application of programs cutoff and ujiso provide information on the reliability of 

the cut-off approximation, and allow for a detailed look at the effect of dispersion on the 

supramolecular enzymic systems studied. 

2.9 Summary 

 

This chapter has considered the first step in obtaining kinetic isotope effects: generating 

reasonable and reliable molecular structures, and their accompanying chemical data. 

The basic theory underlying the IE codes used was detailed in Section 1.1. An overview 

of methods involved in the characterization of supramolecular systems has been 

provided. Beginning with a brief analysis of the programs used to obtain the isotope 

effects discussed in subsequent chapters; the importance of additional techniques not 

directly used in this work, but currently relevant, was also highlighted. Experimental 

details such as optimization routines and commonly used Gaussian keywords have been 

included. The SULISO suite and associated utilities can be obtained free of charge from 

the following GitHub repository: 

https://github.com/pbw20/SULISO 

The following chapter builds upon the introductory part of this work by setting the scene 

of the environmental influence on the sign and magnitude of isotope effects. 

  

https://github.com/pbw20/SULISO
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3. An initial analysis of environmental effects on isotope effects: a review 

 

The bulk of this work was carried out during MChem of PBW, and published as a 

Research Article in J. Phys. Chem. B. (see Ref. 1). Figures and associated content within 

this chapter originate from Ref 1 and associated Supplementary Information. The 

impact of this is particularly important in the timeline of this research, and makes an 

appropriate introduction to the environmental effect aspect of the work.  

The COMT enzyme catalyses the transfer of a methyl cation from AdoMet to a 

catecholate in an SN2-like process. To fully explain the chemistry of the transfer itself, 

it is important to understand the behaviour of the methyl cation, and what effect – if 

any – the solvent itself has on the observed isotope effects. 

The methyl cation is reasonably facile to characterise in terms of computational 

techniques. Previous work by Williams and coworkers had discovered an unlikely trend 

in isotope effects depending on small changes in computational methodology. Indeed, 

use of a united atom model to describe the PCM solvent cavity, showed an increase in 

equilibrium isotope effect (EIE) with dielectric of the implicit solvent (from EIE=1.294 in 

vacuum to 1.332 in PCM water). Applying a universal force field (UFF) cavity model 

within the PCM resulted in a decrease in EIE with magnitude of PCM dielectric 

(EIE=1.294 in vacuum to EIE=1.235 in PCM water). It is clear that a single trend must 

be correct, however it was important to identify which one. 

The previous study from the early 2000s, by Williams and coworkers found the 

surprising trend in equilibrium isotope effects from vacuum to dielectric. In order to 

verify that this was simply not an artefact of the calculations carried out in Gaussian03, 

Gaussian09 calculations were carried out which confirmed this unusual behaviour. As 

the effect of solvent was part of our remit for investigation into susceptibility of isotope 

effects, it was important to gauge this on a general level by considering the average 

dielectric field. 

The solvent effects on isotope effects investigated within the context of this work consist 

of the relationship between the solvent and the isotope effect under consideration in 

terms of environment, not reaction. Here the isotopic substitution is in the solute, not 
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in the solvent, and the hypothesis questions the effect the solvent itself has on the 

magnitude and direction of the IE in the reaction. 

 

In the context of solvent effects on isotope effects, equilibrium isotope effects were used 

to analyse the effect of transferring from one medium to another; in this case, vacuum 

to solvent (Equations 27 and 28).177 

 

 

 

Where  and 1 represent the values for the dielectric constant. 

The overall EIE for the change of dielectric is therefore expressed as: 

 

(29) 

  

Where MMI, EXC and ZPE refer to the mass-moment-of-inertia, vibrational excitation, 

and complex vibrational zero-point energy factors, respectively. 

The equilibrium constant can equally be considered as a partition function (PF) ratio i.e. 

the probability of finding products over reactants. These PFs can be split into the 

individual components for the degrees of freedom with the product of the electronic, 

vibrational, translational and rotational contributions, yielding the PF.178 Each 

contribution depends on different molecular parameters. Masses determine the 

translational PF, the rotational PF depends on mass and geometry, with the vibrational 

PF being governed by geometry, masses and force constants. A full description of the 

derivation and application of EIEs and IPFRs can be found in Chapter 1. 

  

𝐶𝐻3
+(1) → 𝐶𝐻3

+(𝜀)    (27) 

 

𝐶𝐷3
+(1) → 𝐶𝐷3

+(𝜀)    (28) 

𝐶𝐻3
+(1) → 𝐶𝐻3

+(𝜀)

𝐶𝐷3
+(1) → 𝐶𝐷3

+(𝜀)
a

𝐾𝐻

𝐾𝐷
=

[𝐶𝐻3
+(𝜀)][𝐶𝐷3

+(1)]

[𝐶𝐻3
+(1)][𝐶𝐷3

+(𝜀)]
= 𝑀𝑀𝐼 × 𝐸𝑋𝐶 × 𝑍𝑃𝐸 
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3.1 Method Validation 

 

Before beginning a study on the effect of solvent on isotope effects using implicit 

solvation methods, it was important to gauge the relative reliability of the vibrational 

data obtained from a number of different and appropriate electronic structure methods. 

Three test molecules were used as a set representing the methyl cation; the methyl 

cation itself, chloromethane, and the trimethylsulfonium cation. Each of these 

molecules had been vibrationally characterized experimentally, allowing scale factors to 

be calculated from the vibrational data output from each electronic structure method. 

The calculated vibrational frequencies were compared to the experimental results for 

each electronic structure method; that with the value closest to unity being chosen as 

the most reliable method. 

Based on the study of the M06 and B3LYP functionals, as well as the AM1 semiempirical 

method, with a range of basis sets used for each functional, the method providing the 

scaling factor closest to unity for the test set of molecules was found to be B3LYP/aug-

cc-PVDZ.  

 

3.2 Solvent Effects on methyl cation isotope effects 

 

Using this electronic structure method in Gaussian09 to minimize the methyl cation in 

vacuum and within PCM dielectrics ranging from 1.5 through to 80, the solvent cavity 

was defined separately as UFF and UA0 in order to verify the original Gaussian03 

treatment. For each value of dielectric, the C-H bond lengths and angles were re-

optimised and IPFR parameters re-evaluated, with the default radii for the UA0 and UFF 

methods being used, the results shown in Figure 5. 
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Figure 5. The UA0 and UFF radii-based EIEs for the methyl cation from vacuum to 

dielectric against (a) dielectric variation itself, , and (b) 1-1/. Solid circles represent 

the full EIEs, ◊ the CH stretch, + the out of plane bend,  the degenerate CH 

stretches, and  the degenerate in-plane bending modes. Extracted from Ref.1. 

 

There is a definite trend towards quasi-opposite final values for the EIEs issued from 

UA0 and UFF cavity models, up to a dielectric corresponding to water (~80). Whereas 

the UA0 method predicts EIEs to follow an increasingly normal trend, finishing towards 

1.06, the UFF method predicts EIEs becoming increasingly inverse with increasing 

solvent polarity, tending towards approximately 0.90. The issue remains that each 

method suggests an entirely different environment for the methyl cation based on the 

isotope effect: UA0 suggests the methyl cation is looser at increasing dielectric, UFF 
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suggesting a tighter nature in PCM solvent when compared to vacuum. The overriding 

finding however, is the dramatic dependence of the EIE on the dielectric constant, in 

particular in the region of 1 to 10. 

It is worth highlighting that these trends are identical to those obtained in the earlier 

work with Gaussian03, and that differences between the previous Gaussian03 default 

(UA0) and current (UFF) have been noted on the basis of property relationships, by other 

workers.179-181 

There is of course a charge component associated with this cationic system, for which 

the EIEs follow the trends shown in Figure 5(b). This corresponds to the (1-1/ε) factor 

in the Born model for electrostatic contributions to the free energy of solvation of a point 

charge within a spherical cavity.101, 182, 183 

It is unsurprising that the solvation energies relative to vacuum were found to be 

negative for both methods, their magnitude changing with respect to dielectric similarly 

to the EIEs. Indeed, it is the UFF solvation energy which is found to be larger by 56kj 

mol-1 than its UA0 equivalent at a dielectric of 80. It is noteworthy that again, the CH 

stretching modes (shown as ◊ in Figure 5) are the major contributors to the total EIE, 

to a sum of 114%, whereas the bending modes contribute only -14%.  

The change which is exhibited is most clearly seen in the range of 1≤  ≤ 10, with the 

majority of enzyme active sites having dielectric constants within this range. This has 

implications for enzyme-catalysed reactions in general; local values of dielectric in 

protein and enzyme environments can be manifest by charge redistribution, separation 

or neutralisation, resulting in KIE variations not solely due to the reacting system. 

In order to gauge the reasonableness of the either cavity model, a more realistic 

description of the system was required. A QM/MM simulation of the methyl cation in a 

40 Å box of water was carried out, with the AM1 semiempirical method describing the 

QM region, and TIP3P potential describing the water molecules. IPFRs were calculated 

for each of the snapshots taken from an MD simulation of the system, these going on to 

each be minimised by the QM/MM methodology detailed above.  

Each of these effective poses constituted of a different arrangement of the solvent and 

solute, their average representing a conformationally, thermally averaged representation 

of the system. The CD3 EIE for transfer of the methyl cation from vacuum to explicit 
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water gave a value of 0.85 0.02, i.e. an inverse effect. This can be rationalised by the 

protons/deuterons in the methyl cation experiencing a more condensed bonding 

environment in water than in vacuum, which is reflected by the valence force constants 

for each of the snapshot poses, showing increasing stiffness of the C-H(D) bonds on 

going from vacuum to dielectric. 

It is worth noting that the EIE of 0.85 is quoted as an average of the locally-relaxed 

structures from the MD-QM/MM calculation consisting of 40 different solvent 

configurations. In terms of independent determination of the EIE in order to compare 

the UA0 and UFF results within the PCM, the QM calculations clearly support the 

prediction of the UFF method and are in complete disagreement with the trend exhibited 

by the UA0 cavity model. It is important to note the relative low computational expense 

of the AM1 model, which may not be entirely quantitatively definitive, however certainly 

supports the individual sphere model as opposed to a more unified approach. 

 

3.3 UFF and UAO behaviour 

 

An analysis of the valence force constants for the CH bonds in the methyl cation 

structures for each value of PCM dielectric showed analogous behavior to that of the 

isotope effect; increasing solvent polarity resulted in looser bonds for UA0 and stiffer 

bonds for UFF, corresponding to the normal and inverse EIEs, respectively. 

When comparing these force constants with the bond length changes with solvent, the 

optimized CH bond lengths became shorter in the UFF model over a wide range, 

compared to lengthening in the UA0 model, but over a shorter range. The solvation 

energies for each structure were computed and plotted against bond length. UFF gave 

a linear correlation, the methyl cation exhibiting increased stabilization with decreased 

CH bond length. Conversely, the UA0 solvation energy varied increased quadratically 

with increased CH bond length, this being attributed to the UA0 cavity specification, 

which forms a large overall cavity centred on the carbon atom of the methyl cation, and 

encompassing each of the hydrogen atoms. By default, this provides less functionality 

of movement for the atoms, the CH bond being inherently constrained by the UA0 cavity 

where the H atoms approach the boundary at the limit of the cavity radius.  
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Conversely, the UFF cavity benefits from individual spheres centred on each atom, 

allowing for independent extension of the bonds from the central atom, unhindered by 

cavity specification. 

 

 

Figure 6. Model of the UFF and UA0 cavities as established from a methyl cation 

structure. The central divergent three lines represent the methyl cation, with the black 

empty circles the UFF radii of the hydrogen atoms, and the gray shaded circle the UFF 

radius of the carbon atom. The gray lined circle therefore represents the default UA0 

radius for the methyl group. Extracted from Ref 1. 

 

Due to the nature of the cavity models investigated, UA0 and UFF by nature result in 

different cavity shapes for the methyl cation in PCM solvent. Figure 6 shows the shape 

variations and therefore the different exposures to the solvent environment of the methyl 

cation through the medium of the solute cavity. The default UA0 radius (2.525Å) 

surrounds the carbon and each of the hydrogen atoms entirely as a sphere, large in size 

relative to the UFF sphere contributions. Considering that an average CH bond length 

is approximately 1.1Å, and that the UFF carbon and H radii are 2.04Å and 1.44Å, 

respectively, a radius increase in the UA0 model results in the EIE form vacuum to 

solvent transfer decreasing in magnitude and tending toward 1. This can be rationalised 

by the more vacuum-like effect of a large cavity surrounding the solute, while increasing 

the CH bond lengths within the UA0 cavity bring the hydrogen atoms closer to the cavity 
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boundary, and therefore the solvent. This has the effect of greater charge stabilization 

on the hydrogen atoms at the boundary limit, the H charge increasing proportionally 

with the decrease in carbon charge, leading to more negative solvation energies. 

The EIE for transfer of the methyl cation from vacuum to solvent dielectric becomes less 

inverse then more normal for the carbon atom radius increase, while keeping the 

hydrogen radius at default. This can be considered as effectively turning the UFF cavity 

into a UA0 model by expanding the carbon to encompass the hydrogen cavities. This is 

true in the limit of a very large cavity, however the smaller hydrogen solute spheres still 

affect the interactions at radii of <3Å. Conversely, by varying the size of the hydrogen 

cavities in the UFF model, it was possible to gauge the effect the carbon atom plays on 

the magnitude and direction of the EIEs. Keeping the UFF carbon atom radius fixed, 

while changing the hydrogen atom radii, for values of hydrogen atom of less than 1.55Å, 

the UFF cavity has exposure to dielectric from both carbon and hydrogen atom spheres. 

However, for hydrogen cavity radii of more than 2.32Å, only the hydrogen atom cavities 

are exposed to dielectric, whereas in the range between 1.55 and 2.32 Å, both atom 

cavities are exposed to the dielectric in the plane of the methyl cation, but only hydrogen 

cavities exposed perpendicular. These structural features can be established from the 

calculated EIEs for each surface structure. 

Beginning at the smaller values of hydrogen atom cavity radii, and increasing gradually, 

the EIE becomes inverse at first, before tending towards unity after reaching the 1.55Å 

limit discussed above. The noteworthy conclusion from this manipulation of cavity 

structures relates to the carbon atom effect on the total EIE. It appears that interaction 

of the carbon with dielectric, stabilizing the charge on the atom, is responsible for the 

inverse nature of the EIEs themselves. Conversely, decreasing the CH bond lengths and 

collapsing the hydrogen spheres onto the carbon resulted in an increase in carbon atom 

charge that was appropriately stabilized by its increased exposure to the dielectric effect. 

When the CH bond length within the UA0 cavity causes the hydrogen atom charge to 

approach the cavity boundary, it experiences a greater degree of stabilization from the 

dielectric continuum. As the hydrogen atom charge increases, so does the stabilizing 

effect of the solvation energy, and a decrease in the CH stretching force constant. 

Furthermore, increasing the CH bond length in the UFF cavity results in an increased 

surface area of the hydrogen atom sphere, resulting in a decreased exposure of the 
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carbon atom to the dielectric continuum, leading to decreased stabilization and stronger 

bonds through larger CH stretch force constant. It was possible to confirm the UFF 

behavior with comparisons to other models, namely the SMD solvation model. 184 If the 

design of cavities remain spherical or CPK-like, the same electronic structure method 

with the PCM model replaced by SMD gave an EIE for transfer of the methyl cation from 

vacuum to PCM water as 0.90, in complete agreement with the UFF result. 

 

3.4 Summary 

 

EIEs calculated with the B3LYP/aug-cc-PVDZ method within the PCM and UFF cavity 

have been found to agree with AM1 QM/MM molecular dynamics simulations based on 

40 structures of the methyl cation in TIP3P water. Indeed, the UFF cavity model predicts 

a trend of EIE becoming increasingly inverse (EIE<1) with increasing value of dielectric 

constant, tending towards approximately 0.90. This is in agreement with AM1/TIP3P 

QM/MM molecular dynamics simulations, which predict an EIE of 0.850.02 averaged 

over 40 solvent configurations for transfer of the methyl cation from vacuum to a solvent 

box of approximately 2000 water molecules. A trend opposite to that for the UFF model 

is observed when the UA0 cavity model is implemented in the simulations, leading to an 

increasingly normal EIE with dielectric, with a plateau at EIE~1.06. As the UA0 cavity 

model had been the default in versions of Gaussian earlier than Gaussian09, this has 

important consequences for the implementation of cavity models with PCM. In 

Gaussian09, UFF is the default cavity model. The difference in trends in EIE for each 

model can be attributed to the charge exposure of the solute in the cavity. Whereas UA0 

places a solvent sphere only around the heavy atom(s), leading to a single sphere 

encompassing the methyl cation in this study, the UFF model places a sphere around 

each atom, leading to a more complex topology for the cavity. This allows the solvent to 

exhibit a stablising effect to a greater extent on the atomic charges within a UFF model 

as opposed to a UA0 cavity. A UFF model is therefore recommended for PCM 

calculations. 

In this chapter, the factors affecting the isotope effects for solvation of the methyl group, 

and in essence, the effect of solvation on parameters inherently important in the 

calculation of isotope effects in general has been considered. It has been noted that the 
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EIE for solvation of the methyl cation in implicit solvent from a vacuum environment, 

changes significantly in the range of 1≤  ≤ 10, which most enzyme active sites exhibit. 

The magnitude dependence of the isotope effect on solvation and environment is 

therefore important in order to correctly interpret results in a more general context. The 

influence of the environment must be considered in addition to purely structural factors, 

in order to obtain the correct interpretation of isotope effect data. The following chapter 

will further this concept by considering the method by which the frequencies are 

calculated for a molecule, and the most appropriate treatment for these. 

  



4. Anharmonic effects on isotope effects and vibrational frequencies 

 

 

  

76 

4. Anharmonic effects on isotope effects and vibrational frequencies 

 

Isotope effects being intrinsically linked to the vibrational properties of molecules, an 

investigation was carried out into factors influencing the direction and magnitude of 

calculated isotope effects by considering the vibrational approximations used. It is 

commonplace to incorporate the harmonic approximation in electronic structure theory, 

however in reality, vibrations of atoms in molecules are intrinsically anharmonic. 

Therefore, incorporating a study of electronic structure methods, as well as scaling 

factor determination, a publication co-authored by Prof. Ian H. Williams and PBW was 

produced in Molecular Physics on the effect of anharmonicity on isotope effect 

calculations, on which this chapter is heavily based. Additionally, consideration has 

been given to the effect of common combinations of parameterisations in electronic 

structure theory, on the vibrational data and calculated isotope effects, yielding 

recommendations not to combine implementations of PCM with anharmonic corrections 

in Gaussian09, especially with certain electronic structure methods (M06, B3LYP). The 

questions addressed by this study therefore revolved around the nature of anharmonic 

corrections, and their effect on the reliability/accuracy of isotope effect calculations. 

Additionally, the concepts of electronic structure method suitability and the effect of 

basis sets were considered for the test sets of molecules, treating the consequence of 

different sizes of basis function on the computed isotope effects. 

As a development of the work on the PCM model and the effect of solvent on isotope 

effect, the effect of anharmonic corrections on isotope effects is a logical addition to our 

study of the theoretical basis of these subtle probes. By also incorporating hybrid PCM-

anharmonic calculations, it was possible to offer strict guidelines on the calculation of 

IEs when using the tested methods. Indeed, the precise nature of anharmonic 

corrections on isotope effects has not been significantly treated in the recent literature, 

especially considering advances made in popular electronic structure software.  
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4.1 Background 

 

Inductive isotope effects have been the cause of much research. Indeed, it was noted 

that an anomalous trend appeared in early computed EIEs for heterolysis of 2-propyl 

substrates with different leaving groups. These were interpreted by a model based on 

hyperconjugation (conformationally-dependant), and an inductive, conformationally-

independent term.185 These inductive effects can be better described by considering that 

anharmonic properties of bonds being studied. The effect of CH bond anharmonicity is 

the reduction in bond length in a carbon-deuterium bond, as compared to a carbon-

hydrogen bond. This is due to the increase in reduced mass associated with larger 

isotopologous substitution causing the vibrational zero-point energy to be lower than 

that of its lighter equivalent in the anharmonic potential well.24 

The vibrationally-averaged electron distribution is therefore different for these systems, 

leading to electrostatic interaction isotopic differences. Indeed, changes in harmonic 

force constants for vibrations can be considered as originating from minor perturbations 

such as substituent changes. These perturbations when acting upon the anharmonic 

potential result in a change in both the position of the energy minimum, as well as its 

localised curvature.  

The Bigeleisen-Mayer theory of EIEs has had anharmonic corrections applied, when the 

equilibria under consideration had enough experimental vibrational data available. 15 

However, Wolfsberg has pointed out that these anharmonic corrections offer little added 

value when compared to the harmonic approximation; K for deuterium interchange 

between water isotopologues was calculated to be 3.85 with anharmonic corrections, 

versus 3.84 under the harmonic approximation.186 It is unsurprising that the default 

attitude for a number of years has been to employ harmonic partition functions in the 

calculation of EIEs and KIEs, given the relatively small pool of anharmonic data 

available.187 Even with the continuous increase in computational capabilities, it is still 

rare to find anharmonic corrections being used frequently within the vibrational 

research and isotope effect community.188 

Building upon the work carried out on methyl cation transfer from vacuum to dielectric, 

and the environmental effects observed on isotope effects, it was important to establish 

the significance of anharmonic corrections to this and the field in general. Granted, the 
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subject of anharmonic corrections as applied to methods with small basis sets has been 

treated in the scientific literature, with the majority of sources suggesting that it is 

unnecessary, especially when compared to scaled harmonic frequencies.189 The previous 

study did not include anharmonic corrections for this reason, and the lack of 

experimental data on which to base an observed EIE. 

Observed fundamentals for the methyl cation isotopologues were obtained, based on 

experimental work done in 2013 by Roueff and coworkers.190 The group had 

characterised a number of modes for CH3
+, CH2D+, CHD2

+ and CD3
+. In addition, recent 

application of vibrational configuration interaction (VCI) theory, provided meaningful 

anharmonic data on which to base a critical evaluation of the role of anharmonicity in 

partition functions for isotopologues of the methyl cation and for the EIE for methyl 

cation transfer from vacuum to PCM water. 

As in Chapter 3, electronic structure calculations were carried out using Gaussian09 

for both vacuum and solvent structures. The dielectric continuum describing the 

solvated structures was parametrised according to integral equation formalism PCM 

(IEFPCM), with the UFF cavity model being used for the solute and default atomic radii. 

The B3LYP and M06 hybrid density functionals, and second order Møller-Plesset 

perturbation theory (MP2) were used in conjunction with the 6-31+G(d), aug-cc-PVDZ, 

and aug-cc-PVQZ basis sets. These methods were chosen for their previous performance 

(B3LYP in our solvent effect study), general popularity and incorporation of 

parameterised dispersion (M06) and higher-order nature (MP2). 

The above methods were each used for analytical second derivative calculations of 

harmonic frequencies. Slower than its numerical counterpart, analytical second 

derivative calculations are more computationally expensive but provide an exact answer, 

whereas the numerical equivalent often employed on earlier machines was much faster 

but more approximate by nature. 

Anharmonic corrections were calculated using Barone’s second-order perturbative 

method in Gaussian09. This treatment uses a finite-difference formula in the direction 

of the normal modes in order to obtain the third and a subset of the fourth derivatives. 

Due to the use of anharmonic frequencies in the calculation of IPFRs, employing the 

Teller-Redlich product rule is unsatisfactory, due to its basis on the separability of 
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rotational and translational motion applying only within the harmonic approximation. 

Therefore the MMI factor can only be calculated based on Equation 16. The use of 

anharmonic frequencies in this work effectively represents an incarnation of simple 

perturbation theory, providing reasonable values for calculated IPFRs.191, 192 

 

4.2 Results: B3LYP, MO6 and MP2 vibrational frequencies and scaling factors 

 

Tables 2 through 5 include both harmonic and anharmonic frequencies, measured in 

wavenumber, for the isotopologues of the methyl cation from B3LYP, M06 and MP2 

electronic structure calculations. Comparisons with the published VCI frequencies by 

Alcaraz mentioned in section 4.1 are shown.193 For consistency, each mode is referred 

to within the C2v point group for CH2D+ and CHD2
+, with the same notation applied to 

the D3h isotopologues CH3
+ and CD3

+. There have only been 9 modes of the total 20 which 

have been experimentally characterised, but which all agree well with the VCI results, 

therefore in order to maintain a consistent comparison, the so-called Alcaraz 

frequencies are used. 

 

The basic harmonic frequencies calculated for each of the isotopologues shows a general 

tendency for decreasing r.m.s. error with basis set size. MP2 and B3LYP anharmonic 

frequencies give smaller r.m.s. errors in the frequencies than the harmonic equivalents, 

however this is not the case for M06. Calculation of the scaling factors was carried out 

by taking the sum of the results over the “best” calculated. The finite difference step size 

for numerical differentiation was maintained at the default (0.025 Å) for B3LYP, MP2 

and M06 (with an additional step size being tested for M06 in Table 4) this being the 

recommended value for calculations.194  

 

RMS errors were greater for the harmonic calculations for each of the three basis sets, 

with 6-31+G(d) providing the anharmonic frequencies with the lowest error and scaling 

factor closest to unity. In the context of the anharmonic frequencies, the scaling factors 

were used only as indicators of the validity of the approximation for that electronic 

structure method, and not as an explicit conversion.  
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basis set 6-31+G(d) aug-cc-PVDZ aug-cc-PVQZ 

Isotopologue 
    

 
 

frequency/ 
cm-1 

Alcaraz harmonic anharmonic harmonic anharmonic harmonic anharmonic 

         

CH3 ν 1(a1) 2940 3070 2956 3013 2926 3021 2947 
 

ν 2(a1) 1404 1422 1395 1427 1408 1425 1419 
 

ν 3(a1) 3108 3265 3118 3220 3071 3211 3073 
 

ν 4(b1)  1394 1425 1388 1385 1338 1411 1373 
 

ν 5(b2) 3108 3265 3114 3220 3065 3211 3066 
 

ν 6(b2)  1394 1425 1383 1385 1346 1411 1370 

CH2D ν 1(a1)  3002 3149 3015 3097 2960 3098 2971 
 

ν 2(a1)  2240 2337 2235 2299 2205 2299 2213 
 

ν 3(a1)  1389 1419 1377 1379 1333 1406 1364 
 

ν 4(b1)   1308 1324 1296 1329 1289 1326 1302 
 

ν 5(b2)   3107 3265 3111 3219 3061 3211 3064 
 

ν 6(b2)   1171 1193 1150 1159 1091 1182 1149 

CHD2 ν 1(a1)  3055 3211 3061 3164 3008 3159 3011 
 

ν 2(a1)  2168 2250 2176 2211 2135 2214 2147 
 

ν 3(a1)  1036 1054 1028 1024 994 1044 1018 
 

ν 4(b1) 1205 1218 1189 1223 1181 1220 1197 
 

ν 5(b2)   2356 2439 2357 2404 2319 2398 2325 
 

ν 6(b2)   1281 1304 1264 1268 1219 1293 1254 

CD3 ν 1(a1)  2097 2172 2024 2132 2035 2137 2074 
 

ν 2(a1)  1090 1103 1033 1107 1061 1104 1066 
 

ν 3(a1)  2345 2438 2354 2404 2318 2398 2319 
 

ν 4(b1)   1030 1046 1024 1018 984 1037 1023 
 

ν 5(b2)   2345 2438 2351 2424 2314 2398 2312 
 

ν 6(b2)   1030 1046 1019 1018 992 1037 1020 

RMS error 
  

88.7 21.5 59.5 43.1 56.2 26.2 

sum(frequencies) 
 

46603 48278 46418 47529 45653 47651 46077 

scaling factor  0.965 1.004 0.981 1.021 0.978 1.011 

 

Table 2. B3LYP calculated harmonic and anharmonic frequencies for the methyl cation 

isotopologues, RMS error from benchmark frequencies, and calculated scaling factors. Alcaraz 

refers to the “best” calculated (CCSD(T*)-F12a/cc-pVQZ-F12) frequencies (Ref. 19). 
 

 

 

 

Both of the correlation consistent basis sets underestimated the anharmonic 

frequencies to a greater extent than 6-31+g(d), which if considered as Irikura 

suggests,189 should only be quoted to two significant figures. It follows that the 6-

31+G(d) anharmonic results therefore show greater proximity to the Alcaraz “best” 

calculated (CCSD(T*)-F12a/cc-pVQZ-F12). 
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basis set 6-31+G(d) aug-cc-PVDZ aug-cc-PVQZ 

Isotopologue 
    

 
 

frequency/ 

cm-1 

Alcaraz harmonic anharmonic harmonic anharmonic harmonic anharmonic 

CH3 ν 1(a1) 2940 2998 3008 2953 2955 2982 2663 
 

ν 2(a1) 1404 1379 1463 1389 1448 1377 1056 
 

ν 3(a1) 3108 3216 3254 3182 3200 3184 2835 
 

ν 4(b1)  1394 1374 1447 1338 1618 1351 862 
 

ν 5(b2) 3108 3216 3189 3182 3059 3184 2851 
 

ν 6(b2)  1394 1374 1523 1338 1381 1351 1058 

CH2D ν 1(a1)  3002 3087 3115 3047 2967 3064 2725 
 

ν 2(a1)  2240 2293 2311 2263 2323 2274 2094 
 

ν 3(a1)  1389 1368 1510 1332 1577 1345 1018 
 

ν 4(b1)   1308 1284 1389 1293 1351 1282 1006 
 

ν 5(b2)   3107 3216 3246 3182 3089 3184 2838 
 

ν 6(b2)   1171 1150 1279 1120 1326 1131 804 

CHD2 ν 1(a1)  3055 3157 3242 3120 2913 3129 2766 
 

ν 2(a1)  2168 2201 2234 2170 2203 2187 1985 
 

ν 3(a1)  1036 1016 1120 1190 1268 999 586 
 

ν 4(b1) 1205 1182 1313 989 1073 1180 1006 
 

ν 5(b2)   2356 2401 2421 2375 2434 2377 2145 
 

ν 6(b2)   1281 1256 1474 1225 1643 1237 1080 

CD3 ν 1(a1)  2097 2121 2047 2089 2034 2109 1808 
 

ν 2(a1)  1090 1069 1058 1077 1102 1067 724 
 

ν 3(a1)  2345 2401 2484 2375 2427 2377 2125 
 

ν 4(b1)   1030 1009 1080 983 1278 993 539 
 

ν 5(b2)   2345 2401 2401 2375 2290 2376 2129 
 

ν 6(b2)   1030 1009 1175 983 1039 992 754 

RMS error 
  

55.8 106.9 69.6 135.1 45.0 312.4 

sum(frequencies) 
 

46603 47178 48783 46570 47998 46732 39457 

scaling factor  0.988 0.955 1.001 0.971 0.997 1.181 

 

 

Table 3. M06 (default step size) calculated harmonic and anharmonic frequencies for the 

methyl cation isotopologues, squared differences from benchmark frequencies, and scaling 

factors. 
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basis set 6-31+G(d) aug-cc-PVDZ aug-cc-PVQZ 

Isotopologue 
    

 
 

frequency/ 

cm-1 

Alcaraz harmonic anharmonic harmonic anharmonic harmonic anharmonic 

         
CH3 ν 1(a1) 2940 2976 2954 2921 4033 2956 4784  

ν 2(a1) 1359 1381 1487 1396 2544 1380 3195  
ν 3(a1) 3108 3193 3953 3147 5278 3159 5875  
ν 4(b1)  1370 1373 557 1333 3272 1352 2877  
ν 5(b2) 3108 3193 2343 3147 3468 3159 3814  
ν 6(b2)  1370 1373 -1040 1333 2116 1351 3032 

CH2D ν 1(a1)  3005 3065 2672 3014 3934 3038 4318  
ν 2(a1)  2240 2276 2500 2239 3719 2256 4449  
ν 3(a1)  1389 1367 -840 1327 3072 1345 2890  
ν 4(b1)   1299 1286 1061 1300 2562 1285 2821  
ν 5(b2)   3106 3193 2668 3014 3934 3159 4318  
ν 6(b2)   1171 1149 -109 1115 2738 1132 3015 

CHD2 ν 1(a1)  3056 3134 1269 3086 2552 3103 2691  
ν 2(a1)  2168 2185 2360 2147 3544 2169 4328  
ν 3(a1)  1036 1015 -128 986 1978 1000 2397  
ν 4(b1) 1188 1183 296 1196 2605 1182 2265  
ν 5(b2)   2356 2385 2743 2350 4179 2389 4738  
ν 6(b2)   1281 1257 -1312 1220 4181 1237 3523 

CD3 ν 1(a1)  2097 3105 1890 2067 2908 2091 3757  
ν 2(a1)  1085 1071 1023 1082 2129 1070 2596  
ν 3(a1)  2345 2384 2951 2350 4191 2359 4897  
ν 4(b1)   1030 1009 171 979 2796 993 2386  
ν 5(b2)   2345 2384 1349 2349 2334 2358 2774  
ν 6(b2)   1030 1008 -1418 979 1723 992 2662 

RMS error 
 

 209.9 1211.2 217.8 1392.4 208.0 1674.0 
sum(frequencies) 

 
46482 47945 29400 46077 75790 46515 84402 

scaling factor   0.969 1.581 1.009 0.613 0.999 

 

Table 4. M06 (0.03Å step size) calculated harmonic and anharmonic frequencies for the methyl 

cation isotopologues, squared differences from benchmark frequencies, and scaling factors. 
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basis set 6-31+G(d) aug-cc-PVDZ aug-cc-PVQZ 

Isotopologue 
    

 
 

frequency/ 

cm-1 

Alcaraz harmonic anharmonic harmonic anharmonic harmonic anharmonic 

         
CH3 ν 1(a1) 

2940 2976 2954 2921 4032 2955 4784  
ν 2(a1) 1404 1381 1487 1396 2544 1380 3195  
ν 3(a1) 3108 3193 3953 3147 5278 3159 5875  
ν 4(b1)  1394 1373 557 1333 3272 1351 2877  
ν 5(b2) 

3108 3193 2343 3147 3468 3158 3814  
ν 6(b2)  

1394 1373 -1040 1333 2116 1352 3032 

CH2D ν 1(a1)  
3002 3065 2672 3014 3934 3038 4421  

ν 2(a1)  2240 2276 2499 2239 3719 2256 4449  
ν 3(a1)  1389 1367 -840 1327 3072 1345 2890  
ν 4(b1)   1308 1286 1061 1300 2562 1285 2821  
ν 5(b2)   

3107 3193 2668 3147 3923 3159 4318  
ν 6(b2)   

1171 1149 -109 1115 2738 1132 3014 

CHD2 ν 1(a1)  
3055 3134 1269 3086 2552 3103 2691  

ν 2(a1)  2168 2185 2360 2147 3544 2169 4328  
ν 3(a1)  1036 1015 -128 986 1978 1000 2396  
ν 4(b1) 1205 1183 296 1196 2605 1182 2265  
ν 5(b2)   2356 2384 2743 2350 4179 2359 4738  
ν 6(b2)   1281 1257 -1311 1220 4181 1237 3523 

CD3 ν 1(a1)  2097 2105 1890 2066 2908 2031 3757  
ν 2(a1)  1090 1071 1022 1082 2129 1070 2596  
ν 3(a1)  2345 2384 2951 2349 4191 2359 4897  
ν 4(b1)   1030 1009 171 979 2796 993 2386  
ν 5(b2)   2345 2384 1349 2350 2334 2358 2774  
ν 6(b2)   1030 1008 -1418 979 1723 991 2661 

RMS error 
 

 43.0 1214.2 37.5 1405.8 36.4 1715.6 

sum(frequencies) 
 

46603 46944 29399 46209 75778 46422 84502 

scaling factor  0.993 1.585 1.009 0.615 1.004 0.552 

 

Table 5. M06 (0.001Å step size) calculated harmonic and anharmonic frequencies for the 

methyl cation isotopologues, RMS error from benchmark frequencies, and scaling factors. 

 

Following the original B3LYP calculations, the same methodology was used in 

conjunction with the M06 functional (Tables 3, 4 and 5). The default step size (Table 3) 

was again used in the numerical differentiation procedure in order to obtain the 

anharmonic frequencies. Due to the relatively large magnitude of the r.m.s. errors, 

further calculations were carried out in order to investigate the effect of the step size on 

accuracy of the anharmonic corrections. The errors highlight a distinct difference 
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between harmonic and anharmonic scaling factors, the latter showing a greater r.m.s. 

error than the pure harmonic frequencies.  

 

A change in the numerical differentiation step size: to 0.001 Å (Table 5) and 0.030 Å 

(Table 4) results in a small variation in the accuracy of harmonic frequencies compared 

to the benchmark, however anharmonic frequencies still show large r.m.s. errors. The 

0.001 Å step size (Table 5) reduces the RMS error of the harmonic frequencies by half, 

but for the anharmonic frequencies; results in an factor of 10 increase in those for 6-

31+G(d) and aug-cc-pVDZ, and a factor of 5 increase in those for aug-cc-pVQZ. 

Implementing larger step sizes (0.01, 0.03) results in both harmonic and anharmonic 

RMS errors increasing from the values for the default step, leading to a degradation of 

both sets of frequencies. Due to the consistent, relative accuracy of the harmonic values 

obtained from each basis set using the M06 functional, it is unlikely that the functional 

itself is responsible for the erroneous results when implementing the anharmonic 

correction, but instead that the combination of the functional with the anharmonic 

approximation is producing artefacts in the computations which result in the unusual 

anharmonic frequencies obtained. It has been discussed previously that the vibrational 

perturbation method (VPT) of Barone and coworkers can result in some discrepancies 

in degenerate frequencies when combined with certain functionals.195-197 This is 

particularly evident with the frequencies obtained with M06. 

 

In relation to the degenerate mode splittings; whereas B3LYP showed a variation of 3-8 

cm-1 between the ν3/ν5 stretching and ν4/ν6
 in-plane bending modes, the magnitude of 

the M06 anharmonic frequencies did vary significantly, up to approximately 200cm-1. 

Within at least Revision A.02 of Gaussian09, the implementation of anharmonic 

corrections for the M06 hybrid meta exchange-correlation functional beaves 

anomalously. The functional itself performs as well as other methods for the harmonic 

frequencies, and energy scans for the structures displaced along the normal coordinate 

for each component of the degenerate CH3
+ stretch fit well with fourth-order polynomials 

with R2 values of more than 0.999. The force constants from these scans equate to 3.405 

and 3.42o aJ Å-2, but correspond to a frequency split themselves of 65cm-1 for M06 

compared to 4cm-1 for B3LYP.  
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basis set 6-31+G(d) aug-cc-PVDZ aug-cc-PVQZ 

Isotopologue 
    

 
 

frequency/ 
cm-1 

Alcaraz harmonic anharmonic harmonic anharmonic harmonic anharmonic 

         

CH3 ν 1(a1) 
2940 3143 3035 3086 3005 3090 2991  

ν 2(a1) 1359 1462 1446 1452 1444 1445 1427  
ν 3(a1) 3108 3356 3210 3305 3162 3298 3162  
ν 4(b1)  1370 1472 1440 1436 1401 1451 1415  
ν 5(b2) 

3108 3356 3210 3305 3062 3298 3162  
ν 6(b2)  

1370 1472 1440 1436 1401 1451 1415 

CH2D ν 1(a1)  
3005 3229 3102 3175 3049 3174 3055  

ν 2(a1)  2240 2398 2311 2357 2261 2357 2276  
ν 3(a1)  1389 1465 1433 1430 1395 1444 1409  
ν 4(b1)   1299 1361 1347 1352 1329 1345 1329  
ν 5(b2)   

3106 3356 3206 3305 3158 3298 3159  
ν 6(b2)   

1171 1232 1208 1202 1165 1214 1188 
CHD2 ν 1(a1)  

3056 3298 3156 3245 3106 3241 3109  
ν 2(a1)  2168 2306 2236 2265 2197 2266 2202  
ν 3(a1)  1036 1088 1069 1062 1041 1073 1051  
ν 4(b1) 1188 1253 1240 1244 1225 1238 1224  
ν 5(b2)   2356 2507 2429 2468 2390 2463 2395  
ν 6(b2)   1281 1347 1320 1314 1285 1328 1298 

CD3 ν 1(a1)  2097 2224 2091 2183 2094 2186 2066  
ν 2(a1)  1085 1133 1086 1126 1091 1120 1081  
ν 3(a1)  2345 2506 2424 2467 2387 2462 2386  
ν 4(b1)   1030 1081 1073 1055 1035 1066 1056  
ν 5(b2)   2345 2506 2424 2467 2387 2462 2386  
ν 6(b2)   1030 1081 1073 1055 1035 1066 1056 

RMS error 
 

 149.1 70.3 113.0 37.6 112.1 39.9 
sum(frequencies) 

 

46482 49632 48009 48792 47105 48836 47298 

scaling factor  0.937 0.968 0.953 0.987 0.952 0.983 

 

 

Table 6. MP2 (default step size) calculated harmonic and anharmonic frequencies for the 

methyl cation isotopologues, squared differences from benchmark frequencies, and scaling 

factors. 

 

 

In order to sample multiple electronic structure methods, MP2 perturbation theory was 

used with the same basis sets as B3LYP and M06 to calculate the harmonic and 

anharmonic frequencies for each of the methyl cation isotopologues. As with B3LYP, 

including the anharmonic corrections results in a factor of 2 – or more- improvement in 

the RMS error for the calculated frequencies, and hence a scaling factor closer to unity. 

Overall, the MP2 method overestimates the frequencies, both harmonic and 
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anharmonic, with the anharmonic values remaining further from the benchmark than 

their B3LYP equivalents.  

 

Using the MP2 method with anharmonic corrections results in a preservation of the 

degeneracy of the ν3/ν5 stretching and ν4/ν6 in-plane bending modes. In contrast, the 

DFT methods B3LYP and M06 both cause these to split, B3LYP by a minor range of 5 

cm-1, M06 a more significant and variable range. 

 

In Chapter 3, the vibrational zero-point energy dominance on the D3-EIE for transfer of 

the methyl cation from vacuum to PCM water was discussed. These ZPE contributions 

are related to sums of vibrational frequencies, as described in Chapter 1. It is useful to 

employ the ratio of (Σν)VCI/(Σν)calc to provide an alternative metric for the error in 

frequencies calculated by our methods, while also providing a uniform scaling factor 

which modifies the calculated harmonic frequencies towards the best available 

anharmonic values. It is common for more approximate electronic structure methods to 

overestimate vibrational frequencies, resulting in scaling factors of <1.198, 199 This is 

observed for the harmonic frequencies from all methods and basis sets included in this 

chapter, with the sum of the MP2 anharmonic frequencies also overestimating for all 

basis sets with respect to the VCI benchmark values. The M06/aug-cc-PVQZ 

anharmonic sum of frequencies however seems significantly underestimated, where the 

B3LYP functional performs relatively well across the basis set range. Anharmonic 

vibrational frequencies with the B3LYP functional and the 6-1+G(d) basis set give a 

()VCI/()calc = 1.001, and an r.m.s. error of 21.5cm-1, which together are the scaling 

factor closest to unity, and smallest deviation from VCI values, respectively. B3LYP/6-

31+G(d) was therefore chosen as the method of choice to estimate the domination of 

EIEs by vibrational ZPE. 

 

4.3 EIEs: anharmonic corrections to IPFRs  

 

Table 7 shows the IPFRs calculated with the B3LYP/6-31+G(d) method. The IPFRs for 

the 6 combinations of the methyl cation hydrogen isotopologues from harmonic and 

anharmonic calculations, are included. VCI results refer to the data published by 

Alcaraz and coworkers with a vibrational configuration interaction methodology using 
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coupled cluster theory and an explicitly correlated basis set for the quoted species in 

vacuum. MMI factors for each IPFR do not depend on the equilibrium bond lengths in 

the trigonal planar cation, with the IPFRs themselves (when defined as heavy isotope / 

light isotope) being characterised by values larger than unity. The magnitude of these 

IPFRs is temperature-dependant, becoming larger as temperature decreases, with the 

values in Table 7 agreeing with previous QM/MM work in an AM1/TIP3P model. Isotopic 

substitution was carried out on the methyl group within S-adenosylmethionine in water, 

and similar values of IPFRs being produced.200 

An IPFR is proportional to a Gibbs free energy, if taking the natural logarithm. In order 

to evaluate errors in the IPFR, it is therefore most reasonable to consider the error in 

the % ln IPFR. For the B3LYP/6-31+G(d) IPFRs in Table 7, the r.m.s. error for the IPFR 

(ln f1) as compared to the VCI values, is 7.9% for the harmonic and 1.0% for the 

anharmonic calculations in vacuum. Application of a scaling factor of 0.963 from the 

method validation calculations however results in a harmonic IPFR r.m.s. of 0.56%. This 

has two main implications. Firstly, for relatively reliable IPFR estimation, it is 

unnecessary to employ computationally expensive methods to evaluate the vibrational 

frequencies anharmonically. Secondly, with an error of ~8% for the unscaled harmonic 

frequencies, the B3LYP method combined with the modest 6-31+G(d) basis set provides 

an already not unreasonable estimation of the vibrational frequencies. 

It is timely to briefly discuss the incorporation of the rule of the geometric mean into 

our isotopologue calculations. The application of the rule to isotope effects states that 

there can effectively be no isotope effects on isotope effects. This means that the 

contributions to the free energy from isotopic substitution at two different sites is 

additive. This was postulated based on the approximate local character of isotope 

effects, for which the approximation holds. Practically, the rule states that the IPFR for 

two isotopic substitutions at two sites, is simply the product of the individual IPFRs for 

both sites.201 
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  Alcaraz 
VCI 

harmonic 
unscaled 

anharmonic harmonic 
scaled 

isotopic 
substitution 

MMI f1 f1 % 
error 
ln(f) 

f1 % 
error 
ln(f) 

f1 % 
error 
ln(f) 

CH3+→CD3+ 0.268951 1026.01 1736.08 7.6 1430.29 0.03 1259.13 0.02 

CH2D+→CD3
+ 0.432650 107.404 158.989 8.4 136.528 0.22 128.118 0.16 

CH3
+→CHD2

+ 0.401475 91.6421 131.074 7.9 98.6267 0.08 106.001 0.16 

CHD2
+→CD3

+ 0.669908 11.1959 13.2450 7.0 14.5020 2.3 11.8786 0.53 

CH2D+→CHD2
+ 0.645835 9.59322 12.0036 9.9 9.41440 -0.20 10.7856 1.2 

CH3
+→CH2D+ 0.621636 9.55279 10.9195 5.9 10.4761 0.97 9.8279 0.30 

r.m.s. % error in 
ln(f) 

   7.8  1.0  0.56 

Table 7. IPFRs for the methyl cation hydrogen isotopologues in vacuum at 298.15 K 

(B3LYP/6-31+G(d)). Table extracted from Ref 4. 
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Indeed, the isotopologues described by the IPFRs in Table 7 and the scaled and unscaled 

harmonic frequencies from which they originate, all obey the rule of the geometric mean 

(Equation 30). Conversely, the anharmonic calculations do not (Equation 31). 

 

f1(CD3/CH3) = 1736.08 ≈ 12.00363 = (f1(CHD2/CH2D))3    (30) 

 

f1(CD3/CH3) = 1430.29 ≠ 9.41443 = (f1(CHD2/CH2D))3    (31) 

 

Table 8 shows the IPFRs at 289.15K for the methyl cation in PCM water within the UFF 

cavity model. The IPFRs are larger than those in vacuum, which can be attributed to 

the CH stretching frequencies in solvent as discussed in Chapter 3. The ratio of IPFRs 

in vacuum to solvent, the EIE, f1/f80 has no experimental equivalent, and would be 

inherently hard to characterise, in particular due to the highly reactive nature of the 

methyl cation, particularly in a water solvent. 

The unscaled EIE for transfer of the methyl cation from vacuum to PCM dielectric was 

calculated as 0.908, compared to 0.911 for scaled harmonic. These values agree with 

the previous calculations discussed in Chapter 3, in particular with the SMD solvation 

model. Indeed, a similar conclusion can be drawn from these results, with the CH 

stretching frequency being affected by the stiffer bond in solvent, described by the larger 

stretching force constant. 

It is reasonable to consider that EIEs for a pair of isotopologues which vary in mass 

number by two or less, will be proportionally closer to 1, than their more mass-variant 

equivalents. The rule of the geometric mean is briefly discussed in the context of 

cumulative isotope effects. It is also sometimes quoted as “isotope effects are 

independent and cumulative”,187 however observation of the EIEs shown in Table 8 

present a disagreement with this statement. Indeed, the EIEs of K(CH3)/K(CH2D) and 

K(CH2D)/K(CHD2) show remarkable similarity in magnitude, however K(CH2D)/K(CD3), 

and K(CH3)/K(CHD2) and K(CH2D)/K(CD3) vary quite significantly. 
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harmonic 
unscaled 

 anharmonic  
harmonic 

scaled 
 

isotopic 
substitution 

f80 EIE f80 EIE f80 EIE 

CH3+→CD3+ 1911.00 0.908 1343.97 1.064 1381.89 0.911 

CH2D+→CD3
+ 168.698 0.942 252.804 0.540 135.651 0.944 

CH3
+→CHD2

+ 141.628 0.925 48.4810 2.034 114.216 0.928 

CHD2
+→CD3

+ 13.5002 0.981 27.7216 0.523 12.0989 0.982 

CH2D+→CHD2
+ 12.4960 0.961 9.11938 1.032 11.2118 0.962 

CH3
+→CH2D+ 11.3338 0.963 5.31625 1.971 10.1871 0.965 

Table 8. EIEs for transfer of the methyl cation from vacuum to PCM water  

(B3LYP/6-31+G(d)). Table extracted from Ref. 4. 
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Inspection of the EIEs originating from the anharmonic frequency calculations shows a 

considerable range both of magnitude and directions. Appearing between 0.5 and 2.0, 

these values of EIE suggest a combinatorial problem, much like that with M06, of the 

anharmonic corrections applied within Gaussian09, with the PCM model. The vacuum 

anharmonic and scaled harmonic values of lnf1 show excellent linear correlation with 

the equivalent Alcaraz VCI values. lnf1 for the anharmonic calculation corresponded to 

a slope of 1.04 and r2 value of 0.997, and scaled harmonic, a slope of 1.03 and r2 value 

of 0.9997. Additionally, the PCM scaled harmonic lnf80 when plotted against the Alcaraz 

VCI results yields a slope of 1.09 and r2 value of 0.9997. 

When comparing these good agreements with advanced methodological results, to the 

values for lnf80 obtained within the PCM incorporating anharmonic corrections, there is 

a distinctly reduced degree of correlation. The plot of anharmonic lnf80 in PCM against 

VCI lnf1 gives a slope of 1.09, but r2 of 0.90, indicating the lack of correlation within the 

results, as well as the scatter. Furthermore, it has been pointed out that PCM in 

Gaussian09 indeed produces a cavity surface which is both continuous and therefore 

allows for differentiation in the direction of the normal modes in order to obtain 

anharmonic frequencies, whilst the choice of cavity model and size are inherently 

important.202 

Indeed, the impact of cavity size and shape in the calculation of vibrational frequencies 

and isotope effects has been discussed at length in Chapter 3. From this, the decision 

to use the UFF cavity was taken, and produces reasonable results for harmonic 

frequency calculations. Of course, variations of cavity size and shape are intrinsically 

possible within Gaussian09, however it is clear that based on the current default values, 

the conclusions of the current study with regards to EIE calculations from anharmonic 

corrections as applied to the methyl cation in PCM water must highlight the preference 

for scaled harmonics, both in relation to the reliability of results, as well as 

computational expense. 
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4.4 Energy scans of vibrational modes of the methyl cation 

 

Displacements along the normal coordinates for each of the vibrational modes of the 

methyl cation yield energy surfaces corresponding to the effect of the displacements on 

the molecular structure and its stability. Using the BATHMAT program written by PBW 

at Bath, the unit vector of each non-mass-weighted normal Cartesian coordinate was 

multiplied by successive iterations of 0.02 Å, and a sum carried out with the original 

coordinates from the equilibrium geometry. Over a range of 0.4Å around the minimum 

of the potential energy surface, single point energies were calculated at each point, with 

regression to a fourth-order polynomial carried out, producing a very reasonable fit for 

each mode with R2>0.999.  

 

 

Figure 7. Plot showing single point energies calculated with the B3LYP/6-31+G(d) 

method for displacements in the direction of the symmetric stretch normal mode of the 

methyl cation in vacuum (open circles) and PCM water (full circles). Figure extracted 

from Ref. 4. 
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The quadratic, cubic and quartic coefficients of the respective regression equations are 

shown in Table 9. Figure 7 shows the anharmonic energy curves for displacement in 

both directions along the symmetric C-H stretch normal mode in both vacuum (open 

circles) and PCM water (full circles). 

Normalised by a factor of √3, displacements in a negative direction indicate a bond 

length decrease, and those in a positive direction a bon length increase, over a total 

range of 0.46Å. Due to the negative sign of the cubic coefficient, the energy rises more 

significantly for compressions than extensions to the bond length. Magnitudes of the 

coefficients to the fourth order polynomial fit to the single point energies are almost 

identical in vacuum and PCM dielectric, however the harmonic force constant in PCM 

water, which is equal to twice the quadratic coefficient, is larger than in vacuum, these 

being 5.756 aJ Å-2 and 5.576 aJ Å-2, respectively. Indeed, this stiffening of the CH bond 

in solvent again agrees with the conclusions from Chapter 3, from a study of the UFF 

cavity within PCM dielectric. 

Furthermore, the salient conclusion from section 4.4 is the inherently normal results 

obtained from the curve-fitting exercise for PCM solvation within Gaussian09. The PCM 

model describes the anharmonic potentials well for each of the normal modes, however 

this reaffirms the point that implementation of the corrections within Gaussian09 

themselves, in combination with the PCM produce erroneous results, certainly in the 

context of the present study. 
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4.5 Summary 

 

In section 4.2, a publication by Jacobsen was surveyed, suggesting that anharmonic 

vibrational frequency calculations are not worthwhile for methods with small basis 

sets.189 The work described in this chapter certainly agrees – in the most part – with the 

conclusions drawn by Jacobsen and coworkers. Indeed, it has been shown that the 

computational expense of anharmonic calculations is not necessarily justified for 

electronic structure methods using small basis sets, such as those included in this 

chapter. 

The B3LYP/6-31+G(d) method is recommended for the calculation of partition functions 

and isotope effects, produces excellent anharmonic frequencies when compared to those 

obtained from the high-level VCI method of Alcaraz and coworkers. Moreover, scaled 

harmonic frequencies in vacuum produce further reliable IPFRs as compared to the 

more expensive anharmonically-corrected equivalents. The recommendation for 

condensed media calculations is again scaled harmonic frequencies, but from a PCM 

implementation within a dielectric continuum. Indeed, both harmonic and anharmonic 

vibrational frequencies were calculated for isotopologues of the methyl cation, both in 

vacuum, and PCM dielectric (where 80). B3LYP, MP2 and M06 electronic structure 

methods were using in combination with the 6-31+G(d), aug-cc-PVDZ, and aug-cc-PVTZ 

basis sets in order to calculate scaling factors based on comparisons with published 

‘gold standard’ vibrational configuration interaction (VCI) results for CH3
+, CH2D+, 

CHD2
+, and CD3

+. The scaling factor, calculated as the ratio of the sum of VCI 

frequencies to the sum of frequencies from individual combinations of electronic 

structure method and basis set, was determined and showed erratic results for M06 

combined with anharmonic corrections for all basis sets. MP2 and B3LYP perform 

reasonably with all basis sets, however B3LYP/6-31+G(d) provides the scaling factor 

closest to unity for the methyl cation isotopologues. This method was used to consider 

the effect of implementing the PCM on IPFRs for methyl cation isotopologue transfer 

from vacuum to dielectric (=80). Harmonic scaled and unscaled PCM calculations 

provide a reasonable estimate of the EIE for transfer into solvent medium, however 

combined with anharmonic corrections, the PCM calculations give erratic results. 
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Isotope effect calculations based on harmonic frequency calculation produce reasonable 

and generally reliable results, and have been carried out since the dawn of 

computational chemistry. From the work presented in this chapter, it is recommended 

that it is not worthwhile to carry out anharmonic vibrational frequency calculations for 

isotope effects, as the employment of scaled harmonic frequencies as an alternative, 

offers advantages in terms of computational expense. Indeed, scaling factors can be 

considered as simple corrections for the implicit insufficiencies in electronic structure 

calculations such as electron correlation and truncated basis sets. Another factor 

covered by the scaling factor implementation, is the neglect of anharmonicity in most 

methodologies, insofar as if harmonic force constants describe changes in energy 

accurately for small displacements from equilibrium geometries, the ZPVE levels for two 

isotopologues where the same anharmonic potential has been applied to both cannot be 

harmonically reproduced to an equivalent level. Stating that scaled harmonic IPFRs 

improve the results for isotope effect calculations, implies that pure harmonic 

treatments for IPFRs are somewhat lacking and lead to some inaccuracies. However, it 

is important to remember that the harmonic approximation itself is reasonably applied 

in the calculation of isotope effects, with the caveat that the relevant force constants 

should represent the effect of anharmonicity themselves. 

Concluding within this chapter: the data and arguments presented, suggest that 

anharmonic corrections are unnecessary for IPFR calculations from analytical second 

derivatives output from popular electronic structure programs, however anharmonicity 

itself should not be ignored, and can be incorporated by far computationally-cheaper 

means such as scaled harmonic frequencies, as compared to anharmonic corrections 

within electronic structure codes. The impact of this work on the general theme of this 

thesis: model system analysis to supplement our understanding of supramolecular 

interactions, is twofold. Firstly, an anharmonic analysis of supramolecular systems 

would be enormously computationally expensive, therefore it is appropriate that 

harmonic scaling factors can be used to approximate the effects of anharmonicity (as 

well as electron correlation) in the calculation of IPFRs for reactions. Additionally, the 

deviations to the rule of the geometric mean, presented in this chapter suggest that in 

fact isotope effects are not consistently cumulative, having important implications on 

the complex interactions and substitutions often present in supramolecular systems. 
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5. The effect of explicit solvation on Kinetic and Equilibrium Isotope effects 

 

5.1 Introduction 

 

The work in J. Phys. Chem. B was novel in its consideration of the solvent as having an 

effect in itself. By using a common average field implementation (PCM) suggestions were 

offered regarding the inherent effects solvents can impart on the solute. In order to 

develop our study and offer additional guidance particularly for interpretation of these 

effects in complex heterogeneous environments such as enzyme active sites, it was 

important to move to a more explicit definition of the solvent. This model would therefore 

be able to treat a series of questions which were as yet unanswered. As an inherently 

constrainable model, it was possible to specify H-bond distances explicitly, thereby 

observing the effect of small changes in the environment on the methyl cation and the 

isotope effect associated with methyl transfer. In addition, by varying the donor-acceptor 

distances in the direction of the reaction coordinate, the effect of a relatively compressed 

or expanded reaction environment could be considered. Moreover, this tests previous 

hypotheses relating to small changes in isotope effect being attributed to donor acceptor 

distances, as opposed to consideration of the remainder of the reaction environment 

(interactions perpendicular to the reaction coordinate etc.). Indeed, Klinman and 

colleagues reported T3-KIEs on kcat/Km in hCOMT of 0.7910.012 for the enzyme wild 

type, compared to 0.8220.021 and 0.8500.012 for the Y68F and Y68A mutants, which 

see residues in the donor-acceptor plane removed. This was considered as support for 

the compression hypothesis in terms of reaction coordinate compaction, however the 

degree to which alternative environmental factors affect these isotope effects, had not 

been explicitly considered. This study therefore treats both the donor-acceptor/reaction 

coordinate plane, as well as interactions perpendicular to this, reflecting effects in H-

bonding and active site environment. 

An explicit solvent environment, or cage as it will be referred to hereon in, was therefore 

designed. Although useful in terms of providing mean interactions, PCM and solvent 

models often fall short in describing those solvent-solute interactions on an individual 

scale. Therefore five water molecules were placed at the vertices of a methyl cation; three 

hydrogen bonding to the equator, and two acting as nucleophiles at the axes. From the 
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perspective of studies of the COMT enzyme, and claims made to support the 

compression hypothesis, not only was the solvent effect on isotope effect considered, 

but the effect of the proximity of the hydrogen bond donors to the methyl cation. This is 

of particular interest and resulted in the trend observed in a more constrained equatorial 

cage to an expanded one, effectively accounting for the compression effect quoted 

elsewhere.92 The environment is the issue with common interpretations of both 

experimental and theoretical results in this situation. This means that it is often the 

donor-acceptor distances which are considered when attempting to rationalise isotope 

effect data, however, it has been demonstrated that factors perpendicular to the donor-

acceptor axis can influence isotope effects similarly. 

Throughout this chapter, the earlier work in Chapter 3 has been expanded upon, 

treating initial solvent effects on isotope effects and has been applied to enzyme-like test 

systems, providing additional suggestions for future isotope effect calculation and 

interpretation.3 This is heavily based upon work published in Angewandte Chemie, 

coauthored by Prof. Ian H. Williams and PBW. 

 

5.2 Isotope effects on the methyl cation within a constrained cage of water molecules 

 

QM calculations for methyl transfer within a model “cage” system consisting of five water 

molecules situated at the vertices of a trigonal bipyramid, show that the 2o D3- and T3- 

KIEs are inherently sensitive to hydrogen bonding interactions perpendicular to the 

plane of the methyl transfer axis. 

The variations in hydrogen bonding distance (C-H…O interactions) were explicitly 

controlled, independently to changing the donor acceptor distances, in order to provide 

both a cumulative and combinatorial view of the solvent effects on KIEs within the cage 

structure. The application of this discovery to Adomet dependent methyltransferases 

supplements the work carried out by Trievel et al.203, where the group concluded that 

CH…O hydrogen bonding in methyltransferases tends to be stronger than more 

traditional equivalents, with this interaction representing an important feature of 

AdoMet-dependent methyltransferases as a class of enzymes. This provides new 

evidence of the environmental influence on 2o KIEs, suggesting that contributions other 

than compression in the donor-acceptor axis maintained by other groups, may be 
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responsible for the effects interpreted as supporting the compression hypothesis by 

others.204 

As described in Chapters 1 and 3, methyl transfer itself occurs in numerous chemical 

and biological processes, from metabolism in the virus responsible for Dengue fever, to 

photochemical reactions.205, 206 The question of methyl transfer TS stabilization relative 

to the RS by enzymes has caused much controversy (see Chapter 1, Section .5.4). A 

large inverse D3 KIE for COMT-catalysed methyl transfer between AdoMet and 

catecholate, observed by Schowen and coworkers suggested to possibility of a 

compressive effect stabilising the TS.207 Through QM/MM simulations which 

reproduced the same KIE as the original work, it was shown that there was no change 

in the mean donor- acceptor distance in the TS.80, 90 

More recent experimental KIEs on mutant and wild-type COMT have been interpreted 

as renewed support for the compression hypothesis.91, 208 Furthermore, it has been 

shown that hydrogen bonding influences in Adomet-dependent methyltransferases have 

important functional implications, their effect on KIEs remaining untested.91 This 

chapter therefore concentrates on these unconventional effects in the environment 

surrounding the methyl cation, through a computational investigation of the isotopic 

sensitivity of the methyl cation placed within a constrained cage of 5 water molecules 

(Figure 8). 
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Figure 8. Structure of the constrained cage used within the explicit donor-acceptor and 

perpendicular interaction investigations. In this context, axial refers to the donor-

acceptor axis, while equatorial denotes the CH…O, hydrogen bond distances. Figure 

extracted from Ref. 3. 

 

The axial and equatorial distances shown in Figure 8 could be manipulated in a 

controlled manner, allowing the consideration of the individual axial/equatorial effects, 

as well as their combined influences on the KIEs produced. The importance of this model 

arises from its ability to investigate structures that would be experimentally complex to 

devise, thereby allowing us to derive significant structural data, which provides a 

framework for interpretation of these or similar interactions. Heterogeneous and 

constrained environments are not only unique to enzyme active sites, which are the 

motivation of the work presented in this chapter, but also nanoporous materials,209-213 

and sustainable chemical catalysts.214-216 The work herein therefore offers meaningful 
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guidance on KIE interpretation within such constrained environments, highlighting the 

important effects for which non-reaction coordinate interactions are responsible. 

 

5.3 Results and interpretation 

 

The cage in Figure 8 consists of five water molecules at the vertices of a trigonal 

bipyramid. The structures with a methyl cation placed at the centre of the cage show 

pseudo D3h symmetry, where the methyl group is coplanar with the three so-called 

equatorial water molecules, and perpendicular to the methyl transfer axis, described as 

the axial interactions hereon in. Coplanar with the equatorial water molecules, the 

methyl group therefore hydrogen bonds to each of these, which, like the axial water 

molecules, are frozen in space at user-specified values of r(C-H…O), or req, and r(C…O), 

or rax, respectively. These are maintained in all RS and TS calculations, with the RS 

optimisations allowing the methyl cation to adopt a protonated methoxymethyl 

structure with an axial water molecule from the cage. 

The B3LYP density functional was used, in accordance with the conclusions from 

Chapter 4, with the aug-cc-PVDZ basis set, which also performed well in the method 

validation calculations (Section 4.2), but more importantly is the same electronic 

structure method employed as the calculations in implicit solvent (PCM) in Chapter 3. 

Isotope effects were calculated in the manner described in Chapter 1, with the KIE 

components and factor from the three C-H stretching frequencies determined by the 

Bigeleisen equation (Equation 17). A value of 0.85 for the deuterium isotope effect for 

transfer of the methyl cation from vacuum to solvent has been determined by a hybrid 

AM1/TIP3P MD simulation, as an average over 40 snapshots taken along the MD 

trajectory, these being locally relaxed within the QM/MM potential at 298K.1 

The water molecules in the QM/MM simulations forming the first solvation shell around 

the methyl cation ranged in C…O distances from 2.95 to 3.20 Å, which roughly equates 

to the sum of the van der Waals radii. Moreover, transfer of the methyl cation in vacuum 

to the centre of the solvent cage, which is the methyl transfer TS by definition, produces 

a deuterium isotope effect of 0.86 for a symmetric cage structure where rax =req = 3.0 Å 

at 298 K (Table 10). This confirms the reasonableness of the cage model in terms of 
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replicating – at least in part – the interactions in more complex and realistic procedures. 

A decrease (compression) in rax from 3.0 to 2.0 Å increases the inverse magnitude of the 

isotope effect from 0.86 to 0.30, with req remaining at 3.0 Å. This can be attributed to 

the loss of external degrees of freedom being compensated by gains in vibrational 

motions in the more constrained environment of the rax = 2.0 Å cage structure. 

 

rax (Å)   req (Å)   

  3 3.5 3.75 4 5 

2.04 0.301 0.338 0.347 0.351 0.356 

2.525 0.636 0.661 0.674 0.680 0.685 

3 0.863 0.858 0.865 0.869 0.872 

Table 10. EIEs for the transfer of the methyl cation from vacuum to the centre of the 5-

water cage, for varied distances of rax and req. 

In order to understand the cumulative interactions within the cage structure, it was 

important to be able to model the explicit effects of the axial and equatorial substituents 

individually. Therefore, symmetric structures were minimized, the axial structure 

corresponding to Figure 9, where the axial distance can be varied and the equatorial 

substituent distance can effectively be deemed to be equal to ∞. 
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Figure 9. Axial structure corresponding to rax = 3.0 Å and req = ∞. 

One imaginary frequency for the transfer of the methyl group between axial water 

molecules is present in the minimized axial cage structures. Figure 10 shows the 

deuterium EIEs for transfer of the axial structures from vacuum into the centre of the 

complete solvent cage of Figure 8 i.e. effectively establishing the effect of incorporating 

the equatorial substituents from a distance of ∞ to 4Å and less. Figure 10 represents 

these EIEs as a function of req for different values of rax. It can be seen that a change 

from 4 Å to 3 Å in req for rax = 3.0 Å does not affect the EIE significantly. However the 

same change for rax = 2.0 Å, which is very similar in r(C…O) to the gas-phase SN2 

transition structure, increases the magnitude of the inverse isotope effect from 0.99 to 

0.84; a significant change in EIE for a change in equatorial interactions. 

 

Figure 10. 2° α-D3 EIES (298 K) for transfer of axial [H2O…CH3
+…OH2] structures 

from vacuum into the center of the equatorial ring of the constrained cage. Figure 
extracted from Ref. 3. 
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_________________________________________________________________________ 

req / Å rax / Å fcomplex EIE MMI EXC ZPE 

_________________________________________________________________________ 

3.0 2.04 69189 0.844 1.320 0.909 0.702 

 2.525 32891 0.931 1.319 0.976 0.723 

 3.0 24213 0.993 1.319 1.039 0.724 

3.5 2.04 61558 0.948 1.322 0.888 0.806 

 2.525 31643 0.967 1.321 0.931 0.786 

 3.0 24366 0.987 1.321 0.980 0.762 

3.75 2.04 59969 0.974 1.323 0.866 0.848 

 2.525 31074 0.985 1.321 0.900 0.828 

 3.0 24172 0.995 1.321 0.941 0.800 

4.0 2.04 59233 0.986 1.323 0.846 0.878 

 2.525 30790 0.994 1.322 0.873 0.861 

 3.0 24046 1.000 1.322 0.904 0.837 

 2.04 58381 

2.525 30608 

3.0 24052 

_________________________________________________________________________ 

Table 11. B3LYP/aug-cc-pVDZ isotopic partition function ratios, 2° α-D3 isotope effects 

for insertion of symmetric axial structures [H2O…CH3
+…OH2] from vacuum to the center 

of the constrained three-water equatorial cage at 298 K and isotope effect factors. 
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Because each symmetric axial structure [H2O…CH3
+…OH2] is a TS both with and 

without the equatorial waters, each isotope effect for transfer into the cage is an EIE. 

However, the IPFR (fcomplex) for each structure includes a quantum correction on the 

transition frequency for methyl transfer which (approximately) cancels in the ratio EIE 

= f(∞) / f(req). Again, the normal MMI factor is almost constant but for each value of rax 

the EXC becomes less inverse as req decreases and the ZPE factor becomes more inverse 

and dominates the trend in the EIE. Some of these data are presented graphically in 

Figure 10. Transition structures were optimised using the Berny algorithm within 

Gaussian09 on each of the 25 constrained cage structures. Reactant/product 

structures were similarly optimised, but to a minimum. 2o α-D KIEs for the transfer of 

the methyl cation from one axial protonated methanol to the other are included in Figure 

11. 

 

Figure 11. Changes of KIE with axial and equatorial distances of water molecules for 

the transfer of the methyl cation between each axial substituent. rax and req refer to the 

axial C…O and equatorial C-H…O distances, respectively. Diagrams show TS 

geometries corresponding to each of the four extremities in the range of KIEs observed 

for changes in r. Figure extracted from the following contributed talk: I. H. Williams 

and P. B. Wilson, Proceedings of the 23rd IUPAC Conference on Physical Organic 

Chemistry, Sydney, Australia, 2016. “Isotope Effect Calculations in the Supramolecular 

Age”. 
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Figure 11 shows the variation of the KIEs with axial and equatorial distances of the 

solvent cage. Although there is slight variation as equatorial distance is increased, the 

vast changes in KIEs are observed from the changes in axial distance. This is 

unsurprising as the vector along the axial plane contains the reaction coordinate for the 

methyl transfer, therefore changes in geometry will have far more dramatic effects. Upon 

going from the most condensed structures to the exploded SN2 structures, a gradual 

and significant increase in the magnitude of the normal KIEs is observed.  

Large, normal KIEs are expected for the least hindered geometries, which reflect an 

almost SN1-like character in the TS, such as in the raxial = 5 results. Here, the methyl 

cation is almost a free carbocation with hydrogen-bonding interactions with the 

equatorial water molecules, and behaves as such. Conversely, the smallest normal effect 

is observed in the most condensed, raxial=2.04; requatorial=3.0, structure. These findings are 

particularly relevant within the current climate of compression discussions, where it is 

shown that both axial and equatorial interactions have an effect on the KIEs, however 

these are heavily dominated by the axial distances.3 

For each value of req, a change in donor-acceptor distance results in the D3 KIE from RS 

to TS within the cage, changing from approximately 1.1 at rax = 2.0 Å to approximately 

3 at rax = 4.0 Å. This can be explained by the change from a tight SN2 transition structure, 

to a looser, more exploded SN2 TS.217, 218 Reducing these KIEs to the magnitudes per 

deuterium, it is found that for rax = 2.0Å, and rax = 4 Å, the values are 1.03 and 1.4, 

respectively, which are reasonable magnitudes for 2o α-D3 KIEs in the literature.12 

 

The SN1-like behaviour observed for the exploded cage structures can be attributed to 

the constraints imposed within the cage environment, which is relatively unseen for 

methyl transfers, and would be intrinsically difficult to study experimentally; it has 

however been noted in earlier computational work.219 
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__________________________________________________________________________________ 

 req / Å 

 ____________________________________________________________ 

rax / Å 3.0 3.5 3.75 4.0 ∞ 

__________________________________________________________________________________ 

2.04 ERS -421.86098 -421.86284 -421.85963 -421.85637 -192.49373 

 ETS -421.85431 -421.85515 -421.85132 -421.84755 -192.48296 

 ∆E‡ 17.5 20.2 21.8 23.2 28.3 

2.525 ERS -421.85795 -421.85585 -421.85265 -421.84965 -192.48948 

 ETS -421.83256 -421.82884 -421.82388 -421.81939 -192.45370 

 ∆E‡ 66.6 70.9 75.5 79.4 93.9 

3.0 ERS -421.85239 -421.84793 -421.84511 -421.84261 -192.48528 

 ETS -421.81262 -421.80504 -421.79898 -421.79371 -192.42612 

 ∆E‡ 104 113 121 128 155 

_________________________________________________________________________________ 

Table 12. B3LYP/aug-cc-pVDZ optimised energies for RS and TS structures (total 

energies in hartree, relative energies in kJ mol-1). req represents the equatorial C-H…O 

distance in Angstroms, and rax the axial C…O distance, also in Angstroms. ERS is the 

ground state energy for the reactant structures, and ETS the energy of the transition 

structures. ∆E‡ is the activation energy for methyl transfer for each combination of rax 

and req. 



Table 12 shows the RS and TS structure energies for the constrained cage systems. ∆E‡ 

is the barrier height for methyl transfer between axial waters within the constrained 

cage, either with the three equatorial waters present (req = 3.0, 3.5, 3.75 and 4.0 Å) or 

without them (req = ∞). The value of this barrier increases steeply as the C-O distance (= 

2 Å rax) increases; this may be rationalized simply in terms of the Principle of Least 

Nuclear Motion, as has been noted previously.219 Conversely, the value of this barrier 

decreases as the CH…O distance (req) decreases. This reflects a differential between the 

RS and TS energies for interaction between each of the symmetric axial structures 

[H2O…CH3
+…OH2] and the three equatorial water molecules which serves to stabilize 

the TS more effectively for shorter, stronger CH…O hydrogen-bonding interactions. 

(These interactions give rise to catalysis within the constrained cage model.) 
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It is the stronger C-H…O hydrogen bonding interactions which cause the height of the 

energy barrier within the constrained cage to decrease from 23.2 kJmol-1 at req=4.0Å to 

17.5 kJmol-1 at req=3.0Å (Table 12), which corresponds to an increase in rate by an entire 

order of magnitude. Wolfe and Weinberg who presented calculations of D3 KIEs for 

intramolecular methyl transfer between oxygen atoms within a constrained template,220 

however their so-called transverse compression effect was repulsive, with no stabilising 

effects from hydrogen bond acceptors, the transverse force causing a geometric 

distortion of the methyl cation in the TS from collinearity along the axial coordinate. 

Earlier work by Moliner and Williams identified D3 KIEs for methyl transfer within a 

symmetric cyptand which exhibited C-H…O interactions, however due to the nature of 

the system, it was not possible to manipulate these distances independently of the 

reaction coordinate distances.93 

Table 13 contains the wavenumbers for motions within the constrained cage structures. 

There are, by nature of the complex environment, additional imaginary frequencies to 

that expected for the first order saddle point represented by the TS. For the EIE for 

transfer of the methyl cation to the constrained cage in Figure 8, Table 13 shows little 

isotopic sensitivity in the spurious imaginary frequencies, suggesting a static 

contribution to the isotope effect from these. 
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_____________________________________________________________________________________

____ 
rax / Å req / Å 

_____ ______________________________________________________________________________________ 

 3.0 3.5 3.75 4.0 ∞ 

 __________ __________ _________ ___________ ____________ 

 description CH3 CD3 CH3 CD3 CH3 CD3 CH3 CD3 CH3 CD3 

____________________________________________________________________________________________________________ 

2.04 ax-wag 418i 417i 419i 418i 416i 415i 412i 411i 369i 368i 

  496i 496i 496i 495i 495i 495i 495i 494i 479i 478i 

 ax-wag 403i 403i 408i 408i 406i 405i 403i 402i 363i 362i 

  295i 295i 280i 279i 274i 274i 269i 269i 137i 137i 

 ax-twist 146i 146i 122i 122i 113i 113i 105i 105i 82i 82i 

  393i 393i 422i 422i 431i 431i 438i 438i 384i 364i 

 ax-twist  107i 107i 92i 92i 88i 88i 83i 83i 69i 62i 

  54i 53i 

 ax-transln. 56i 55i 34i 34i 48i 47i 

  61i 60i 16i 16i 35i 35i 48i 47i 

 eq-wag  38i 38i   27i 27i 42i 41i 

  39i 39i   26i 26i 40i 39i 

 eq-scissor 36i 34i   18i 18i 35i 35i 

  34i 34i   20i 20i 34i 34i 

 flexing 32i 32i 

  22i 22i 44i 44i 46i 45i 50i 50i 
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Table 13 continued 

________________________________________________________________________________________________ 

rax / Å req / Å 

_____ _____________________________________________________________________________ 

 3.0 3.5 3.75 4.0 ∞ 

 __________ __________ _________ _________ __________ 

 description CH3 CD3 CH3 CD3 CH3 CD3 CH3 CD3 CH3 CD3 

_________________________________________________________________________________________________ 

  

 rotation 

        4i 4i 

 MI 21.44705286 21.48090880 21.49458282 21.50631983 16.25090291 

 21.45034410 21.48382664 21.49737106 21.50892768 16.32865153 

 VP 21.44705287 21.48090880 21.49458279 21.50631972 16.25090292 

 21.45034411 21.48382704 21.49737148 21.50892671 16.32865153 

 

2.525 ax-wag 348i 347i 384i 383i 394i 392i 399i 398i 390i 389i 

  500i 499i 502i 501i 502i 501i 502i 501i 482i 481i 

 ax-wag 342i 341i 380i 380i 389i 388i 394i 393i 376i 374i 

  303i 303i 298i 298i 296i 296i 294i 294i 191i 191i 

 ax-twist 123i 123i 101i 101i 93i 93i 85i 86i 60i 60i 

  48i 47i 
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Table 13 continued 
________________________________________________________________________________________ 
rax / Å req / Å  

_________________________________________________________________________________________________ 

 3.0 3.5 3.75 4.0 ∞ 

 __________ __________ _________ _________ __________ 

 description CH3 CD3 CH3 CD3 CH3 CD3 CH3 CD3 CH3 CD3 

_________________________________________________________________________________________ 

 ax-twist 85i 85i 72i 72i 70i 69i 68i 67i 43i 38i 

  416i 416i 442i 442i 451i 451i 457i 457i 402i 381i 

 eq-twist 73i 73i   34i 34i 60i 56i 56i 50i 

 sym-stretch 57i 57i   54i 53i 54i 53i 51i 50i 

 eq-stretch     52i 52i 59i 58i 

      48i 47i 51i 50i 

 eq-stretch     49i 48i 54i 53i 

      46i 45i 45i 44i 

 eq-stretch     29i 29i 40i 40i 

  22i 22i 27i 27i 28i 30i 39i 39i 

 MI 21.45869210 21.48940694 21.50172858 21.51231609 16.27344552 

  21.43062013 21.46510757 21.47885354 21.49083006 16.35852703 

 VP 21.45869201 21.48940646 21.50172858 21.51231604 16.27344552 

  21.43062013 21.46511162 21.47898918 21.49082882 16.35852703 

3.0 wag  234i 233i 311i 310i 339i 336i 357i 356i 416i 415i 
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Table 13 continued 

__________________________________________________________________________________________________ 

rax / Å req / Å 

__________________________________________________________________________________________________ 

 3.0 3.5 3.75 4.0                   ∞ 

 __________ __________ _________ _______          _______________ 

description CH3 CD3 CH3 CD3 CH3 CD3 CH3 CD3     CH3   CD3 

__________________________________________________________________________________________________ 

  500i 499i 501i 501i 502i 501i 502i 501i 480i 497i 

 wag  227i 227i 309i 309i 335i 335i 354i 353i 411i 408i 

  308i 308i 307i 307i 306i 306i 305i 305i 218i 218i 

 twist  105i 105i 89i 89i 82i 82i 76i 76i 51i 51i 

  65i 65i 

 twist  64i 63i 58i 58i 55i 55i 52i 52i 34i 31i 

  430i 429i 451i 451i 458i 458i 464i 464i 408i 386i 

 sym-stretch 34i 34i 35i 35i 36i 36i 36i 36i 36i 36i 

 eq-stretch   32i 32i 67i 66i 70i 68i 

    43i 43i 42i 39i 48i 47i 

 eq-stretch   29i 28i 66i 65i 69i 67i 

    46i 46i 52i 51i 47i 47i 

 eq-stretch   41i 41i 46i 46i 

    43i 43i 40i 40i 

 flexing 29i 29i 16i 16i 16i 16i 17i 17i 

    19i 19i 

 MI 21.46950873 21.49761555 21.50879727 21.51839000 16.27623938 

  21.38917652 21.42520186 21.43988590 21.45327838 16.34825736 

 VP 21.46950873 21.49761553 21.50879728 21.51839001 16.27623935 

  21.38917704 21.42520188 21.43988594 21.45327900 16.34825736 

___________________________________________________________________________________ 

Table 13. Imaginary vibrational wavenumbers (cm-1) for motions of constrained cage water 

molecules. (Regular font correspond to the TS and bold to the RS.). req represents the 

equatorial C-H…O distance in Angstroms, and rax the axial C…O distance, also in Angstroms. 

Each of the descriptions of modes reflects the motions within the constrained cage. Sym-

stretch represents the symmetric stretching mode, and eq-stretch the equatorial stretching 

mode. MI and VP are the moment of inertia and vibrational product contributions to the IPFR, 

respectively. 
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Considering that neither the RS nor the TS structures correspond to stationary points 

on the potential energy surface for the full unconstrained system, and also because of 

the imposed symmetry, there are a number of additional modes associated with 

imaginary vibrational frequencies, all of which are presented in Table 13. Four of these 

are evident in the req = ∞ structures without the three equatorial waters, and involve in-

phase and out-of-phase combinations of wagging and twisting of the axial water 

molecules. It is obvious that the protonated methanol fragment of the constrained RS 

structures is unstable with respect to displacement towards a pyramidalized sp3 O atom 

instead of the trigonal-planar geometry imposed by the constraints; this instability is 

manifest in both the RS and TS cage structures. The constrained structures represent 

saddle points for inversion and torsion of the axial water molecules, but in practice these 

modes are almost insensitive to isotopic substitution in the methyl group and therefore 

do not affect the calculated KIEs. 

In the cage structures with req = 3.0, 3.5, 3.75 and 4.0 Å, some of the modes involving 

the axial waters are strongly coupled with motions of the equatorial waters and the brief 

descriptions given in Table 13 are rather approximate. Imaginary frequencies are 

associated with some displacements of the equatorial waters away from their 

constrained positions. When rax = 2.04 Å, the [H2O…CH3
+…OH2] fragment has no room 

for lateral motion with respect to the equatorial waters, but for rax = 2.525 and 3.0 Å, 

combinations of CH…O hydrogen-bond stretching motions are associated with 

imaginary frequencies: these modes may also be considered as translations of 

[H2O…CH3
+…OH2] within the equatorial plane. The important observation, however, is 

that in practice these modes are almost insensitive to isotopic substitution in the methyl 

group and therefore do not affect the calculated KIEs. 

According to the Teller-Redlich Product Rule (see Chapter 1)14 these terms should be 

equal in value. The extent to which this is found to be true in practice provides a stern 

test of the correctness and internal consistency of the vibrational frequency 

calculations, and especially of the method employed to project out contaminating 

components of translation and rotation from the vibrational degrees of freedom. 

Inspection of the results presented in Table 13 shows agreement in all cases to the 

fourth decimal place, with the majority being to the seventh. This excellent agreement 
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is achieved only if the vibrational products are evaluated by treating all the imaginary 

frequencies as if they were real. It also serves to confirm the view that the presence of 

imaginary frequencies associated with vibrational modes of the constrained water 

molecules does not have any material influence upon the values (or indeed the validity) 

of the calculated KIEs. 

_________________________________________________________________________ 

 req / Å 

 _____________________________________________________ 

rax / Å 3.0 3.5 3.75 4.0  

_________________________________________________________________________ 

2.04 (CH)RS 5.763 5.620 5.633 5.654 5.730 

 (CH)TS 5.863 5.752 5.779 5.812 5.926 

 ‡ 0.100 0.132 0.146 0.158 0.196 

 ‡
eq -0.096 -0.064 -0.050 -0.038  

2.525 (CH)RS 5.539 5.502 5.524 5.549 5.626 

 (CH)TS 5.543 5.540 5.590 5.636 5.779 

 ‡ 0.004 0.038 0.066 0.087 0.153 

 ‡
eq -0.149 -0.115 -0.087 -0.066 

3.0 (CH)RS 5.467 5.496 5.518 5.540 5.600 

 (CH)TS 5.320 5.376 5.440 5.495 5.654 

 ‡ -0.147 -0.120 -0.078 -0.045 0.054 

 ‡
eq -0.201 -0.174 -0.132 -0.099 

_________________________________________________________________________ 

Table 14. B3LYP/aug-cc-pVDZ average CH-bond stretching force constants (aJ Å-2) for 

RS and TS for the methyl transfer within the contrained cage. 
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The environment of three methyl CH bonds within the constrained cage does not have 

strict 3-fold symmetry along the axial direction and so the individual CH stretching force 

constants are not quite equal. The values for the force constants presented in Table 14 

are averages of the individual values for each of the three CH stretching force constants. 

For a particular value of rax, the value of the CH stretching force constant F tends to 

decrease with decreasing req, except for a slight increase at req = 3.0 Å for the shorter rax 

distances. As rax increases, the value of F decreases for both RS and TS, but more rapidly 

for TS, for all values of req. Consequently the difference ∆‡ between RS and TS changes 

from a positive number for rax = 2.04 Å (stiffer bond in TS) to a negative number for rax 

= 2.525 and 3.0 Å (looser bond in TS). The double difference ∆∆‡ (between ∆‡ values for 

each req distance and req = ∞) becomes more negative, monotonically, as req decreases. 

These values offer further confirmation that the conclusions from Chapter 3 are valid, 

regarding force constant changes in solvent media. Stiffer CH bonds are generally 

observed in more constrained systems than the looser, more exploded structures. 

The KIEs for transfer of the methyl cation from vacuum to the constrained cage system 

where req = 3.0 Å and the rax is varied, are shown in Table 15. It is important to consider 

both the explicit effect of the equatorial substituents as in Tables 10 and 11, however 

the transfer of the methyl cation to solvent has been the subject of previous work 

detailed in Chapter 3. Isotope effects for this transfer provide important information on 

the explicit effect of solvent on isotope effects themselves, the original calculations of 

course being carried out within a continuum model and not explicit solvation. 
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_________________________________________________________________________ 

fvacuum(Me+) 20823 

_________________________ 

rax / Å fcomplex KIE MMI EXC ZPE 

_________________________________________________________________________ 

2.04  69189 0.301 3.536 0.727 0.117 

2.525  32891 0.633 3.538 0.669 0.269 

3.0  24213 0.860 3.540 0.607 0.401 

_________________________________________________________________________ 

Table 15. B3LYP/aug-cc-pVDZ isotopic partition function ratios, 2° α-D3 isotope 

effects for transfer of methyl cation from vacuum to the center of the constrained 

water cage with req = 3.0 Å at 298 K and isotope effect factors. 

 

Because each complex with the methyl cation in the center of the cage is a TS, these 

isotope effects are KIEs which include the quantum correction to the isotopic sensitivity 

of the transition frequency for methyl transfer. The normal MMI factor is almost 

constant and the inverse EXC and ZPE factors show opposite trends, but the latter 

dominates and is primarily responsible for the trend for a larger (more inverse) isotope 

effect with decreasing rax distance. The inverse nature of this isotope effect is 

unsurprising given that the transfer from vacuum to solvent has been shown to lead to 

such values.1 Indeed, the effect of transfer of the methyl cation to the particularly 

condensed cage at rax = 2.0 Å produces a large inverse KIE of 0.31, which is again mainly 

dominated by the ZPE factor. 
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5.4 The Superheavy Cage approach 

 

By establishing that the KIEs obtained for the cage of water are chemically reasonable, 

and validating the appropriate nature of the model system employed, it was necessary 

to convert the cage structure to a more protein-like environment, becoming of an enzyme 

active site. Therefore, in order to consider the possible effect of C-H…O interactions on 

KIEs in an enzyme active site, a superheavy constrained cage was created, where each 

hydrogen atom was given a mass of 999 Da. Given that the COMT enzyme has a total 

mass of 30 kDa, the approximation provided a reasonable model for a protein 

environment, also removing the spurious vibrational couplings between the methyl 

cation and the small hydrogen atoms on the water molecules by effectively dampening 

their motions.  

_________________________________________________________________________________________________________ 

rax / Å req / Å 

_____ ______________________________________________________________________________________ 

 3.0 3.5 3.75 4.0 ∞ 

 __________ __________ _________ _________ __________ 

 CH3 CD3 CH3 CD3 CH3 CD3 CH3 CD3 CH3 CD3 

_________________________________________________________________________________________________________ 

2.04 S 258 258 260 260 259 259 260 260 263 262 

 A 339i 337i 357i 355i 363i 361i 367i 366i 385i 380i 

2.525 S 82i 82i 85i 85i 84i 84i 83i 83i 78i 78i 

 A 258i 248i 268i 259i 273i 264i 276i 267i 285i 275i 

3.0 S 92i 92i 98i 98i 99i 99i 99i 99i 97i 97i 

 A 190i 181i 197i 188i 202i 192i 206i 196i 216i 205i 

Superheavy cage (all H atoms of “water” molecules have mass = 999): 

2.04 S 22 22 22 22 22 22 22 22 

 A 264i 257i 279i 273i 286i 280i 291i 285i 

________________________________________________________________________________________________________ 

Table 16. Vibrational wavenumbers (cm-1) for symmetric and antisymmetric (italics) 

axial C-O bond stretching in transition structures of methyl cation in constrained 

water cages. 
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Presented in Table 16 are the vibrational frequencies for C-O bond stretching within the 

cage structure of Figure 9. Included within the Table are the results for 2.04 Å in the 

superheavy cage, in order to provide comparisons with the effectively light structural 

equivalent. 

The antisymmetric stretching mode is the reaction-coordinate mode (or transition 

vector) for methyl transfer within the cage. Its frequency is imaginary (as expected) in 

all cases. Replacement of hydrogen in CH3 by deuterium in CD3 leads to a decrease in 

magnitude of this frequency (as expected). An increase either in the value of req for a 

particular value of rax or in the value of rax for a particular value of req leads to an increase 

in the magnitude of this frequency, consistent with an increase in the barrier height ∆E‡ 

for methyl transfer (see Table 12). 

The symmetric stretching frequency is insensitive to isotopic substitution in the methyl 

group because atomic motions of these atoms do not contribute to this normal mode of 

vibration. This frequency has a real value for rax = 2.04 Å but is imaginary for rax = 2.525 

and 3.0 Å. However, it is important to recognise that these symmetric structures do not 

correspond to stationary points on the potential energy surface for the full 

unconstrained system: in particular, the gradient of the energy with respect to 

displacement in the symmetric stretching coordinate is not zero.  

In the “superheavy” cage, all frequencies are lowered and the isotopically-sensitive 

modes of the methyl group are decoupled from those of the cage environment, which is 

the expected effect of a massive protein environment also. Table 17 includes the IPFRs, 

their factors and the KIEs for the transfer of the methyl cation within the superheavy 

cage of water molecules, from RS to TS. 
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Table 17 (Page 119). B3LYP/aug-cc-pVDZ isotopic partition function ratios and 

factors for RS and TS, and KIEs, for methyl transfer within a constrained superheavy 

cage with rax = 2.04 Å. 

 

 

There is significant variation of the deuterium and tritium KIEs with equatorial C-H…O 

distance, with a 0.5 Å decrease in req leading to an increase in the isotope effect of 2 and 

3% respectively. Simply considering the three CH bond stretching modes, these 

contribute to the inverse magnitude of the isotope effect, as FCH increases from RS to 

TS.56 The factors associated with the KIES themselves become less inverse as req 

decreases due to the decrease in the change in the force constant to the TS, ∆F‡
CH. This 

is accompanied by an increase in the strength of the C-H…O hydrogen bonding 

interaction, leading to the proportional weakening of the CH bonds. 

The factor associated with the CH bond stretch is responsible for the variation in KIEs 

with req, itself being dominated by the ZPE factor. Moreover it is the contribution to the 

KIE of the factors from each of the other vibrational modes, which results in the overall 

normal direction of the isotope effects, in particular the bending motions of the methyl 

group within the constrained cage. Unsurprisingly, the CH bonds are shorter and stiffer 

in the TS structures, the environmental influences resulting in force constant increases 

on the RS bonds. 
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5.5 Summary 

 

Using a model geometry for a methyltransferase system, the results obtained certainly 

indicate that the strength of C-H…O interactions can affect the magnitudes of D3 and T3 

KIEs in reactions involving methyl transfer. Although using anionic hydrogen bond 

acceptors instead of the water molecules in this chapter may enhance the effect 

observed, the conclusions remain both valid and of direct importance to the field of 

methyl transfer investigation. 

Previous studies have suggested the importance of hydrogen bonding in Adomet-

dependent methyltransferases, however the link to isotope effects had not yet been made 

to interactions perpendicular to the reaction coordinate axis.80  

Romesberg and coworkers have however shown the link between CD bond stretching 

frequencies and the local electric field within proteins.221 The effects of the compression 

hypothesis have been presented as contributing to T3 KIEs on kcat/KM in human 

catechecol-o-methyltransferase of 0.791  0.012 for the wild-type and 0.822  0.012 

and 0.850  0.012 for the Y68F and Y68A mutants, respectively.91, 208 These results were 

interpreted as donor-acceptor mediated active site compaction, which from the model 

described in this chapter would equate to changes in rax. This chapter has however 

presented the important effects of environmental influences perpendicular to the methyl 

transfer axis, namely variations in req. These have been shown to result in KIE variations 

remarkably similar to those interpreted as supporting axial compression, leading to 

support for the idea that factors other than donor-acceptor distance mediation can affect 

KIE variations observed in methyltransferases, in particular for COMT and its mutants. 

Chapter 3 highlighted the sensitivity of 2o-D3 isotope effects to local dielectric constant; 

indeed the model described in this chapter suggests that interactions perpendicular and 

outside the direct methyl transfer axis must be considered when calculating isotope 

effects (beginning at the QM/MM boundary definition), and also in their interpretation. 

Previous calculations by other groups had included these interactions, albeit across the 

boundary of a QM/MM protocol, whereby the elements relating to these interactions 

with residues such as Met40 and Asp141, which are proximate to the hydrogen atoms 

in the methyl group within COMT, have been omitted from the Hessian. 
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It has been shown that an electrostatic origin for COMT-catalysed methyl transfer is in 

effect, and can contribute to describing the variations in KIEs obtained from calculation 

and experiment. Schramm has shown the importance of KIEs as tools within an 

interdisciplinary protocol in order to determine TS structure and guide the design of 

potential drugs as transition structure inhibitors.222 The steps for KIE-based drug 

design are straightforward. Indeed, first the intrinsic KIE for the chemical step is 

measured, after considering the experimental conditions under which this is possible. 

KIEs are then computed from many electronic model chemistries until KIE data 

matching experiment is obtained. The electrostatic, steric and topological properties, as 

well as molecular descriptors can be used to design new inhibitors and drugs based on 

the KIE information from the simulations.222 A notable example of this strategy was 

applied to the enzyme human purine nucleoside phosphorylase, or PNP, which catalyses 

the cleavage of purine nucleosides. Experimentally, PNP was first expressed in order to 

be produced with full substitution of stable heavy isotope such as 2H, 13C, and 15N. This 

results in the formation of an enzyme with a mass roughly 10% that of the naturally 

abundant equivalent. With the production of this “heavy” enzyme, small protein motions 

at the lower end of the wavenumber spectrum become decoupled from protein motions. 

This is a similar strategy to that used in the context of this thesis for the Superheavy 

approach. Schramm has noted223 that the KIE as kcat/KM is unchanged between “heavy” 

and naturally abundant enzyme, therefore the nature of the transition state will be the 

same for both isotopologous species, with additional information provided by the 

uncoupled motions. 

It is well-known that computational techniques are more important than ever in 

contemporary drug discovery, however the value of the data obtained from chemical 

calculations are intrinsically dependent on both the computational methodology 

implemented, as well as the reliable interpretation of the information provided. This is 

particularly relevant to the quality of data obtained for transition structures in the 

context of enzymes and their reactivity, whereby the method used for KIE calculations 

in proteins is of significant importance. The work presented in this chapter has clearly 

demonstrated the influence of hydrogen bonding interactions perpendicular to the 

methyl transfer axis, on 2o KIEs, and is of direct relevance to the modelling of other 

methyltransferases, but also the plethora of other supramolecular systems for which 

KIE data has been obtained experimentally. 
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6. An Evaluation of the Cutoff Procedure 
 

 

6.1 Introduction 

 

The traditional theory of KIEs based on molecular partition functions and the 

Bigeleisen equation, as described in Chapter 1, assumes that each molecular system, 

either RS or TS, corresponds to a zero-gradient stationary point on a potential energy 

surface. Reliable optimized geometries and Hessians are readily available from 

modern quantum-chemical packages employing second-derivative methods, 

provided that convergence thresholds are set suitably tightly. However, since the turn 

of the millennium, it has become common to perform simulations for very large 

molecular systems (either molecules in solution or within enzyme active sites) but to 

compute explicit Hessians for only a subset of the total number of atoms in the 

system. For example, relaxation of a specified subset of atoms to a local minimum 

(or saddle point) may be performed within a frozen environment of the remaining 

atoms. In the context of QM/MM methods (as reviewed in Section 2.5), the mobile 

subset and the frozen environment may be the same as the QM and MM regions, 

although different selections may also be made. In these circumstances the Ns subset 

atoms do not in themselves constitute a stationary structure in which vibrational 

degrees of freedom are separable from translations and rotation. The constraining 

influence of the environment means that diagonalization of the mass-weighted 3Ns x 

3Ns Hessian in Cartesian coordinates generally yields 3Ns non-zero eigenvalues 

which include six corresponding to libration of the whole subset with respect to its 

environment: “translation” and “rotation” of the subset as a whole are not free or 

separable motions but are coupled with the internal vibrational degrees of freedom. 

This chapter questions the nature of applying the cutoff procedure to 

environmentally-coupled systems, and the reliability of results issued from the 

calculations of isotope effects. The use of the cutoff procedure is indeed important in 

terms of reducing the complexity of Hessian-based calculations, however to what 

degree can the cutoff procedure be applied in order to reduce computational expense, 

yet obtain reliable results? Previous studies on the cutoff procedure as applied to 

COMT had considered errors in ln(KIE), with 1-2% errors being considered 

acceptable between full and cutoff systems. Two-bond cutoffs as previously 

suggested by Stern and Wolfsberg have errors of 4% in ln(KIE ) for a method derived 
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from the entire frequency spectrum, and 12% for the so-called translation-rotation 

method, described herein. The restrictive nature of the two-bond cutoff was therefore 

suggested to be too extreme for reliable KIE computation, however to what extent is 

this also true for the model system considered here, and for more compacted and 

expanded cage structures? 

An approximate way to calculate a KIE for a subset of Ns atoms (within a larger 

environment of N – Ns atoms) is project out the six librational degrees of freedom and 

to treat them instead as translations and rotations, as mentioned previously.224 The 

introduction to this chapter consists of work published in the context of Kinetic 

Isotope Effects, a book chapter written by Prof. Ian H. Williams and PBW in 

Simulating Enzyme Reactivity, and edited by Moliner and Tuñon.  

In practice, the 3Ns x 3Ns Hessian in Cartesian coordinates is first transformed into 

a (3Ns – 6) x (3Ns – 6) Hessian in a set of internal coordinates, and then back-

transformed, whereupon 3Ns – 6 pure vibrational eigenvalues and 6 zero eigenvalues 

for translational and rotational motion are obtained. 

This procedure is equivalent to treating the subset as if it were a freely translating 

and freely rotating cluster isolated from its environment but whose internal 

vibrations are governed by force constants whose values are determined by the 

influence of the environment. The subset KIEs may then be determined by replacing 

N by Ns in Equations 15 to 20. However, is there a form, analogous to the Bigeleisen 

equation, which expresses the KIE in terms only of vibrational frequencies for a 

subset? The product of the 3N eigenvalues of the vibrational secular matrix is equal 

(Equation 32) to the product of determinants of the Wilson F and G matrices for 

potential energy and kinetic energy,23 respectively, which in turn is equal to the 

product of determinants of the potential energy matrix V and kinetic energy matrix 

T in mass-weighted Cartesian coordinates.175 There is a problem when there are zero 

eigenvalues, as for translation and rotation, since then Equation 32 is not valid; the 

solution is the Teller-Redlich product rule for molecules whose 3N degrees of freedom 

are separable into 3 translations, 3 rotations and 3N – 6 vibrations. 
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However, using the Cartesian formulation of the vibrational problem, it is easy to 

note that since the frequencies are proportional to the square roots of the vibrational 

eigenvalues, and T is the unit matrix, the product of the ratios of frequencies for 

isotopologues with the same Hessian (within the Born-Oppenheimer approximation) 

reduces simply (Equation 33) to the ratio of products of atomic masses used to mass-

weight the Hessian prior to diagonalisation. Furthermore, the atomic masses are the 

same for both isotopologues, except for the isotopically substituted atom(s) alone. 

 

 

 

 

 

 

 (33) 

 

 

With a subset Hessian there are, in general, 3Ns non-zero vibrational frequencies and 

so there is no difficulty in evaluating the product on the left-hand side of Equation 

33 over 3Ns ratios νi'/νi for an isotopologous pair. Thus there is no need to invoke the 

Teller-Redlich product rule when a subset Hessian is used. The product of the 

isotopic ratios for all 3Ns frequencies is equal to the three-halves power of the product 

of the ratios of atomic masses for the specific isotopic substitution. In the context of 

a typical calculation, satisfaction of this rule requires nothing more than that the 

matrix diagonalization is performed correctly.14 

Inspection of either Equation 19 or 20 shows that a KIE consists of a product of RS 

factors divided by a product of TS factors, which may be re-written in the form of 

Equation 34. 

 

k / k'  =    fRS / fTS (34) 

 

fRS   =
i'


3Ns

i RSi

=

3
2


Ns

j

mj

mj'

sinh(ui /2)

RSsinh(ui'/2)
3Ns

i

[1  exp(ui )]  exp(ui /2)

[1  exp(ui')]  exp(ui'/2)
}

VP         EX                 ZP



6. An Evaluation of the Cutoff Procedure 

 

126 

 

The terms fRS and fTS are isotopic partition function ratios (IPFRs), as first introduced 

by Bigeleisen.9 Whereas an isotopic fractionation factor is defined as the ratio of a 

heavier isotope relative to a lighter isotope at a particular site with respect to the 

corresponding ratio at a site in a reference molecule, the definition of an IPFR does 

not involve any external reference. The logarithm of an IPFR is proportional to the 

free-energy change due to isotopic substitution at a particular site; an IPFR defined 

as “heavy”/”light” always has a value >1, becoming larger at lower temperatures but 

tending towards unity as the temperature increases. 

In the light of these considerations, an alternative way to calculate KIEs and IPFRs 

for subsets of atoms is simply to replace the MMI factor in Equation 15 by extending 

the products for EXC and the summations for ZPE over 3Ns (for RS) or 3 Ns - 1 (for 

TS) vibrations and librations, as in Equations 35 and 36, in which the contributing 

factors VP, EX and ZP are identified for clarity. Note that VP may be replaced by the 

MI factor, which differs from unity only for isotopically substituted atoms within the 

subset Ns; however, these factors cancel from the KIE (Equation 37) since the same 

isotopic substitution applies to both RS and TS. Note also that the one-dimensional 

Bell quantum correction (QC) for an inverted parabola is included in the TS IPFR. 

Within the approximation of separability, this also corresponds to a free energy 

change due to isotopic substitution in the TS: for a vibrational mode with a real 

frequency, a heavier isotope lowers the free energy, but for vibrational mode with an 

imaginary frequency, a heavier isotope raises the free energy.  
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The use of Equation 37 to calculate a KIE for a subset of atoms within a 

supramolecular system means that the isotopic sensitivity of all 3Ns degrees of 

freedom is considered, including that of the librational modes that arise from 

coupling between the subset and its environment. As mentioned above, to project 

out these contributions to the subset Hessian is equivalent to treating the subset 

atoms as a cluster in a vacuum. Of course, the supramolecular environment (protein 

or solvent) affects the values of the Hessian elements corresponding to the 3Ns – 6 

degrees of freedom, which are not the same as they would be from a strictly gas-

phase calculation for the subset atoms in isolation, but exclusion of the six external 

degrees of freedom implies a loss of information in regard to coupling between the 

subset and its environment. The lowest six of the 3Ns frequencies from a subset 

Hessian calculation for either a RS or TS species typically have values <50 cm-1 (a 

threshold value used by some authors to exclude frequencies from KIE calculations 

in ISOEFF98),17 but it is not possible to associate these with the six librations without 

inspection of the corresponding normal modes, since there is coupling between the 

internal and external degrees of freedom. 

 

Simply to exclude the lowest six (real) frequencies from a subset KIE calculation 

would appear to be an arbitrary and risky action for the sake of keeping 3Ns – 6 

frequencies for use with the Bigeleisen equation when this is both invalid and 

unnecessary for a subset embedded within a supramolecular environment.105 

Pragmatically it may be justifiable provided that these excluded frequencies are 

isotopically insensitive, but it should not be assumed that this is always the case.  

If a Hessian is computed for an atomic subset whose geometry has been relaxed to a 

local energy minimum (for RS) or saddle point (for TS) within a frozen environment, 

there may remain a small number of very low-valued imaginary frequencies. The 

question then arises as to how these should be treated in an IPFR or KIE calculation. 

Should they simply be excluded, or should they be treated as if they were real 

frequencies? An argument from experience in favour of adopting the latter option is 

that it leads to smaller standard deviations from the mean in averages taken over 

samples of different thermally accessible conformations. Also, exclusion of low-

valued but nonetheless isotopically sensitive imaginary frequencies can lead to 

physically unrealistic IPFRs with values < 1.224 
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From an operational point of view, it is easier to retain all 3Ns frequencies in a subset 

Hessian KIE calculation than it is to perform the projection required to obtain 3Ns – 

6 pure vibrations and 6 translations and rotations. Moreover, in a study of QM/MM 

subset Hessians for explicitly solvated AdoMet, it was found that inclusion of all 

frequencies (in Equation 37) led to significantly smaller errors in KIEs calculated 

within models with increasingly severe cut-offs than were involved in the more-

traditional method (Equation 36) which relied on the Teller-Redlich product rule.14 

Our recommendation is to include all 3Ns frequencies and to treat small imaginary 

frequencies as if they were real. Furthermore, for reactions not involving making or 

breaking of bonds to hydrogen atoms, the routine application of the one-dimensional 

approximate quantum-correction to the reaction coordinate frequency is 

recommended. This applies within the IPFR expression for a TS (Equation 36) and in 

evaluation of the KIE (Equation 37); in this way the isotopic sensitivity of all 3Ns 

frequencies is considered for both RS and TS. 

Truhlar, Gao and co-workers described a method for inclusion of QM vibrational 

energy into a PMF,225 which is a necessary part of their EA-VTST procedure.68, 89, 225, 

226 At any point along a reaction path, the reaction coordinate is projected out (to 

first order) of the Hessian leading to 3Ns – 1 generalised normal modes and 

frequencies. They noted that, for a gas phase molecule, translations and rotations 

would also be projected out, but that in a condensed phase these are converted into 

librations, and so the projection does not include these degrees of freedom. However, 

they also commented that the six lowest-frequency modes of the generalised TS 

corresponded to very low-frequency librational motion, for which the harmonic 

approximation was inapplicable and, noting that the quantum correction to low 

frequency modes was expected to be small, stated that these modes were omitted. 

Thus the summation of (harmonic) zero-point energy and vibrational partition-

function contributions to the free energy was ‘calculated over the 3Ns – 7 highest-

frequency modes, not the 3Ns – 1 modes.’225 While it is true that the librational modes 

are likely to be anharmonic in nature, and that the harmonic expressions for zero-

point energy and the vibrational partition function are probably inaccurate, our view, 

however, is that it is still better to include the isotopic sensitivity of these modes, 

notwithstanding the limitations of the harmonic approximation, than to exclude 

them altogether. 
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6.2 The Cut-off rules  

 

The motivation underlying the original cut-off rule proposed by Stern and Wolfsberg15 

was to make KIE calculations tractable in regard both to computational resource and 

availability of force-constant data for RS and TS structures. In view of the fact that 

they considered only covalently-bound molecules, the rule was stated in terms of 

how many covalent bonds a particular atom is removed from the site of isotopic 

substitution.227 Simulations of chemical reactivity in enzyme active sites or in 

solution (or other condensed media) inevitably involve consideration of non-covalent 

interactions. The range of QM and QM/MM applications surveyed above testifies that 

neither lack of computer power nor the ability to compute a Hessian is now a limiting 

factor. But a question remains: what size does a Hessian need to be in order to 

provide reliable estimates for IPFRs, and therefore KIEs? How should the cut-off rule 

be re-framed for KIE calculations in the supramolecular age? 

In a QM/MM study of cut-offs on calculated KIEs for methyl transfer AdoMet to 

catecholate in water,224 it was found that, for more-severe cut-offs, significantly 

smaller errors were obtained when the six librational degrees of freedom were treated 

as harmonic vibrations than as being projected out as translations and rotations. 

Errors were evaluated by comparison of the natural logarithm of the KIE for a cut-

off Hessian against that obtained from a large Hessian, in this case for 324 atoms of 

AdoMet and 87 water molecules. The QM region (AM1) contained 63 atoms of AdoMet 

and the MM region contained about 500 waters (TIP3P). Cut-off Hessians were 

obtained by deletion of appropriate rows and columns from the full Hessian; the 

values of retained elements in each Hessian remained constant throughout. 

Exclusion of all solvent water molecules from the Hessian yielded β-2H3, α-13C and 

nucleofuge 34S KIEs with equally small errors using either the “all frequencies” 

method or the projection method, but the latter method (using only 3Ns – 6 

frequencies) gave a much larger error for the nucleophile 18O KIE. The standard 2-

bond cut-off rule performed significantly better with the all 3Ns frequencies method 

for all isotopic substitutions except α-13C, for which the error was the same with both 

methods. Larger errors were obtained with both methods when the one-dimensional 

Bell tunnelling correction was included, because the imaginary TS reaction-

coordinate frequencies were surprisingly sensitive to the size of the subset Hessian. 

It was concluded that, to ensure that the error in ln(KIE) remained less than 1% (or 

2% for the quantum-corrected KIE) for all four isotopic substitutions considered, it 



6. An Evaluation of the Cutoff Procedure 

 

130 

 

was necessary to use a less-restrictive cut-off procedure which retained all 

covalently-bonded atoms to a distance of at least 3-bonds together with solvent water 

molecules whose O atom was less than 4.5 Å from any isotopically substituted atom. 

To the extent that KIEs may be treated to a satisfactory degree of approximation by 

means of a cut-off procedure, it implies that these ratios of rate constants are 

essentially local properties of the system, reflecting changes in curvature of the 

potential energy surface in the immediate vicinity of the position(s) of isotopic 

substitution. However, the surprising degree of sensitivity of KIE values to the extent 

of cut-off implies that these are not entirely local properties of the system. In 

particular, it seems that a cut-off should not cause significant change in the nature 

of an isotopically sensitive reaction-coordinate vibrational mode: exclusions of atoms 

whose motions are coupled to the reaction coordinate may lead to error. These 

findings have important practical implications for reliable computational simulation 

of KIEs for large systems in solution or within an enzyme active site. 

To obtain reliable KIEs requires not only an appropriate choice of QM or QM/MM 

method but also an adequate description of the environment in regard to both its 

potential energy and kinetic energy influence upon the positions of isotopic 

substitution.224 

In QM/MM applications, the atoms included in the subset Hessian have commonly 

been the same as those in the QM region. However, the selection criteria for inclusion 

of an atom in the QM region are not necessarily the same as those for inclusion in 

the Hessian. A QM region may be chosen so as to avoid the need for the QM/MM 

boundary to cut through covalent bonds. However, this issue does not affect the 

Hessian: there is no reason why even just a single atom of a group connected, either 

covalently or non-covalently, within two bonds distance from a site of isotopic 

substitution cannot be included in a subset Hessian. The size and shape of the 

atomic subsets included in the Hessian and in the QM region do not need to be the 

same; better KIE results may be obtained using QM/MM Hessians computed for 

roughly spherical subsets, centred on the site of isotopic substitution, whose size is 

determined by a “cut-off” radius. The quality of the data contained within a computed 

subset Hessian is as important as the quantity: reliable KIE calculations for enzyme-

catalysed reactions require an adequate description of the influence of the (generally 

inhomogeneous) environment surrounding the subset, which in turn may require a 

larger QM region than has typically been used in the past. 
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An early technique in molecular simulation involved the implementation of the cutoff 

approximation, discussed at length in Chapter 1. This was based on simplifying 

calculations by including only atoms which were a specified number of covalent 

bonds away from the site of isotopic substitution, in the calculation of the Hessian. 

This was advantageous in early computational chemistry due to the limitations of 

the hardware. Now however, it is possible to deal with larger and larger systems. 

The issue that remains is the computational expense of calculating the properties of 

enzymic and supramolecular systems. It is therefore possible to use the cutoff 

approximation in terms of reliable data as opposed to simplicity. At which point does 

a cutoff treatment become too strict, and moreover, when is it possible to obtain 

results close to those for full systems, to avoid unnecessarily complex computations? 

Following on from the effect of solvent, which has been well-documented in previous 

chapters, and the impact of anharmonic corrections; incorporating the cutoff 

procedure into our work was the next logical step in the story. This was therefore 

applied to the cage system, as well as a test on the isotope effects from QM/MM 

calculations. 

 

6.3 The Cutoff Procedure: Applications to the cage system 

This section of the chapter presents recent results of the testing procedure 

surrounding the cutoff approximation. A constrained cluster consisting of the methyl 

cation surrounded by 5 water molecules in axial and equatorial arrangements, as 

well as structures output from QM/MM simulations were used to develop our 

understanding of the explicit effects of the environment on isotope effects calculated 

from a subset of the atoms, as compared to the full system. It is possible to conclude 

that caution must be used when applying the cutoff procedure to systems where 

environmental effects are intrinsically coupled to the atoms of interest. In particular, 

care must be taken when manipulating Hessian elements directly affecting the 

reaction coordinate for computation of KIEs. 

As first discussed in Chapter 1, and now having been developed throughout Chapter 

6, it is important to further our understanding of the limits of the cutoff procedure 

for application to large systems. Williams’ publication where numerous iterations of 

the cutoff protocols were applied to an AdoMet system has been discussed in earlier; 
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a similar investigation follows here in a model context, and in Chapter 7 with 

recently-obtained QM/MM structures and Hessian matrices.  

All cage electronic structure calculations were carried out using the Gaussian 09 

code,174 with the B3LYP functional and aug-cc-PVDZ basis set. The constrained 

methyl cage (Fig. 12) was constructed using a z-matrix and C – O distances then 

varied between 2.04 and 5 Å axially, and 3.0 and 5.0 Å equatorially. Transition 

structures for computation of the KIEs were obtained using the Berny algorithm, 

with reactant and product species for the EIEs being optimised to minima. 

 

Figure 12. Illustration of the isotope effect on going from solvent cage to methyl 

cation in a constrained environment. Figure extracted from Ref 3. 

 

Isotope effects were obtained using the suite of vibrational analysis programs 

discussed in Chapter 2. In order to consider the effect of the environmental coupling 

on the methyl cation, the superheavy cage approach was again used (Chapter 5), 

whereby the hydrogen atoms on the water molecules were given masses of 999 a.m.u 

as a substitute for a large protein structure with the methyl cation in an active site 

location. The isotope effects for the full system, and a number of subsets were 

computed in order to gauge the applicability of the cutoff procedure for such a 

constrained test geometry. Subsets considered, each contained the methyl cation as 



6. An Evaluation of the Cutoff Procedure 

 

133 

 

well as: axial water oxygen atoms, equatorial water oxygen atoms, and all oxygen 

atoms. These reductions to the Hessian took place using the procedure described 

above, with only the data corresponding to the selected atoms being taken from the 

full system Hessian. 

 

6.3.1 Results and Discussion 

The elements of the Hessian relating to the methyl cation itself were selected, and 

the procedure for calculation of the isotope effect repeated. The results for req=3, rax=3 

are shown in Figure 14. These show the KIEs for the full system, compared to those 

output from calculations using only the Hessian elements for the methyl cation 

extracted from the full system. These elements therefore retain (some of) the 

environmental effects relating to the full system, whilst explicitly describing the CH3 

group itself. 

 

 

Figure 13(a) to (e). Diagrammatic representation of the 12 modes of the methyl 

cation. (a) describes the degenerate bending mode, (b) the out of plane bend, (c) the 

symmetric stretching mode, (d) the degenerate asymmetric stretching mode, and (e) 

shows the Cartesian axes. (e) can be considered as depicting the three translation 

and rotational motions of the external modes, along/about each of the Cartesian 
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axes. Indeed, this represents one translation along each of the axes, and one 

rotation about these. 

 

 

Figure 14. Full and cutoff 1o 14C and 2o α-D KIEs for the solvated cluster, and 

cutoff methyl cation, respectively.  

 

The trends are reproduced remarkably well, however with a difference in the 

magnitudes. Carrying out individual frequency analyses to determine the effect of 

each mode on the total isotope effect, it has been determined that the external modes 

(translations and rotations) of the methyl cation, are responsible for the trends 

observed in the KIEs (Figure 15). 
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Figure 15. Cutoff 2o α-D KIEs at 3 Å for the methyl group transfer in a constrained 

cage, categorised by type of vibrational mode. 

 

The influence of the CH bends and stretches contributes to the overall magnitude of 

the KIE, however it is clear that the external modes dictate the trend observed. This 

is reproduced for each of the axial distances, and is suggestive of a gradual decline 

in the applicability of the cutoff procedure as the axial distances increase. 

Unsurprisingly, this appears to lead to a poorer description of the system in general 

as the reaction coordinate mode (translation in the z vector) is no longer well-

described at large distances and therefore it is notable that the exploded SN1-like 

structures begin to lack imaginary frequencies incorporating reaction coordinate 

motion and can therefore be considered EIEs.  
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Figure 16. 1o 14C cutoff KIEs for methyl cation transfer between two water 

nucleophiles, with trends of the z-axis translation component for 2.04 (purple), 2.5 

(blue) and 3.0 (green) axial water nucleophile distances included as tabs. 

 

 

The 1o 14C cutoff KIEs are shown in Figure 16. It can be seen that the external modes 

dominate the trends observed in total KIE, with the internal degrees of freedom being 

responsible for only part of the magnitude but not general variation observed with 

an increase in equatorial distance. This is confirmed by the controlling influence of 

the Tz mode, or reaction coordinate frequency (RCF), which itself governs the trend 

in the external modes. This is of particular importance for the 1o 14C KIE, which will 

by default, be affected to a greater degree by erroneous Tz components than the 2o  

-D KIEs. 
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Table 18. Contribution of the Tz mode (translation in the z direction) to the total 14C 

KIE for methyl transfer with a constrained cage of 5 water molecules. 

 
cutoff  

    3 3.5 3.75 4 5 ∞ 

2 Tz 1.090 1.091 1.092 1.093 1.094 1.095 

2 all 1.119 1.126 1.129 1.131 1.135 1.140 

2.5 Tz 1.092 1.094 1.095 1.096 1.098 1.099 

2.5 all 1.109 1.117 1.120 1.122 1.126 1.127 

3 Tz 1.094 1.096 1.097 1.098 1.100 1.102 

3 all 1.102 1.111 1.114 1.116 1.120 1.118 

4 Tz 1.098 1.033 1.101 1.096 1.103 1.101 

4 all 1.103 1.043 1.112 1.104 1.102 1.115 

5 Tz 1.034 1.035 1.035 1.036 1.104 1.101 

5 all 1.041 1.046 1.046 1.047 1.117 1.114 

 

The conclusion that can therefore be drawn for all the above, rather drastic methyl 

cation cutoffs, is that additional atoms must be included in order to better describe 

the environment, and in particular, the reaction coordinate frequency. 

In order to better understand the effects observed, and to attempt to obtain more 

reliable Hessians, the degree of cutoff was relaxed to produce two independent sets 

of results. Firstly, the oxygen atoms in the axial water molecules are included in 

addition to the methyl cation (referred to as axialO), and secondly, also including the 

oxygen atoms from the equatorial water molecules (referred to as ax/eq). This would 

provide a gradual sense of the environmental impact of cutoff tightness and Hessian 

reliability affecting the computed KIEs, while relating to the x-bond cutoff 

methodology of Wolfsberg and Stern. 
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Figure 17. The effect of including the full Hessian in IPFR evaluation (dark respective 

colours), as compared to progressively smaller Hessians, representing subsets of the 

system, where lighter represents the methyl cation, and the axial and equatorial 

oxygen atoms, excluding their hydrogen atoms, and lightest respective colour 

corresponds solely to elements retained in the Hessian for the methyl cation and both 

of the axial oxygen atoms. 
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Including only the axial oxygen atoms within the cutoff procedure begins to improve 

the accuracy of the cutoff results obtained when compared to the methyl cation 

cutoff, by showing a progressive trend in the KIEs. This is also characterised and 

confirmed by the translation in the z vector containing the appropriate imaginary 

frequency for the majority of cutoff structures. Again, the magnitudes of the cutoff 

KIEs differ from the full treatment; however the trend appears to be somewhat more 

respected than in the more drastic cutoff. 

Including the axial and equatorial oxygen atoms (Figure 17) again has an 

increasingly positive effect on the proximity of the cutoff results to the full treatment. 

Not at all surprising as the hydrogen atoms remain the only entities still removed 

from the cutoff procedure, however significantly better agreement between the trends 

in the full system and those in this two-bond cutoff are now observed, although some 

magnitude-related irregularities still remain. 

Using Figure 18 to represent different cutoff levels, Table 19 details the effective 

errors in the natural logarithms of the KIEs; methodology described earlier in this 

chapter.  

 

Figure 18. Reference used to interpret Table 19. The grey atoms represent the methyl 

cation, or cutoff system 4 i.e. the most drastic cutoff. The red atoms (axial oxygen 

atoms) represent the next level of cutoff, in combination with level 4, i.e. methyl 

cation + axial oxygen atoms = cutoff level 3. The blue atoms (equatorial oxygen atoms) 

show the second level of the structure, or cutoff level 2, in combination with the 

previous levels, making: equatorial oxygen atoms, axial oxygen atoms, and methyl 

cation. Finally, what is referred to as level 1 in Table 19 represents the full, non-

cutoff system, with the inclusion of all previous levels, as well as the water hydrogen 

atoms. 
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Table 19. Relative errors in ln(α-14C KIE) for cutoff cage structures relative to full 

system. rax and req represent the axial C…O and equatorial C-H…O distances in 

Angstrom, respectively. Cutoff level indicates the extent to which the system Hessian 

is reduced in size with 1 referring to only the contributions to the Hessian of hydrogen 

atoms on water molecules being removed, to 4 all contributions to the Hessian from 

atoms other than the methyl cation. 

rax req cutoff 

level 

KIE ln(KIE) % 

difference 

in ln(KIE) 

      

2.04 3 1 1.0945 0.0903 
 

 
3.5 1 1.1004 0.0957 

 

 
3.75 1 1.1035 0.0985 

 

 
4 1 1.1057 0.1005 

 

 
5 1 1.1086 0.1031 

 

 
3 2 1.1071 0.1018 12.7 

 
3.5 2 1.1121 0.1062 11.0 

 
3.75 2 1.1145 0.1085 10.1 

 
4 2 1.1163 0.1100 9.5 

 
5 2 1.1200 0.1133 9.9 

 
3 3 1.1083 0.1028 13.8 

 
3.5 3 1.1131 0.1071 11.9 

 
3.75 3 1.1153 0.1091 10.8 

 
4 3 1.1168 0.1105 9.9 

 
5 3 1.1201 0.1134 10.0 

 
3 4 1.2046 0.1861 106.1 

 
3.5 4 1.1853 0.1700 77.6 

 
3.75 4 1.1803 0.1658 68.3 
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4 4 1.1737 0.1601 59.4 

 
5 4 1.1640 0.1519 47.3 

      

2.5 3 1 1.0727 0.0701 
 

 
3.5 1 1.0773 0.0744 

 

 
3.75 1 1.0797 0.0767 

 

 
4 1 1.0820 0.0788 

 

 
5 1 1.0863 0.0828 

 

 
3 2 1.1016 0.0968 37.9 

 
3.5 2 1.1082 0.1028 38.1 

 
3.75 2 1.1109 0.1052 37.1 

 
4 2 1.1130 0.1070 35.9 

 
5 2 1.1169 0.1106 33.6 

 
3 3 1.1026 0.0976 39.2 

 
3.5 3 1.1096 0.1040 39.8 

 
3.75 3 1.1119 0.1060 38.2 

 
4 3 1.1136 0.1076 36.6 

 
5 3 1.1172 0.1108 33.9 

 
3 4 2.1814 0.1142 62.8 

 
3.5 4 2.1112 0.1172 57.4 

 
3.75 4 2.1130 0.1202 56.7 

 
4 4 2.1338 0.1232 56.4 

 
5 4 2.1531 0.1262 52.4 
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3 3 1 1.0713 0.0689 
 

 
3.5 1 1.0766 0.0738 

 

 
3.75 1 1.0793 0.0763 

 

 
4 1 1.0813 0.0781 

 

 
5 1 1.0866 0.0830 

 

 
3 2 1.0964 0.0920 33.5 

 
3.5 2 1.1040 0.0990 34.1 

 
3.75 2 1.1072 0.1018 33.5 

 
4 2 1.1092 0.1036 32.6 

 
5 2 1.1134 0.1074 29.4 

 
3 3 1.0983 0.0938 36.1 

 
3.5 3 1.1070 0.1017 37.7 

 
3.75 3 1.1093 0.1037 36.0 

 
4 3 1.1106 0.1049 34.2 

 
5 3 1.1138 0.1078 29.8 

 
3 4 2.6965 0.9919 1339.3 

 
3.5 4 2.6990 0.9929 1245.0 

 
3.75 4 2.7297 1.0042 1216.6 

 
4 4 2.6939 0.9910 1168.2 

 
5 4 2.7111 0.9973 1101.5 

  



6. An Evaluation of the Cutoff Procedure 

 

143 

 

Table 19 is arranged first by axial separation of the carbon atom of the methyl cation, 

followed by equatorial carbon-oxygen distance (all in Angstroms). Each of the cutoff 

levels indicates a further reduction in the size of the Hessian, with 1 referring to the 

full system, and 4 the methyl cation. 

A number of conclusions relating to the implementation of the cutoff procedure, can 

be drawn from the data presented in Table 19. As first described earlier in this 

chapter, Stern and Wolfsberg suggested a two-bond cutoff as the limit for reliable 

estimation of isotope effects. With the data in Table 19 corresponding to the effect of 

12C substitution by 14C, a two-bond cutoff of this model system would amount to the 

deletion of all rows and columns corresponding to the water hydrogen atoms being 

deleted from the original Hessian matrix of the system. 

The purpose of cutoff levels 2 and 3 is to consider the effect of environmental 

interactions outside the reaction coordinate, on the reliability of IPFRs obtained for 

a system. Indeed, cutoff level 2 represents the Stern-Wolfsberg traditional two-bond 

cutoff in all directions, whereas level 3 considers this solely in terms of the reaction 

coordinate, removing the elements of the Hessian corresponding to the equatorial, 

hydrogen-bonding water molecules. 

The data presented provides reliable estimation of the impact of so-called 

perpendicular environmental effects on KIEs, but also the degree to which the cutoff 

approximation can be employed in terms of simplifying calculations and post-

processing of data, particularly for large systems. 

As was first suggested in Chapter 1, the natural logarithm of the KIE is proportional 

to the free energy change associated with isotopic substitution. It therefore provides 

a reasonable metric for considering error based on differences in the value of ln(KIE) 

for different sizes of subset Hessians. 

It is therefore useful to estimate the reliability of the 1o-14C KIEs in Table 19, based 

on the % error in the ln(KIE) for a particular level of cutoff, and geometry of structure. 

The structures with req = 3.0 Å for rax = 2.04, 2.525, and 3.0 Å variations follow a 

generally monotonic trend in error in ln(KIE) as cutoff level increase (becomes more 

severe). This is particularly evident from the degeneration of the isotope effects at 

cutoff level 4, where only elements relating to the methyl cation remain in the subset 

Hessian. 
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Indeed, for req=3.0Å,rax=2.04Å, the % error in ln(KIE) as compared to that of the full 

Hessian-based KIE, is of 106%, rising to more than 1000% for the symmetric 

req=3.0Å,rax=3.0Å system. This can be explained by the discrepancies inherent in the 

description of the reaction coordinate mode for methyl cation cutoffs. As was 

demonstrated in Figure 16, the translation in the z vector is responsible for the shape 

of the trends in KIE observed, particularly for the α-14C effect. It is therefore important 

for this mode to be accurately described, in order for reliable IPFRs to be calculated. 

Removal of the environmental element intrinsically affecting motion in the reaction 

coordinate results in anomalous description of the mode by remaining Hessian 

elements, and therefore detrimentally affecting the value of the isotope effect 

obtained. 

Furthermore, for the req=3.0Å,rax=3.0Å and in particular other structures where rax 

>3.0Å, the reaction coordinate frequency is not necessarily reproduced to a 

reasonable magnitude, representing small frequencies often associated with 

spurious external motions. This is of particular importance, when other codes for 

calculation of IPFRs omit frequencies with magnitudes <50cm-1, with the possibility 

of these further reducing the reliability of estimated isotope effects.17 

Generally, as the level of cutoff goes from 1 through to 4, each sequence of subset 

Hessian results in increasing errors in ln(KIE) as compared to the full system. Indeed, 

for the req=3.0Å,rax=2.04Å system, the error in ln(KIE) increases from ~13% at cutoff 

level 2, to 14% at level 3, and as previously shown, 106% at level 4. 

Moreover, this effect of error is replicated in req=3.0Å,rax=2.525Å, where level 2, 

including all oxygen atoms produces errors in ln(KIE) of ~38%, going to ~39% when 

including only axial oxygen atoms at level 3, and finally ~63% error for the subset 

Hessian corresponding to the methyl cation at level 4. 

In the final page of Table 20, the req=3.0Å,rax=3.0Å results show again the same 

increase in error on going from the full Hessian, to each of the cutoff systems. The 

error for the level 2 of the subset Hessian is ~34%, rising to ~36% at level 3, and the 

alarming >1000% at level 4.  

With increasing values of rax resulting in degeneration of KIEs obtained from subset 

Hessians, increases in req also affect the KIE although resulting in a decrease in error. 

Indeed, considering the rax=2.04Å series, for the cutoff level of 2, where solely the 

water hydrogen atoms are removed, the error in ln(KIE) goes from ~13% at req=3.0Å, 

to 11% at 3.5Å, and further down to 10% and 9% for further increases in req.  



6. An Evaluation of the Cutoff Procedure 

 

145 

 

Increasing the severity of the cutoff procedure to a subsequent level of course has 

the effect of increasing the overall error as described above, although this decreases 

with req again. The error in ln(KIE) for the methyl cation cutoff at rax=2.04Å is again 

inversely proportional to req, with the most condensed structure at req=3.0Å carrying 

an associated error in ln(KIE) of more than 100%, decreasing to ~78% when req=3.5Å. 

Furthermore, this increase in error for more severe cutoff levels, with increasing req 

is replicated for each value of rax, also. It is reasonable to assume that removing 

elements of the Hessian relating to a full environmentally-coupled system would lead 

to errors in the results obtained from such a procedure. It is however important to 

quantify these errors with regards to the size of the subset included within the data 

processing and characterisation procedures. 

Indeed, with an increase of rax the total error for that distance is increased in 

comparison to that for the shorted C…O bond length. The total errors for each series 

of rax distance and each subset of cutoffs increases with cutoff severity, as described 

above, but also with rax (Table 20). 

 

Table 20. Cumulative % errors in ln(KIE) for each series of subset cutoffs within the 

group of structures with each of the three values of rax. These include each of the five 

req variations for each value of rax, for each of the cutoff levels 2 through 4. 

 

rax (Å) 
Cumulative % error in 

ln(KIE) 

2.040 468 

2.525 656 

3.000 6408 
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Table 20 gives a broad view of the error associated with each series of cutoffs, within 

each of the rax distance variations, the req distances of course being incremented 

within each level of cutoff. 

Over a total of 15 structures, with error increasing with the level of cutoff, the average 

error in the systems increases from 31% in ln(KIE) for the rax=2.04Å structures, to 

44% at rax=2.525Å, and finally 427% for rax=3.0Å. Of course, these are influences 

significantly by the higher order cutoffs leading to larger errors, however this 

demonstrates the general increase in error associated with cutoffs as the distance in 

the axial plane increases. 

This proportional increase in cutoff system error with larger rax distance can be 

attributed to a number of factors. Firstly, as the distance between the methyl cation 

and the donor and acceptor groups increases (axial and equatorial water molecules), 

the system behaves less like a traditional prototype SN2 transfer, and gains more SN1 

character. Indeed, considering the importance of proximity on direct reactions, as 

well as environmental factors, it is unsurprising that removal of Hessian elements at 

larger values of rax have a more significant effect than at smaller ranges. If an 

interaction is strong, then removal of the species responsible from the Hessian matrix 

should have only a marginal effect, as the elements relating to the substituent on 

which the effect is incident, should continue to exhibit the respective properties 

dependant on such an effect, as the elements relating to this would have been 

conserved within the Hessian. 

If however an effect is measurably weaker due to increased distance between the 

moiety responsible for the effect, and the substituent on which the effect is incident, 

then even careful use of a cutoff procedure will remove the little impact of the effect 

from the elements of the Hessian, with those responsible for the remaining atoms 

exhibiting little to no residual properties from this. 

It has been previously demonstrated that donor-acceptor distances, particularly in 

AdoMet-dependant methyl transferases vary between approximately 2 and 2.5Å.228 

In the light of this information, it is therefore unsurprising that the results with the 

least error associated with ln(KIE) correspond to rax=2.04Å. It is also noteworthy that 

those results representing cutoff levels of 4, are more prone to error, particularly at 

larger values of rax, with the elements for the donor and acceptor molecules being 

omitted from the Hessian altogether. 
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Table 21. Frequencies (cm-1) for the methyl cation cutoff structures (level 4) for 

each of the cage geometries. RS and TS refer to reactant and transition structures, 

respectively. ax and eq are axial and equatorial and refer to the C…O and C-H…O 

distances, respectively within the constrained cage of five water molecules 

surround the methyl cation. T, and R refer to the external degrees of freedom, 

translations and rotations, with x,y, and z referring to the Cartesian axes on which 

these operate. Umbr represents the methyl cation umbrella motion between the 

three hydrogen atoms, scis, the scissor bending motion of C-H bonds, rock the 

rocking motion, and CH the C-H stretching motions. 

 RS  TS   

ax 2.04 frequencies/cm-1  frequencies/cm-1 

eq 3.0 H3 D3  
 H3 D3 

Tx+Ry 224.7255 201.0619 RCF (Tz) -260.4759 -253.7355 

Rz 245.9594 174.4126 Tx 284.0782 260.0611 

Ty+Rx 299.3508 264.4841 Rz 292.6553 207.3354 

Tz 422.8806 407.6927 Ty 341.2214 311.3845 

Tx+Ry 1169.278 856.6097 Ry 1025.8699 725.733 

Ty+Rx 1189.79 879.0732 Rx 1054.0355 745.602 

umbr 1425.6 1039.524 opla 1360.3335 987.7587 

scis 1457.491 1056.703 def  1440.8148 1053.862 

rock 1487.734 1078.837 def 1462.5536 1070.966 

CH 3122.414 2221.113 CH (a1) 3105.1882 2196.544 

CH 3281.154 2445.478 CH 3312.6529 2475.52 

CH 3284.547 2449.99 CH 3315.8806 2479.206 

      

ax 2.04   
 

  
eq 3.5   

 
  

Tx+Ry 126.6378 113.0170 RCF (Tz) -275.6772 -269.3514 

Ty+Rx 234.8189 210.5960 Tx 198.6710 181.2821 

Rz 263.7385 183.6644 Ty 271.4778 252.8007 

Tz 443.4564 427.0260 Rz 287.9209 199.2084 

Tx+Ry 1161.8383 852.1158 Ry 1016.5190 719.0950 

Ty+Rx 1177.8356 871.3583 Rx 1049.2644 742.2270 

umbr 1412.0142 1030.0885 opla 1324.4728 958.8652 

scis 1437.8035 1043.6870 def  1415.4512 1037.9812 

rock 1467.4503 1065.4699 def 1437.8869 1055.7474 

CH 3086.9933 2196.5668 CH (a1) 3084.2807 2181.7546 

CH 3248.8368 2422.8985 CH 3300.6856 2468.2696 

CH 3252.1050 2427.2452 CH 3301.5142 2470.3292 

 

ax 2.04   

 

  
eq 3.75   

 
  

Tx+Ry 96.1142 85.6063 RCF (Tz) -282.8212 -276.6124 

Ty+Rx 216.0855 201.1876 Tx 185.1967 168.8237 

Rz 235.2043 157.4583 Ty 271.6368 245.4737 

Tz 456.6827 439.3959 Rz 239.8620 170.8406 

Tx+Ry 1153.6530 847.7768 Ry 1006.2911 711.8598 

Ty+Rx 1170.5989 867.7005 Rx 1039.9876 735.6648 
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umbr 1405.0695 1025.5403 opla 1309.3550 946.9577 

scis 1429.6468 1038.0011 def  1405.1953 1031.4860 

rock 1459.9517 1060.2455 def 1427.9824 1049.5896 

CH 3092.8313 2201.2320 CH (a1) 3094.7029 2189.1263 

CH 3252.2854 2425.2023 CH 3311.1235 2476.0077 

CH 3256.3371 2430.0279 CH 3312.3740 2478.2908 

 RS  TS 

ax 2.04 frequencies/cm-1  frequencies/cm-1 

eq 4.0 H3 D3  
 H3 D3 

   
 

  
Tx+Ry 84.4960 75.1630 RCF (Tz) -288.4822 -282.3679 

Ty+Rx 183.1940 130.5995 Tx 182.5000 166.2653 

Rz 226.0223 197.3034 Ty 268.5691 243.5346 

Tz 466.0227 448.1119 Rz 201.3417 142.8226 

Tx+Ry 1147.9470 844.7682 Ry 998.3504 706.2463 

Ty+Rx 1164.6657 864.7071 Rx 1031.7246 729.8197 

umbr 1399.5158 1021.7325 opla 1297.6157 937.7353 

scis 1424.0667 1034.1891 def  1397.5402 1026.6342 

rock 1454.3955 1056.3710 def 1420.5193 1044.9050 

CH 3101.1603 2207.5525 CH (a1) 3106.6802 2197.5994 

CH 3258.7154 2429.5526 CH 3323.1991 2484.6759 

CH 3263.1574 2434.6130 CH 3323.9406 2486.6304 

 

 

ax 2.04   

 

  
eq 5.0   

 
  

Tx+Ry 75.0536 53.2058 RCF (Tz) -299.9941 -294.1033 

Ty+Rx 81.1470 72.0061 Tx 186.1785 169.4455 

Rz 224.1245 196.1308 Ty 271.8457 246.6664 

Tz 485.4471 466.0977 Rz 90.1941 63.8684 

Tx+Ry 1136.9519 839.1812 Ry 982.6714 695.1563 

Ty+Rx 1153.7844 859.6715 Rx 1017.1496 719.5098 

umbr 1390.7879 1016.0823 opla 1274.2487 919.3830 

scis 1415.4130 1028.2830 def  1383.7804 1017.9130 

rock 1446.2155 1050.5810 def 1407.2154 1036.6231 

CH 3122.5521 2223.6576 CH (a1) 3134.1245 2217.0126 

CH 3274.9445 2440.4066 CH 3349.0492 2503.1158 

CH 3279.8212 2445.7344 CH 3349.6680 2504.9654 

   
 

  
ax 

2.525   

 

  
eq 3.0   

 
  

Tx+Ry 154.2 137.3046 RCF (Tz) -206.7233 -193.3161 

Rz 230.4314 201.8576 Tx 241.2611 221.3503 

Ty+Rx 300.7491 213.7146 Rz 263.9511 242.0559 

Tz 476.3731 453.5286 Ty 372.3723 263.4194 

Tx+Ry 1141.977 842.5011 Ry 592.1761 418.8926 

Ty+Rx 1155.92 860.9012 Rx 629.6318 445.3879 
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umbr 1450.247 1058.385 opla 1391.3711 1052.486 

scis 1467.21 1072.104 def  1454.0597 1060.931 

rock 1490.288 1078.823 def 1460.9838 1066.291 

CH 3059.503 2179.702 CH (a1) 2996.6068 2119.738 

CH 3207.039 2390.56 CH 3195.8837 2388.89 

CH 3209.212 2394.233 CH 3198.6231 2391.254 

 RS  TS 

ax 

2.525 frequencies/cm-1 
 

frequencies/cm-1 

eq 3.5 H3 D3  
 H3 D3 

   
 

  
Tx+Ry 73.3404 65.1453 RCF (Tz) -210.7007 -197.2908 

Rz 193.2740 168.7202 Tx 138.2645 126.4413 

Ty+Rx 262.9713 187.0297 Rz 175.8149 160.6976 

Tz 489.8284 465.4108 Ty 316.7476 224.0623 

Tx+Ry 1131.7489 835.8279 Ry 593.8690 420.0908 

Ty+Rx 1146.7829 855.0037 Rx 626.9574 443.4961 

umbr 1433.8226 1046.3752 opla 1344.1624 1015.4583 

scis 1448.0449 1061.3792 def  1426.6125 1044.4589 

rock 1470.7345 1066.3782 def 1434.2072 1050.3023 

CH 3057.0558 2178.5525 CH (a1) 3016.1102 2133.5318 

CH 3205.5759 2389.5765 CH 3230.4987 2414.4022 

CH 3208.9626 2393.9339 CH 3231.0131 2415.3643 

 

ax 

2.525   

 

  
eq 3.75   

 
  

Tx+Ry 34.7928 30.8535 RCF (Tz) -216.4484 -202.7333 

Rz 186.0111 154.4878 Tx 119.7925 109.4477 

Ty+Rx 225.3581 168.1853 Rz 163.4510 149.2577 

Tz 501.1629 475.7873 Ty 268.7039 190.0776 

Tx+Ry 1127.0385 833.8024 Ry 574.3511 406.2838 

Ty+Rx 1143.0790 853.6653 Rx 610.1597 431.6138 

umbr 1428.3448 1041.7113 opla 1325.2666 1000.885 

scis 1441.2025 1057.8863 def  1415.7451 1037.666 

rock 1464.3164 1061.9951 def 1423.6769 1043.779 

CH 3066.8020 2185.8168 CH (a1) 3034.8597 2146.7945 

CH 3213.5592 2395.0506 CH 3250.7942 2429.0907 

CH 3217.8189 2399.9360 CH 3251.5096 2430.1743 

ax 

2.525   

 

  
eq 4.0   

 
  

Tx+Ry -33.8154 -29.9448 RCF (Tz) -221.0820 -207.1263 

Rz 174.6419 129.2793 Tx 113.9850 104.0807 

Ty+Rx 193.1155 161.4366 Rz 160.5919 146.5544 

Tz 511.3564 485.0676 Ty 223.2145 157.9051 

Tx+Ry 1123.1621 832.2847 Ry 558.1721 394.8393 

Ty+Rx 1139.4463 852.4907 Rx 595.6843 421.3742 
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umbr 1423.7882 1038.1956 opla 1311.0662 989.9062 

scis 1436.4430 1055.2899 def  1407.8986 1032.728 

rock 1459.7799 1058.7647 def 1415.9754 1038.979 

CH 3076.8496 2193.3063 CH (a1) 3051.8361 2158.8031 

CH 3222.0137 2400.8337 CH 3268.2422 2441.6350 

CH 3226.6897 2405.9751 CH 3269.3075 2442.9322 

 RS  TS 

ax 

2.525 frequencies/cm-1 
 

frequencies/cm-1 

eq 5.0 H3 D3  
 H3 D3 

   
 

  
Tx+Ry -47.6971 -42.1351 RCF (Tz) -229.9506 -215.6082 

Rz 82.7151 58.7057 Tx 121.1285 74.0473 

Ty+Rx 181.9849 158.1928 Rz 166.7450 110.5002 

Tz 532.1784 503.8934 Ty 104.6781 152.0281 

Tx+Ry 1117.4639 830.6365 Ry 529.5164 374.5692 

Ty+Rx 1133.9003 851.3387 Rx 569.4978 402.8505 

scis 1417.4147 1032.9897 opla 1283.2946 968.159 

umbr 1430.1430 1052.6533 def  1394.5243 1024.358 

rock 1453.2633 1054.1011 def 1403.1651 1031.052 

CH 3098.8832 2209.7533 CH (a1) 3086.8517 2183.5724 

CH 3239.5245 2412.6081 CH 3302.8863 2466.3494 

CH 3244.4179 2417.8638 CH 3303.7752 2467.5706 

 

ax 3.0   

 

  
eq 3.0   

 
  

Tx+Ry 113.0411 100.577 RCF (Tz) -150.0277 -138.412 

Rz 211.3297 185.3978 Tx 220.4983 202.4054 

Ty+Rx 299.6085 212.45 Rz 229.3212 210.4789 

Tz 488.1557 463.5179 Ty 400.4281 283.2542 

Tx+Ry 1128.767 833.106 Ry 411.2725 290.9299 

Ty+Rx 1142.668 851.102 Rx 426.7522 301.8753 

umbr 1447.191 1052.669 opla 1449.4655 1111.367 

scis 1458.938 1072.224 def  1459.7311 1063.883 

rock 1480.423 1072.294 def 1462.5842 1066.009 

CH 3042.648 2168.508 CH (a1) 2926.1982 2069.93 

CH 3189.309 2377.591 CH 3117.5384 2331.725 

CH 3191.999 2381.563 CH 3118.8376 2332.843 

 

ax 3.0   

 

  
eq 3.5   

 
  

Tx+Ry 56.6857 50.3059 RCF (Tz) -149.3962 -137.7529 

Rz 192.0591 162.2054 Tx 98.0977 89.7536 

Ty+Rx 238.3238 175.0533 Rz 120.7896 110.5016 

Tz 509.2439 482.7416 Ty 334.6402 287.5684 

Tx+Ry 1129.3118 835.4123 Ry 406.5246 236.7184 

Ty+Rx 1144.3734 854.4173 Rx 431.8464 305.4788 

umbr 1437.2360 1043.7121 opla 1407.2704 1079.6064 
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scis 1446.1551 1063.1919 def  1429.8933 1046.1917 

rock 1466.8624 1066.6837 def 1432.8328 1048.3846 

CH 3057.1380 2179.4569 CH (a1) 2967.3828 2099.0628 

CH 3201.9848 2386.4398 CH 3177.5437 2375.1677 

CH 3206.0871 2391.2478 CH 3178.3200 2375.9384 
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 RS  TS 

ax 3.0 frequencies/cm-1  frequencies/cm-1 

eq 3.75 H3 D3  
 H3 D3 

   
 

  
Tx+Ry 18.5521 16.4416 RCF (Tz) -156.3286 -144.1103 

Rz 182.7040 139.9150 Tx 74.0233 67.6658 

Ty+Rx 206.2119 166.7873 Rz 102.2405 93.4449 

Tz 522.5221 494.9659 Ty 381.5677 269.9145 

Tx+Ry 1129.2334 836.7772 Ry 282.3152 199.7069 

Ty+Rx 1144.6849 856.1675 Rx 407.4229 288.2022 

umbr 1433.8135 1040.5201 opla 1390.4200 1039.1364 

scis 1442.6049 1060.2227 def  1418.4749 1041.4823 

rock 1462.7564 1065.3174 def 1421.6246 1066.9363 

CH 3066.9933 2186.7319 CH (a1) 2991.7074 2116.2694 

CH 3210.5158 2392.2938 CH 3204.4856 2394.4725 

CH 3215.1288 2397.4100 CH 3204.9040 2395.0365 

 

ax 3.0   

 

  
eq 4.0   

 
  

Tx+Ry -29.5333 -26.1450 RCF (Tz) -162.3005 -149.5912 

Rz 161.7890 116.4075 Tx 65.0902 59.4657 

Ty+Rx 189.9689 163.3307 Rz 97.7352 89.2733 

Tz 530.7933 502.5168 Ty 356.6918 252.3185 

Tx+Ry 1127.7739 836.7990 Ry 234.0498 165.5675 

Ty+Rx 1143.3861 856.4613 Rx 385.3527 272.5902 

umbr 1430.7695 1038.2195 opla 1377.4614 1057.1604 

scis 1439.6824 1058.0315 def  1410.3841 1034.0900 

rock 1459.7114 1063.7452 def 1413.5444 1036.4688 

CH 3076.4257 2193.6690 CH (a1) 3011.9203 2130.5676 

CH 3218.6675 2397.8349 CH 3225.6615 2409.6301 

CH 3223.4694 2403.0738 CH 3226.2970 2410.3268 

 

ax 3.0   

 

  
eq 5.0   

 
  

Tx+Ry -57.1843 -50.5135 RCF (Tz) -173.2207 -159.6610 

Rz 77.5428 55.0739 Tx 76.5003 69.8267 

Ty+Rx 182.6341 158.6643 Rz 106.7900 98.5213 

Tz 553.8311 523.3721 Ty 308.727 218.3894 

Tx+Ry 1126.5285 838.3122 Ry 112.0628 78.4132 

Ty+Rx 1142.6575 858.6469 Rx 342.9821 242.6181 

scis 1426.4660 1034.6280 opla 1351.3306 1037.0728 

umbr 1435.9968 1054.6935 def  1396.8317 1025.6470 

rock 1455.3521 1062.8091 def 1400.2767 1028.2669 

CH 3093.7226 2206.6365 CH (a1) 3051.0740 2158.2641 

CH 3231.8631 2406.6354 CH 3265.3188 2437.9060 

CH 3236.9008 2412.0050 CH 3265.9275 2438.6132 
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 RS  TS 

ax 4.0 frequencies/cm-1  frequencies/cm-1 

eq 3.0 H3 D3  
 H3 D3 

   
 

  
Tx+Ry 56.1764 49.7432 RCF (Tz) -40.8352 -37.4531 

Rz 176.6826 128.0887 Tx 204.8559 188.0856 

Ty+Rx 198.8693 169.6856 Rz 206.5931 189.6774 

Tz 506.791 479.6813 Ty 303.1059 214.411 

Tx+Ry 1103.459 817.8449 Ry 309.3926 218.8577 

Ty+Rx 1118.82 837.3777 Rx 440.4634 311.5748 

umbr 1421.159 1036.969 opla 1461.5988 1064.238 

scis 1434.503 1055.279 def  1462.4345 1064.887 

rock 1456.442 1056.555 def 1486.3346 1146.342 

CH 3075.307 2192.773 CH (a1) 2862.667 2024.99 

CH 3217.602 2397.062 CH 3048.0084 2281.403 

CH 3221.878 2401.94 CH 3048.9391 2282.049 

 

ax 4.0   

 

  
eq 3.5   

 
  

Tx+Ry 10.6158 9.3915 RCF (Tz) 18.5875 17.0126 

Rz 145.0720 103.5479 Tx 58.6342 53.6574 

Ty+Rx 190.8045 165.2167 Rz 67.2817 61.5708 

Tz 530.5017 501.7686 Ty 304.9136 215.6906 

Tx+Ry 1117.9294 830.0270 Ry 313.0799 221.4660 

Ty+Rx 1133.7876 849.9829 Rx 348.9532 246.8420 

umbr 1426.6538 1036.1697 opla 1429.9780 1045.7394 

scis 1435.9707 1055.7553 def  1430.6965 1046.2581 

rock 1456.2241 1061.1117 def 1449.9410 1120.5959 

CH 3082.0298 2197.9418 CH (a1) 2918.1008 2064.2018 

CH 3222.4512 2400.2760 CH 3128.6179 2339.2861 

CH 3227.2120 2405.4609 CH 3129.0910 2339.6590 

 

ax 4.0   

 

  
eq 3.75   

 
  

Tx+Ry -30.1901 -26.6954 Tz -38.3297 -35.0557 

Rz 125.3713 89.2427 Tx -36.6038 -33.4669 

Ty+Rx 188.4108 163.5048 Ty 22.9323 20.9665 

Tz 539.4340 510.0401 Ry 263.1687 186.1630 

Tx+Ry 1121.8195 833.6224 Rx 274.6387 194.2735 

Ty+Rx 1137.7149 853.6416 Rz 292.6428 207.0093 

umbr 1427.4509 1035.7056 def 1418.2497 1038.5818 

scis 1436.6074 1055.3614 def  1419.0804 1039.1864 

rock 1455.9846 1062.6674 opla 1432.4023 1107.8655 

CH 3085.9183 2200.8818 CH (a1) 2945.2991 2083.4412 

CH 3225.4423 2402.2463 CH 3162.3780 2363.4173 

CH 3230.3597 2407.5326 CH 3162.7395 2363.7560 
  



6. An Evaluation of the Cutoff Procedure 

 

154 

 

 RS  TS 

ax 4.0 frequencies/cm-1  frequencies/cm-1 

eq 4.0 H3 D3  
 H3 D3 

   
 

  
Tx+Ry -42.7680 -37.8048 Tz -62.0896 -55.6595 

Rz 109.0205 77.5220 Tx -172.8773 -158.0895 

Ty+Rx 186.6114 162.0584 Ty -23.0810 -21.0899 

Tz 546.1753 516.2268 Ry 67.8660 48.9543 

Tx+Ry 1124.0867 835.7564 Rx 236.2460 167.1153 

Ty+Rx 1140.1976 855.9616 Rz 240.2921 169.9776 

umbr 1427.7536 1035.3803 def 1410.1687 1033.1945 

scis 1436.9817 1055.0702 def  1410.9288 1034.2134 

rock 1455.7843 1063.6682 opla 1414.3844 1094.4915 

CH 3088.1327 2202.5673 CH (a1) 2967.2840 2098.9932 

CH 3227.0778 2403.3524 CH 3189.8144 2382.2812 

CH 3232.1032 2408.7080 CH 3190.6256 2383.7173 

 

ax 4.0   

 

  
eq 5.0   

 
  

Tx+Ry -59.0830 -52.1740 Tz -74.8606 -68.3901 

Rz 48.8434 34.6753 Tx -363.9759 -333.5281 

Ty+Rx 183.5609 159.4891 Ty 33.0725 30.1893 

Tz 563.1326 531.6782 Ry -482.6661 -341.4282 

Tx+Ry 1128.2141 840.2121 Rx 133.4394 94.3922 

Ty+Rx 1144.6359 860.7512 Rz 104.2114 73.7208 

umbr 1427.6389 1034.3007 def 1397.9269 1024.2138 

scis 1437.6090 1054.0828 def  1398.8543 1027.1220 

rock 1454.9451 1065.6720 opla 1350.7739 1045.9094 

CH 3095.2747 2208.0268 CH (a1) 3027.0297 2141.2556 

CH 3231.8008 2406.3573 CH 3247.2396 2420.2043 

CH 3236.9248 2411.7729 CH 3249.5812 2425.8979 

 

ax 5.0   

 

  
eq 3.0   

 
  

Tx+Ry 40.5458 35.8055 RCF (Tz) 55.5292 50.904 

Rz 80.3359 57.0588 Tx 201.4767 184.9897 

Ty+Rx 185.2088 160.8165 Rz 201.7707 185.2559 

Tz 541.2767 511.514 Ty 305.9454 216.4192 

Tx+Ry 1113.54 828.4603 Ry 306.4788 216.7968 

Ty+Rx 1129.319 848.6383 Rx 449.8928 318.2447 

umbr 1420.856 1032.844 opla 1460.7613 1063.359 

scis 1430.863 1052.5 def  1461.139 1063.668 

rock 1451.58 1057.251 def 1492.3759 1151.593 

CH 3095.932 2208.143 CH (a1) 2845.0652 2012.538 

CH 3234.217 2408.35 CH 3030.5704 2268.843 

CH 3239.216 2413.675 CH 3031.0575 2269.181 
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 RS  TS 

ax 5.0 frequencies/cm-1  frequencies/cm-1 

eq 3.5 H3 D3  
 H3 D3 

   
 

  
Tx+Ry -48.5388 -42.8636 RCF (Tz) 76.8928 70.3275 

Rz 65.9065 46.7942 Tx 49.7871 45.5605 

Ty+Rx 184.7494 160.4859 Rz 52.3511 47.9075 

Tz 551.2888 520.7505 Ty 309.8132 219.1552 

Tx+Ry 1120.3874 833.9387 Ry 309.0524 218.6170 

Ty+Rx 1136.3339 854.1898 Rx 354.0820 250.4700 

umbr 1424.3550 1033.5022 opla 1428.6352 1044.6872 

scis 1433.7286 1053.2327 def  1428.8551 1044.8326 

rock 1453.1309 1061.2366 def 1453.3713 1124.0592 

CH 3095.9675 2208.3497 CH (a1) 2904.4632 2054.5548 

CH 3233.4859 2407.7121 CH 3118.7069 2332.0686 

CH 3238.5614 2413.0904 CH 3119.0033 2332.2939 

 

ax 5.0   

 

  
eq 3.75   

 
  

Tx+Ry -52.2687 -46.1538 RCF (Tz) 65.1333 59.5217 

Rz 56.5400 40.1381 Tx -38.7298 -35.4088 

Ty+Rx 184.3548 160.1610 Rz -36.4802 -33.3524 

Tz 555.5968 524.7184 Ty 269.2998 190.4969 

Tx+Ry 1122.7714 835.9373 Ry 268.7096 190.0794 

Ty+Rx 1138.9731 856.3526 Rx 295.7866 209.2331 

umbr 1425.3533 1033.6522 opla 1416.8728 1037.5832 

scis 1434.8554 1053.3951 def  1417.2088 1037.8046 

rock 1453.5695 1062.6556 def 1431.1060 1107.7746 

CH 3096.2679 2208.6417 CH (a1) 2934.2992 2075.6601 

CH 3233.3551 2407.5490 CH 3156.5976 2359.2010 

CH 3238.4640 2412.9513 CH 3156.7069 2359.3199 

 

ax 5.0   

 

  
eq 4.0   

 
  

Tx+Ry -53.8217 -47.5231 RCF (Tz) 47.3882 43.2835 

Rz 41.7028 29.5988 Tx -47.9780 -43.8376 

Ty+Rx 184.0705 159.9417 Rz -45.5398 -41.6102 

Tz 557.4117 526.4037 Ty 225.4115 159.4512 

Tx+Ry 1123.9051 836.8782 Ry 225.2978 159.3717 

Ty+Rx 1140.1652 857.3462 Rx 240.8722 170.3878 

umbr 1425.7296 1033.6378 opla 1410.1357 1033.8058 

scis 1435.2634 1053.3681 def  1410.3609 1033.9495 

rock 1453.6255 1063.2392 def 1387.1652 1074.3014 

CH 3097.0535 2209.2090 CH (a1) 2971.5829 2102.0338 

CH 3233.9925 2408.0008 CH 3196.2709 2387.6157 

CH 3239.1339 2413.4190 CH 3196.4497 2387.7775 
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 RS  TS 

ax 5.0 frequencies/cm-1  frequencies/cm-1 

eq 5.0 H3 D3  
 H3 D3 

   
 

  
Tx+Ry -61.9867 -54.7169 RCF (Tz) -22.3555 -20.4033 

Rz -17.8114 -12.6403 Tx -24.2204 -22.1093 

Ty+Rx 183.1332 159.1018 Rz -20.8263 -19.0112 

Tz 568.7087 536.6694 Ty 111.8716 79.1355 

Tx+Ry 1128.4138 840.8688 Ry 109.4719 77.4402 

Ty+Rx 1144.8377 861.4611 Rx 102.9832 72.8482 

umbr 1427.0125 1033.6704 opla 1396.8856 1025.7794 

scis 1437.3782 1066.0015 def  1397.1356 1025.9391 

rock 1454.3005 1053.4970 def 1338.1682 1037.1350 

CH 3097.3612 2209.6727 CH (a1) 3026.8209 2141.1079 

CH 3232.9812 2407.0509 CH 3248.3587 2424.8229 

CH 3238.1646 2412.5048 CH 3248.4467 2424.9291 

 

A vast quantity of data is presented in Table 21, however it is particularly important 

in order to explain the trends observed in the kinetic isotope effects from Tables 19, 

20, and associated Figures. 

Each of the sets of frequencies corresponds to a methyl cation from a particular pose; 

a cutoff level 4 equivalent to the structure described in the heading of the frequencies. 

Therefore, for “ax 5.0, eq 5.0”, the frequencies correspond for the cutoff level 4 

structure (methyl cation) from the original rax=5.0Å, req=5.0Å cage system. 

Table 19 showed the errors in ln(KIE) for each of the structures and each of the 

subset Hessians associated with those geometries. It was noted that as rax was 

increased, the errors in ln(KIE) for the level 4 cutoffs increased also. For continuity, 

inspection of solely the req=3.0Å for values of rax increasing from 2.04Å through to 

5.0Å show that in the TS, the reaction coordinate frequency – which incidentally is 

the translation in the z vector – diminishes in magnitude from 260i cm-1 at rax=2.04Å 

through to 55cm-1 at rax=5Å. It is for values above rax=3.0Å for which the RCF 

significantly drops in magnitude, to 41i cm-1 at rax=4.0Å, a frequency magnitude 

which is below the threshold considered relevant in some implementations of isotope 

effect codes, and would therefore not contribute to the computed IPFRs or IEs.17 

Granted, the contribution of a magnitude corresponding to a modular value of 40 

cm-1 is comparatively little where the majority of RCFs for values of rax below 4.0Å 

exhibit magnitudes of above 100 wavenumbers; it is just this small value which 

contributes significantly to the size of the errors in ln(KIE) for large values of rax. 
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As described earlier in this chapter, it is certainly reasonable to expect the subset 

Hessians for systems originating from “exploded” SN2 structures, to lead to relatively 

erroneous results, as compared to more traditional, more condensed geometries 

where the environmental effect is strong enough to be significantly reflected in the 

subset Hessian itself, without the explicit influence of the elements relating to the 

coupled environmental interactions.Indeed, it is also reasonable to consider the 

exploded structures as SN1 equivalents, with the isotope effect effectively changing 

from a KIE to an EIE with the nature of the reaction. As previously described, it is 

not unusual for an enzyme-catalysed SN2 reaction to exhibit donor-acceptor 

distances of approximately 2-3Å, however beyond this the strength of the interactions 

significantly break down proportionally with distance, leading to an effective reaction 

conversion from bimolecular to unimolecular substitution in the TS. 

Table 22. B3LYP/aug-cc-pVDZ optimised bond lengths (Å) and angles (degrees) for 

RS and TS 

__________________________________________________________________________________ 

 rOeq 

 ____________________________________________________________ 

rOax 3.0 3.5 3.75 4.0 5.0 

__________________________________________________________________________________ 

2.04 (OC)RS 1.583 1.563 1.568 1.563 1.553 

 (CH)RS 1.0861 1.0896 1.0901 1.0896 1.0885 

 (OCH)RS 102.2 103.4 103.3 103.4 104.0 

 (CH)TS 1.0850 1.0882 1.0875 1.0867 1.0850 

2.525 (OC)RS 1.569 1.563 1.557 1.551 1.540 

 (CH)RS 1.0929 1.0942 1.0936 1.0929 1.0917 

 (OCH)RS 103.8 104.2 104.4 104.6 104.9 

 (CH)TS 1.0964 1.0969 1.0956 1.0944 1.0921 

3.0 (OC)RS 1.565 1.554 1.547 1.543 1.532 

 (CH)RS 1.0951 1.0945 1.0938 1.0932 1.0922 

 (OCH)RS 104.5 104.6 104.7 104.8 105.0 

 (CH)TS 1.1030 1.1021 1.1004 1.0989 1.0962 

4.0 (OC)RS 1.553 1.542 1.538 1.535 1.528 

 (CH)RS 1.0934 1.0930 1.0928 1.0926 1.0922 

 (OCH)RS 105.1 105.1 105.1 105.1 105.2 

 (CH)TS 1.1087 1.1065 1.1043 1.1022 1.0974 

5.0 (OC)RS 1.537 1.532 1.531 1.530 1.525 

 (CH)RS 1.0921 1.0921 1.0921 1.0921 1.0921 

 (OCH)RS 105.2 105.2 105.2 105.2 105.2 

 (CH)TS 1.1100 1.1072 1.1046 1.1013 1.0972 

__________________________________________________________________________________ 
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The strength of the C-H bonds varies within each of the cage geometries. The 

variation in bond strength and geometrical parameters with solvent effect has been 

a recurring theme throughout this thesis. Indeed, it is one of the factors responsible 

for the magnitude and direction of a computed isotope effect. Therefore, when 

applying a cutoff procedure to obtain a subset Hessian, the effect of the environment 

on the bonds within the system must be inherently considered. 

Table 22 shows computed CH bond lengths in the methyl cation for the range of 

constrained cage structures considered in this work. Consider the trends in C-O and 

C-H bonds for the structures with rax=2.04Å. As equatorial C-H…O interactions 

increase in magnitude (decreasing req), the C-H bonds become stronger in accordance 

with the conclusions from earlier chapters, and the C-O bond in the RS becomes 

proportionally weaker. In comparison, as rax increases, changes in req begin to have 

far less influence than in the more axially condensed systems; C-H bond lengths for 

the methyl cation RS at rax=5.0Å do not change for any of the values of req. 

Conversely, it is the C-H bond lengths in the TS which appear to be more affected 

with increasing values of rax. At short rax distances, there is a fluctuation of 

approximately 0.003Å in the C-H bond length in the methyl cation cage TS 

structures, however as rax increases, this variation increases to approximately 

0.012Å between values of req, i.e. a quasi four-fold increase in bond length changes. 

This variation can be attributed to a number of factors. The primary cause is the 

relatively small effect of the axial substituents at large values of rax, shown by the 

breakdown of the RCFs and errors in subset IPFRs in Tables 19 and 21. This suggests 

that as the influence of the factors in the direction of the reaction coordinate 

diminish, so do the perpendicular effects increase in influence. 

The impact of this affects the application of subset Hessians in two ways. Firstly, as 

stated previously, it is vital that for a reaction, the effects in the reaction coordinate 

be maintained; failure of these to be reflected in the subset Hessians result in the 

large errors observed for cutoff level 4 in the exploded structures in Table 19. 

Secondly, it is particularly important to appreciate the intrinsic relation between both 

the RC parallel and perpendicular interactions. As early postulates stated that 

isotope effects were cumulative, which was proven to be incorrect in certain cases 

(see Chapter 4), it has been demonstrated in this chapter, that these are indeed not 

independent. Certainly, each effect arises from the influence of the individual 

contributions, but is entirely related to the effects in other planes than that which is 

studied. 
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This reinforces the conclusions from Chapter 5, which suggest that future 

calculations and interpretations of IEs from experiment should consider the effects 

of the entire environment especially for inherently inhomogeneous systems such as 

enzyme active sites, but also provides important recommendations for the 

application of subset Hessians – which are inherently valid for a vast number of 

situations – but which break down for specific cases, and require judicious 

considerations of the atoms to be retained, in order to reflect the original system. 

 

6.3.2 The Superheavy Cage approach: effect of the cutoff procedure 

 

In order to complete the investigation of the cutoff treatment for the methyl cation 

water cluster, and its effects on the IEs computed from the cutoff Hessians, the 

hydrogens of the water molecules were substituted with atoms of atomic mass 999 

a.m.u. A disadvantage of the traditional cage approach involved the influence of the 

spurious water modes, which affected the calculated isotope effects. It had been 

considered that the water librational modes were responsible for the anomalies 

detected in the carbon isotope effects in particular, and therefore the cutoff procedure 

was repeated for the new “Superheavy” system. As described in Chapter 5, this is 

particularly appropriate when considering the methyl cation within a massive protein 

environment, the “Superheavy” hydrogens effectively mimicking this. The simplicity 

of the procedure is remarkable; changing the mass of the hydrogen atoms in UJISO 

and LIPFR from 1 to 999 a.m.u. has the effect of stabilising the methyl cation relative 

to its environment. 
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Figure 19. 2° α-D3 KIEs and 14C 1o KIEs for the identity reaction of methyl transfer 

between two states of protonated methanol, with substitution of water hydrogen 

atoms by a superheavy cage. 

Very little difference is made to the 2° α-D3 KIEs, yet there is a drastic improvement 

in the 14C methyl cutoff (level 4) KIEs. The values from calculations with the full 

Hessian now being much closer to the cutoff level 4 KIEs. As previously shown in 

earlier chapters, the level 4 cutoffs tended to produce the most significant errors, 

described as ln(KIE) in Table 20. These were interpreted as arising from truncation 

of the transition vector, due to the Hessian no longer containing sufficient 

information in order to reproduce the effect of the environment of the methyl cation, 

when a cutoff such as level 4 was applied. 
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Figure 20. Comparison of cutoff and full Hessian procedures and the application of 

the superheavy cage approach to the reliability of computed Hessians and isotope 

effects. 

 

However, it is noteworthy that the 14C KIEs, most significantly interpretable as those 

more intrinsically linked to the effects associated with the reaction coordinate, are 

markedly improved within the superheavy approach, as compared to the traditional 

methyl cutoff. Of course, within the mH=1 a.m.u. system, the structure and geometry 

are more of a model, whereas with a change to the superheavy, mH=999 a.m.u. 

system the mass effect of a protein or enzyme is replicated by the effective tethering 

of the otherwise loose hydrogen atoms on the axial and equatorial water molecules. 

It is a remarkable similarity that is observed between the superheavy cutoff levels 1 

and 4, as compared to the previous definition of cutoff level 1, and level 4, which in 

the mH=1 a.m.u. system leads to the marked errors described above. Indeed, whereas 

the mH=1 a.m.u. full and methyl cutoffs showed discrepancies of nearly twice the 

normal magnitude of KIE for the level 4 cutoff, the differences in KIE certainly for 

req<4.0Å are in the region of approximately 3.d.p.  

A movement is observed of approximately 1% towards more normal isotope effects, 

with the superheavy environment effectively decoupling the motions of the methyl 
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transfer, yet having little effect on the KIEs. There is a nearly 4% increase in the 

normal direction of the methyl cutoff isotope effects when compared to the full 

treatment for the 2° α-D3 KIEs, with the equatorial interactions between 4 Å and 3 Å 

being approximately 3% more normal for T3 substitution.229 In the context of the 

recently published COMT results for methyl cation transfer by Klinman et al. 92, it is 

believed that this percentage difference could contribute to the KIE differences 

between the mutant enzymes and the hydrogen bonding differences, as described in 

additional detail within Chapter 5. 

The 14C superheavy cage data shows an increase in the normal magnitude of the 

KIEs upon moving to the system where mH= 999 a.m.u., where the small effect can 

be likened to encapsulation within a protein-like environmental mass i.e. an active 

site. There are approximately 2.5% more normal KIEs for the regular mass system 

yet little error for the system with superheavy mass. 

 

6.6 Summary 

 

The use of the cutoff procedure has been considered in a number of instances, both 

with KIEs and EIEs from a simple cage approach to Hessians output from a more 

supramolecular-approximate structure. Through methodical use of different 

implementations of the cutoff rules, it has been shown that previously postulated 

“molecular” methods from the mid-20th century should not be used for subsets of 

atoms which are significantly coupled to their environments. Issues revolving around 

misinterpretation of isotope effect data and the effects it has had on the revival of the 

“compression hypothesis” have continued to be discussed in this chapter, building 

upon the introduction in Chapter 1, and subsequent investigations.  

It has been shown that charged species show significant sensitivity to the 

dielectric/solvent environment, which likely has important implications on the 

interpretations of experimental KIEs in enzyme-catalysed reactions. The EIE for 

transfer of the methyl cation from vacuum to water shows good agreement between 

Hessians with one solvation shell and those containing solely components relating 

to the methyl cation; 2° α-D3 KIEs for the transfer of the methyl cation within a water 

cage being normal with magnitudes varying from small for a highly constrained 

cluster, to large for the exploded SN1-like transition structure. This axial distance 

dominating, the equatorial distances do not cause significant changes in the KIEs 

due to their relatively small magnitudes.  
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It has been found that even as small a change as 1 Å in the C – O interactions could 

result in an α-T3 KIE becoming more normal by approximately 3% with a 1% inverse 

effect on 14C. By applying the novel superheavy cage approach, it has been 

demonstrated that decoupling the methyl cation vibrations from the environment 

does not change the 2° α-D3 cutoff KIEs significantly, but markedly improves the 1o 

14C cutoff KIEs to the point of 3 decimal place discrepancies between full and cutoff 

treatments. 

It is timely to discuss the importance of the cutoff data and superheavy cutoff data 

presented in this chapter. Previous instances of the cutoff approximation as applied 

to systems of any size had relied on the original Bigeleisen formulation for calculation 

of isotope effects.227 As described at the beginning of this chapter, this is no longer 

appropriate for highly environmentally coupled systems such as those under 

consideration here, for a number of reasons.  

In particular, the early idea that isotope effects were effectively additive in nature has 

been proven to not only be incorrect in some cases; the fact that independent 

interactions cumulate to cause very subtle changes in isotope effects indicates that 

the inverse to this rule is in fact true. 

Indeed, as has been shown by the investigations of req and rax variation together and 

independently, changes in each parameter affects the isotope effect arising for the 

KIE for bimolecular substitution, and in particular, affects this KIE differently for the 

different combinations of each perpendicular distance. 

The subject of models is often discussed as a primarily useful theoretical incentive, 

whereas moving onto more realistic systems provides more reasonable and lasting 

conclusions. Of course this is true to a certain extent, however without 

understanding the behaviour of the small, intrinsically important parts of very large, 

complex and inhomogeneous systems, it is difficult to establish categorical and 

reasonable interpretations of the effects observed for these large structures. 

Hence, the importance of model system calculations as have been the subject of this 

thesis thus far. Of course employing a PCM as in Chapter 3 is but an average 

approximation of a large scale effect, namely the solvent. It is however a useful 

technique, as was proven with PCM-derived EIEs comparable to QM/MM simulations 

and reflecting similar reactions in solvent. 
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Therefore, how has this application of the cutoff procedure to a larger, “model 

supramolecular system” advanced the understanding of not only the approximation 

itself, but also the behaviour of the methyl cation in a solvent environment? The data 

presented within the tables and figures of this chapter, describe the development of 

the research into the different levels of cutoff applied to a Hessian, resulting in 

smaller and smaller subsets of the said matrix. 

In the traditional, mH=1 a.m.u. system, with the different combinations of rax and req, 

the error in the KIEs (described as error in ln(KIE) in the tables, as a proportional 

quantity to the free energy for isotopic substitution) increases with increasing level 

of cutoff. This is unsurprising, as truncating the full Hessian for a system is 

guaranteed to have an effect on the output isotope effects, however it is necessary to 

properly gauge this effect, and the factors responsible for the increase in KIE error 

with increasing level of cutoff. 

The most severe errors were observed for the cutoff level 4 systems, or those where 

only the rows and columns corresponding to the atoms within the methyl cation, 

were retained. This was particularly clear for the systems with large values of rax, 

where the interactions in the reaction coordinate were weaker than at smaller ranges 

and therefore a Hessian truncation would eliminate these further from the influences 

on the methyl cation. Indeed, errors are as large as ~106% at rax=2.04Å, increasing 

to figures in the range of 1000% for level 4 also at rax>3.0Å. Inspection of the reaction 

coordinate modes confirm that a breakdown in magnitude and direction at large 

distances results in the increase in error in ln(KIE), in particular due to the 

magnitude and direction influence described in the tables of Chapter 6, where the Tz 

has a significant contribution to both. 

Having acknowledged that the cutoff procedure had very different effects on the cage 

structures for each cutoff level, transferring the previous investigation into a more 

supramolecular approximation led to the superheavy description. Where the mass of 

hydrogen atoms on the cage water molecules is changed from 1 a.m.u. to 999 a.m.u., 

the behaviour of the system changes. This is unsurprising, however there is a marked 

effect on the reliability of the cutoff procedure, within the superheavy approximation. 

Where previously mH=1 a.m.u., the error in ln(KIE) could reach as high as 1000% for 

the methyl cation cutoff (level 4); repeated calculations under the superheavy 

approach showed little error when req<4.0Å, with larger distances exhibiting errors 

in KIE of less than 5%. 
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The importance of this is twofold. Firstly, previous conclusions suggested that a 

methyl cation cutoff is simply too severe to provide sufficient environmental 

information to reproduce full system behaviour,79, 224 whereas the superheavy 

approach suggests that this is not the case. Indeed, with such small errors in KIE 

exhibited for an otherwise drastic application of the cutoff procedures, the KIEs 

obtained are very reasonable. 

It is noteworthy that the effect of increasing the mass of the hydrogen atoms on the 

water molecules to 999 a.m.u. from 1 a.m.u. corresponds to effectively tethering 

these atoms to a pseudo protein environment, reducing/eliminating the number of 

spurious frequencies associated with hydrogen atom motion within the cage. It is 

therefore likely that these were responsible for some of the error associated with the 

level 4 cutoff systems in the mH=1 a.m.u. calculations; the only difference with the 

superheavy approach being the increased mass of the hydrogen atoms on the water 

molecules. 

Indeed, the importance of the choice of cutoff theory has been highlighted. A 

translation-rotation method would effectively project out the librational modes and, 

should these be isotopically sensitive, lead to errors on application of the cutoff 

procedure. Conversely, it has been shown that application of the so-called all 

frequencies method can lead to less error in cutoff application, as all degrees of 

freedom are considered, and small imaginary vibrational modes are treated as 

normal vibrations. It is important to note the coupling of a system with its 

environment; highly environmentally-coupled systems will be less appropriate for 

application of translation-rotation cutoff procedures due to the difficulty in 

separating the motions of the isotopic system from its environment. Also notable is 

the description of the reaction coordinate frequency, the accurate description of 

which is well known to affect the reliability of calculated isotope effects. However, it 

has been noted that the nature of the reaction coordinate frequency differs with 

distance, insofar as magnitude decreases with the increasing donor acceptor 

separation. This has a consequence on the effect of the cutoff procedure. As the 

distance between donor-acceptor atoms increases, and therefore the reaction 

coordinate extends, the reaction coordinate frequency decreases in magnitude. This 

decrease in magnitude has a direct effect on the environmental coupling. A decreased 

magnitude of RCF has been found to lead to greater sensitivity of isotope effect to 

cutoff level. Indeed, this is shown in the results obtained herein, where an error of 

12% in ln(KIE) is reported for the least extreme level of cutoff and smallest donor-
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acceptor distance, compared to over 1000% error in the most extended reaction 

coordinate. The cutoff procedure may therefore be used when the description of the 

reaction coordinate remains unaltered, and the interactions with the reacting system 

are strong enough to be observed in the cutoff Hessian, without being removed 

entirely in the corresponding rows and columns of forces. 

In order to develop this series of model calculations further towards the 

supramolecular level, QM/MM calculations were carried out on the COMT enzyme 

structures, which are described in Chapter 7. These calculations are equivalent to 

the experimental and computational work carried out by other groups, also 

considering the nature of catalysis of the COMT enzyme. 
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7. QM/MM Hessians: Computationally obtained isotope effects for 

enzymic reactions 
 

7.1 Introduction 

 

Described in Chapter 2, QM/MM techniques form an important advance in 

computational chemistry and biology. By allowing large systems with hundreds to 

thousands of atoms to be minimised and characterised by different methods, 

QM/MM techniques have vastly increased the range of structures that can be 

explored by computational methods, testament going to the 2013 Nobel Prize to 

Warshel, Levitt and Karplus for the development of these methods.230 

There has been a focus on model systems in previous chapters. After all, it is 

important to understand the behaviour of individual parts of a system before 

considering them in inherently complex and inhomogeneous surroundings. Indeed, 

the behaviour of the methyl cation in vacuum and explicit solvent has been treated 

in this work, with the factors responsible for the isotope effect, and environmental 

influences being described and highlighted. Therefore, in order to develop these ideas 

further, QM/MM calculations were carried out on the SAM structure in water as the 

RS, and COMT active site as the TS. 

This chapter will describe the results obtained from a number of QM/MM 

simulations with various electronic structure methods carried out by collaborators 

at Universitat Jaume I in Castellon, Spain, and processed with the isotope effects 

and post processing being carried out in Bath. These results are compared to those 

previously obtained by Klinman and coworkers and re-evaluating these in the context 

of the compression hypothesis. Additionally, the ideas of modern cutoff 

implementations for supramolecular systems, described in Chapter 6, will be 

brought forward and applied to QM/MM Hessians here. The effect of conformation 

will be tested, as numerous reactant conformations can be observed in such systems. 

The final part of this chapter will describe other interactions which are often not 

considered in common calculations, in particular dispersion effects. This will lead to 

the conclusion of the chapter, and develop into a discussion of dispersion effects in 

inorganic catalytic systems in Chapter 8. 
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7.2 Conformational averaging of KIEs and IPFRs 

 

The early QM/MM studies on the coupled hydride/hydron transfer reaction 

catalysed by LDH that showed different KIEs for different TS structures, each 

connected to a different RS by means of an IRC path, raised the question as to how 

these values should be averaged.231 Possibilities might include the following 

procedures. The individual KIE could be evaluated for each RS/TS pair, connected 

by an IRC path, and a simple arithmetic mean could be taken over all the individual 

values, as indeed was originally done.59 However, each RS/TS pair was associated 

with a different energy barrier height, so perhaps the contribution of each individual 

KIE should be Boltzmann-weighted accordingly? But each RS structure has a 

different energy, so should the relative populations of each at thermal equilibrium be 

taken into account? And if interconversion of different RS species is rapid as 

compared with the chemical reaction, then is the overall rate constant not 

determined solely by consideration of the relative TS energies?  

Truhlar’s EA-VTST method with multi-dimensional tunnelling has been highly 

successful in application to KIEs for enzymic reactions involving transfer of hydride, 

hydrogen or hydron.226 The fundamental theory is, of course, applicable to any 

reaction, even those not involving C–H bond making or breaking in a rate-

determining TS, and those in which the contribution of tunnelling is small. Averaging 

over RS configurations occurs, in the first instance, by means of the umbrella 

sampling during the determination of the classical potential of mean force. Secondly, 

instantaneous normal modes and frequencies are determined for each configuration 

frequencies sampled and average frequencies are obtained and used in the 

evaluation of zero-point energy and the vibrational partition-function contribution to 

the free energy. The same is done for TS configurations. Subsequently, the re-

crossing and tunnelling transmission coefficients computed for a further sample 

from the ‘quasiclassical TS ensemble’ are averaged. At each stage it seems that the 

arithmetic mean is taken.74, 232, 233  

The approach developed by Ruiz-Pernía and Williams234 bears similarity to that of 

Truhlar and Gao, but is simply an extension of the subset Hessian approach to 

evaluation of IPFRs and KIEs as described in section 7.1. Partly in view of slightly 

different terminology that is used, it worth outlining here for the sake of clarity.  
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First, a one-dimensional PMF is computed with respect to a distinguished coordinate, 

and then at the free-energy minimum (RS) and maximum (TS), extended QM/MM 

MD trajectories are followed; the TS is subject to a constraint to prevent it collapsing 

to the RS or product. From the RS and TS trajectories, numerous independent 

configurations are extracted at regular time intervals; provided that the MD 

simulation is adequately equilibrated, this should be a sample from a Boltzmann 

distribution. For each “snapshot”, QM/MM geometry optimization is performed to 

either a local minimum or saddle-point within a frozen environment. The QM/MM 

Hessian is computed for a subset of selected atoms within the relaxed region and 

then the IPFR for each isotopic substitution of interest, for either RS or TS, by means 

of Equations 35 and 36 involving all 3Ns or 3Ns – 1 frequencies (and the imaginary 

reaction-coordinate frequency if the one-dimensional tunnelling correction is 

included). Finally, the arithmetic mean is taken of the IPFRs for the individual RS 

and TS configurations, and the average (Boltzmann-weighted) KIE is obtained as the 

ratio of the two values (Equation 38). 

< k / k' >   =  <  fRS > / < fTS > (38) 

This method considers the IPFRs as thermodynamic (or quasithermodynamic) 

functions of state; the value of the KIE is independent of the actual path taken from 

the RS state to the TS state. Alternatively, nRS x nTS individual KIEs may be calculated 

for each possible combination of nRS RS and nTS TS configurations, and the arithmetic 

mean taken over these nRS x nTS pairs. This method also assumes that there is an 

equal probability of each and every individual RS structure going to each and every 

individual TS structure. This assumption is entirely consistent with conventional 

TST but could be inappropriate if relaxation of the protein or solvent environment 

were slow compared with the chemical reaction step. The individual RS or TS 

configurations may not necessarily all contain the same number of atoms; in this 

case it would not be meaningful to perform the averaging upon the individual 

partition functions, but it is meaningful to take the averages of IPFRs each obtained 

from isotopologous species with the same number of atoms sharing and the same 

Hessian. When applied to QM/MM KIEs for six isotopic substitutions for the (non-

enzymic) reaction of cyanide anion with chloroethane in explicit DMSO solvent, the 

means and standard deviations differed very slightly between the two methods of 

averaging, if enough decimal places were inspected) but were indistinguishable if the 

number of significant figures was restricted to what was justified by the magnitudes 

of the standard deviations.234 The “all possible combinations” method was used in a 
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study of COMT80 and subsequently by others;96, 97 it is perhaps less elegant than the 

quotient of two average IPFRs (Equation 38), but it does allow the distribution of 

individual KIE values to be inspected. However, when Equation 38 is used, 

consideration of the distribution about the mean IPFR values should provide a way 

to assess whether the limited sample of configurations is adequately representative 

of the population from which it is taken. 

In view of the magnitude of fluctuation in the values of IPFRs for individual RS or TS 

structures usually found, averaging of IPFRs and KIEs in simulations of enzyme 

reactivity should be an obligatory requirement. It should no longer be considered 

acceptable to publish results based upon a single RS structure and a single TS 

structure unless it can be argued convincingly that these are truly representative of 

the RS and TS ensembles. Otherwise, when comparison is attempted between 

calculated and experimental KIEs, there is no way of knowing that the computational 

result is not an outlier from a distribution about a mean with a significantly different 

value.  

7.3 Does transition state theory still work for KIEs?  

 

The usefulness and validity of modern TST in application to enzyme simulations, 

including KIE calculations, has been argued with clarity and cogency by Truhlar in 

a recent review.235 Despite suggestions that TST was no longer adequate as a basis 

for understanding KIEs (and their temperature dependence) for enzymic reactions 

involving significant tunnelling of a transferring hydride/hydrogen/hydron,236 TST 

with multidimensional tunnelling and ensemble averaging has been shown to be 

generally fit for purpose.237 In particular, the role of non-Boltzmann distributions of 

vibrational energy (promoting vibrations) has been discussed,114 with the implication 

that something beyond TST is required for their full description. However, it has been 

demonstrated that the complex temperature dependences of KIEs for enzyme-

catalysed reactions involving significant quantum tunnelling can be reproduced 

using a TST framework with inclusion of multiple conformations with different 

reactivity.225 QM/MM simulations have been employed with EA-VTST/MT to 

calculate the “enzyme” KIE on the hydride-transfer reaction catalysed by DHFR, 

which is the ratio of kcat rate constants for the natural “light” enzyme and the “heavy” 

enzyme, in which 12C, 14N and non-exchangeable 1H have been replaced by 13C, 15N 

and 2H.233  
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Good agreement between experiment and calculation was obtained with both wild-

type and mutant DHFR for this unusual 2° KIE: the small normal values were 

attributed to the transmission coefficient factor, reflecting differences in 

environmental coupling, with no effect on the barrier and the QM tunnelling 

contribution. The influence of protein dynamics was small and could be reproduced 

accurately by TST. 

Recently, it has been reported that common TST-based methods for enzyme 

simulation lead to TS ensembles that are considerably different from those obtained 

from a dynamics-based (transition path sampling) method, thereby raising fresh 

doubt about the validity of the TST approach.238 On the other hand, the necessity of 

having a good reaction coordinate in applications of TST to enzymic simulations is 

recognised, and new methods have been proposed for TS ensemble optimisation.239 

 

7.4 QM/MM Simulations of the COMT enzyme 

 

10 ns AM1 simulations of SAM in TIP3P water for the RS, and the COMT active site 

for the TS were run using the DYNAMO code by Dr. Maite Roca at the Universidad 

Jaume I in Castellon, Spain. 100 ps snapshots were taken as starting structures 

from the MD runs, for minimisation for the QM/MM systems. QM atoms were 

selected within a 7 Angstrom radius of the SAM moiety. The Hessian and coordinate 

data were then used in Bath as input for the SULISO suite in order to calculate 

isotope effects. It has been noted in previous chapters that conformation can also 

contribute to influencing the isotope effect; the case of SAM is an example of this. 

Indeed, three conformations have been observed in the RS of SAM in water, each 

resulting in a range of IPFRs output, based on the number of structures taken from 

the MD runs for minimisation. 



7. QM/MM Hessians: Computationally obtained isotope effects for enzymic reactions 

 

172 

 

 

Figure 21. Example conformation of the AM1 RS, SAM in water, in the extended 

conformation. The QM region is shown, where the MM region is described by TIP3P 

water. 
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Figure 22. Example conformation of the AM1 RS, SAM in water, in the partially-

folded conformation. The QM region is shown, where the MM region is described by 

TIP3P water. 
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Figure 23. Example conformation of the AM1 RS, SAM in water, in the folded 

conformation. The QM region is shown, where the MM region is described by TIP3P 

water. 
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Figures 21 to 23 show representative geometries for each of the three conformations 

of the SAM structures in the COMT RS used to calculate the IPFRs in the following 

tables. It can be seen that numerous interactions differ between the conformations, 

likely being responsible for differences in the calculated properties and IPFRs for the 

systems. 

 

 

Table 23. 2o α-D3 IPFRs and contributing factors for the extended conformation. 

RS Structure 

number IM EX ZP IPFR 

1 
0.04 1.63 18647.75 1349.84 

2 
0.04 1.63 17438.55 1261.74 

3 
0.04 1.76 15602.66 1219.30 

4 
0.04 1.66 17682.04 1304.35 

5 
0.04 1.68 17341.90 1290.07 

6 
0.04 1.58 18439.42 1290.59 

7 
0.04 1.70 16693.06 1261.76 

8 
0.04 1.56 20680.08 1429.47 

9 
0.04 1.57 19189.44 1339.68 

10 
0.04 1.62 18271.66 1309.07 

11 
0.04 1.66 17851.40 1317.96 

Average 0.04 1.64 17968.32 1305.20 
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Table 24. 2o α-D3 IPFRs and contributing factors for the partially-folded 

conformation. 

RS Structure 

number 

IM EX ZP IPFR 

1 0.04 1.72 15998.64 1221.67 

2 0.04 1.66 17796.52 1310.23 

3 0.04 1.58 18462.78 1293.00 

4 0.04 1.68 17160.79 1278.54 

5 0.04 1.66 16872.12 1243.38 

6 0.04 1.64 18084.56 1312.19 

7 0.04 1.72 16991.39 1295.98 

8 0.04 1.66 17324.47 1277.59 

9 0.04 1.66 17315.34 1274.04 

10 0.04 1.62 18300.43 1314.71 

11 0.04 1.63 17693.08 1275.60 

12 0.04 1.57 20777.94 1443.13 

13 0.04 1.70 16673.12 1257.01 

14 0.04 1.70 16313.74 1229.96 

15 0.04 1.70 16073.00 1213.11 

Average 0.04 1.66 17334.07 1282.68 
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Table 25. 2o α-D3 IPFRs and contributing factors for the folded conformation. 

RS Structure 

number IM EX ZP IPFR 

1 0.04 1.69 16976.91 1272.14 

2 0.04 1.69 17052.36 1275.72 

3 0.04 1.67 17906.07 1323.92 

4 0.04 1.61 18827.37 1340.80 

5 0.04 1.73 16510.80 1266.48 

6 0.04 1.64 17616.09 1279.23 

7 0.04 1.67 16411.11 1216.00 

8 0.04 1.70 16519.90 1242.30 

9 0.04 1.66 17864.41 1314.65 

10 0.04 1.63 18558.95 1338.62 

11 0.04 1.64 18259.97 1326.42 

12 0.04 1.64 17456.58 1273.22 

13 0.04 1.69 17451.58 1307.42 

     
Average 0.04 1.67 17298.34 1290.53 
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Tables 23 to 25 feature the IPFRs calculated for the extended, partially folded, and 

folded conformation of SAM in water, the RS for COMT-catalysed SN2 methyl transfer 

for α-D3 substitution on the methyl cation.  

The number of structures representative of each conformation varies due to the 

gradient tolerance limit in the QM/MM simulations; these post-process structures 

being those with more reasonable geometries. 

As can be expected, the MI factor remains the same for each of the conformations, 

depending on the magnitude of the mass effect. The excitational factor (EX) appears 

to on average, increase with increased folding of the SAM structures. The ZPE is, as 

described in previous chapters, the major contributor the isotope effect, and carries 

a representative decrease in magnitude on going from extended to partially folded, to 

folded. At extended conformations, the average ZP factor decreases from 17.97x103, 

to 17.33x103 at partially-folded, to 17.29x103 for the folded conformation. 

 

 

Figure 24. Correlation between the IPFRs and ZP factors, respectively for α-D3 

substitution on the methyl group in SAM with water. 
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Good linear correlation is obtained from plotting the raw IPFRs against the 

corresponding ZP factors for each of the SAM in water systems taken as RS 

structures for the methyl transfer reaction catalysed by COMT. The partially-folded 

structures follow an appreciable distribution, however removing the outliers for the 

extended and folded conformations results in improved linear regression for each of 

the respective system subsets. 

The subject of conformations of the flexible moiety in the RS has been the subject of 

previous publications.240 There are, of course variations in the magnitudes of the 

IPFRs for each of the different conformations of SAM in water, however these small 

changes in the IPFR have little effect on the KIEs obtained. 

 

Table 26. 14C 1o KIEs and standard deviations for extended, partially-folded and 

folded SAM conformations. 

Conformation KIE σ 

Extended 1.110 0.003700 

Partially-Folded 1.108 0.004282 

Folded 1.109 0.003390 

 

 

 

The changes in KIE for the different conformations are small, and following previous 

recommendations in the literature regarding isotope effect precision,241 each of the 

KIEs effectively equates to 1.11 when considered to three significant figures. 

These ensemble-averaged structures exhibit a variety of solvent conformations within 

the series corresponding to a particular solute conformation. Indeed, the IPFRs 

reflect the total environmental setting of the structure, with some variation around 

the ensemble-averaged values in Table 26. 

Table 26 also presents the standard deviation in each of the ensemble-averaged 

values for the SAM in water conformations. With some variation in the values of σ, 

the KIEs would consistently remain at 1.1 when considered to a single decimal place. 

It is therefore reasonable to consider that within the current group of structures, the 

conformation of SAM does not affect the KIE significantly enough to lead to erroneous 

results depending on the RS. 
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7.5 Applying the cutoff procedure to QM/MM Structures 

 

In section 7.4, the effect of the COMT methyl transfer RS on the isotope effects 

produced from QM/MM simulations was considered. Through an ensemble 

averaging procedure, it was concluded that for the AM1 results presented, the 

conformation of the RS did not affect the KIE to a significant extent, and should 

therefore not be considered responsible for any differences in isotope effect direction 

and magnitude from experiment and higher-level theoretical methods. 

The cutoff procedure has been the subject of a significant portion of this thesis, and 

it is therefore timely to explore its application to systems other than the models 

considered previously. Not only does this give us information on the validity of the 

cutoff procedure itself, but also on the methyltransferase reaction, the environmental 

effects which need to be reproduced in order to continuously obtain reasonable IEs 

from cutoff Hessians, but also the validity of cutoff when compared to traditional 

theory, not based on supramolecular systems. 

In order to compare the cage model cutoff application with that of a larger more 

biologically-relevant system, coordinates and Hessians were obtained from QM/MM 

calculations carried out by collaborator Dr. Maite Roca, in a box of TIP3P water using 

the M06 functional and 6-31G(d) basis set. Four groups of Hessians were considered; 

the full system, 3-bond, and 2-bond cutoffs according to Wolfsberg and Stern, and 

the strict methyl cutoff considered previously. 
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Figure 25. 2o α-D3 and primary 14C KIEs obtained from the methyl transfer from 

SAM to catecholate. Darkest colour indicates the full Hessian, lighter the 3-bond 

cutoff then 2-bond cutoff, and palest the more drastic methyl cutoff. 
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Figure 26. Selected TS and RS poses, respectively from the QM/MM simulation. 
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It can be seen from data obtained in the cutoff procedure in earlier chapters, that 

the more severe a cutoff level (such as methyl cation cutoff/ level 4), the less accurate 

a cutoff IE becomes due to significant Hessian truncation. 

Therefore, a similar trend is reproduced here with the QM/MM Hessians; the more 

significant methyl cutoff predicts the isotope effect to the least accuracy, whilst still 

predicting the correct direction and relative magnitude. Going to a 3-bond cutoff as 

was suggested by Wolfsberg and Stern has little effect on the KIE compared to the 

full system. The 2-bond cutoff performs relatively well, however the more drastic 

cutoff to the methyl cation (0 bond cutoff for deuterium and 1 bond cutoff for 14C) 

raises the KIE for both isotopologues, toward a more normal result. 

 

Figure 27. Individual components to the 14C primary IPFR for RS (blue) and TS 

(red) structures output from a QM/MM simulation of methyl transfer within the 

COMT active site, where each point on the x-axis represents a different structure. 
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Figure 27 contains the CH stretch, HCH bend, and external mode components to the 

IPFR for the QM/MM RS and TS structures. The CH stretches and bends are 

relatively constant in magnitude and trend, however it is the external modes which 

appear to govern the trend and direction of the IPFR, in particular the translation in 

the z-vector in the TS. As has been seen in the cage structures from earlier chapters, 

the transition structure frequency is inherently affected by environmental influences 

and therefore it is intrinsically necessary for its factor to be considered in terms of 

application of the cutoff procedure. Although it is evident that the complete methyl 

cutoff is too harsh, it is possible to discern the importance of the reaction coordinate 

and its correct description in the isotope effects output from our calculations. 

Applying the cutoff procedure sequentially to our QM/MM systems, going from 

methyl cutoff to the full system, a significant improvement in the isotope effects from 

the cutoff Hessians when applied within a three-bond limit from the isotopically-

substituted atom is observed. Although too harsh, the explicit frequency analyses of 

the methyl cation cutoff structure highlights the importance of correctly describing 

the reaction coordinated frequency, which is responsible for the trends observed in 

IPFRs and therefore isotope effects.  

 

7.6. Dispersion effects in simulated enzyme reactions 

 

Dispersion effects have long been a consideration when carrying out electronic 

structure calculations, but their impact on isotope effects themselves has seldom 

been considered 242.  

London dispersion forces were first postulated as being additive 243. So for say, three 

molecules, the forces could be estimated based on the sum of the interactions 

between Molecule 1 and 2, 1 and 3, and 2 and 3. In recent years, with more 

conclusive methods testing the basis of dispersion, it has been suggested that the 

interactions are more complex than simply being additive 7. This can be simply and 

primarily explained by the influence of the environment and therefore its 

contribution to the influence dispersion has on a system 244. 

In terms of applicability to organic molecules, it was in 1956 that Pitzer et al. 

commented on dispersion being responsible for the isomerisation energy differences 

in branched and linear alkanes 245. For the supramolecular systems discussed here, 

it has been pointed out that the larger the molecules, the greater the influence of 
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dispersion interactions in terms of geometry and reactivity, although there is still a 

noticeable effect on smaller systems. Interestingly, this renewed interest in 

dispersion has led to some remarkable discoveries; H-bonding, rotational alkane 

behaviour and especially the repulsive nature of tert-butyl groups have all been 

reconsidered in a dispersive context 8. Particularly interesting is the sterically-driven 

argument of tert-butyl repulsion. When considering the effect of tert-butyl groups, 

the leading thoughts pertain to their steric bulk and therefore repulsive nature. In 

their recent discussion of the effects of dispersion, Norrby and coworkers identified 

the significant impact of dispersive interactions on the in fact attractive nature the 

tert-butyl group can exhibit 246. 

Due to this additional information and the general move towards dispersion-

corrected DFT, it seemed appropriate to apply this to our QM/MM simulations, 

particularly with the H-bonding networks present in the solvated systems. However, 

considering the nature of the dispersion calculations, it has been pointed out that 

basis-set superposition error, or BSSE could play a role in causing overstabilisation 

of complexes. This arises when orbitals from adjacent moieties overlap and effectively 

appropriate their respective basis functions, resulting in lower energies 247. 

BSSE can be a significant cause of error in DFT calculations with small basis sets 

248, however the use of the counterpoise correction which accounts for these effects, 

and incorporating larger basis sets with diffuse functions, generally reduces the 

BSSE to an unremarkable level 249. 

 

7.7 Dispersion and COMT 

 

It is widely recognised that most DFT methods tend to lack sufficient incorporation 

of dispersion 250. This is hardly surprising, given the nature of LDA and GGA 

functionals. Considering that the energy is obtained based on the local electron 

density for LDA, and the energy gradient in GGA functionals, mainly long-range 

effects such as dispersion will inherently not necessarily be parameterised 103. 

However, certain corrections and method combinations have been found to provide 

adequate descriptions of this effect. It is interesting to note that the 6-31G(d) basis 

set, in combination with B3LYP produces results which have been suggested to 

simulate dispersion 251. By not actually including any dispersive terms in their 

parameterisation, the BSSE and dispersive elements effective combine to produce 
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results akin to those with dispersion corrections. This however is not perfectly 

reliable, as a cancellation of effects does not constitute an accurate consideration of 

dispersion. Grimme and coworkers have made suggestions to improve DFT and in 

particular, B3LYP results in order to correct for this unusual combination of 

errors.252  

Indeed, Mulholland and coworkers have pointed out that the B3LYP functional, as 

well as a number of other functionals, do not include terms for the attractive 

interaction described as dispersion.253 Including dispersion corrections can have a 

profound effect on the energy barriers or enzyme-catalysed reactions, as well as 

providing results closer to experimental values.254, 255 Visser and coworkers 

considered the effects of employing different electronic structure methods, with 

differing contributions from dispersion, on the barriers and proximity to 

experimental results of oxygenation processes in enzymes. Their major 

recommendation involved using a minimum of tripe-zeta basis sets, as well as 

dispersion corrections with DFT functionals, in order to capture the complex 

interactions involved in their reactions involving transition metals bound in the 

active site.256 

Considering the QM/MM systems earlier in this chapter, reactant structures of SAM, 

and the COMT-catalysed methyl transfer between SAM and catecholate TS were 

used.  
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Table 27. Components to the IPFR from B3LYP/6-31G(d) and B3LYP/6-

31G(d),GD3BJ (dispersion included) optimisations. TS indicates data relating to the 

transition structure of COMT-catalysed methyl transfer, and RS the reactant 

structure. D3, T3, 13C, and 14C refer to trisubstituted deuterium and tritium, carbon-

13 and carbon-14, respectively. MI, EX and ZP are the moment of inertia, excitational 

and zero-point contributions to the IPFR, and QC being the quantum correction for 

the TS IPFR based on Bell’s model for tunnelling.20 

 

 

 

 

Structure Isotope MI EX ZP (QC) IPFR 

TS 

(dispersion) D3 4.43E-02 1.54E+00 4.42E+04 1.00E+00 3.02E+03 

 T3 7.21E-03 2.18E+00 4.60E+06 1.00E+00 7.21E+04 

 
13C 2.16E-02 2.26E+00 9.63E+03 1.00E+00 4.70E+02 

 
14C 7.93E-01 1.07E+00 1.31E+00 1.02E+00 1.09E+00 

       
TS D3 4.43E-02 1.54E+00 4.39E+04 1.00E+00 3.00E+03 

 T3 7.21E-03 2.19E+00 4.56E+06 1.00E+00 7.16E+04 

 
13C 2.16E-02 2.25E+00 9.58E+03 1.00E+00 4.65E+02 

 
14C 7.93E-01 1.07E+00 1.31E+00 1.02E+00 1.09E+00 

       
RS 

(dispersion) D3 4.43E-02 1.63E+00 3.74E+04  2.70E+03 

 T3 7.21E-03 2.39E+00 3.60E+06  6.19E+04 

 
13C 2.16E-02 2.90E+00 7.36E+03  4.60E+02 

 
14C 7.93E-01 1.10E+00 1.43E+00  1.25E+00 

       
RS D3 4.43E-01 1.60E+00 3.76E+04  2.68E+03 

 T3 7.21E-03 2.34E+00 3.63E+06  6.13E+04 

 
13C 2.16E-02 2.89E+00 7.35E+03  4.58E+02 

 
14C 7.93E-01 1.10E+00 1.43E+00  1.25E+00 
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Overall, the IPFRs and their components vary little between dispersion-optimised 

(DO) and dispersion corrected (DC) calculations. It is important to highlight the 

meaning of the terminology employed. Each optimisation was carried out identically, 

the only difference being the dispersion correction specified within the optimisation 

routine for the DO calculations. This may seem intuitive, however a great deal of 

discussion has taken place on the subject of when and more importantly, how 

dispersion corrections should be applied 257-259. 

Although inherently not called in the SCF procedure, the dispersion corrections as 

applied to Gaussian09 have a profound effect in terms of optimisation routines and 

output geometry.6 This was shown recently in terms of pi stacking and aromatic 

systems, where a different structure is obtained when dispersion is employed within 

the optimisation. Indeed, Matthews and coworkers have considered the effects of 

including dispersion with a variety of DFT functionals on the structure and 

interactions of imidazolium ionic liquids. Not only were the optimised structures 

particularly sensitive to the functionals chosen, but also to their combination with 

D3 or D2 dispersion corrections, yielding varying pi- and H-bonding interactions.260 

Although it has been seen that dispersion applied as single-point corrections 

following the initial small basis set calculation can produce relatively reasonable 

energies, it has been suggested that these are likely due to error cancellations for 

systems. Conceptually, if a structure would theoretically be affected by dispersion 

effects and a geometry is deemed incorrect (by not being DO) and output energetics 

are reasonable, the results are more likely coincidence than from a rational 

dispersion optimised geometry. This is seen in the Ruthenium catalysis work 

presented in Chapter 8, where all degrees of freedom vary significantly between DO 

and DC optimisations. 

The difference being observed here however, is the inherent significant H-bonding 

influences of the structures. With water molecules and a number of both H-donating 

and accepting fragments; these energetic influences are likely significantly 

dominating the energy landscape, mediating the effect of dispersion interactions 

themselves. 
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Table 28.  Gibbs activation energies, G‡, KIEs for DO and DC structures for methyl 

transfer catalysed by the COMT enzyme, and experimentally derived data. 

 

G‡  

(kcal mol-1) 
D3 T3 14C 

DO: B3LYP/6-31g(d) + GD3BJ 12.5 0.895 0.858 1.146 

DC: B3LYP/6-31g(d) 12.9 0.893 0.855 1.144 

Experimental 18.591 0.830.05207 0.79191 1.06391 

 

The isotope effects themselves are testament to the discussion above, with little 

difference between the DO and DC structures. It is a particularly useful test to have 

carried out, particularly in the light of the increased scrutiny such methods achieve 

from reviewers, especially when conjecture such as that relating to the compression 

hypothesis still remain very much at the forefront of the field. It can be suggested 

that the methods used thus far offer little difference to calculated isotope effects by 

incorporating dispersion within the optimisation routine, and with judicious use of 

scaling factors, it is reasonable to continue with these protocols (as well as our other 

chosen ESMs including MP2), in order to further develop our understanding of 

enzyme catalysis. It is however worth noticing the difference in values of G‡ for the 

B3LYP/6-31g(d) and B3LYP/6-31g(d) + GD3BJ methods. Inclusion of dispersion corrections 

lowers the barrier for COMT-catalysed methyl transfer. Previous work by Roca et al. 

261 presented G‡ for the AM1 semiempirical and MP2 post-HF methods as part of 

QM/MM simulations, of 10.6 and 15.0 kcal mol-1, respectively. As has been 

discussed previously in this section, the B3LYP method with the 6-31G(d) basis set 

has particularly recently been shown to benefit from corrections to account for 

attractive van der Waals interactions and associated errors.252 It can be suggested 

that the influence of hydrogen bonding interactions accounted for by the GD3BJ 

keyword in the optimisation could stabilise the transition structure of COMT-

catalysed methyl transfer, thereby reducing the barrier compared to the same 

calculation with simple energetic corrections. 

The issue remains however, that as described earlier, the B3LYP functional has been 

found to provide results which under certain circumstances approximate the effects 

of dispersion well, due to pure cancellation of errors.262 Of course this has been 

shown to cause little difference within KIEs for COMT, however other structures and 

systems have been shown to have both geometries and energetics significantly 

affected by inclusion of dispersion.254 Future investigations will consider alternative 

electronic structure methods. 
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7.8 Summary 

 

In this chapter, the isotope effect, and applications of the cutoff procedure, in a more 

supramolecular context have been considered. Indeed, the conformations of the 

inherently flexible RS of SAM in water were computed in order to gauge the effect of 

the conformational changes in terms of KIEs produced from these AM1 results. It 

was found that in the context of the current work and the ensemble-averaging 

procedure, the conformation of the RS structure resulted in a difference in IPFRs, 

however when taking the quotient of RS and TS IPFRs, this difference was mediated 

by the TS factor, and resulted in the same directions and magnitude of KIEs to at 

least two significant figures. 

A cutoff analysis of methyl transfer in COMT followed, with RS structures based on 

SAM in water, and TS structures as a subset of the atoms within the active site of 

the enzyme, all from M06/6-31G(d) calculations. The conclusions for our model 

system in Chapter 6 were confirmed in the context of these structures, with accuracy 

based on the reaction coordinate frequency being responsible for the decline in KIE 

quality in the most severe cutoff of the methyl cation. 

Indeed, using traditional methodologies considering the cutoffs in terms of number 

of bonds removed from the atom of isotopic substitution, the three bong cutoff 

suggested by Wolfsberg and Stern in the first part of the 20th century, as being the 

accuracy limit for cutoff procedures, certainly provides reasonable approximations 

to the KIEs obtained from the full Hessians of the structures. Following on from this, 

gradual decreases in the sizes of the Hessian matrices led to degradation of the KIEs 

obtained, with an all frequencies comparison of the methyl cation isotopologue again 

highlighting the importance of the external modes, in particular translation in the z-

vector, or the reaction coordinate frequency. It is therefore encouraging that similar 

conclusions can be drawn upon this work, as that in Chapter 6, showing the readily 

transferrable concept of the methyl cation cage model into a more supramolecular 

context. 

As a final investigation into factors affecting isotope effects in enzyme-catalysed 

reactions, the subject of dispersion corrections will be further treated in Chapter 8. 

This came about from work carried out by Schreiner earlier this decade, suggesting 
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that traditional interpretations of dispersion could be both lacking in specificity and 

wholly marginalising smaller-scale interactions. Indeed, we have shown that 

structurally, dispersion can have an effect in the COMT catalysed methyl transfer to 

catecholate, affecting the barrier, however causing little change in the isotope effects. 

This discussion will be expanded in the following chapter where an inorganic 

catalytic system will be treated and the effect of dispersion considered. 

 

This will be followed by chapters summarising the work presented in this thesis, 

providing guidelines for the calculation of theoretical isotope effects and 

interpretation of general isotope effects, and finally an outlook on current avenues in 

the innovations of isotope effect theory and its applications particularly to 

biologically-relevant problems. New calculations using the B3LYP functional and 

incorporating explicit dispersion corrections within the calculation routine, instead 

of as single point corrections throughout have been presented. This has proven 

important as cancellation of errors within this electronic structure method shows 

little effect from explicitly specified dispersive interactions within the routine. 

However, it is important to highlight that this is effective only within this method and 

for the current structures. Therefore, Chapter 8 will describe a study on ruthenium-

catalysed C-H activation; a catalytic cycle not unlike that which can be conceivably 

formulated for enzyme catalyses such as COMT. The effect of including dispersion 

corrections within the catalytic cycle and through a different ESM shows differences 

in the structure geometries, but also output thermodynamic and kinetic data. 
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8. Isotope effects in inorganic catalysis 

 

8.1 Introduction 

 

In conversation with colleagues in the organic synthesis department, it was 

understood that they were looking to supplement one of their projects with 

computational modelling and isotope effect predictions. Structure optimisations were 

carried out by C. McMullin, who had previously worked on similar systems.242, 263-267 

Structures were then computed to produce the Hessians and Cartesian files and ran 

these through our programs in order to obtain the kinetic isotope effects for the 

reaction. 

The aim was to provide a broad prediction of the rate determining step in the catalytic 

cycle. As is detailed below, the answer was far less evident than expected, with a 

number of additional considerations which needed to be taken into account. From 

previous work, the C-H activation was supposedly the RDS 268-280, however 

incorporating novel ideas from the Kozuch group 281, it was found that additional 

factors often ignored in previous work needed to be considered in this scenario. 

Indeed, the main questions of this study centred around the nature of the rate 

determining step/state and its effect on the observed catalysis. Also, the contribution 

of each individual step would be of scientific and computational interest due to their 

contributions to the activity and observed isotope effects. Additionally, and 

developing upon the work described on dispersion effects in enzyme systems, the 

nature of dispersion as applied to these inorganic catalytic systems would reveal the 

impact of this effect on geometry and calculated KIEs. 

 

8.2 New perspectives on isotope effects in catalytic cycles 

 

Kozuch postulated that the concept of rate determining steps, should in fact be 

reconsidered as rate determining states 282. This is based on the concept that one 

transition structure and one intermediate can be the major influence in a catalytic 

cycle. He proposes a definition 281: “Rate-determining states are the transition state 

and intermediate which exert the strongest effect on the over-all rate with a differential 

change on their Gibbs energies”. However, what does this mean in the context of 

traditional catalytic cycles? 
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The rate-determining states are chemically defined as the TS and intermediate 

exhibiting the “highest degree of rate control”. The degree of rate control was defined 

as the change in rate with Gibbs energy, and is therefore somewhat an energetic 

function. This degree of rate control is exhibited with a traditional catalytic cycle by 

likely a single state or two steps, as previously described. Within any catalytic cycle, 

the number of cycles within a given period of time is defined as the turnover 

frequency (TOF), which can be described within the steady state approximation. 

 

Figure 28. Example three step reaction. 

In a three step reaction, as in Figure 28, there would be three rate constants for 

formation, and three for decomposition of the subsequent state. The formula for this 

reduces to: 

 

      (39) 

 

Where Keq is the equilibrium constant for the formation of TS2, given by k2/k-2. As 

can be seen above, the rate constant for the first step, k1 is no longer present after 

cancellation, and therefore does not enter into the TOF determination. However is 

this an accurate representation of the situation if k1 were a so-called rate determining 

rate constant? 

Kozuch therefore suggested working in energetic, as opposed to rate constant form, 

considering more than one cycle in order to gauge the TOF, and RD-state more 

effectively. This way, the barrier to reaching the products (also reactants for the 

second cycle) can be gauged, as well as the highest energy TS over multiple cycles. 
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He also suggested that this methodology, incorporating TS theory, provides more 

reliable information on catalytic cycles than the single-cycle steady state 

determination which is used traditionally. 

Therefore the effect of incorporating a second cycle was considered, and the largest 

energy difference between an intermediate and subsequent transition structure 

(largest effective barrier) in the cycle.  

Added consideration is given to the dG factor of the exothermic nature of catalysis, 

therefore bringing the energy of the second cycle down. In practice, this is effectively 

more conceptually appropriate for the notion of cyclic processes, insofar as the 

nomenclature of a reactant and product become blurred. 

Our isotope effect calculations corroborated the observed isotope effect and through 

incorporating intrinsic isotope effects and stepwise and conversion corrections, it 

was possible to justify the results obtained, which are presented and discussed in 

the following sections. 

What follows is an introduction to the reaction through a mechanistic and energetic 

overview of the cycle, followed by discussion on the isotope effects obtained from that 

methodology. This is then developed into a dispersion investigation. 

 

8.3 Isotope effects in inorganic catalysis: ruthenium-catalysed C-H activation 

 

 

8.31  Methodology 

 

BP86283, 284 calculations were run with Gaussian 09 (Revision D.01).174 Ru centers 

were described with the Stuttgart RECPs and associated basis sets285 and 6-31G** 

basis sets were used for all other atoms.286, 287 Initial BP86 optimizations were 

performed using the ‘grid = ultrafine’ option, with all stationary points being fully 

characterized via analytical frequency calculations as either minima (all positive 

eigenvalues) or transition states (one negative eigenvalue). IRC calculations and 

subsequent geometry optimizations were used to confirm the minima linked by each 

transition state. All energies were recomputed with a larger basis set featuring cc-

pVTZ on Ru and 6-311++G** on all other atoms. Corrections for the effect of 2-Me-

THF (ε = 6.97) solvent were run using the integral equation formalism polarizable 

continuum model.128 Single-point dispersion corrections to the BP86 results 
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employed Grimme’s D3 parameter set with Becke-Johnson damping288 as 

implemented in Gaussian. 

BP86 calculations with the above basis sets were undertaken to establish the 

mechanism and energetics of the reaction for 3-phenyl-2-oxazolidinone (1a) and 

methyl acrylate (2b). Previous studies have shown the importance of using 

corrections for dispersion, solvation and extended basis sets when treating large 

organometallic reaction systems that involve charged species.263 A similar approach 

was adopted in this work, with geometries initially optimized in the gas phase with 

the BP86 functional and a medium sized basis set (SDD for Ru and 6-31G** on all 

other atoms). The resultant free energies were then corrected for solvation (2-Me-

THF), dispersion (Grimme’s D3-BJ parameter set) and an extended basis-set (cc-

pVTZ for Ru and 6-311++G** for all other atoms) giving rise to composite free energy 

differences ΔGMeTHF (1 atm, 25 °C) relative to complex A and separate species 1a 

and 2b.  

 

8.32  Mechanism and discussion 

 

In order to provide some context to the isotope effect calculations presented in the 

following section, the mechanisms and energetics inherent in the catalytic cycle are 

described below. These calculations were carried out collaboratively for publication 

in ACS Catalysis, between synthetic and computational colleagues.6 Tables and 

associated figures are extracted from the publication in ACS Catalysis: J. A. Leitch, 

P. B. Wilson, C. L. McMullin, M. F. Mahon, Y. Bhonoah, I. H. Williams and C. G. 

Frost, ACS Catalysis, 2016, DOI: 10.1021/acscatal.6b01370.6 

Under the catalytic conditions, acetate from the copper complex (Cu(OAc)2·H2O) 

breaks up the dimer [RuCl2(p-cymene)]2 to form the in situ catalytically active 

intermediate A, [Ru(p-cymene)(OAc)(1a)]+, with the silver compound (AgSbF6) 

removing chloride anions from the solution. The cationic complex A has the 

oxazolidinone coordinated through the carbonyl oxygen, one κ2-acetate and an η6 

para-cymene ligand around the ruthenium center. 
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Figure 29. Full Mechanism of Ruthenium-Catalyzed C-H Alkenylation including 

Kinetic and Energetic (kcal mol-1) BP86 data. Graphic from J. Leitch, P. B. Wilson, et 

al., ACS Catalysis , 2016, 6, pp 5520-5529. 
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Concerted metallation-deprotonation (CMD), also known as ambiphilic metal-ligand 

activation (AMLA), occurs as a two-step reversible process (see Figure 30). The first 

step, via TS(A-B)1, involves 2- 1 displacement of acetate, by the approaching ortho 

C-H bond of 1a, to form an agostic intermediate INT(A-B), where the pendant oxygen 

of the acetate is directed towards the ortho H (O···H = 1.686 Å), thereby elongating 

the C-H bond from 1.091 Å to 1.148 Å. The second step, via TS(A-B)2, involves 

endergonic C-H bond cleavage to form a six-membered cyclometalate B (+4.0 kcal 

mol-1). Formation of the agostic intermediate, which involves breaking a strong Ru-

O bond, determines the overall C-H activation barrier of 12.4 kcal mol-1. 

 

 

Figure 30: DFT calculated free energies (kcal mol-1) relative to A for the C-H 

activation of N-aryloxazolidinone 1a at [Ru(OAc)(p-cymene)]+ in Me-THF. Graphic 

from J. Leitch, P. B. Wilson, et al., ACS Catalysis , 2016, 6, pp 5520-5529. 

 

Ligand substitution of acetic acid in B for methyl acrylate 2b forms four isomers of 

C, which differ with respect to the orientation of the alkene at the ruthenium center. 

Despite the pre-1,2-insertion intermediates C11,2 and C21,2 being more stable than 

the equivalent pre-2,1-insertion intermediates, the free energy barriers for 1,2-

insertion (TS(C1-D1)1,2 and TS(C2-D2)1,2) are respectively 20.0 and 19.9 kcal mol-

1, approximately 5 kcal mol-1 higher than 2,1-insertion (see Figures 31 and 32).  



8. Isotope effects in inorganic catalysis 

 

198 

 

Therefore, 2,1-insertion of 2b into the Ru-C bond is regiosterically favored via TS(C1-

D1)2,1 (13.8 kcal mol-1) and TS(C2-D2)2,1 (14.9 kcal mol-1 ), placing the methyl ester 

substituent next to the ruthenium in the exergonic eight-membered metallacycles 

either below (D12,1; -1.7 kcal mol-1) or above (D22,1; -1.3 kcal mol-1) the plane of 

the ruthenacycle (when looking at the complex from the position of the para-cymene 

ligand). 

  

 

Figure 31: DFT calculated free energies (kcal mol-1) relative to A and the free 

substrates, for the 2,1-insertion of methyl acrylate 2b into adduct C. Graphic from 

J. Leitch, P. B. Wilson, et al., ACS Catalysis , 2016, 6, pp 5520-5529. 
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Figure 32. Computed reaction profile (kcal/mol) for the 1,2-insertion of methyl 

acrylate (2b) into adduct (C), in Me-THF. In each case free energies are quoted 

relative to A and the free substrates. Graphic from J. Leitch, P. B. Wilson, et al., 

ACS Catalysis , 2016, 6, pp 5520-5529. 

 

Unlike in previous functionalization studies with methyl acrylate (by Davies and 

Macgregor, who used 3-phenyl-pyrazole to form a seven-membered rhodacycle)242 for 

this 2,1-insertion no interaction is observed between Ru and the ester substituent in 

the eight-membered ruthenacycle. In fact, the increased size of the metallacycle 

restricts its ability to inter-convert between conformers D12,1 and D22,1, as the 

preference for the boat-chair conformation reduces the flexibility of the metallacycle 

ring; this contrasts with the behavior that has been reported for similar, yet smaller, 

equivalent seven-membered intermediates.264 The stereochemistry of the 1,2-

disubstituted alkene product 3b is determined exclusively by which β-hydrogen is 

transferred to the ruthenium center; from either above (Ha, Figure 33) or below (Hb) 

the plane of the ruthenacycle. 
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Figure 33: Ruthenacycle D2,1 showing the position of Ha (above) and Hb (below) the 

plane of the metallacycle. D12,1 has the CO2Me substituent cis to Hb whilst D22,1 has 

the ester group cis to Ha 

 

 

The β-hydrogen transfer process involves two steps: formation of an agostic 

intermediate followed by C-H cleavage, as the β-H moves to the Ru center. Figure 34 

shows the transfer of Ha, which lies above the plane of the ruthenacycle, for both 

D2,1 isomers. In the case of D12,1, where the transferring hydrogen is trans to the 

ester group, formation of the agostic interaction between Ha and Ru proceeds via 

TS(D1-E1)1a (19.1 kcal mol-1) to give intermediate INT(D1-E1)a (+13.1 kcal mol-1), 

and C-H cleavage occurs via TS(D1-E1)2a (13.9 kcal mol-1) to form the cis product 

E1cis (+10.4 kcal mol-1). For D22,1, with Ha cis to the ester group, formation of the 

agostic interaction proceeds via TS(D2-E2)1a (13.5 kcal mol-1), decreasing the Ru···Ha 

distance from 3.701 to 2.716 Å in INT(D2-E2)a (+5.8 kcal mol-1) before C-H cleavage 

via TS(D2-E2)2a (7.8 kcal mol-1) and formation of the experimentally observed trans 

3b product [Ru(p-cymene)(3b)(H)]+ (E2trans; +4.9 kcalmol-1). 
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Figure 34: DFT calculated free energies (kcal mol-1) relative to A and the free 

substrates, for the β-Ha transfer from 2,1-insertion ruthenacycles (D2,1) in Me-THF. 

Graphic from J. Leitch, P. B. Wilson, et al., ACS Catalysis , 2016, 6, pp 5520-5529. 

 

The process of β-H transfer is more complicated for the “bottom” hydrogen, Hb shown 

in Figure 35, as the formation of the agostic interaction between Hb and Ru (Ru···Hb 

decreasing to 2.4 Å) forces dissociation of the oxazolidinone group at the ruthenium 

center (Ru···O increasing to 3.4 Å). This raises the barriers for the first step from 

D12,1 via TS(D1-E1)1b (17.5 kcal mol-1) and from D22,1  via TS(D2-E2)1b (31.9 kcal 

mol-1). The C-Hb bond is elongating by ~ 0.03 Å as the Ru-Hb distance decreases; 

this is a greater distortion than C-Ha (~ 0.01 Å) when the agostic intermediate is 

formed for the top β-H transfer. C-Hb cleavage occurs via TS(D1-E1)2b (13.6 kcal 

mol-1) and TS(D2-E2)2b (20.4 kcal mol-1) for D1 and D2 respectively to give 

intermediates E1ʹtrans (+9.7 kcal mol-1) and E2ʹcis (+14.1 kcal mol-1). Reassociation 

of the oxazolidinone oxygen occurs via TS(E1ʹ-E1)trans (12.8 kcal mol-1) and TS(E2ʹ-
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E2)cis (16.8 kcal mol-1) to form the equivalent E1trans (+11.3 kcal mol-1) and E2cis 

(+14.3 kcal mol-1) complexes, which are less stable than the preceding Eʹ complexes. 

  

 

Figure 35: DFT calculated free energies (kcal mol-1) relative to A and the free 

substrates, for the β-Hb transfer from 2,1-insertion ruthenacycles (D2,1) in Me-THF. 

Graphic from J. Leitch, P. B. Wilson, et al., ACS Catalysis , 2016, 6, pp 5520-5529. 

 

Based on the assumption that the energy difference of 0.4 kcal mol-1 between the two 

2,1-insertion ruthenacycle complexes (D12,1 and D22,1) is small enough that both 

species are populated during the catalytic cycle, it is comforting to note that both 

ruthenacycle isomers preferentially form the trans 1,2-disubstituted alkene product 

over the cis stereoisomer. This agrees with experiment that only trans 3b is observed, 

and is due to H transfer of different β-hydrogens (Ha or Hb). The free-energy difference 

between TS(D1-E1)1a and TS(D2-E2)1a suggests a preference of about 104 for 

formation of the trans product over the cis isomer. 

The absence of a di-alkenylated product (3bdi) formed during the reaction was 

investigated, with the subsequent C-H activation of 3b at the remaining ortho C-H 
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position modelled. The barrier for this activation was 15.4 kcal mol-1 (see Table 29), 

3 kcal mol-1 higher than activation of the initial C-H site in substrate 1b (TS(A-B)1 = 

+12.4 kcal mol-1), hence 3b does not undergo a second C-H activation. The unusual 

isomeric preference 1ar / 1aq substrates were likewise studied. Here, the major and 

minor C-H activation pathways were modelled for 1ar (see Table 30) and 

unsurprisingly the barrier for the major isomer pathway was lower in free energy, by 

0.9 kcal mol-1. This small difference, and similar energies for 1arA and 1arAʹ, the 

major and minor isomers of [Ru(p-cymene)(OAc)(1ar)]+ respectively, (ΔG = 0.4 kcal 

mol-1) agree with the experimental observation of both isomers, showing a slight 

energetic preference for the formation of the major isomer. 

 

Energy contributions for Tables 29 to 31 

ΔEBS1 SCF energy computed with the BP86 functional with BS1  

ΔHBS1 Enthalpy at 0 K with BS1  

ΔGBS1 Free energy at 298.15 K and 1 atm with BS1  

ΔGBS1/MeTHF Free energy corrected for 2-MeTHF solvent with BS1  

ΔGBS1/MeTHF+D3 Free energy corrected for 2-MeTHF and dispersion effects with BS1  

ΔGMeTHF Free energy corrected for basis set (BS2), dispersion effects and 2-MeTHF 

solvent 

 

Table 29. Computed relative energies (kcal/mol) for the reaction of 3-phenyl-2-

oxazolidinone (3b) at [Ru(OAc)(p-cymene)]. All energies are quoted relative to 3b at 

0.0 kcal/mol. 

 



8. Isotope effects in inorganic catalysis 

 

204 

 

 

 

 

Table 30. Computed relative energies (kcal/mol) for the reaction of 3-phenyl-2-

oxazolidinone (1ar) at [Ru(OAc)(p-cymene)]. Data in bold are those used in the main 

text. All energies are quoted relative to 1arA at 0.0 kcal/mol. 

 

In order to estimate the Gibbs energy change for the uncatalysed coupling of 1a to 

2b to give 3b, the oxidation process also needs to be included (Equation 40). The 

overall reaction may be considered as: 

 

1a  +  2b  +  ½O2    3b  +  H2O      (40) 

 

for which the exergonic Gibbs energy change (at 25 °C) is -49 kcal mol-1. This is the 

amount by which all the Gibbs energies relative to A must be reduced between one 

turnover of the catalytic cycle and the next. (Note that the reaction path for the 

conversion from E2trans to A in the next cycle has not been investigated 

computationally.) The significance of this consideration is that it allows the turnover-

dependent intermediate and the turnover-dependent transition state to be identified 
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as D22,1 and TS(D2-E2)1a, respectively, which occur sequentially within the same 

turnover cycle (Figure 36); the possibility of the turnover-dependent transition state 

occurring in the subsequent cycle can be discounted in this case.  

Thus the computational modelling predicts the rate-determining step (as commonly 

understood) to be formation of the agostic intermediate immediately prior to β-

hydride transfer. Under the experimental conditions the oxidation step is 

undoubtedly mediated by Cu(OAc)2, although the detailed mechanism is unknown. 

However, for the present purpose it is necessary only to consider overall 

stoichiometry and thermochemistry, not kinetics and mechanism for this stage of 

the turnover cycle. The calculated free energy changes ΔGMeTHF reported above 

(Figures 29-33) refer to a standard state of 1 atm for all species, but de-tailed 

considerations of the rate-determining step (or, in general, of the turnover-dependent 

intermediate and transition state within a steady-state catalytic cycle) depend upon 

actual concentrations under experimental conditions. The relative Gibbs energies 

shown in Figure 36 are corrected for the change from 1 atm (concentration c1) to the 

standard reaction conditions (Table 31; concentration c2) by the term RTln(c1/c2) at 

temperature T = 120 °C. The ligand exchange step B  C (for which a transition 

structure has not been determined) becomes exergonic due to the larger relative 

concentration of alkene 2b, with the consequence that the free energies of the 

transition structures for the alkene insertion and β-hydride transfer sections of the 

cycle are lowered with respect to those in the C-H activation section. The resulting 

profile (Figure 36) shows four transition structures (TS(A-B)1, TS(A-B)2, TS(C2-

D2)2,1 and TS(D2-E2)1a) all with quite similar free energies. 
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Table 31: Conversions to 3a through optimization of Oxazolidinone Directed C-H 
Alkenylationa. Where aGeneral Reaction Conditions: 1a – 1 mmol, 2a – 3 mmol, [RuCl2(p-
cymene)] (2.5 mol%), AgSbF6 (20 mol%), Solvent (4 mL). b 1H NMR conversion. cAgOAc (2 
equivalents). dWithout [RuCl2(p-cymene)]2. eWithout AgSbF6. fReaction performed at 100 
°C gAgSbF6 (10 mol%). hSolvent (1 mL). Graphic from J. Leitch, P. B. Wilson, et al., ACS 
Catalysis , 2016, 6, pp 5520-5529. 

 

 

 

 

 

  

Entry Solvent Oxidant 3ab 

1 DCE Cu(OAc)2 15 

2 1,4-dioxane Cu(OAc)2 56 

3 DME Cu(OAc)2 72 (68)c 

4 2-MeTHF Cu(OAc)2 70 (67)c 

5 2-MeTHF/AcOH 3:1 Cu(OAc)2 - 

6 2-MeTHF Ag2CO3 13 

7 2-MeTHF AgOAc 48 

8 2-MeTHF AgOAcd 64 

9 2-MeTHF AgO2CCF3 Trace 

10 2-MeTHF Cu(OAc)2·H2O 77 

11e 2-MeTHF Cu(OAc)2·H2O - 

12f 2-MeTHF Cu(OAc)2·H2O - 

13g 2-MeTHF Cu(OAc)2·H2O 68 

14h 2-MeTHF Cu(OAc)2·H2O 78 

15h,i 2-MeTHF Cu(OAc)2·H2O 80 (76)c 
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8.4 Kinetic Isotope Effects 

 

Residual translational and rotational contributions to Hessian elements 

(punch=derivatives) were removed by a projection method and kinetic isotope effects 

at 393.15 K were determined within the rigid-rotor/harmonic approximation without 

scaling of vibrational frequencies, which satisfied the Teller-Redlich product rule; 

tunneling was treated by means of Bell’s model applied to the imaginary frequency 

for motion along the reaction coordinate. 

  Relative to A, the computational modelling predicts an intrinsic KIE kH5/kD5 = 2.2 

for the C-H activation step. Since the preceding transition structure TS(A-B)1 for 

formation of the agostic intermediate is calculated to be slightly higher in energy, the 

intrinsic KIE would be partially masked, leading to a reduced value for the observed 

isotope effect. The experimental KIE by direct comparison of initial reaction rates for 

1a and [D]5-1a has a value of about 2, which seems to suggest that most of the 

intrinsic KIE is being expressed. The KIEs calculated for the individual agostic 

formation, migratory insertion, and β-hydride elimination steps are all essentially 

unity as expected (Figure 29).  

The KIE determined by the method of intermolecular competition expresses the 

isotopic discrimination up to the first irreversible step of the cycle, relative to free 

starting material.  

 

 

Figure 37. Ru(II)-Catalyzed Alkenylation of Isotopically Labelled Substrate. Graphic 

from J. Leitch, P. B. Wilson, et al., ACS Catalysis , 2016, 6, pp 5520-5529. 
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It is known that cyclometallation is reversible (Figure 37), leading to loss of deuterium 

from the ortho position of 1a. The product ratio determined in the competition 

experiment therefore reflects the isotope effect on cyclometallation. However, the 

interpretation of the experimental isotope effect is complicated by at least two factors. 

First, the isotopic product ratio observed depends upon the degree of conversion, 

since starting from a 1:1 mixture of isotopologues, a product ratio of 1:1 must be 

obtained for 100% conversion: the observed isotope effect should be corrected for the 

fractional degree of conversion, which leads to a greater value for the KIE. 

 

 

Figure 38. Relative Gibbs energies (kcal mol-1) for species in the catalytic cycle at 

25 °C and equal concentrations equivalent to 1 atm (dark gray) and at 120 °C and 

concentrations equivalent to the actual initial experimental conditions (light gray). 

Graphic from J. Leitch, P. B. Wilson, et al., ACS Catalysis , 2016, 6, pp 5520-5529 

(SI). 
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Second, the fact that isotopic exchange at the ortho position is seen to take place 

during cyclometallation means that the proportion of deuterated 1a in the reaction 

mixture is reduced, leading to an increase in the apparent value of the KIE. 

Numerical simulation shows that only a small percentage of isotopic exchange due 

to B  A reversibility is required to account for an apparent KIE of about 2.6 as 

observed for the intermolecular competition experiment. 

Referring back to the novel ideas described earlier in this chapter, Figure 38 shows 

the Gibbs energies across an entire cycle. This incorporating the idea of turnover, 

would lead to subsequent cycles falling sequentially lower in energy, until 

completion. It is important to highlight the inherent applicability and accuracy of the 

protocols implemented for this complex reaction, in terms of calculation and 

interpretation of the isotope effects from the theoretical investigations. Of course, it 

is not expected that theory and experiment naturally match exactly, however the 

inherent similarity is encouraging, as provides further evidence that the theory and 

implementation of the SULISO suite is relevant to entirely different reaction scenarios 

than the enzymic and model systems treated in previous chapters. The predicted 

isotope effect matched well with experiment, and allowed for determination of the 

rate determining state and turnover parameters, as described in section 8.2. 

 

8.5 Dispersion effects 

 

Chapter 7 raised the interest in dispersion as an additional consideration in 

obtaining reliable isotope effects data from calculations. Indeed, incorporating 

dispersion within the optimization routine has been found to result in profound 

differences in geometry and therefore inter and intra-molecular interactions.8 Figures 

39 and 40 show the difference in geometry of A between dispersion-corrected, and 

dispersion-optimised forms. 
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Figure 39. Dispersion-optimised geometry of intermediate A, with ring planes 

denoted by blue dotted lines. 
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Figure 40. Dispersion-corrected geometry of A, with ring plane angles denoted by 

blue dotted lines. 

 

 

Although there are natural, inherent similarities between the structures in Figures 

39 and 40, a distinctive interaction between the ring systems in the dispersion-

optimised structure are observed, compared to the dispersion-corrected equivalent. 

To reiterate, dispersion-optimised, or DO structures arise from incorporating the 

dispersion element within the optimization routine within Gaussian09. Conversely, 

the dispersion-corrected, or DC structures, are output from SPE calculations on the 

non-dispersively-corrected geometries, in order to obtain energies with incorporated 

dispersion. 
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However, the question remains of what this means to the present study. In earlier 

sections of Chapter 7, in was seen that incorporating dispersion has little effect on 

the isotope effect obtained for COMT-catalysed methyl transfer, but to what extent is 

this true for this ruthenium-catalysed CH-activation? 

The Figures above detail the importance of dispersion within the optimization 

routine, leading to different geometries than DC calculations, thereby producing 

different Hessian matrices for calculation of the isotope effects within the reaction. 

In order to provide a definitive and continuous investigation of this effect, the agostic 

RS and TS, and CH activation RS and TS structures were recomputed with the DO 

protocol. 

 

Table 32. Kinetic isotope effects for selected dispersion-corrected (DC) and 

dispersion-optimised (DO) reactions within the catalytic cycle in Figure 29. 

 KIE (DC) KIE (DO) 

Agostic formation [A --> INT(A-B)] 1.02 2.11 

C-H activation [INT(A-B) --> B] 2.17 2.87 

 

 

Conversely to the work on COMT-catalysed methyl transfer, here a significant change 

represented by the dispersion-optimised results on the isotope effects is noted. 

Indeed, with the KIE for agostic TS formation raising to more than 2, this correlates 

well with previous work on similar reactions, where agostic formation was shown to 

be a major contributor in the CH activation catalytic cycle.266, 289 However, can these 

changes be attributed to any particular parameter within the optimisations, or in 

fact a particular degree of freedom? In order to consider this, the changes in bond 

lengths, angles and dihedrals for the agostic formation TS were considered for the 

DC and DO structures. 

  



8. Isotope effects in inorganic catalysis 

 

214 

 

Table 33. Selected structural parameters for structures of TS A, from which the 

isotope effects in line 1 of Table 32 arise. Dispersion-corrected (DC) and dispersion-

optimised (DO) values are included, with a difference also quoted. 

 
(DC) (DO) ∆ 

average Ru-phenyloxazolidinone ring distance 2.69 2.59 0.1 

average p-cymene - phenyloxazolidinone ring distance 3.57 3.44 0.13 

p-cymene - phenyloxazolidinone ring plane angles -55.1 -48.4 6.7 

 

In order to consider the basis by which the DO KIEs quoted in Table 32 vary from 

the DC results, the values in Table 33 were tabulated. Key parameters which have 

previously been described as affecting the magnitude of isotope effects in previous 

chapters, include environmental influences on the sites of isotopic substitution. 

These being the hydrogen atoms in the phenyloxazolidinone ring, their proximity to 

other moieties will lead to varying electrostatic and steric effects. 

One effect of dispersion incorporation as detailed by Schreiner and coworkers, 

includes hydrogen bonding, and electrostatic contributions.8 Of course, in earlier 

chapters the marked effect electrostatics have on isotope effects and their 

contributing factors have been demonstrated, however dispersion incorporation 

brings to light the inherent sensitivity of these effects to geometrical change. Indeed, 

with the tilting effect of the ring in the DO structure, both the p-cymene pi system 

and phenyl system on the oxazolidinone are able to align, effectively placing the 

isotopically sensitive atoms on the oxazolidinone ring in closer proximity to the 

electronegative effects of the oxygen atoms on the acetyl fraction. 

It can be expected that this more reasonably represents the structures responsible 

for the experimental isotope effects, where the conjugate systems would exhibit an 

energetic favourability to increased interaction, thereby contracting the scope of the 

entire structure. 
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8.6 Summary 

 

Having explored an additional feature contributing to the output of calculated 

structures in common computational methodologies, two examples of incorporation 

of dispersion effects have been seen. 

In the case of COMT-catalysed methyl transfer, DO structures varied little in KIE 

from their NDC equivalents. Indeed, the isotope effect itself did not significantly 

change with dispersion incorporated. Conversely, in the case of the ruthenium-

catalysed C-H activation, described in the latter half of this chapter, significantly 

different isotope effects obtained from the DO as compared to the DC structures have 

been shown. Indeed, in the DO calculations, the KIE for agostic TS formation 

increased to 2.11, from 1.02 in the DC. This has been rationalised through the 

changes in geometry observed with DO. 

Of course DC calculations are less time consuming, and in some cases would be 

sufficient (as in COMT), however for the catalytic cycle discussed in this chapter, the 

importance of including dispersion effects within the optimisation procedure and 

therefore producing a structure as opposed to simply an energy which has been 

dispersively corrected, results in markedly different KIEs. 

In order to explain this, a subset of the internal coordinates were shown in Table 33, 

whereby increased interaction between the pi systems on the conjugated rings, and 

environmental electrostatic effects on the isotopically sensitive atoms were 

responsible for the differences observed in KIEs. 

Having now described numerous effects on computational KIE and EIE calculations, 

it is timely to review the findings of this thesis, in terms of recommended protocols 

for isotope effect calculation and interpretation, which will be the subject of Chapter 

9, which will go on to briefly discuss current and future work in the field, with 

particular emphasis on additional guidance which can be applied to the discipline at 

large. 
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9. Recommendations for isotope effect calculations in the supramolecular age, 

and Future Work 

 

 

This thesis had the aim to provide meaningful, thorough recommendations for the 

future calculation and interpretation of isotope effects. The theory of KIEs and EIEs, 

their calculation and related parameters formed the initial chapters, moving on to 

examples from the literature. 

This was followed by a detailed description of the computational theory behind the 

calculations within the thesis, as well as those described from other sources. 

Electronic structure theory was introduced, moving onto larger systems with 

QM/MM calculations and molecular dynamics. 

Chapter 2 deepened the theoretical background by describing the suite of isotope 

effect calculation software and vibrational characterisation codes used in the context 

of this work. This was developed into alternative methods for isotope effect 

calculation and estimation of drug-related discovery in computational science. 

Chapter 3 provided the first introduction into the question which would be developed 

throughout the thesis in its entirety; namely factors influencing isotope effects which 

perhaps are less traditionally considered and result in significant impacts not only 

on results but also on their interpretation. The methyl cation was shown to exhibit 

significant isotopic sensitivity when it came to solvent environment and electrostatic 

interactions, suggesting that similar considerations should be taken into account for 

general isotope effect calculation. 

Chapter 4 provided a more rounded methodological study on the impact of different 

electronic structure methods on the vibrational frequencies and isotope effects 

obtained from the methyl cation and its isotopologues. In addition, it was 

recommended that caution be used when combining anharmonic corrections with 

certain DFT functionals (including M06), as well as the PCM parameterisation in 

Gaussian09, which produces anomalous results. The major finding of this work, was 

that anharmonic corrections being computationally expensive, are not necessary 

form small basis set calculations in order to obtain more reliable vibrational 

frequencies. Instead, scaled harmonic frequencies can provide the accuracy 

equivalent to anharmonic corrections, and in some cases, superior to these. 
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With Chapter 5, the discussion moved from implicit solvation to explicit, considering 

the inherent effect solvent distance and shell formation will have on the isotopic 

sensitivity of a system. This included an additional investigation into the nature of 

the degrees of freedom within a system, with our novel approach of a superheavy 

cage, showing the effect spurious motions of solvent atoms have on the reliability of 

isotope effects obtained from calculations. By tethering these motions as in a protein 

environment, isotope effects for the full system reflected a not insignificant effect 

from environmental effects perpendicular to the reaction coordinate. Indeed, it was 

shown that these interactions must be taken into account for a system in order to 

provide a thorough and balanced interpretation of isotopic sensitivity and the system 

interactions. 

The cutoff procedure was introduced in more detail within Chapters 6 and 7, with 

the cage system being the subject of Chapter 5, being used as the test system for 

application of cutoff. It was noted both for the cage system and QM/MM structures 

that initial 3-bond cutoffs as suggested by Wolfsberg and Stern did tend to produce 

reasonable results, although cutoffs affecting the reaction coordinate significantly 

resulted in marked deterioration of the reliability of the isotope effect obtained. 

Chapter 7 considered another factor in common electronic structure calculations, 

this being dispersion. Indeed, larger systems often include dispersion interactions as 

these have historically been seen to be significant in magnitude only for these, 

however recent work has shown that dispersion can have a significant effect for 

smaller systems also, in terms of electrostatic and conjugative properties. It was 

shown that for the COMT-catalysed methyl transfer investigated in the context of 

this chapter, dispersion effects did not result in significant structural or isotopic 

change. 

Chapter 8 moved on to describe work carried out in collaboration with synthetic 

organic colleagues, on ruthenium-catalysed C-H activation. This was important for 

the methodology used within our isotope effect studies, as proved the validity and 

inherent reliability of our theory in comparison to the experimentally-obtained 

results. Additionally, this allowed us to again consider the effects of dispersion, which 

were markedly more significant here than in the COMT work. 
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Indeed, including dispersion within the optimisation routine as compared to in a 

correction within a single point energy calculation, had the result of altering the 

geometry and subsequently the isotope effects obtained for steps in the cycle. This 

was explained through the change in directionality of the ring plane interactions, 

with additional pi-stacking from each conjugated ring occurring in the DO structure 

as opposed to the DC structure.  

It is clear that a number of points are worthy of note from this work, each to be 

explicitly considered not only in the calculation, but also interpretation of isotope 

effects. The following guidelines are structured in order to serve as recommendations 

for researchers using any combination of electronic structure code. Examples are 

given of codes (such as SULISO for isotope effect evaluation) however other examples 

exist and are mentioned appropriately. The recommendations are broadly centred 

around the conclusions from each chapter of this thesis, in order to provide some 

continuity to the presented work. 

 

9. 1. Solvent effects on isotope effects not only exist, but can have a profound influence on KIEs and EIEs 

 

The effect of the environment on computed isotope effects has been the subject of 

some discussion throughout this work, and the concept of solvent effects on isotope 

effects features heavily. It has been shown that the equilibrium isotope effect for 

methyl transfer from vacuum to a PCM solvent varies significantly with the dielectric 

constant of the solvent.1 In particular, this variation is most pronounced within the 

range of dielectric constants of 1 to 10; the range of dielectrics quoted for most 

enzyme active sites.290 It is therefore recommended that care be taken when 

interpreting mechanistic data from enzyme catalysed reactions in solution, in order 

to ensure that calculated or observed isotope effect, or their variations between 

mutants, is not simply an artefact of the changes in dielectric environment that the 

substrate is exposed to. It is also recommended that calculations take place for 

species in enzyme and solution, in order to gauge solvent effects (if any) on isotope 

effects for the reactions. 
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9.2. Anharmonic corrections are not necessary for electronic structure methods including small basis sets 

 

Anharmonic corrections can be computationally expensive to implement into 

electronic structure calculations, therefore justification for their inclusion must be 

made.189 It has been pointed out,4 that certainly for electronic structure methods 

(ESMs) with small basis sets, it is not necessary to include anharmonic corrections 

within the optimisation or energy evaluation procedure, instead opting for empirical 

scaling factors, which effectively capture the influence of anharmonicity and 

additional effects. Anharmonic corrections as implemented within Gaussian09 under 

the Barone scheme194, 195 seem to be highly method dependant in their reliability; 

combinations of these corrections with the M06 functional produce erroneous results 

for vibrational spectra of the methyl cation isotopologues. In addition, unusual 

results are obtained from combinations of B3LYP with three basis sets of increasing 

size, with anharmonic corrections under the polarised continuum model (PCM). The 

reasonable data obtained from previous B3LYP calculations under the harmonic 

approximation within the PCM1 suggest that it is the combination of these 

implementations which leads to erroneous data for the methyl cation and its 

isotopologues. The fact that the substrate is cationic in nature has also been 

suggested to be a possible cause of the breakdown of these implementations when 

combined.291 

Of course, post-HF methods such as CCSD include anharmonic effects implicitly 

within their treatment of electronic structure, however with the prevalence of DFT 

methods as computationally cheap and often reasonable alternatives to the more 

expensive correlation methods, the question of the benefits of implementing 

anharmonic corrections remains. Indeed, certainly for some systems, anharmonic 

corrections have been shown to greatly improve the accuracy of results relative to 

experiment197, however in the context of these investigations, the robustness of 

current methods remains questionable. As such, it is recommended that for 

calculations with small basis sets (6-31+G(d), or similar), scaling factors be employed 

instead for the treatment of vibrational frequencies. For larger basis sets and 

problems requiring the implementation of anharmonic corrections, certainly as 

applied within Gaussian09, it is recommended to perform both harmonic and 

anharmonic calculations, and carefully compare the results obtained to 

experimental, or higher-level computational results before forming definitive 

conclusions. As we have seen, certain DFT functionals such as M06 do not perform 

well in combination with these anharmonic corrections within Gaussian09, 
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producing erroneous vibrational frequency, therefore care must be taken when 

interpreting and analysing results. Additionally, the use of anharmonic corrections 

within Gaussian09 is not recommended in combination with the PCM, certainly for 

charged species, unless initial benchmarking has taken place. It has been shown 

that the combination of these implementations leads to erroneous vibrational data 

for the B3LYP functional and 6-31+G(d) basis set, which alternatively perform well 

under the harmonic approximation when compared to experiment. Although care 

must be taken to implement anharmonic corrections within calculations in 

Gaussian09, there is no doubt that inclusion of anharmonic effects is likely to 

become commonplace with increases in computational performance allowing for 

anharmonic corrections to be readily implemented within DFT, or more frequent use 

of CCSD and other electron correlation methods. It is also important to highlight the 

recent release of Gaussian16, the latest implementation of the popular electronic 

structure code. It has been suggested that many routines have been overhauled, 

therefore the issues causing the erroneous vibrational results obtained for the methyl 

cation isotopologues with Gaussian09 may be solved within Gaussian16. An 

investigation of this is currently underway. 

 

9.3. Environmental effects can influence isotope effects in solution and enzyme 

 

The discussion on solvent effects broadly led to a more in depth investigation into 

explicitly solvated systems, and the effect of influences other than those in the 

direction of a reaction coordinate, on vibrational data and isotope effects for a 

reaction. The methyl transfer within a constrained cage of five water molecules at the 

vertices of a trigonal bipyramid was considered as a model system for COMT 

catalysed methyl transfer. With the linear positions of the vertices of the trigonal 

bipyramid being readily variable, it was possible to effectively vary the level of 

solvation of the methyl cation in the centre, by varying the distance of the so-called 

axial and equatorial water molecules within the cage structure. Condensed 

structures with small distances between the methyl cation and the surrounding 

water molecules replicated highly solvated systems with exhibiting large values of 

dielectric constant such as enzyme active site. Conversely, expanded cage structures 

with large distances between the methyl cation and each vertex of the trigonal 

bipyramid modelled weakly solvated systems exhibiting low dielectric constants. 
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Changes in both the methyl transfer axis, or axial direction, and that perpendicular 

to the reaction coordinate, or equatorial direction led to variations in the calculated 

isotope effects. Indeed, variation in the axial direction produced significant changes 

to the observed isotope effect, leading to a change from SN2 methyl transfer at short 

axial Cmethyl-Oaxial-water distances, to a more SN1-like process at larger axial extensions. 

This mechanistic change is noteworthy as highlights the sensitivity of mechanism to 

the geometry of the reaction coordinate. Perhaps less predictable however of some 

significance, is the effect of the equatorial substituents, and their distances from the 

methyl cation, on the calculated isotope effects. These substituents form hydrogen 

bonds with the hydrogen atoms on the methyl cation, and are directly positioned at 

each vertex of the C-H bonds. Although smaller in magnitude to the isotope effect 

differences observed in changing axial substituent distances, the effects of changing 

the distances for these hydrogen-bonded moieties were nonetheless significant. 

Moreover, earlier work by Klinman and coworkers had considered changes in KIEs 

within the COMT active site, between WT and mutant COMT, to support the 

compression hypothesis, a suggestion that the active site mechanically forces 

reactions to occur, leading to its catalytic power. However, the data presented by 

Klinman, where 2o-α T3 KIEs on kcat/KM were found to be 0.791  0.012 for wild type 

human COMT, and 0.822  0.021 and 0.850  0.012 for the Y68F and Y68A mutants 

are readily explained instead by the changes in environmental effects perpendicular 

to the reaction coordinate, rather than axial compression. Indeed, k(CH3)/k(CT3) for 

methyl transfer within the constrained cage of water molecules becomes less inverse 

by 3% when interactions perpendicular to the reaction coordinate increase in 

magnitude (0.5 decrease in hydrogen bonding distance). This suggests that at least 

partially, observed KIEs for mutant structures of COMT as compared to the WT can 

be rationalised by changes in the local dielectric of the enzyme active site. This 

provides meaningful evidence of an electrostatic origin to catalysis in AdoMet-

dependant methyltransferases. This also suggests that for future interpretations of 

isotope effects in enzymes, the effect of the local environment or changes therein 

must be considered in order to ensure that accurate and reliable conclusions are 

drawn from the isotope effects and associated data. This can be accomplished by 

discerning the effects of local residues present in the active site on the isotope effect 

individually, and in combination, as well as constructing model systems to identify 

the origin of the electrostatic contribution to catalysis. 
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9.4. The vibrational origin of isotope effects is important and needs to be identified for reliable 
interpretation 

 

Isotope effects depend on a number of components. From the statistical mechanical 

and transition state theory approaches, it is understood that three main components 

contribute to the magnitude and direction of isotope effects.2 The vibrational 

excitation term, or EXC as referred to throughout this thesis accounts for excited 

vibrational states and the effect population of these will have on an isotope effect. 

The mass and moments of inertia term takes the molecule as a rigid rotor and 

includes contributions from the translational and rotational energies. Finally, the 

zero point term, or ZPE, describes the contribution to the isotope effect from the 

energies of 3N-6 normal vibrations. In each reaction or problem in which isotope 

effects are employed to probe the nature of the reactivity and mechanism, different 

vibrational contributions will dominate in the determination of the isotope effect. It 

is often the case for ground state systems that the ZPE component will dominate. 

The question however must be asked as to which vibrational modes contribute 

significantly to this component to the IPFR and thus isotope effect. Isotopically-

sensitive stretches and bends of the isotopically substituted atoms are often 

identified as principally contributing to the magnitude or trends in ZPE, however as 

noted earlier,3 other modes can contribute as effectively. Indeed, although the trend 

in isotope effect with distance of equatorial hydrogen-bonding moieties was 

dominated by the C-H stretching vibrations in the methyl cation in Reference 3, the 

overall normal direction of the isotope effects was governed by bending modes and 

external degrees of freedom (translations and rotations). Inspection of these 

components is often of great value in successfully interpreting isotope effect data, as 

indicates the isotopic sensitivity, and contributions of the atoms within a chemical 

system. It is recommended that this approach be taken when interpreting isotope 

effects and vibrational data, in order to ensure that conclusions match the 

underlying vibrational data obtained. Additionally, inspection of these components 

can be vital in assessing the reasonableness of the data obtained. Indeed, due to the 

nature of embedded systems such as the methyl cation with the constrained cage of 

water molecules, which simply models a larger QM/MM system, vibrations of the 

reacting system can become inherently coupled with the environmental atoms. This 

was observed previously, and led to the use of the so-called superheavy approach. In 

coupled systems, it is often the smaller atoms and moieties which can lead to slight 

errors in vibrational calculations due to spurious vibrations. In order to avoid these 
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whilst still maintaining the use of the same system, the masses of these smaller 

moieties can be modified to large magnitudes in order to effectively tether these in 

space and avoid unusual vibrational results. This can easily be accomplished with 

the SULISO software,292 where the masses of atoms can be edited in the standard 

input. Alternatively, other isotope effect calculation software allows for this, also.17 

Another advantage to this technique, is the mimicry of a supramolecular system. 

Indeed, COMT has a mass of approximately 30 kDa, and with each hydrogen on 

water molecules in the constrained cage described in Reference 3, replaced by atoms 

of mass 999, the mass of the constrained cage becomes >10kDa, a figure far closer 

to that of the environment of the modelled reaction, than previously. Of course, it is 

not suggested that this provides a viable alternative to large scale computations such 

as QM/MM simulations, as this mass effect certainly does not take into account the 

electrostatic, steric and additional effects afforded by state of the art QM/MM 

techniques. 

 

9.5. The use of the cutoff approximation is both valid and reasonable in computational studies of large 
systems 

 

The subject of some scepticism, the cutoff approximation, where a molecular Hessian 

matrix is truncated to rows and columns corresponding only to a subset of the atoms 

in the system, remains both usable and reliable when applied judiciously.224 Cutoff 

methods are applied as often the full optimised system is not used in computation of 

KIEs from large QM/MM structures, instead a subset of the supramolecular system 

such as the QM region, or smaller, is used to compute KIEs. As such, the 

implementation and manner in which the system is truncated are particularly 

important in correctly and reliably evaluating isotope effects arising from analysis of 

large structures. Indeed, it is recommended that, particularly when truncated 

Hessian matrices for KIE computation, the description of the reaction coordinate 

remains the same as in the original system. It has been found that cutoffs 

particularly involving truncation of atoms or residues along the reaction coordinate 

lead to large errors in computed isotope effects compared to the full system 

descriptions. This by should be no means dissuade users of program CUTOFF (as 

included in the SULISO suite), or other software, however it is important to ensure 

that reasonable cutoffs are established based on the reacting system. For example, 

Wolfsberg and Stern originally suggested two, or three bond cutoffs (where the 

number of bonds is taken from the isotopically substituted atom as the origin).15, 227 



9. Recommendations for isotope effect calculations in the supramolecular age, and Future Work 

 

224 

 

It has been noticed herein that three-bond cutoffs can provide reasonable models of 

the full systems, however ensuring the accurate description of the reaction 

coordinate, especially for KIEs remains important. This is accomplished by 

inspecting the modes and atoms which are isotopically sensitive and contribute to 

the total KIE, ensuring that these remain in the truncated system. It has also been 

noted that computation of EIEs is less sensitive to breakdown in the description of 

the reaction coordinate than KIEs. Indeed, the components of EIEs tend to be 

conserved with more truncated systems, largely due to their dependence more on 

environmental effects than an explicit coordinate as in KIEs. It is also recommended 

to treat isotope effects with the so-called all frequencies method, where small 

imaginary vibrations are treated as real. This has been found to lead to more accurate 

representations of systems, rather than treating these as alternative motions such 

as librations. The SULISO suite allows for designation of imaginary modes, or their 

treatment as real vibrations through the modification of the LIPFR and UJISO codes. 

Users are directed towards the manuals for these pieces of software, which are 

available on the suite GitHub archive: https://github.com/pbw20/SULISO 

 

9.6. Dispersion corrections should be called within the optimisation procedure and not only for single-
point energy calculations 

 

Dispersion interactions, being the attractive portion of the van der Waals potential 

have been the subject of some discussion based on their implementation in common 

electronic structure methods. Some higher level techniques such as MP2 and CCSD 

include these implicitly with their perturbative or correlated treatment of electrons, 

however most DFT methods do not. As such, the question of where and more 

importantly when to apply dispersion corrections remains relatively unanswered. The 

implementation of dispersion corrections for the cage test system, COMT catalysed 

methyl transfer to catecholate, and Ruthenium catalysed C-H activation reactions 

were recently tested for computational expense based on employing dispersion within 

the optimisation, thereby leading to different geometries than implementing the 

correction simply as a post-optimisation single point correction. Very little difference 

in the timescale of simulations was found, leading to the suggestion that the 

incorporation of dispersion corrections within the optimisation routine is not 

onerous. This is recommended for systems where dispersion is likely to have an 

effect, and due to the relative computational ease of implementation, could be 

included in all calculations. It has been shown that dispersion corrections 

https://github.com/pbw20/SULISO
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implemented within the optimisation (DO) often lead to structures which differ in 

geometry to the non DO equivalents. This naturally has an effect on the energetics 

but can also have a profound effect on other properties, such as the isotope effects 

computed for reactions. Indeed, it has been demonstrated that for some reactions, 

DO has little effect on the KIEs, and some effect on the computed reaction barriers. 

Conversely, for the ruthenium-catalysed C-H activation study, DO structures lead to 

largely different computed KIEs for the reactions. It is therefore recommended that 

dispersion corrections are implemented within optimisation calculations, and not 

just as post-optimisation single point corrections. This of course can lead to the same 

results, however it has been shown that at least for some reactions, DO geometries 

lead to different KIEs. In the context of this work, dispersion has been implemented 

within Gaussian09, using Grimme’s D3 correction with Becke-Johnson damping, 

however a number of alternatives also exist, and the reader is directed to a recent 

review by Wagner and Schreiner, which details the main points and common codes.8 

 

9.7. Toolkit for supramolecular isotope effect calculations 

 

A brief summary of the recommendations for supramolecular KIE and EIE 

calculations is included below, and intended for use as a broad-spectrum set of 

guidelines: 

 Correctly describing the reacting system is vital in terms of isotope effects: all 

(or the most significantly) isotopically-sensitive vibrational modes must be 

taken into account when computing isotope effects, as omitting these will lead 

to errors. 

 The description of the system is carried out through an initial optimisation 

(QM or QM/MM most likely). This should equally reflect the real system as far 

as possible. Electrostatics can be very important in enzyme catalysis and a 

correct description of these, particularly in the active site, will lead to more 

reliable results. 

 Dispersion corrections should also be employed during the optimisation 

procedure. These are not computationally expensive, and will likely improve 

the reliability of the geometries obtained from optimisation routines. This will 

in turn provide more reliable isotope effects. 

 Anharmonic effects can affect results, however are included in MP2 and 

higher-level computations. In QM/MM systems where the size of system is 
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prohibitively large for such calculations, the use of scaling factors for DFT 

methods is suggested. Currently, there are difficulties in the implementation 

of anharmonic corrections within Gaussian09, therefore users of this software 

are urged caution when combining these corrections with DFT functionals, in 

particular for charged systems. It is recommended that these corrections are 

employed and compared to the same calculation under the harmonic 

approximation in order to assess the reasonableness of results. 

 Once reasonable structures have been optimised, it is important to correctly 

calculate the KIEs and/or EIEs for the reacting system. The SULISO suite292 

and the ISOEFF17 program are two pieces of software which can accomplish 

this. It is recommended that small imaginary frequencies arising from 

spurious small atom motions within a QM/MM system are treated as real, and 

not ignored. This generates more reliable isotope effects. 

 Reliable interpretation of isotope effects is important. When considering the 

origin of the isotope effects obtained, factors other than those described in the 

reaction coordinate must be considered. The contributions from the local 

electrostatic environment, sterically bulky moieties, and other environmental 

effects must be taken into account in order to accurately describe the nature 

of the isotope effects obtained. In depth analysis of the components of KIEs 

and EIEs is provided in the output files from the programs in the SULISO 

suite, where the individual contributions from atoms and individual modes to 

the isotope effect can be obtained. This will lead to reliable mechanistic 

interpretations of the nature of isotope effects. 

 

 

Isotope effects, as such, are widely used as the most subtle of experimental probes, 

and a detailed theoretical and methodological understanding of isotopic sensitivity is 

inherently necessary for reliable interpretation of experimental results and 

calculations. Herein, recommendations and examples have been provided to 

supplement the field with a detailed analysis of the basis behind interactions 

responsible for KIEs and EIEs. In the final part of this chapter, very recent advances 

in the field, as well as avenues for future work will be considered.  
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9.8. Recently published results and future work 

 

One aspect of isotope effect science, is that it is constantly changing due to the nature 

of the subject. Of course, this can be said for numerous disciplines within the 

scientific community, however the breadth of incorporation of isotope effect studies 

within general research is exceptional. 

Very recently, two rival groups have published on the subject of QM region size within 

QM/MM calculations, and the impact of results obtained, which include isotope 

effects.293, 294 This is inherently relevant to the work presented herein, as touches 

upon a similar discussion as that of the cutoff approximation. Indeed, in some way, 

the size of the QM region is the first step in a cutoff implementation and establishes 

the maximum size of the region for explicit calculation of isotope effects. The 

description of this region can thereafter be truncated by the cutoff procedure, 

however if the QM region itself is not large enough then the isotope effects will not 

be accurate reflections of the reacting system. 

The first, by Jindal and Warshel highlights that obtaining results which can be 

considered reliable, requires significant sampling, as well as a reliable QM approach 

itself. They modelled the free energy profile of the reaction of COMT-catalysed methyl 

transfer, with convergence modelled based on the size of the QM region. As can be 

expected, analogous to the cutoff work in earlier chapters of this thesis, Warshel and 

Jindal note that the smallest subsets/ smallest QM regions, tend to yield results less 

representative of the entire system. Warshel notes that there are more marked 

differences between size of system, when calculated exothermicity is considered. 

They point out that systems without ionic incorporation lead to less reliable results, 

in keeping with work presented earlier in this thesis, relating to electrostatic and 

charge-related influences on systems. 

Warshel and Jindal also show the importance of not only including direct reaction 

coordinate molecules within the QM region, with inclusion of perpendicular residues 

resulting in substantially greater accuracy in the activation free energies. These 

energies corresponding to inclusion of different residues within the system are 

confirmed as not being additive, an analogous situation to the isotope effects 

obtained within the anharmonic evaluations carried out earlier in this thesis.  

In terms of COMT mutants, which are the subject of the compression controversy, 

Warshel and Jindal point out that a large QM region must be used, as the effects of 
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the mutations must be considered as a whole, rather than a subset; certainly in the 

first instance. 

There is additional information provided by Warshel and Jindal, on the importance 

of correct electrostatic and structural data. Indeed, they describe the importance of 

a correct dielectric description of the active site cavity in order to obtain reliable 

results, a conclusion supported by the cage and QM/MM work included in this 

thesis. 

Warshel and Jindal suggest that the size dependence on reliability of QM/MM system 

calculations in not as important as perhaps expected. Indeed, they consider that the 

dependence on size is far smaller than the catalytic effect of the COMT enzyme used 

as the test case within the study.  

They highlight the importance of the donor-acceptor axis, indicating that residues 

within this have been shown to significantly contribute to the catalytic effect and 

nature of the reaction. Additionally, they comment on the environmental residues, 

suggesting that although exhibiting less of an effect on the substrate and reaction, 

their inclusion contributes to the dielectric environment and steric effects of the 

system. They conclude by stating that size dependence may not be as critical as 

previously thought; including residues not in direct contact with the reaction 

coordinate (i.e. similar to our three bond cutoff) does not change the activation barrier 

in a significant way. 

 

Klinman and coworkers also recently treated the size dependence of QM/MM 

calculations using the COMT enzyme as an example. They considered systems from 

64 atoms, through to 940 atoms within the QM region. They show that structural 

and chemical properties of COMT slowly approach the asymptotic limits, as they 

added residues to the QM region.  

Klinman and coworkers described how distances between reactants and partial 

charges on these, converged slowly with increasing QM region size, highlighting that 

through the use of multiple functionals, they had limited the effect of correlation-

related error responsible for some previously quoted results. 

They described how their large QM/MM simulations showed that the charge transfer 

process within the reaction, does not occur until after the TS, and that this charge 

transfer strongly affects the orientation of the ES complex. The group introduce a 
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concept known as charge-shift analysis, in identifying the residues key to obtaining 

reliable results. It is interesting to note that this produced very good results for 

example in using only 16 residues out of 56 in a system, however some of the 16 

would not have been chosen from proximity or chemical intuition, suggesting that 

their charge/electrostatics based choice of residues was important. 

Klinman and coworkers conclude that forces on the central QM atoms do not 

converge until the QM region reaches more than 500 atoms, a suggestion which 

remains to be tested for KIEs, which would be affected by the correct description of 

these forces. Indeed, it is suggested that QM regions of more than 10 times the typical 

size be used in the future for reliable structural or energetic evaluations, however for 

simple quantitative accuracy, it is possible to carry out the charge shift analyses as 

described by Klinman and colleagues, and obtain reasonable data from only 16 

residues in the active site. 

There is some disagreement between these published results. Indeed, Warshel and 

Jindal suggest that, other than including residues directly in contact with the 

reaction coordinate, the accuracy of computed activation barriers does not change 

significantly when including additional residues. Conversely, Klinman and coworkers 

mainly claim that for reliable structural and energetic evaluations of structures from 

QM/MM calculations, QM regions must be approximately 10 times their current 

typical size, and for converged forces in the active site, more than 500 atoms must 

be included in the QM region. 

 

9.81. Future Work 

 

Future work in this field will build upon the guidelines established in this thesis to 

develop our understanding of additional factors influencing the reliable calculation 

of KIEs and EIEs in supramolecular systems. Work is currently being undertaken by 

the author to verify the published anharmonic data by computations in the 

thoroughly revised Gaussian16 program. 

Additionally, three publications are in preparation. One treats the SN2 to SN1-like 

change in mechanism observed for the cage structures described in Chapter 5, and 

the factors influencing this. Additionally, the dispersion optimised results for 

ruthenium-catalysed C-H activation are being prepared for publication as an article 

aimed at recommending the use of dispersion optimisation as opposed to the use of 



9. Recommendations for isotope effect calculations in the supramolecular age, and Future Work 

 

230 

 

dispersion as a single point correction. Finally, the cutoff results presented for the 

cage system are currently under preparation for a manuscript. 

Work will focus on using the Warshel295 and Klinman293 studies to describe the effect 

of QM region size in QM/MM calculations, on computed isotope effects, and their 

reliability. This will feature as a complementary study to applications of the cutoff 

procedure, and will include use of the cutoff technique within the QM region sizes 

also, in order to reassess truncation. 

As a final notion to complete this thesis, a number of recommendations have been 

put forward through judicious use of theory combined with experiment and higher 

level methodologies, in order to provide the field of isotope effect science with 

additional guidance in calculation and interpretation. It is the hope that this thesis 

will help guide future investigations, and suggest new ways to interpret isotope 

effects on the basis of molecular structure and chemical data obtained. 
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