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ABSTRACT

The validation of the “interFoam” CFD model (part of the OpenFOAM)
CFD library is described for a number of wave/structure interaction prob-
lems. The background to the research is described, including the reasons
for the selection of a new, previously unvalidated CFD code for this pur-
pose. The numerical aspects of the code are briefly reviewed as are some
of its additional features including the simulation of porous media. The
new wave-generating boundary condition, created as part of this project,
is described.

The model is validated for the propagation of waves, including vio-
lent, breaking waves, using the widely-known “Dingemans” test case as
well as new data for wave and focussed wave group propagation over
a bar. The model is validated for wave interaction with surface-piercing
structures by examining a test case for focussed wave-group impact on
a surface-piercing cylinder with one near-breaking wave and a second,
breaking, wave. The model is shown to perform well in these cases with-
out the need for calibration and can therefore be considered to be a valu-
able design tool. It is also shown that in these cases the model can run
sufficiently fast to be practical and economic for use as a design tool.

The model is validated for porous media with a case examining pore-
pressure transmission through a porous breakwater. The model per-
forms poorly without calibration, highlighting the high levels of uncer-
tainty in the Darcy parameter, but once calibrated is found to produce
accurate results in very reasonable time. A case study of a porous round-
head defence structure is also presented to further reinforce the practical
usefulness of the model in design.
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1INTRODUCTION

1.1 Aims and Scope

This thesis presents four test cases and one case study designed to val-
idate the “interFoam” Computation Fluid Dynamics (CFD) model for
various problems in the field of wave/structure interaction. Both the
validations and the case study have been conducted in such a way that
they not only show the accuracy of the model, but also demonstrate the
practicality of the model for use in real design problems.

This research is being conducted with a view to the creation of a de-
tailed model of the process of the breaching of coastal defences and while
this thesis only concerns itself with the validation of the model for gen-
eral wave/structure interaction problems, much of the underlying rea-
soning for the selection of the modelling approaches used is predicated
in requirements related to the simulation of coastal defence breaching.

Presented in this introductory chapter is a general overview of some
of the problems in coastal and shallow-water wave/structure interaction
and the reasoning behind the selection of the “interFoam” CFD model as
a tool to meet the long-term goal of a model of defence breaching. Subse-
quent chapters cover the equations and numerics of the model, including
discussion on the simulation of turbulence and porous media (chapter 2);
two test cases validating the model against experimental data of waves
propagating over submerged bars (chapter 3); a test case validating the
model against experimental data of a breaking focussed wave group in-
teracting with a surface-piercing cylinder (chapter 4); and a test case vali-
dating the model for the simulation of a rubble mound breakwater using
the Darcy-Forchheimer equations along with a case study showing the
qualitative use of this in a practical context (chapter 5). Finally, two chap-
ters cover the conclusions that can be drawn from the research (chapter
6) and suggest a variety of topics for further research that could not be
fully explored in the current work (chapter 7).
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2 CHAPTER 1. INTRODUCTION

1.2 Coastal Wave Problems

Wave Propagation

The accurate prediction of wave propagation over arbitrary bathymetry
is a significant problem in coastal engineering and a large number of
models exist for this purpose. The SWAN model is widely used in the
industry for this purpose as are a number of other Boussinesq-equation–
based codes such as that of Gobbi & Kirby (1999). These existing codes
often have several limitations, however, that render them unsuitable for
some problems. Many are unable to cope with discontinuities in the
bathymetry or with complex, three-dimensional structures. Other re-
searchers (Lara et al. (2008) or Westphalen et al. (2007), for example) have
applied the Navier-Stokes equations to the problem using various CFD
models. These too have often proved problematic with Westphalen et al.
(2007) finding that the numerical dissipation in some commercial CFD
codes made wave modelling extremely difficult.

The problem of wave propagation has practical implications in the
design of almost all significant coastal structures as well as beaches and
some structures in the near-offshore. The prediction of a wave climate at
some location local to a coastal structure or landform is required in order
not only to perform accurate assessments of the structural and geotech-
nical stability of the system but also to perform a wide variety of other
assessments such as seakeeping in harbours, water quality or ecological
modelling.

Wave/Structure Interaction

Wave interaction with surface-piercing structures is a problem of some
significance. Most practical man-made coastal structures are not fully
submerged and are therefore subject to wave interaction and wave im-
pact.

Traditional methods for assessing this type of interaction include the
well-known Morrison equation (see e.g. Chadwick et al. (2004)) but this
has been shown to significantly underestimate the effects in some cases.
More complex models for wave diffraction around obstacles have been
developed but require significant knowledge and skill to apply in a prac-
tical situation. (Zang et al. 2006, Zang et al. 2009)

CFD models are being increasingly used in this field as they demon-
strate their wide range of applicability and flexibility to adapt to struc-
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tures with complex three-dimensional geometries. (Greaves 2007, Loehner
et al. 2007, Losada et al. 2008)

An ability to accurately model the processes of wave interaction with
surface-piercing structures would not only aid in the structural design of
such structures but also with a host of other associated problems such as
the design of scour protection schemes, coastal defences and seakeeping.

Breaking Waves

While rarely considered as a problem on their own, the process of wave
breaking adds significant complexity to and wave/structure interaction
or wave propagation problem in which it occurs. The processes of wave
breaking are discussed extensively in a variety of textbooks (see e.g. Boc-
cotti (2000)) but they have several characteristics that make them ex-
tremely difficult to model using simple approaches and that cause sig-
nificant problems for structural designers.

One of the big problems with the modelling of wave breaking is that
of air entrainment. As the crest of a breaking wave spills forwards it can
trap a bubble of air. This air bubble will break up and locally change
the density, viscosity and pressure of the water. Particular problems can
result with surface-piercing structures if air becomes trapped against the
face of a bluff structure. In these cases the air has nowhere to go and high
pressures can be generated on the face of the structure.

Breaking waves that impact upon structures also bring other prob-
lems. In particular if a violently breaking wave “slams” into a structure
the effect is very different to that of a much less violent wave of the same
frequency. Structural design commonly considers the natural frequen-
cies of resonance of a structure and ensures that loadings which excite
these frequencies are both small and infrequent. Breaking waves, how-
ever, excite a very large number of frequencies in the structures that they
hit, making this design process extremely difficult.

Porous Media

Coastal structures tend to be made of materials which are (to a greater or
lesser extent) porous. There are several good design reasons for this in-
cluding that the porous materials dissipate much of the energy of waves,
resulting in smaller run-ups on the structures. Large, loosely laid stones
are also often much cheaper than an equivalent volume of non-porous
material (e.g. concrete).
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This poses a problem for modelling as there is no good, widely ac-
cepted methodology for modelling wave transformation within an arbi-
trary porous medium. There are two approaches: direct modelling, in
which each individual stone and the gaps between them are modelled
explicitly; and the Darcy-Forchheimer equations.

Direct modelling is occasionally possible in cases where the stones
and gaps between them are very large and very regular. It is the most
likely to give the correct answer but it has a significant practical draw-
back: it is very computationally expensive. As each gap has to be mod-
elled, probably with several cells across it in CFD, the model scale is very
significantly reduced and very fine grids become necessary.

The Darcy-Forchheimer equations are widely used in geotechnical en-
gineering for the modelling of flow through soils however they are lit-
tle validated for very coarse materials and rely on several assumptions
(steady, non-rotational flow) which will normally make them unsuitable
for use in wave-structure interaction calculations without careful calibra-
tion.

1.3 The Model

Selection Criteria

As will be shown in the following chapters, wave propagation and inter-
action with structures is an extremely complex, three-dimensional pro-
cess and any model will have to meet a wide range of criteria if it is to be
able to realistically model the air entrainment and complex fluid move-
ments associated with breaking waves.

From a preliminary review of the literature, the following key require-
ments were determined for a numerical model of the process. While it is
clear that a model that fulfils all of the following criteria is some way off,
both in terms of theory and in terms of computational practicality, it is
useful to consider the requirements of a “perfect” model.

In the selection of the model consideration was also given to the fea-
tures that would be required if this model were to fulfil its proposed long-
term aim of informing the dynamic simulation of the breaching process.

Three-dimensional hydraulics

In both real-world and many laboratory scenarios waves are observed in-
teracting with complex structures which cannot be readily simplified into
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a two-dimensional problem. An example of this is the cylinder case dis-
cussed in chapter 4. A requirement for a fully three-dimensional model
which can represent flows travelling around arbitrary, complex three-
dimensional structures is therefore indicated. With currently known tech-
niques, only physical modelling or a Navier-Stokes–based three-dimen-
sional model with appropriate surface-capturing and turbulence schemes
would be appropriate to meet this criterion.

Additionally, Allsop et al. (2007) remarks that many observed breaches
occur at transitions in defences, indicating that asymmetry of geometry
and therefore three-dimensional flow is a common critical case in real-
world breaching scenarios.

Direct simulation of water waves

Wave impact can have an important effect on the initiation of damage
to coastal defences (and hence their breaching) as has been shown by
physical tests by van der Meer et al. (2006). Outside of direct physical
modelling, there are two approaches by which water waves may be sim-
ulated: a direct solution of the hydraulics within each wave, or a solution
for the parameters of the waves such as wavelength, L, and wave height,
H , which are then superimposed on a solution for the mean water level.
In cases for which an embankment or wall is only just overtopping or
which feature wave breaking or wave impact, this latter method may not
correctly simulate the overtopping or transformation behaviour of the
waves. A direct simulation of the water waves is therefore required to
correctly predict wave processes in very shallow water or in cases where
water is overtopping or breaching a coastal defence.

Accurate contact stresses

The contact stress between the water and the structures with which it
interacts is one of the critical values which will determine the nature of
the wave interaction, the response of the structure and allow for predic-
tions of defence failure. The hydraulic model must be able to calculate
this accurately. Not only will this value affect the potential for erosion
of an embankment, but it is also critical to slope stability, structural and
overturning calculations. Additionally, it is likely that the value of the
contact stress will be highly localised in both space and time: in a violent
wave climate, the stress on a coastal structure will vary greatly between
the top and bottom of a wave and in a structure with complex geometry
and at transitional points, stress concentrations are likely to form.
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Close coupling of hydraulic and geotechnical models

While the focus of many post-failure investigations is to find the failure
mechanism, the majority of real failures are as a result of a combination
of failure mechanisms (Allsop et al. 2007, Seed et al. 2008). For example,
a piping or erosion failure may not be sufficient to compromise the de-
fences alone, but may sufficiently weaken an embankment for a slope
stability failure to occur. In order to accurately capture this combination
of phenomena, the model must simulate the effects of all failure modes in
parallel and allow these simulations to interact when scenarios in which
breach initiation occurs have been identified. A choice of model which
allows the hydraulics to be readily coupled to other models of geotech-
nical or structural processes would be extremely beneficial.

Choice of Model

A variety of hydraulic models were considered, including well-known
commercial codes such as CFX as well as more readily-available codes
such as the Gerris model and the OpenFOAM library. Each model is
described below1.

CFX is a commercial CFD package made by ANSYS Ltd. It is widely
used across a broad range of fields, including the fields of civil and ma-
rine engineering. However, previous work on CFX by Westphalen et al.
(2007) indicated that accurate simulation of water waves, except on very
fine grids, could be problematic, with the code requiring meshes be-
yond the limits of modern computer systems for even a relatively simple
model.

Gerris is a free, three-dimensional, open-source hydraulic model us-
ing an octtree grid concept and the non-viscous, Euler equations (Popinet
2003). While it does not have a large number of users, it has been used
in coastal and offshore simulations (Popinet & Rickard 2007). Initial test-
ing with this solver indicated that the solver’s free-surface capabilities
were still at an early stage, however, and might not be suitable for the
simulation of breaking waves.

The OpenFOAM library is a free, open-source library for continuum
mechanics developed by OpenCFD Ltd. which comes with a wide va-
riety of solvers specialised for a wide variety of problems, including a

1This assessment and comparison of the various available models was undertaken
in late 2008 and the comments on each model are representative of this time period. It
is expected that some or all of the issues raised here may have been resolved during the
course of this work.
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series of solvers specialised for free-surface modelling (Weller et al. 1998,
Rusche 2002). Additionally, examples were available of the close cou-
pling of the hydraulic model with a linear-elastic structural model, al-
though this was at a very early stage of development (Olivier & Dumas
2009).

OpenFOAM

Based on this preliminary study, it was decided to use OpenFOAM. At
different stages of this work, different versions of the library were used.
The initial simulations were performed with version 1.5-dev, while the
later simulations were performed with version 1.6 or 1.7.1..

This library was selected, in part, because the associated “interFoam”
family of multi-phase hydraulic models met all of the hydraulic mod-
elling criteria given above, and because their design will, after suitable
validation, allow them to be closely coupled to a geotechnical model
without significant alteration. Additionally, their free, open-source na-
ture allows the program to be run indefinitely, on any machine or any
number of machines, without additional cost—a feature that is not only
useful to this study, but may also significantly enhances the model’s prac-
ticality for use in real engineering problems.

The OpenFOAM library is an extensive collection of code, written in
the C++ programming language. It is designed to run on UNIX or UNIX-
like systems such as Linux. A large number of CFD solvers are provided
with this library solving for a broad range of parameters using a wide
selection of methods. As they are all based on the same fundamental
code, they have many features in common. All use a three-dimensional,
unstructured finite-volume mesh and have the same selection of matrix
solvers and discretisation schemes. The different solvers and discretisa-
tion schemes can be selected on a per-operation basis at run-time. Addi-
tionally, all of the models can take advantage of MPI (message passing
interface) parallelism, allowing single models to be run over multiple
cores, processors and machines without modification.

The “interFoam” solvers have several additional features in common
(OpenCFD Ltd. 2008):

• The solvers use the Volume-of-Fluid (VoF) method for calculating
interfacial flows, taking into account surface tension.

• They are dynamic, solving for unsteady, time-varying flow.
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• They use the PISO algorithm for solving the Navier-Stokes equa-
tions.

• Either Reynolds-Averaged Stress (RAS) or Large Eddy Simulation
(LES) turbulence formulations may be used, or turbulent flow may
be neglected altogether.

These concepts are discussed in greater depth in section 2.1.
The various interFoam models that were used as part of this study,

their version numbers and brief descriptions are listed in table 1.1.

1.4 Test Systems
It is important, in the assessment of the model’s feasibility for use in engi-
neering design, to consider the time taken to complete simulations. The
simulation time, along with the cost of hardware and software licenses, is
one of the key factors that determines whether a model can be practically
applied in a design problem. This time period, however, is continually
reducing every year as newer, faster and more computationally efficient
computer systems become available. It is therefore important to describe
the computer systems used to perform the model runs described in the
following chapters, so that the quoted run-times can be related to more
modern computer systems in the future.

Two different computer systems were used in the tests. In order to
ensure that the model was feasible for use by small companies and indi-
viduals, the test systems were constructed using commodity components
and were generally inexpensive.

Test system A was constructed in 2008. It was a single computer using
an Intel “Core2”-based quad-core processor and 8 GiB of RAM. This was
used for the computations shown in chapter 3.

Test system B was constructed in 2009. It was a “micro-cluster” of
three computers with one AMD “Phenom II X4” quad-core processor
and 4 GiB of RAM each. The systems were linked using a 1000baseT
Ethernet network, but most computations on these systems were not par-
allelised across more than one machine. This was used for the computa-
tions shown in chapters 4–5.
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2CODE SPECIFICATION

2.1 Governing Equations

Navier-Stokes Equations

In general, the motion of a fluid can be described by the Navier-Stokes
equations. These equations are well-known and can be found in many
textbooks. Only a summary is given here. A more complete discussion
can be found in, for example, Temam (2001) or Tu et al. (2008).

Formulated for an incompressible fluid, the Navier-Stokes equations
can be written as a mass conservation equation

∂ρ

∂t
+∇ ·

(
ρU−→
)

= 0, (2.1)

and a momentum conservation equation

∂ρU−→
∂t

+∇ ·
(
ρU−→U−→

)
= −∇p +∇ · τ − g−→ · x−→∇ρ + S (2.2)

in which S represents additional momentum source/sink terms to model
additional processes such as flow through porous media (see section 2.4).

Conventionally, the Newtonian fluid assumption is made, assuming
a purely linear relationship between the stress tensor, τ , and the strain
rate, ε̇:

τ = µε̇ (2.3)

in which µ is the dynamic viscosity of the fluid (some texts give this as η,
e.g. Jeong et al. (2009)).

This strain rate can be expanded into a function of the fluid velocity
and the viscosities which, for a Newtonian fluid, are material constants,
giving:

τ = µ

[
∇U−→+ (∇U−→)T +

(
ν

µ
− 2

3

)
(∇ · U−→)I

]
(2.4)

in which ν is the kinematic (bulk) viscosity of the fluid. (de Medina 2008)

11



12 CHAPTER 2. CODE SPECIFICATION

When considered in three dimensions the Navier-Stokes equations is
a set of four equations with four unknowns: fluid pressure and each com-
ponent of fluid velocity. The solution of these equations using numeri-
cal methods on computers is known as computational fluid dynamics
(CFD).

Discretisation Approach

The Navier-Stokes equations describe fluid motion at a point. In order
to use them to simulate real cases, it is usually necessary to model some
large domain. Two basic approaches for solving the equations over a
domain are popular: Eulerian methods, where the fluid moves through
a fixed “mesh” of solution locations and Lagrangian methods where the
solution locations move with the fluid. Both approaches have advantages
and disadvantages.

Eulerian solutions are often easier to formulate and do not require
complex treatments on boundaries. They are a well understood problem
and there is a wealth of experience already available within the field of
coastal and fluvial engineering, giving them a slight advantage for prac-
tical applications. The well-known “finite difference”, “finite element”
and “finite volume” methods are predominantly Eulerian in character.
(Kothe 1999)

Lagrangian solutions, while normally easier for the modeller (due to
the absence of the complex, and often error-prone meshing step) can be
harder to formulate (Schlatter 1999) and can occasionally present prob-
lems on boundaries (Morgan 2008). Many Lagrangian solutions require
frequent “re-meshing” as the solution points deform to a degree that
some areas of the domain do not have sufficient points to accurately re-
solve the flow behaviour (Sbalzarini et al. 2006). Also, while many mod-
ern Smoothed Particle Hydrodynamics (SPH) codes are currently better
designed for modern hardware than available Eulerian codes, it is the-
oretically more straightforward to optimise Eulerian solutions than La-
grangian solutions on modern computer hardware due to the fixed con-
nectivity of Eulerian solutions. Examples of Lagrangian approaches in-
clude the Particle-In-Cell (PIC) method (Harlow & Evans 1955, Harlow
et al. 1956, Harlow 1957) and the SPH method (Dalrymple & Rogers 2006,
Gomez-Gesteira et al. 2010).

For these reasons the Eulerian, finite volume (FV) method was se-
lected as the tool of choice for this problem, and consequently, this is the
approach that will be discussed here.



2.1. GOVERNING EQUATIONS 13

In the FV method the computational domain is divided into a num-
ber of volumes (or cells) which are assumed to be small relative to the
scale of the fluid motions being studied. The equations to be solved are
integrated over a control volume and the Gauss divergence theorem is
then used to transform the divergence terms in the equations into sur-
face integrals over the volume’s boundary. These surface integrals are
then computed as the sum of the values on the cell faces. (Kothe 1999)

Solution Approach

It is difficult to solve the incompressible form of the Navier-Stokes equa-
tions directly, despite the determinate system of equations and unknowns.
There are two well-known approaches to solving the system, known as
“SIMPLE” and “PISO” as well as several other, less common variants and
schemes.

The Semi-Implicit Method for Pressure-Linked Equations (SIMPLE)
approach is widely used and is described in detail in many publications,
e.g. Juretic (2004). There are four basic steps which are iterated for each
time-step until a suitable convergence has been achieved:

1. Solve the momentum equation to calculate the velocity field using
best-guess initial values. Under-relaxation is normally used. This
step is sometimes referred to as the “Momentum Predictor” step.

2. Use the predicted velocities to solve the pressure equation.

3. Calculate a new set of mass-conservative fluxes for the cell faces.

4. Calculate the new best-guess velocity field from the new set of face
fluxes. Once the process has converged, this velocity field will sat-
isfy both mass and momentum conservation.

After each iteration has completed, additional equations, such as turbu-
lence models or multi-phase models may be solved using the updated
velocities and cell-face fluxes.

The PISO (Pressure Implicit with Splitting of Operators) approach
was proposed by Issa (1985). Here, each time-step is solved in three steps,
with iteration only required for the second and third steps:

1. The momentum equations are optionally solved using a best-guess
pressure field to produce a best-guess velocity field. 1

1Issa (1985) notes that while this “momentum predictor” step is formally required
for the method, many applications do not require it, and can proceed straight to the
second step using the previous time-step’s velocity field.
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2. The best-guess velocities are used to solve the pressure equation.

3. The velocity field is corrected using the new pressures.

Within each time step, additional equations for multi-phase flow are solved
before the PISO algorithm, while other equations, such as turbulence
models, are solved afterwards.

There appears to be little guidance in the literature regarding which
of these two approaches is more suitable for the type of problems under
consideration here, but work on this is currently under investigation by
other researchers (Paterson 2009). For the present, the models presented
in this research will use the PISO scheme as that is the current scheme in
use within the interFoam models.

Multi-phase Modelling

Using the Navier-Stokes equations to model free-surface flow, such as
that in rivers and oceans, requires some additional treatment. There are a
wide variety of approaches for this, which are often tied to the discretisa-
tion approach used for the domain: for example, many particle methods
such as PIC and SPH have their domain move along with the fluid and
therefore model the free-surface implicitly as part of their discretisation
approach.

For purely Eulerian methods, a common approach is to make the
“one-fluid” assumption in which a number of different fluids are mod-
elled as a single fluid with rapidly varying material properties. (Kothe
1999) In order to do this, some form of marker is required to denote the
distribution of the phases through the domain or the position of the free
surface. The material properties (ρ, µ, ν, etc.) then become functions of
this marker variable.

The marker variable can take a variety of forms, but a common and
widely-used approach is the Volume-of-Fluid (VoF) method.

In the VoF method the marker variables are known as “volume frac-
tions”. The volume fraction, αi, indicates the proportion of a cell which is
filled with fluid i. αi is strictly bounded: 0 ≤ αi ≤ 1. In a simulation with
N fluids, N − 1 volume fractions are required to complete the model, as
αN = 1−

∑N−1
i=1 αi,

∑N
i=1 αi = 1.

In a conventional VoF solution of the Navier-Stokes equations the
fluid properties ρ, µ and ν are substituted with weighted averages:

ρ =
N∑

i=1

αiρi, (2.5)
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µ =
N∑

i=1

αiµi, (2.6)

ν =
N∑

i=1

αiνi, (2.7)

and the distribution of the volume fractions is solved using additional
equations of the form

∂αi

∂t
= U−→ · ∇αi (2.8)

(Ubbink 1997).

Turbulence Modelling

The flows that occur in natural and complex mechanical processes are
often turbulent flows: exhibiting fluctuations in velocity and fluid be-
haviour over a small area in an apparently random manner. Directly
solving for these turbulent fluctuations requires meshes which are so
small as to be impractical for most problems. Because of this, the tur-
bulent nature of the flow is often either neglected or, in situations where
the turbulence effects are significant, modelled with a simplified model.

While there are a wide variety of models for the turbulent fluctu-
ations, only the Reynolds-Averaged Stress (RAS) models2 will be dis-
cussed here. While Large Eddy Simulation (LES) models are also com-
monly used, they have much more stringent meshing requirements than
the RAS models, leading to even greater computational expense. The
investigation of the use of LES turbulence modelling for breaching prob-
lems has been left for future work.

In RAS models, the main variables in the Navier-Stokes equations are
decomposed into a time-averaged component and a turbulent fluctua-
tion component:

U−→ =
〈

U−→
〉

+ Ut−→ (2.9)

p = 〈p〉+ pt (2.10)

τ = 〈τ 〉+ τt (2.11)

in which the angle-brackets represent the time-averaging and the t-sub-
scripted terms, the instantaneous fluctuations. If these equations are

2The combination of the Navier-Stokes equations with RAS turbulence modelling
is sometimes referred to as a Reynolds-Averaged Navier-Stokes (RANS) simulation.
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combined with the Navier-Stokes equations, however, the number of un-
known variables is greatly increased, for no gain in the number of equa-
tions. Further, an additional “stress” term is produced, known as the
Reynolds stress. This stress is extremely difficult to quantify as the small
turbulent flows that induce it cannot be directly modelled without un-
acceptable computational expense and are themselves highly dependant
on its value. A full treatment of these equations is not necessary here.
George (2009) expands further upon the Reynolds stress term and gives
an outline of the practical problems of turbulence modelling.

One approach to the concept of Reynolds stress is to treat it similarly
to the conventional stress term and model it using a viscosity, as in equa-
tion 2.4. This leads to the concept of the eddy viscosity, µt:

τ = µt

[
∇U−→+ (∇U−→)T +

(
νt

µt

− 2

3

)
(ρk)I

]
(2.12)

The various turbulence models in common use essentially serve to calcu-
late this µt value. Two common RAS models are described below. It can
be seen that these equations, which must be solved additionally, along-
side the Navier-Stokes equations, are very complex and impose addi-
tional requirements on the shape of the computational mesh. In cases
where turbulence does not play a significant effect or its effect cannot
be reliably estimated, even this form of turbulence modelling can proba-
bly be neglected altogether in order to minimise needless computational
expense within the model.

k-ε model

The k-ε model parametrises the turbulence problem into two variables,
the turbulent kinetic energy, k, and the turbulent dissipation rate, ε. From
these, the eddy viscosity is calculated using

µt =
cµfµρk2

ε
. (2.13)

The k and ε variables each have a convection-diffusion equation3:

∂ρk

∂t
+∇ ·

(
ρU−→k −

[
µ +

µt

σk

]
∇k

)
= τtε− ρε + φk (2.14)

3Note the difference between ε, the strain rate, and ε, the turbulent dissipation rate,
in equations 2.14–2.15.
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∂ρε

∂t
+∇ ·

(
ρU−→ε−

[
µ +

µt

σε

]
∇ε

)
= cε1

ε

k
τtε− cε2f2ρ

ε2

k
+ φε (2.15)

It can be seen that there are a large number of constant parameters (cµ =
0.09, cε1 = 1.45, cε2 = 1.92, σk = 1.0, σε = 1.3) as well as damping func-
tions (fµ, f2) and terms (φk, φε) that are related to the behaviour of the
values at walls. Equations for these functions are provided in e.g. Bar-
dina et al. (1997), among others.

k-ω model

The k-ω model, is very similar in many respects to the k-ε model and
was developed at around the same time. It uses a different form of the
turbulent dissipation rate, ω:

µt =
ρk

ω
(2.16)

∂ρk

∂t
+∇ ·

(
ρU−→k − [µ + σ∗µt)∇k

)
= τtε− β∗ρωk (2.17)

∂ρω

∂t
+∇ ·

(
ρU−→ω − [µ + σµt]∇ω

)
= α

ω

k
τtε− βρω2 (2.18)

Estimation of k, ε and ω

While the above approaches have simplified the turbulence problem to
only two parameters, there remains the problem of estimating these pa-
rameters for practical cases. Various rules-of-thumb and approximate
formulae exist for this purpose, most of which focus on first approxi-
mating simpler parameters, such as the turbulent length scale, l, and the
turbulent intensity, I , for specific problems.

The turbulent length scale is defined as

l = Cµ
k

3
2

ε
(2.19)

and is commonly approximated as being half of the thickness of the inlet
boundary layer. Another rule-of-thumb suggests that it can be approxi-
mated as

l ≈ 0.07dh (2.20)

for closed pipes where dh is the hydraulic diameter. This use of the hy-
draulic diameter in the estimation of l, suggests that it may be possible
to make a similar relationship between the hydraulic radius, R, used in
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fluvial flow (see section ??) and the turbulent length scale. The definition
of dh as 4A/P suggests the following:

l ≈ 0.07

(
4A

P

)
= 0.28R. (2.21)

The turbulent intensity,

I =

√
2
3
k

U
(2.22)

is generally estimated qualitatively at the inlet and outlet of the domain.
For a stationary fluid or laminar flow, I = 0. For flow at low Reynolds
Numbers, it is generally assumed that 0.01 ≤ I ≤ 0.05 while flow leaving
a complex structure might have a turbulence intensity as high as 0.20.

For flow in pipes, an approximation formula exists:

I ≈ 0.16Re
− 1

8
dh

(2.23)

in which Redh
is the Reynolds Number of the flow based on the hydraulic

diameter, but no widely used and validated approximation exists for
other classes of problem.

On the assumption that most of the flows we consider in this work
will be in motion, but not highly turbulent, the key parameters for the
RAS turbulence models could be estimated as follows, in the absence of
real-world data.

k ≈ 1.5(0.03± 0.02)2U2 (2.24)

ε ≈ Cµ
k1.5

0.28R
(2.25)

ω ≈ C
− 1

4
µ

k0.5

0.28R
(2.26)

These equations, however, are very much estimates of the turbulence
and are highly inaccurate. Simply carrying through the range of possible
values of I in equation 2.24 leads to a range of k from 1.5 × 10−4U2–
3.8 × 10−3U2, a range of ε from 5.9 × 10−7U3R−1–7.4 × 10−5U3R−1 and a
range of ω from 2.4 × 10−2UR−1–1.2 × 10−1UR−1.

Further, for many of the problems posed here, very little turbulence
will be indicated by these equations. It is therefore reasonable in many
cases to neglect the turbulent effects in the flow as a model approxima-
tion. This reduces the computational cost of the model, removes a num-
ber of parameters which cannot be accurately estimated and will often
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Figure 2.1: Plots of water surface elevation, η, against distance and time
with some key wave properties illustrated.

have relatively little effect on the results. Of course, for problems for
which a reliable estimation of the turbulence is available, the inclusion of
turbulence modelling will generally improve the accuracy of the model.

2.2 Waves

Basic Properties

Waves in the interface between two fluids (for example, waves on water)
can be defined using a number of basic properties as illustrated in figure
2.1 (Boccotti 2000).

• The wave height, H , or the amplitude, A = H
2

.

• The wave length, L, or the wave number, k = 2π
L

.

• The wave period, T , frequency, f = T−1, or angular frequency, ω =
2πf .

The particles under a surface water wave move in elliptical orbits,
with the height of the ellipse growing with water depth until the orbits
become circular in deep water.

In general, a water wave can be defined by the following equations
for horizontal and vertical velocity, pressure and free surface elevation:

Ux(x, z, t) =
gHk

2ω

cosh[k(d + z − h)]

cosh(kd)
cos(kx− ωt) (2.27)
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Uz(x, z, t) =
gHk

2ω

sinh[k(d + z − h)]

cosh(kd)
sin(kx− ωt) (2.28)

p(x, z, t) = −ρgz +
ρgH

2

cosh[k(d + z − h)]

cosh(kd)
cos(kx− ωt) (2.29)

η(x, z, t) =
H

2

cosh[k(d + z − h)]

cosh(kd)
cos(kx− ωt) (2.30)

in which h represents the mean water level and terms of order H2 or
greater have been neglected. Equations 2.29 and 2.30 are both only valid
below the free surface. (Boccotti 2000)

Wave Spectra

Waves in nature generally occur with a wide range of frequencies and
amplitudes simultaneously. These are referred to as irregular waves.
The wave spectrum at a particular location defines the strength of each
wave frequency at that location in terms of the power available at that
frequency. The water surface elevation from an irregular sea state can be
reconstructed from a wave spectrum using

η =

∫
S(ω)sin(φ(ω)− ωt)dω (2.31)

in which S(ω) represents the amplitude of the waves with rotational ve-
locity ω and φ(ω) gives the phase. Clearly S(ω) can be equally well repre-
sented by a function S(f), and this is the form in which most parametric
wave spectra are given. The phase is often not specified by formulae for
wave spectra and is, instead, assumed to be a random function.

Two parametric wave spectra are in common use whose formulae can
be found in most text-books, e.g. Chadwick et al. (2004). The Pierson-
Moskowitz (PM) spectrum,

S(f) =
Kpg

2

(2π)4f 5
exp

(
−5

4

[
fp

f

]4
)

(2.32)

fp =
0.8772g

2πU19.5

; Kp = 0.0081 (2.33)

approximates the wave spectrum of a “fully arisen” sea, controlled only
by the parameter U19.5, the wind speed 19.5 m above the sea surface.
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The JONSWAP spectrum was based on observations from the North
Sea and adds a dependency on the fetch length, F :

S(f) = 0.076X−0.22
10

g2

(2π)4f 5
exp

(
−5

4

[
fp

f

]4
)

γa (2.34)

X10 =
gF

U2
10

; fp =
3.5g

U10X0.33
10

; a = exp

(
−(f − fp)

2

2W 2f 2
p

)
(2.35)

where W = 0.07 where f ≤ fp and W = 0.09 otherwise. It can be seen
that this spectrum takes two parameters: U10, the wind speed at a height
of 10 m above the sea surface and the fetch length, F , making this formu-
lae more appropriate for seas with short fetches, which cannot be mod-
elled appropriately with the PM spectrum.

The above description of a wave spectrum assumes that the waves
are travelling in a single direction. While this is often appropriate for
laboratory experiments, it is rarely the case in the real world. In these
cases, a directional wave spectrum can be used and the power of each
wave is given as a function of both frequency and direction. Equation
2.31 becomes

η =

∫∫
S(ω, θ)sin(φ(ω, θ)− ωt)dωdθ (2.36)

Focussed Waves

Focussed waves are irregular wave series generated in such a way that a
particularly large, “worst case” crest or trough is formed at a particular
point in space and time (the focal point). An irregular wave series can be
considered as a series of superposed sine waves as shown in figure 2.2.
A focussed wave group is generated by tuning the phases of each of the
component waves so that they align at the focal point. This is shown in
figure 2.3.

Focussed waves can be generated from a unidirectional spectrum by
tuning the phase angle of each individual wave using:

η(x, t) =
∑

i

Hi

2
sin (ki(x− xf )− ωi(t− tf )) (2.37)

in which xf is the distance from the generation point at which the worst-
case wave should be generated and tf is the time at which the focussed
wave should occur. In practice, not all values of xf and tf are valid as
sufficient time needs to be allowed for all of the wave components to
propagate to the focus point.
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Figure 2.2: Diagram showing the summation of a large number of sine
waves to produce an irregular wave.

Other techniques for wave focussing exist. For example, in a multi-
directional wave spectrum, the wave directions can be tuned to provide
a focussed wave at a point, but it is the temporally focussed waves de-
scribed above that will be used in this study as they have several proper-
ties that make them useful for CFD simulations:

• They can be generated using only a unidirectional spectrum and
can therefore be used in vertical two-dimensional models or narrow
three-dimensional models. This means that temporally focussed
waves can be generated with smaller meshes than spatially focussed
waves.

• They can be generated in only a very short time and create a com-
pact group of waves that travel through the model. This allows
models of them to have short run-times of a few seconds rather than
the several hours that would be required to simulate a conventional
test using an irregular wave spectrum. (Morgan & Zang 2010, Zang
et al. 2010)
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Figure 2.3: Diagram showing the summation of a large number of sine
waves to produce a focussed wave group.

• These focussed wave groups have several useful mathematical prop-
erties that allow the first, second, third and higher order effects of
the wave-structure interaction to be considered separately. (Zang
et al. 2006, Zang et al. 2009)

2.3 Hydraulic Forces
If the failure of a defence structure due to hydraulic loading is to be ac-
curately modelled, the correct determination of the forces on the struc-
ture due to the hydraulic action is critical. It is useful to break hydraulic
loading on structures into two components: direct (pressure) stresses and
shear stresses.

Direct Stresses

Direct stresses arise from the water pressure on the structure. Generally a
structure can be considered as a series of discrete elements and the fluid



24 CHAPTER 2. CODE SPECIFICATION

pressure acting on these elements may vary across each element. The
total pressure force on each element is given by the surface integral of
the pressures on the surface of the element. In terms of a finite volume
model, the surface of each structural element will be composed of a num-
ber of faces, each with a known normal and area. In this case the total
force on the element will be given by

Ftot−→ =
i=N∑
i=1

piAi n̂i−→ (2.38)

Direct stresses may be long-term, the force on a hydraulic structure
during a flood, for example; or short-term, such as the instantaneous
“slamming” action of a wave breaking on the face of a structure. Both
types of action may be critical in a breaching scenario: the long-term
stresses will affect the overall stability of embankments and the solid
structures upon them, while the short-term loadings may cause localised
damage to the embankment face or structures.

Shear Stresses

In contrast to the direct stresses, above, the determination of the shear
stresses between a flowing fluid and a solid is a very difficult problem.
In structural design this hydraulic shear stress is often neglected as it
is generally much smaller than the direct stress (unless the surfaces are
very rough) but its determination is critical to the assessment of incipient
motion and erosion of granular bed material. (Mirtskhoulava 1988)

The traditional approach to determining the bed shear stress, used
by many of the standard formulae for incipient motion and sediment
transport use very simple, depth-averaged hydraulic models, leading to
a bed shear stress determined from the steady state flow over a sloping
bed:

τb =
γAS

P
= γRS (2.39)

in which γ is the specific weight of water, R is the hydraulic radius and
S is the bed slope. (Graf 1971)

The limitations of this formula are evident: it is valid only for one-
dimensional flow, it assumes that the flow is steady and that the shear
stress is evenly distributed over the bed. None of these assumptions are
likely to hold in a breaching scenario and a more detailed approach is
therefore required.
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Considering the problem at its most general, the shear stress on the
surface of the bed must, for equilibrium, be equal for both the water and
the soil, and can therefore be represented using the fluid velocity and
equation 2.44:

τ =
1

2
ρν

[
∇U−→+

(
∇U−→

)T
]

(2.40)

In other words, the bed shear stress is related to the change in velocity
of the water near the bed,

τb =
∂U

∂z
. (2.41)

While this definition of bed shear stress is of little use with a depth-
averaged model, it can theoretically be used with a three-dimensional
hydraulic model.

Equation 2.40 suffers from a practical problem, however: it is difficult
to accurately describe the velocity/depth profile near a rough bed, and
accurate direct simulation of the profile is prohibitively computationally
expensive.

Several equations for the near-wall velocity profile have been pro-
posed in the literature, of which probably the best-known is von Kar-
man’s equation:

U(z) = Ū +
u∗
k

(
1 + 2.3 log

z

z0

)
(2.42)

which describes a logarithmic distribution of velocity near the wall (See,
e.g. Vanoni et al. (1960)). It should be noted that there is an ongoing de-
bate about the nature of this layer and whether it is logarithmic (accord-
ing to Karman and Prandtl), or whether it is a power law (according to
Barenblatt, George, Afzal and others). Buschmann & Gad-el Hak (2007)
investigate this in more detail. For the purposes of this report the distri-
bution will be assumed to be logarithmic as it can be seen from the data
presented by Buschmann that both approaches yield reasonable results
and the problem is therefore largely academic.

Even the logarithmic velocity distribution of Karman, however, breaks
down in the near vicinity of the wall. The behaviour of the fluid very
close to the wall forms the so-called “laminar sub-layer”.

Several equations exist for near-wall velocity profiles that attempt to
span all the near-wall layers, including this laminar sub-layer. These in-

4The normal stress terms are neglected here.



26 CHAPTER 2. CODE SPECIFICATION

clude the Reichardt profile, developed by H. Reichardt in 1959,

U(z) =
1

κ
log
(
1 +

κu∗z

ν

)
+ 7.8

[
1− exp

(
−u∗z

11ν

)
− u∗z

11ν
exp

(
−u∗z

3ν

)]
(2.43)

and the simpler power law,

U(z) = U∞

(z

δ

) 1
α

, 0 ≤ z ≤ δ (2.44)

in which δ is the width of the near-wall region, U∞ is the fluid speed
away from the wall and α is a constant usually taken as 7, leading to the
“1/7th power law”. (Berselli & John 2006)

It is possible to calculate the shear stress on the bed using these pro-
files in combination with equation 2.40 assuming we have sufficient in-
formation about the velocity away from the wall to determine the scaling
of the profile.

This technique requires a certain amount of care, to fit the velocity
distribution curves to the known far-field velocities, but can be used in
some cases to reduce the need for complex turbulence models.

There exists one further problem, however: in natural channels and
on flood plains and coastal defences, the bed is not normally perfectly
smooth and can generally be considered to be hydraulically “rough”.
The geometry of hydraulic model representations of natural beds is gen-
erally simplified into a series of planes, smoothing out the bed-forms and
the features in between known points. To account for this, a “roughness”,
χ (see figure 2.4), is introduced, describing the extent by which the actual
form of the bed differs from the assumed shape.

This roughness is important in the determination of the bed shear
stress as it will greatly affect the formation of the near-wall layers. Figure
2.4 illustrates the problem. On a perfectly smooth bed (a), the wall layers
form as normal. On a slightly rough bed (b), the roughness is entirely
contained within the laminar sub-layer and has relatively little effect on
the overall flow, but will have some effect on the bed stresses due to the
change in bed shape and surface area. On a rough bed (c), the roughness
of the bed extends into the log layer, deforming the laminar sub-layer,
causing additional turbulence and further increasing the area over which
the bed stresses act. On a very rough bed (d), as might be found in a
natural channel, the roughness of the bed extends well into the main flow
and the shape of the wall-layers are severely distorted.

As might be expected, the simplistic approach for determining the
bed shear stress outlined above will be reasonably accurate for the smoother
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a) Perfectly smooth bed, 𝜒 = 0 b) Very smooth bed, 𝜒 ≪ 𝛿

c) Rough bed, 𝜒 ≈ 𝛿 d) Very rough bed, 𝜒 ≫ 𝛿

𝛿

𝜒

Figure 2.4: Schematic diagram of changes in the shape of the near-wall
layers due to bed roughness.

beds, (a), (b) and even (c), but it cannot be expected to produce satisfac-
tory results for case (d) unless the roughness (i.e. the shape) of the bed is
explicitly modelled. Such detailed modelling is rarely practical.

2.4 Flow Through Soil

Darcy Law

One of the factors which is critical to the behaviour of soil when it is
loaded by hydraulic action is the flow of water through the soil and the
pore pressures that this induces. This has traditionally been calculated by
geotechnical engineers using the one-dimensional Darcy law for creep-
ing flow.

U = −K
dh

dx
(2.45)

in which U is the velocity of the water within the soil, h is the piezometric
head and K is the hydraulic conductivity, or permeability, of the soil.

This can be extended to three dimensions as

U−→ = −K∇h. (2.46)

It is important to note that the permeability coefficient, K in the Darcy
equation is not fundamental to the soil and is highly dependent on the
environmental conditions. Head (1982) lists these as:

1. Particle size distribution

2. Particle shape
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3. Particle texture

4. Mineralogy

5. Voids ratio

6. Saturation

7. Soil homogeneity and stratification

8. Nature of the fluid

9. Nature of the flow

10. Temperature of the fluid

To these, it seems sensible to add, from TAW (1996),

11. Macroscopic soil structure and fissuring.

It can be seen from this list that permeability is not specific to a medium
of a given type, but is highly dependent on the placing and compaction
of the soil or gravel and the nature of the fluid flow.

In particular, the conventional methods for determining the K param-
eter use a steady and laminar flow through the material. This is true both
of most geotechnical laboratory tests (Head 1982) and estimation formu-
lae. This means that values of K estimated by conventional means will
not be suitable for fast flows, very coarse materials or unsteady flows,
such as wave motion.

Darcy-Forchheimer Equation

In many situations the Darcy equation does not adequately model the
behaviour of the fluid in the soil. One attempt to generalise the Darcy
equation is the Darcy-Forchheimer equation, in which an additional term
and coefficient have been introduced to account for the viscous effects of
the fluid.

∇h = −
(
aU−→+ b|U−→|U−→

)
(2.47)

in which a and b are material constants.
When a = 1

K
and b = 0, equation 2.47 reduces to the three-dimensional

Darcy equation (equation 2.46).
While more representative than the Darcy equation alone, according

to Sidiropoulou et al. (2007), “in practice, [the Darcy-Forchheimer equa-
tion’s] use is limited to coarse granular porous media . . . , fractured or
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karstified aquifers,” although this appears to be predominantly a ques-
tion of usage and not a shortcoming of the method itself. This lack of us-
age may simply be because the equation is more difficult to use than the
Darcy law as it replaces the single, relatively well known hydraulic con-
ductivity, K, with two material parameters, a and b which are extremely
problem-specific and for which laboratory tests are not well-established.

It should be noted that, despite the inclusion of terms to deal with the
viscous effects of the fluid, the dependence of the a parameter (analogous
to the the K parameter of the conventional Darcy equation) on the nature
of the fluid flow has not changed. K values are generally quoted with the
assumption of steady, gradual flow and these are not generally applica-
ble to unsteady, transient flow fields regardless of whether the Darcy or
the Darcy-Forchheimer equation is used.

Darcy and Forchheimer Parameters

Various authors use various forms of the Darcy and Forchheimer param-
eters, and it is important to disambiguate them here: Sidiropoulou et al.
(2007) uses a and b notation, as above. Also widely used are the parame-
ters α and β, given by

a = α
(1− n)2

n3

ν

gD2
50

(2.48)

b = β
1− n

n3gD50

(2.49)

(Reis et al. 2009).
In the OpenFOAM implementation that is used here the permeability

is represented by an additional sink term in the momentum equation:

Sp = −
(

D +
1

2
ρ|U−→|F

)
U−→ (2.50)

(Hafsteinsson 2009). The tensor quantities D and F can be represented
(for homogeneous media) as two scalars D and F which, in turn, can be
related to the parameters above as

D = νa (2.51)

F =
2b

ρ
(2.52)

In addition to the momentum sink term, the OpenFOAM implemen-
tation also introduces the material porosity as a factor to the time-depend-
ant terms of the Navier-Stokes equations. (Hafsteinsson 2009)
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Sidiropoulou et al. (2007) explores a variety of empirical and semi-
empirical formulae for the a and b coefficients and evaluates them using
a dataset derived from a literature review. In general these methods use
the porosity, n, and grain size of the soil as well as basic fluid proper-
ties such as kinematic viscosity, ν. Among the equations suggested by
Sidiropoulou, three sets are considered here:

Ward was one of the first to propose a set of equations, in 1964, based
predominantly on a study of glass beads and homogeneous sands:

a =
360ν

gD2
50

(2.53)

b =
10.44

gD50

. (2.54)

Sidiropoulou et al. (2007) propose their own formulae in which they
introduce an additional dependence on a Reynolds Number of the flow
(Re = UD

ν
):

a =
6570ν(1− n)

gD2
, 10 < Re ≤ 80 (2.55)

b =
98.1(1− n)

gD
, 10 < Re ≤ 80 (2.56)

a =
8316ν(1− n)

gD2
, Re > 80 (2.57)

b =
88.65(1− n)

gD
, Re > 80 (2.58)

Sidiropoulou et al. (2007) also propose a set of empirical formulae
based on a regression analysis of a dataset of results taken from the liter-
ature:

a = 0.003333D−1.500403n0.060350 (2.59)

b = 0.194325D−1.265175n−1.141417 (2.60)

It should be noted that these formulae illustrate one of the issues with
the accurate simulation of porous media: the estimation of the Darcy-
Forchheimer parameters. The porous media test case used in chapter 5
can be used to illustrate this: here a breakwater was used with the pa-
rameters D50 = 0.0181 m, n = 0.426, α = 3009 and β = 2.455. Table 2.1
shows the values of a and b that can be calculated from the D50 and n
values using the above formulae.

It can be seen that the results vary widely, with the values of a and b
varying by an order of magnitude, depending on the formulae used to
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Variable Reported Eq’ns 2.53 Eq’ns 2.55 Eq’ns 2.59
Value –2.54 –2.58 –2.60

a 3.99 0.112 1.17 1.30
b 103. 58.8 317. 82.4
D 4 × 10−6 1 × 10−7 1 × 10−6 1 × 10−6

F 0.2 0.1 0.6 0.2

Table 2.1: Values of a, b, D and F calculated from reported parameters of
a single porous breakwater.

calculate them. This is a significant problem for the simulation of porous
media for, as is shown in chapter 5, model results are very sensitive to
the value of a.

2.5 Coastal models

A coastal CFD model is essentially a numerical approximation to an ex-
perimental wave tank or wave flume and the model schematisation re-
flects this. Generally, a rectangular box is used, with one wall set to gen-
erate waves and either two or three “solid” walls some of which may
have wave absorbing properties. The structure or body under investiga-
tion is simply placed in the middle of this box so that the waves interact
with it in the desired fashion.

The principal requirement of a coastal model is that the waves in-
teracting with the structure should not reflect in such a way that the
reflected waves contaminate the results. Wave reflections in the model
must therefore either be absorbed or damped or must simply never prop-
agate to any location where they are not wanted.

While the introduction of a notional porous medium of the sort de-
scribed in section 2.4 would serve to absorb waves, in most of the cases
described below a simpler approach was used: The domain was simply
extended, using relatively coarse cells, to a sufficient length that propa-
gating reflected waves did not contaminate the results. The clearest ex-
ample of this is in the three-dimensional wave interaction case study de-
scribed in chapter 5, where the domain has been extended so that waves
reflecting from the porous breakwater structure under test do not return
from the domain boundary before at least three incoming waves have
interacted with the structure.

In the cases described here a solid wall boundary condition was used
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at the downstream end of the model. It is possible to use “open” bound-
aries as an alternative, but most of the formulations for open boundary
conditions will result in wave reflection from the downstream end. Ad-
ditionally, using a solid wall boundary in this location allows mass con-
servation in the model to be more easily assessed.

It should be noted that using a notional porous medium to damp
waves at the edges of the numerical wave tank suffers from a particu-
lar problem: it is very difficult to accurately damp waves on the wave-
generating boundary. The interaction of waves with wave paddles is a
relatively well-studied field, however, and several methodologies exist to
apply active wave damping through adjusting the input wave to cancel
the reflected waves (Troch & De Rouck 1999). Such an approach has not
been implemented in OpenFOAM as part of this study as it was not nec-
essary to simulate the validation tests presented here. Many validation
tests in the literature, however, use long sequences of irregular waves,
the simulation of which requires wave absorbing boundaries. The im-
plementation of an active absorbing wave boundary condition such as
the AWAVOF condition described in Troch & De Rouck (1999) should be
considered to be a useful topic of further work and validation.

2.6 Meshing

Mesh types

While OpenFOAM-based models use polyhedral, unstructured meshes,
some effort was made to keep the meshes used in this research as regular
as possible. Preliminary testing indicated that, while the overall solu-
tion of the hydraulic problems was broadly unaffected by the type of
mesh used, regular, hexahedral meshes had two distinct advantages: the
formulation of the volume-fraction boundary condition on the walls is
much simpler and the problem is much easier to post-process.

In general, it is desirable in VoF-based CFD to have the free surface
pass through cell faces as this gives the “tightest” representation of the
free surface and a wide transition zone from αi = 0 to αi = 1 is avoided.
This is not always possible, however, as the free surface will move over
the course of a simulation (due to waves, etc.). While it is possible to
have the mesh move with the free surface to a limited extent, this be-
comes much harder during violent interactions where the free surface
may break up.
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When the free surface does not pass exactly through a cell face, it
can become difficult to reconstruct the exact position of the free surface
within the cell. This problem is rendered even more difficult in the case
where non-hexahedral cells are used. The problem of surface reconstruc-
tion is discussed at greater length by, for example, Kothe et al. (1991).

The main advantage of hexahedral cells for this surface reconstruc-
tion problem is that relatively simple methods can be used in the post-
processing stage to produce a surface from the volume fraction field which
is visibly believable, and while these simple methods may have inaccu-
racies, these do not exceed the inaccuracies inherent in the model itself.
Non-hexahedral meshes, when used with these same simple, computa-
tionally cheap, methods for surface reconstruction, produce water sur-
faces that look visibly “choppy” and require either much finer meshes or
higher-order surface reconstruction methods to reproduce a believable
surface.

It should be noted that this “choppiness” is normally purely an arti-
fact of the post-processing and occurs at a sub-cell level—a model on a
tetrahedral mesh and on a hexahedral mesh produce substantially simi-
lar results (assuming appropriate solution methods and numbers of iter-
ations are used in each case).

Meshing approach

The meshing approach used in the models presented here is in relatively
common use with OpenFOAM and interFoam modelling and was de-
signed with automation in mind. This gives it several key advantages
over other, more conventional, CFD meshing techniques from the point
of view of the practising civil engineer.

• It produces adequately-refined, predominantly hexahedral meshes
relatively quickly.

• It is relatively easy, requiring little specialised skill or knowledge
and could therefore be used by practising engineers with little ad-
ditional training.

• The input requirements are very simple, and can be taken directly
from existing three-dimensional CAD drawings.

The procedure is as follows:

1. An encompassing “model domain” is defined.
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2. A coarse mesh is applied to this domain, possibly with some graded
refinement.

3. Areas requiring additional refinement within the domain are de-
fined using triangulated surfaces and this refinement is applied us-
ing an octtree-based approach.

4. Objects and areas which are to be removed from the domain are
defined as triangulated surfaces and cells with centres within these
objects are removed.

5. The vertices of the remaining cells are adjusted so that they lie di-
rectly on the object surfaces, removing the stair-step representation.

2.7 Boundary Conditions

One of the most important parts of the CFD modelling process is the
accurate definition of the boundary conditions. A variety of different
physical boundary conditions exist in the vicinity of an overtopping or
breaching embankment and these must be represented in the CFD model
by constraints on the available variables of pressure, velocity and volume
fraction. The following sections describe how each physical boundary
condition was modelled in the general case.

Solid Wall Conditions

Solid wall conditions are used to model solid, impermeable structures
as well as soil or bed conditions which are assumed to be immobile and
impermeable. The approach used to model solid walls should vary ac-
cording to the mesh size and turbulence formulation used. Additionally,
if the stresses or forces on the wall are required outputs of the model, this
further constrains the modelling approach.

On very coarse meshes, where the shear stresses and forces on the
wall are not of interest, the “slip” condition for velocity can be used. Here
velocity normal to the wall is constrained to a value of zero, while veloc-
ity tangential to the wall is unaffected:

U−→bdy = U−→− U−→ · n̂−→ (2.61)

where n̂−→ is the unit normal vector to the boundary and U−→bdy is the veloc-
ity vector that is applied by the boundary condition.
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On finer meshes, and where the wall or bed shear stress is of impor-
tance, however, the “no-slip” condition for velocity must be used:

U−→bdy = (0.0, 0.0, 0.0)T (2.62)

This is the approach used in all of the models described in this report.
This condition accurately prevents fluid motion immediately adjacent to
the boundary condition, however, unless extremely fine meshes are used,
the model will not be able to correctly resolve the velocity profile near to
the wall. This will lead to a slight underestimate of the flow velocity near
the wall. While this is generally not a problem, it does significantly affect
the shear stress calculations (see section 2.3). It is possible to overcome
the problem by using a turbulence model in the simulation combined
with an appropriate wall-function on the boundary. (George 2009)

The boundary conditions used for pressure and volume fraction are
the same for both coarse and fine meshes. The zero-gradient condition
can be used for the pressure in all cases, but the volume fraction condi-
tion is a little more complex.

The best boundary condition for the volume fraction depends on the
angle between the water surface and the wall. In the most common case,
the water surface will be perpendicular to the wall, and the zero-gradient
condition can be used. When the water surface and the wall do not form
a right-angle, however, the gradients of volume fraction applied at the
wall must be adjusted to simulate this. The effect of these adjustments is
shown in figure 2.5. Figure 2.5a shows the normal condition, while fig-
ure 2.5b shows the effect of applying the zero-gradient condition when
the water surface is not perpendicular: the boundary is effectively a sym-
metry plane for the volume fraction parameter and this models a sharp
change in the gradient of the water surface. If uncorrected, this causes
the model to generate spurious velocities near the boundary to force the
water to assume this unnatural shape. Figure 2.5c shows the effect of ap-
plying corrections to the boundary to force the water surface to meet the
wall at a prescribed angle.

This effect was demonstrated in the “interFoam” model by creating a
model of a box at a 45◦ angle and simulating a quantity of still water in
the bottom of it. The results of this are shown in figure 2.6. The figure
shows portions two boxes one on the right and one on the left. In the
figure each computational cell is shown and is coloured according to the
volume fraction (with dark cells representing water and pale cells repre-
senting air). For each box the position of the interpolated water surface is
shown. The box on the right uses the zero-gradient condition (as figure
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a) water surface perpendicular,
zero-gradient condition

b) water surface non-perpendicular,
zero-gradient condition

c) water surface non-perpendicular.
adjusted volume fraction gradients

volume fraction
0.0 0.5 1.0

Figure 2.5: Diagram showing how the volume fraction parameter varies
at the boundary with and without adjustments for the water surface con-
tact angle.

2.5b) and it can be seen that the water surface is distorted upwards at
the boundary. By contrast the box on the left has the boundary gradients
adjusted (as figure 2.5c) and while it can be seen that the adjustment is
not perfect, the distortion of the water surface is much reduced.

While this could be considered a problem with the model, the practi-
cal effects of errors of this kind in the boundary schematisation are very
limited. The spurious flows generated at the free surface are very small
and will only seriously affect results if very slow moving or still water is
being modelled.

Atmospheric Conditions

For the atmospheric boundary conditions it was assumed that during the
construction of the model, sufficient space would be left between the free
surface and the atmospheric boundary that no water would come into
contact with this boundary. Accordingly, the boundary has the water
volume fraction set to a fixed value of zero.

The velocity boundary condition was set using OpenFOAM’s “pres-
sureInletOutletVelocity” condition. This sets the normal velocity on the
boundary to be calculated from the pressure differences at every point on
the boundary. This has the effect that any water which does impinge on
the atmospheric boundary will be removed from the domain and air can
be exchanged through the boundary to prevent unwanted area of high
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Figure 2.6: Results from a simple test model comparing the effects of
the zero-gradient boundary condition for a solid wall (on the right) with
a condition where the gradients are adjusted to match the angle of the
water surface (on the left).

air pressure in the model. The tangential velocity on the boundary can
optionally be specified in order to simulate wind conditions.

The boundary condition for pressure was calculated at each stage us-
ing the velocities and the model’s intermediate flux results to keep the
total pressure on the boundary equal to zero.

“Dry Air” Conditions

The boundary conditions applied for air over dry land have generally
been set to a “zero-gradient” condition for all of the variables. This has
the effect of permitting flow of water and air out through the boundary.
Some reflection is possible from this type of boundary. It is assumed,
however, that the boundary is sufficiently far away from the area of in-
terest that any distortion due to vortical flow near the boundary will not
affect the model results in the area of interest.
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Wave Conditions

Conditions for water waves are not incorporated into the OpenFOAM
model by default. As part of this study a series of water wave boundary
conditions were added to the model, and it is these conditions that are
described below.

Waves are generated by calculating and applying velocity values on
the boundaries. The water surface elevation and sub-surface velocities
for the wave are calculated for each cell on the boundary using Stokes’
wave theory (equations 2.27–2.30). The water surface elevation is con-
verted into a volume fraction field by means of a simple limiting func-
tion:

α = min

[
max

(
[η(t, x) + h− z] ,

−∆z

2

)
,
∆z

2

]
+ ∆z (2.63)

in which ∆z is a small number representing the thickness of the transition
zone between water and air. The velocities on the boundary are then
generated from

U = α
gHk

2ω

cosh[k(d + xz − h)]

cosh(kd)
cos(k~x− ωt). (2.64)

In the case of extremely violent waves, where linear theory is insuf-
ficient, it may be necessary to relax this condition and specify only the
velocity in order to achieve a more stable model. A better option would
be to improve the boundary conditions to use a higher-order representa-
tion and some success was achieved by using Stokes’ second order theory
for the water surface elevation:

η(t, x) =
H

2
cos(kx− ωt) +

H2

4
k cos (2(kx− ωt)) . (2.65)

Four boundary conditions were developed based on the theory above:

• A regular wave boundary condition in which equations 2.63–2.65
are applied without modification.

• A focussed wave group boundary which generates a focussed wave
group based on the JONSWAP spectrum by summing the results of
equation 2.64 for a large number of wave components generated
from equation 2.34.

• A focussed wave group boundary which generates a focussed wave
group based on a user-supplied amplitude spectrum.
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• An irregular wave boundary which generates an irregular wave
series based on user-supplied amplitude and phase spectra.





3WAVE PROPAGATION OVER
BARS

3.1 Validation Tests
Before any attempt is made to validate complex wave propagation and
breaking behaviour in the “interFoam” code it is important to verify that
the wave decay effect reported by Westphalen et al. (2007) is not an issue
in OpenFOAM and that the code is capable of accurately propagating
waves along an unobstructed, flat flume.

Accordingly a model was constructed with a 90 m numerical flume
and a water depth of 0.86 m. As will be seen, this is the same model
geometry as used for the “Dingemans” test case, below, but without the
submerged breakwater. A wave with period 3.571 s, height 0.058 m and
length 9.901 m was introduced (this is identical to the “Dingemans” (b)
case) and the wave propagation was investigated. The results were very
promising and are shown in figure 3.1. The red line shows the water sur-
face elevation time series at a point 5 m in front of the wave-generating
boundary. It can be seen that a clean, regular wave is being generated.
The blue line shows the equivalent time series 60 m along the flume.
It can be seen that the wave is slightly distorted initially (this is to be
expected as the wave will naturally lose some energy as it propagates
through the still water of the flume) but then settles into a similar pat-
tern. The end of the series is similarly distorted by wave reflections from
the end of the flume. In all, it can be seen that the “interFoam” code is
capable of transmitting waves through a distance of at least 60 m without
any appreciable loss of wave height.

In order to demonstrate that the “interFoam” model is capable of
modelling complex wave transformation processes in shallow water with
violent and, indeed, breaking waves, two test cases are now presented in
this chapter. The first is the well-known test case of Beji & Battjes (1993),
later repeated by Luth in 1994 and sometimes referred to in the literature
as the “Dingemans” test case. This test case follows the propagation and

41
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Figure 3.1: Graph showing water surface elevation time series at two
points along an empty flume with a propagating wave.

transformation of regular waves over a submerged breakwater structure
and has been widely used for the validation of Boussinesq-type models
(see e.g. Gobbi & Kirby (1999)). The second test case models the trans-
formation of a focussed wave group over a submerged bar and is based
on a series of experiments conducted at the Danish Hydraulic Institute
(DHI) in 2010 and described by Zang et al. (2010).

3.2 “Dingemans” Test Case

Description of case

The experiment was conducted in a wave flume of length 45.0 m with
a submerged breakwater of the shape shown in figure 3.2. The precise
shape of the breakwater is given by the profile in table 3.1. The water
level was recorded at the eleven locations shown in the figure.

Three different regular waves were used, referred to as cases (a), (b)
and (c). The wave parameters are shown in table 3.2. It can be seen that
two of the waves break as they pass over the breakwater. Case (b) is a
long, high amplitude wave that breaks about half-way along the break-
water crest. Case (c) is much steeper with a much shorter wavelength
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0.4 m

0.86 m

45.0 m

x

z

Wave Probe Locations: 01 02 03 04 05 06 07 08 09 10 11

Figure 3.2: Schematic of the geometry of the “Dingemans” test case
showing breakwater shape and positions of wave gauges. Horizontal
scale reduced ten times.

x z
0.00 -0.86
5.22 -0.86
6.42 -0.80

11.01 -0.80
23.04 -0.20
27.04 -0.20
33.07 -0.80
40.61 -0.80
41.82 -0.86

Table 3.1: Bed elevations in metres below mean water level recorded at
changes in bed gradient in the “Dingemans” test case.

and lower amplitude than case (b). As it passes over the breakwater it is
right on the limit of breaking.

Validation results

The results from the model were compared with the experimental data
in a number of ways. Graphs showing the modelled water surface eleva-
tions (in red) compared to the experimental water surface elevations (in
blue) at several wave probe locations shown in figure 3.2 are presented
below. Similar graphs for all of the locations are presented in appendix
A.
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Case Period, Wave Height, Wave Length, Steepness, Breaking?
ID T (s) H (m) L (m) H/L (m/m)
(a) 2.857 0.04 7.727 0.0052 No
(b) 3.571 0.058 9.901 0.0059 Yes
(c) 1.428 0.082 3.012 0.0272 Yes

Table 3.2: Wave parameters used in the “Dingemans” test case.
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Figure 3.3: Graph showing the observed (blue line) and modelled (red
line) elevation time series at wave gauge 1 for case A.

Case A

Case A is the smallest of the three wave cases and it should therefore be
expected to yield a reasonable agreement with the experiment.

It can be seen from figures 3.3–3.7 that the modelled results agree well
with the experimental results . The model is, as expected, more accurate
at the earlier gauges than at the later ones, but the total model error is
very small.

Figures 3.8–3.12 show the amplitude frequency spectra for each wave
probe. These frequency spectra were obtained by trimming the modelled
and experimental time series between 33 s and 58 s and applying the Fast
Fourier Transform (FFT) algorithm. This time period was chosen as it is
the period for which all of the gauges in the experiment experience an
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Figure 3.4: Graph showing the observed (blue line) and modelled (red
line) elevation time series at wave gauge 4 for case A.
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Figure 3.5: Graph showing the observed (blue line) and modelled (red
line) elevation time series at wave gauge 6 for case A.
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Figure 3.6: Graph showing the observed (blue line) and modelled (red
line) elevation time series at wave gauge 8 for case A.
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Figure 3.7: Graph showing the observed (blue line) and modelled (red
line) elevation time series at wave gauge 10 for case A.
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Figure 3.8: Graph showing the experimental (blue line) and modelled
(red line) frequency spectra at wave gauge 1 for case A.

undisturbed wave field (i.e. the time from which waves are fully devel-
oped at gauge 11 to the point just before the field at gauge 11 becomes
contaminated by reflection from the downstream limit of the model).

It can be seen that the model correctly represents the frequency and
amplitude of all the major harmonics which are present (up to the sev-
enth harmonic in the case of gauge 6).

These results are to be expected: case A is a very small-amplitude
wave. It is not violent or breaking and can generally be reasonably well
represented using simpler Boussinesq-type models. (Gobbi & Kirby 1999)

Case B

Case B is the longest wave of the three cases and is also both larger and
steeper than case A. This leads to a more violent wave-structure interac-
tion and a more non-linear wave.

It can be seen from figures 3.13–3.17 that the agreement in water sur-
face elevation is very good up to the top of the embankment, but begins
to deteriorate slightly on the back face of the embankment.

By plotting the frequency spectra (figures 3.18–3.22) for this case, we
can see why the modelled wave transformation for this more violent
wave is not as accurate. While the modelled surface water elevation is
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Figure 3.9: Graph showing the experimental (blue line) and modelled
(red line) frequency spectra at wave gauge 4 for case A.
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Figure 3.10: Graph showing the experimental (blue line) and modelled
(red line) frequency spectra at wave gauge 6 for case A.
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Figure 3.11: Graph showing the experimental (blue line) and modelled
(red line) frequency spectra at wave gauge 8 for case A.
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Figure 3.12: Graph showing the experimental (blue line) and modelled
(red line) frequency spectra at wave gauge 10 for case A.
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Figure 3.13: Graph showing the observed (blue line) and modelled (red
line) elevation time series at wave gauge 1 for case B.
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Figure 3.14: Graph showing the observed (blue line) and modelled (red
line) elevation time series at wave gauge 4 for case B.
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Figure 3.15: Graph showing the observed (blue line) and modelled (red
line) elevation time series at wave gauge 6 for case B.
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Figure 3.16: Graph showing the observed (blue line) and modelled (red
line) elevation time series at wave gauge 8 for case B.
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Figure 3.17: Graph showing the observed (blue line) and modelled (red
line) elevation time series at wave gauge 10 for case B.

not quite accurate for gauges 1–4, it can be seen that the wave spectra are
represented to a reasonable level of accuracy. It is likely that this slight
inaccuracy is due to the difference in wave generation methodology be-
tween the experimental and the modelled results.

For gauges 5–6, good agreement is achieved both in the water sur-
face and spectrum plots with a slight underestimation of the fourth and
higher order terms at gauge 6. It is at gauge 7, both in the surface eleva-
tion and spectral plots where the agreement between the model and the
experimental data begins to break down. We can see from the spectrum
plots that this inaccuracy is concentrated in the third and fourth order
terms which have begun to dominate the wave climate. It has been found
that the representation of these higher-order waves improves with mesh
density suggesting a conclusion that there is a minimum mesh density or
maximum timestep required to model waves of a particular frequency.
This is discussed further below.

Case C

Case C is the steepest and most non-linear wave under consideration.
It can be seen from figures 3.23–3.27 and 3.28–3.32 that, like case B, the
agreement between the experimental and modelled results is generally
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Figure 3.18: Graph showing the experimental (blue line) and modelled
(red line) frequency spectra at wave gauge 1 for case B.
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Figure 3.19: Graph showing the experimental (blue line) and modelled
(red line) frequency spectra at wave gauge 4 for case B.
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Figure 3.20: Graph showing the experimental (blue line) and modelled
(red line) frequency spectra at wave gauge 6 for case B.
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Figure 3.21: Graph showing the experimental (blue line) and modelled
(red line) frequency spectra at wave gauge 8 for case B.



3.3. SENSITIVITY AND CONVERGENCE 55

 0

 0.002

 0.004

 0.006

 0.008

 0.01

 0.012

 0.014

 0  0.5  1  1.5  2  2.5  3

A
m

pl
itu

de
 S

pe
ct

ru
m

Frequency (Hz)

Case (b), Gauge 10 (x = 37.04 m)

Figure 3.22: Graph showing the experimental (blue line) and modelled
(red line) frequency spectra at wave gauge 10 for case B.

good, but the model struggles to transmit the high frequency wave com-
ponents generated as the wave passes the top of the embankment.

Figure 3.33 shows snapshots of the modelled water surface elevation
along the flume at various times for cases (b) and (c). The scale has been
compressed by a factor of 5 in the horizontal direction for reasons of
space and clarity. It can be seen that case (b) breaks about half way along
the crest of the breakwater and air-entrainment is visible. In case (c) the
wave is just breaking as can be seen by the roughness of the modelled
water surface on top of the breakwater. It can be seen that these very
small waves propagate backwards and interact with the subsequent in-
coming waves.

3.3 Sensitivity and Convergence

Mesh density

The sensitivity of the model to the refinement and density of the mesh
was assessed by constructing four different meshes. These meshes were
labelled A, B, C and D and their basic parameters are given in figures
3.34–3.37.



56 CHAPTER 3. WAVE PROPAGATION OVER BARS

-0.04

-0.02

 0

 0.02

 0.04

 0.06

 0.08

 38  39  40  41  42  43  44  45  46

E
le

va
tio

n 
(m

)

Time (s)

Case (c), Gauge 1 (x = 3.04 m)

Figure 3.23: Graph showing the observed (blue line) and modelled (red
line) elevation time series at wave gauge 1 for case C.
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Figure 3.24: Graph showing the observed (blue line) and modelled (red
line) elevation time series at wave gauge 4 for case C.
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Figure 3.25: Graph showing the observed (blue line) and modelled (red
line) elevation time series at wave gauge 6 for case C.

-0.04

-0.02

 0

 0.02

 0.04

 0.06

 0.08

 38  39  40  41  42  43  44  45  46

E
le

va
tio

n 
(m

)

Time (s)

Case (c), Gauge 8 (x = 30.44 m)

Figure 3.26: Graph showing the observed (blue line) and modelled (red
line) elevation time series at wave gauge 8 for case C.
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Figure 3.27: Graph showing the observed (blue line) and modelled (red
line) elevation time series at wave gauge 10 for case C.
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Figure 3.28: Graph showing the experimental (blue line) and modelled
(red line) frequency spectra at wave gauge 1 for case C.
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Figure 3.29: Graph showing the experimental (blue line) and modelled
(red line) frequency spectra at wave gauge 4 for case C.
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Figure 3.30: Graph showing the experimental (blue line) and modelled
(red line) frequency spectra at wave gauge 6 for case C.
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Figure 3.31: Graph showing the experimental (blue line) and modelled
(red line) frequency spectra at wave gauge 8 for case C.
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Figure 3.32: Graph showing the experimental (blue line) and modelled
(red line) frequency spectra at wave gauge 10 for case C.
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Figure 3.33: Snapshots of the water surface in the “Dingemans” tests for
case (b) (left) and (c) (right) at 0.2 s intervals with the two shoulders of
the crest of the breakwater shown as vertical lines.
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Figure 3.34: Mesh A: Base cell size of 0.02 m × 0.02 m with varying sizes
in both dimensions.

Figure 3.35: Mesh B: Base cell size of 0.01 m × 0.01 m with varying sizes
in the x direction only.

It is possible to compare the water surface elevation results for each
of these meshes, but it is difficult to observe qualitative changes in the
results from this. Instead, to measure the convergence of the results with
increasing mesh density, the total error in each of the first eight harmonic
peaks in the amplitude wave spectra for each gauge were summed, pro-
ducing a single “total model error” value. These error values are plot-
ted against the total number of cells in the mesh in figure 3.38. It can
be seen that as the total number of cells increases, the model error de-
creases. From the comparison between meshes B and C, which have very
similar numbers of cells, it can be concluded that the surface refinement
in meshes A and C increases the accuracy of the model even if the total
number of cells (the overall mesh density) is not changed.
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Figure 3.36: Mesh C: Base cell size of 0.01 m × 0.01 m with varying sizes
in both dimensions.

Figure 3.37: Mesh D: Base cell size of 0.005 m × 0.005 m with varying
sizes in the x direction only.

Discretisation scheme

Some researchers have concluded that it is desirable to use high-order
discretisation schemes for the calculation of wave transformation and
wave-structure interaction. In order to assess the need for this in the
interFoam model a sensitivity analysis was performed, comparing the
results from case (b) of the Dingemans test on mesh A using different dis-
cretisation schemes for the grad and laplacian terms of the Navier-Stokes
equations. Two discretisation schemes were tested. The linear scheme
used in the results above and throughout this report, and a semi-explicit
cubic scheme. The comparison of the results from the two schemes is
shown in figures 3.39–3.43. It can be seen from the figures that changing
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Figure 3.38: Diagram showing the total model error against the total
number of cells for each mesh.

the discretisation scheme has very little effect on the shape of the wave.

Momentum predictor step

The PISO scheme used by the interFoam models and discussed in sec-
tion 2.1 has an initial momentum prediction step which, as noted by Issa
(1985), while formally required, can often be neglected and the momen-
tum results from the previous timestep used instead. To assess whether
the additional computational expense of the momentum predictor step is
required in this case, models were run using case (b) on mesh A with and
without this momentum predictor step. The results are shown in figures
3.44–3.48. It can be seen that the momentum predictor step has very little
effect on the shape of the wave form and it is therefore not unreasonable
to neglect this solution step for this type of problem.
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Figure 3.39: Graph showing modelled elevation time series using the lin-
ear scheme (red line) and cubic (blue line) at wave gauge 1 for case B.
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Figure 3.40: Graph showing modelled elevation time series using the lin-
ear scheme (red line) and cubic (blue line) at wave gauge 4 for case B.
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Figure 3.41: Graph showing modelled elevation time series using the lin-
ear scheme (red line) and cubic (blue line) at wave gauge 6 for case B.
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Figure 3.42: Graph showing modelled elevation time series using the lin-
ear scheme (red line) and cubic (blue line) at wave gauge 8 for case B.
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Figure 3.43: Graph showing modelled elevation time series using the lin-
ear scheme (red line) and cubic (blue line) at wave gauge 10 for case B.
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Figure 3.44: Graph showing modelled results with and without the mo-
mentum predictor step (blue and red lines respectively) at wave gauge 1
for case B.
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Figure 3.45: Graph showing modelled results with and without the mo-
mentum predictor step (blue and red lines respectively) at wave gauge 4
for case B.
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Figure 3.46: Graph showing modelled results with and without the mo-
mentum predictor step (blue and red lines respectively) at wave gauge 6
for case B.
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Figure 3.47: Graph showing modelled results with and without the mo-
mentum predictor step (blue and red lines respectively) at wave gauge 8
for case B.
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Figure 3.48: Graph showing modelled results with and without the mo-
mentum predictor step (blue and red lines respectively) at wave gauge
10 for case B.
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Figure 3.49: Cross-section schematic showing the geometry of the flat
bed and sloping beach cases in the experiment.

3.4 DHI Test Case

Description of case

This experiment was conducted in an 18 m wide test area constructed
in the DHI shallow water wave basin with the addition of two, wooden
guide walls. At one end of this area was a 36-segment, piston-type wave
maker, while at the other end was a partially absorbing beach of coarse
gravel.

The bed geometry was a sloping beach with a gradient of 1/20 in a
water depth of 0.8 m. The beach terminated before emerging from the
water, with the crest of the beach at a depth of 0.2 m before a vertical
step in the bed. The bed geometry is shown in schematic form in figure
3.49. The wave tank was instrumented with 17 wave gauges along the
centre line of the test area whose locations are shown in table 3.3. The
full experiments are described in greater detail in Zang et al. (2010).

A large number of regular waves and focussed wave groups were
tested as part of the experiments, of which 11 regular waves and one
focussed group were used in these validation tests. The details of the
regular waves are shown in table 3.4. The focussed wave group, desig-
nated “F14” in the experiments, used a JONSWAP wave spectrum scaled
to fit a wave period of 1.22 s at the peak and have a total focussed ampli-
tude (on a flat bed) of 0.14 m. It is therefore roughly comparable to the
“R7” regular wave.

Validation results

It is neither practical nor informative to show all the results from the
twelve regular wave tests here, as the effects that can be seen substan-
tially mirror those of the three “Dingemans” cases. Instead, only a se-
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No. x
1 0.77
2 1.64
3 3.65
4 5.70
5 6.70
6 7.19
7 7.39
8 7.49
9 7.59
10 7.69
11 7.79
12 7.99
13 8.49
14 9.49
15 11.73
16 13.73
17 18.34

Table 3.3: Locations of wave gauges used in the DHI wave transforma-
tion test cases.

Wave Wave Period, Wave Length, Wave Height, kA
ID T (s) λ (m) H (m)
R1 0.82 1.05 0.02 0.05
R2 0.82 1.05 0.03 0.10
R3 0.82 1.05 0.07 0.20
R4 0.82 1.05 0.10 0.30
R5 1.22 2.27 0.04 0.05
R6 1.22 2.27 0.07 0.10
R7 1.22 2.27 0.14 0.20
R8 1.22 2.27 0.22 0.30
R9 1.63 3.65 0.06 0.05
R10 1.63 3.65 0.12 0.10
R12 1.63 3.65 0.35 0.30

Table 3.4: Wave properties used in the validation test cases.
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Figure 3.50: Modelled and experimental wave series and spectra from
gauge 17 from wave R03.

lection of wave gauges exhibiting interesting wave behaviour are repro-
duced below.

These results are shown in figures 3.50–3.58. It can be seen that the
model is capable of representing the transformation of the waves as they
travel up the submerged beach and over the backward-facing step, but
that the results for the longer waves are better than those for the shorter
waves. This difference is related primarily to the quality of the mesh:
models with more cells in a given wavelength perform better than those
with fewer cells.

The incoming wave boundary also has a large effect on the accuracy
of the model. It can be seen from the gauge 1 results that in some cases
the amplitude of the incoming wave is not correctly reproduced near the
boundary. In these cases, wave r07 for example, while the wave transfor-
mation processes proceed as expected, the amplitude is underestimated
throughout. This suggests that, for the steeper waves, a more accurate,
higher-order boundary condition should be used.

The results from the focussed wave group, exhibit some new behaviour.
The figures show the wave surface elevations and spectra at four gauges:
1 (incident wave from the paddle), 9 (half way up the beach), 16 (the crest
of the beach) and 17 (behind the beach). The surface elevation time series
are shown in figures 3.59–3.62 and the corresponding wave spectra are
shown in figure 3.63–3.66. It can be seen that the agreement between the
modelled and experimental free-surface data is very good with two mi-
nor exceptions: the modelled time series does not quite reach the same
low point in the troughs of the waves as the experimental data and the
modelled data exhibits an overestimate at the start of the wave group.

Both of these discrepancies between the modelled and experimental
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Figure 3.51: Modelled and experimental wave series and spectra from
gauge 15 from wave R05.
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Figure 3.52: Modelled and experimental wave series and spectra from
gauge 15 from wave R06.
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Figure 3.53: Modelled and experimental wave series and spectra from
gauge 16 from wave R06.
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Figure 3.54: Modelled and experimental wave series and spectra from
gauge 17 from wave R06.
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Figure 3.55: Modelled and experimental wave series and spectra from
gauge 12 from wave R07.
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Figure 3.56: Modelled and experimental wave series and spectra from
gauge 12 from wave R07.
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Figure 3.57: Modelled and experimental wave series and spectra from
gauge 15 from wave R07.
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Figure 3.58: Modelled and experimental wave series and spectra from
gauge 15 from wave R10.

data can be, to some extent, ascribed to the differences in the way the
waves are generated between the model and the wave tank. In the wave
tank the volume of water was constant and the waves were generated
using a segmented, piston-type wave maker. This generates waves by
applying a velocity to the water that is constant throughout the depth.
In the model, however, the waves are generated by applying the Stokes
equations for velocity under a wave, adding and removing water from
the domain as necessary. This means that the model is subject to the phe-
nomenon of Stokes’ drift: more water is injected into the model domain
at the crest of each wave than is removed at each trough, causing a grad-
ual build-up of water within the domain. This can be seen most clearly
in the results from gauge 17, where the modelled mean water level has
clearly increased before the bulk of the wave group arrives at the gauge.

This Stokes’ drift effect can be modelled as an additional long wave
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Figure 3.59: Graph showing the observed (blue and green lines) and
modelled (red line) elevation time series at wave gauge 1 for case F14.
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Figure 3.60: Graph showing the observed (blue and green lines) and
modelled (red line) elevation time series at wave gauge 9 for case F14.
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Figure 3.61: Graph showing the observed (blue and green lines) and
modelled (red line) elevation time series at wave gauge 16 for case F14.
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Figure 3.62: Graph showing the observed (blue and green lines) and
modelled (red line) elevation time series at wave gauge 17 for case F14.
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Figure 3.63: Graph showing the observed (blue and green lines) and
modelled (red line) amplitude spectra at wave gauge 1 for case F14.
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Figure 3.64: Graph showing the observed (blue and green lines) and
modelled (red line) amplitude spectra at wave gauge 9 for case F14.
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Figure 3.65: Graph showing the observed (blue and green lines) and
modelled (red line) amplitude spectra at wave gauge 16 for case F14.
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Figure 3.66: Graph showing the observed (blue and green lines) and
modelled (red line) amplitude spectra at wave gauge 17 for case F14.
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Figure 3.67: Graph showing the effect of the high-pass filter on the eleva-
tion time series at gauge 9.

component in the data. This long wave component can be seen in the
wave spectra plots, where the model is shown to overestimate the very
low frequencies. The model outputs can be corrected for this effect, how-
ever, by simply passing them through a high-pass filter to remove the
wave components with frequencies of less than 0.25 Hz. The effect of
this adjustment is shown in figure 3.67 and the comparison between the
adjusted free surface and the experimental data is shown in figure 3.68–
3.71. It is clear that this post-processing has improved the results, espe-
cially in the initial portion of the wave group and that the processing step
has had a negligible effect on the peak levels.

As discussed in section 2.2, focussed wave groups can be used to de-
compose a wave spectrum into its first-, second-, and higher-order ef-
fects. This is done by comparing a wave group focussed to a crest and
a wave group focussed to a trough. Full details of the method are given
in Zang et al. (2006). This technique has been used in this case to further
inspect the model’s results and assess the model’s performance.

Figures 3.72–3.75 show comparisons between the spectra of the mod-
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Figure 3.68: Graph showing the observed (blue and green lines) and
modelled (red line) elevation time series adjusted for Stokes’ drift at
wave gauge 1 for case F14.
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Figure 3.69: Graph showing the observed (blue and green lines) and
modelled (red line) elevation time series adjusted for Stokes’ drift at
wave gauge 9 for case F14.
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Figure 3.70: Graph showing the observed (blue and green lines) and
modelled (red line) elevation time series adjusted for Stokes’ drift at
wave gauge 16 for case F14.
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Figure 3.71: Graph showing the observed (blue and green lines) and
modelled (red line) elevation time series adjusted for Stokes’ drift at
wave gauge 17 for case F14.
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Figure 3.72: Graph showing the observed (blue and green lines) and
modelled (red line) amplitude spectra at wave gauge 1 for case F14 de-
composed into even- and odd-order terms.

elled and experimental data1 in which the spectra have been decomposed
into the odd- and even-order terms. It can be seen that the second-order
effects (the peak at approximately 1.6 Hz) are well reproduced by the
model and that it is the first-order effects (the peak at approximately
0.8 Hz) that are being underestimated. As already discussed, the model
overestimates the second-order difference terms (the very low frequen-
cies). The underestimate of the first-order terms by the model remains
reasonably consistent throughout the length of the beach. These results
continue to suggest that the main source of error in the model is the accu-
racy and schematisation of the boundary conditions and that the wave,
once generated, is transmitted through the model with a reasonable de-
gree of accuracy. The third and fourth order terms are generated when
expected, in gauges 15 and 16. (Similar figures for all of the gauges are
shown in the appendix).

1Only one experimental test has been shown here for the sake of clarity.
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Figure 3.73: Graph showing the observed (blue and green lines) and
modelled (red line) amplitude spectra at wave gauge 9 for case F14 de-
composed into even- and odd-order terms.
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Figure 3.74: Graph showing the observed (blue and green lines) and
modelled (red line) amplitude spectra at wave gauge 16 for case F14 de-
composed into even- and odd-order terms.
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Figure 3.75: Graph showing the observed (blue and green lines) and
modelled (red line) amplitude spectra at wave gauge 17 for case F14 de-
composed into even- and odd-order terms.

Wave Mesh
Case A B C D
(a) 1.432 × 10−3 1.768 × 10−4 1.354 × 10−4 —.—
(b) 6.149 × 10−4 4.411 × 10−5 6.054 × 10−5 1.298 × 10−5*
(c) 7.430 × 10−4* 1.702 × 10−4* 1.183 × 10−4 —.—

Table 3.5: Simulation run speeds (in modelled seconds per second of real
time) on test system A (4 cores) for each wave case and mesh used in the
“Dingemans” test case (values marked * have been scaled from a differ-
ent number of processors).

3.5 Practicality

In order to assess the practicality of the models described above for use
by practising civil engineers the run times of the models were calculated.
These models were run on test system A, parallelised over one to four
cores. Table 3.5 shows the run speed of the “Dingemans” test case runs
on each of the meshes and for each of the wave cases.

These speeds correspond to run times of approximately 11 hours for
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GCC Optimisation flags Run speed (s/s)
-O2 3.741 × 10−4

-O2 -march=core2 -mtune=core2 4.823 × 10−4

Table 3.6: Effect of processor-specific compiler optimisations on the run
speed of the “Dingemans” test case.

a minute of simulation on the coarsest mesh. While this means that sim-
ulations involving traditional irregular wave series of long duration are
not currently practical using this modelling methodology, shorter runs
involving regular wave series or focussed wave groups can be accom-
plished relatively quickly (as over-night simulations) on meshes of this
size and density.

It can be seen that the run time increases significantly with mesh den-
sity because not only does the computer have to solve more equations but
the timestep used in the runs also varies to maintain a constant Courant
number, resulting in many more steps being required to cover the same
time period. It can also be observed that the more non-linear and violent
waves require longer run-times. This, again, is due to the dependency of
the timestep on the Courant number.

It was found that, as part of this testing, that significant model speed
increases could be achieved at the compilation stage. By default, Open-
FOAM (and many other computational models) are configured so that
the executables work on any (AMD64 instruction set–based) platform.
It is possible, however, to configure OpenFOAM in such a way that the
executables are specialised for the particular CPU on which they are to
be run (e.g. Intel’s “Core2” CPU or AMD’s “Shanghai” Opteron CPU).
This is generally not done for commercial codes or widely distributed
executables as there is no way to know exactly what type of computer
the end user has, but can be done with open source codes as the user
is free to compile these themselves. Table 3.6 shows the effect of these
compiler optimisation flags on the run speeds for a particular run of the
“Dingemans” test case on test system A. This run was performed over
only a single core in order to remove any effects from the parallelism.

It can be seen that, at the price of generating an executable that will
only function on Core2-based processors, the speed of the model can be
increased by nearly 30%.

The results from the DHI test case also permit an assessment of the
effect on the run speed of the wave parameters. It is expected that larger,
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kA = 0.05 kA = 0.10 kA = 0.20 kA = 0.30
λ = 1.05 1.23 × 10−3 1.12 × 10−3 3.20 × 10−4 3.24 × 10−4

λ = 2.27 1.23 × 10−3 5.82 × 10−4 5.10 × 10−5 2.27 × 10−4

λ = 3.65 1.16 × 10−3 3.19 × 10−4 — 2.45 × 10−4

Table 3.7: Run speeds in modelled seconds per second for otherwise
identical models with different wave parameters on test system A (1
core).

more violent waves would take longer to simulate due to the increased
velocities. The run speeds for the 11 regular waves tested are shown
in table 3.7. From this table it can be seen that more violent waves (with
greater kA) do take longer to simulate than less violent waves. It can also
be seen that there is a (less significant) dependency on the wave length
with longer waves taking slightly longer to simulate for an equivalent
kA. It should be noted that this dependency is much weaker than that on
the kA parameter itself—longer waves take slightly less time to simulate
for an equivalent wave height.

It should also be noted that, in this study, the results for the longer,
less violent waves were generally better than those for the shorter, steeper
ones. Testing on various meshes has shown that shorter waves are bet-
ter represented on finer meshes, which require longer run-times. It is
also expected, from a review of the literature, that the simulation of the
turbulence will have more effect in more violent waves and that the accu-
racy of the simulation would be improved by the introduction of a well
calibrated turbulence model. Therefore, in order to obtain an equivalent
level of accuracy, much longer run-times are required for more violent
waves.

3.6 Conclusions
It has been shown that the interFoam model is capable of modelling the
transmission and transformation of waves to a reasonable degree of accu-
racy. Waves can be generated using the approach described in section 2.7
and the model is capable of transmitting these waves for long distances
(of more than 90 m) without significant numerical dissipation.

The model is capable of reproducing the “Dingemans” test to a rea-
sonable degree of accuracy, although the computational expense required
is likely to exceed that of Boussinesq-type models. It was found that the
model was capable of generating the very high frequency wave harmon-



88 CHAPTER 3. WAVE PROPAGATION OVER BARS

ics that the “Dingemans” test exhibits on top of the breakwater, but that
these high frequency waves were subject to numerical dissipation on the
meshes used, leading to slight inaccuracies in the model output down-
stream of the breakwater.

It has been shown that the model is convergent with respect to mesh
size, with the accuracy of the modelled waves (as measured by the am-
plitudes of the modelled wave harmonics) increasing as mesh density in-
creased. It has been shown that the modelled waves are not sensitive to
several aspects of the solution scheme, including the use of the momen-
tum predictor step and the use of a higher-order discretisation scheme.

The potential usefulness of the focussed wave group in CFD has been
demonstrated, allowing the transmission and transformation of an entire
spectrum of waves to be modelled in a very short time. It has been shown
that the model is capable of simulating the transmission, transformation
and focussing of a wave group to a reasonable degree of accuracy.

It is possible to use the same techniques described in section 2.7 to
generate not only regular waves, but also focussed wave groups, al-
though the technique suffers from the problem of Stokes’ drift, which is
not generally encountered to the same extent in wave flumes and tanks
such as the one used at DHI. It may be useful to apply a correction to the
wave boundary condition to counteract the effects of Stokes’ drift, in the
form of a gradual return flow under the wave. This has not been done
as part of this work as the boundary condition as-is better represents the
real behaviour of waves.

It has been shown that while it is not currently practical to model
traditional irregular wave series of long duration due to the high compu-
tational cost, shorter simulations such as those involving regular waves
and focussed wave groups can be accomplished in time periods short
enough to use the model in a practical engineering application. Addi-
tionally, it has been demonstrated that the access to the model’s source
code conveys a significant advantage for the practising engineer as they
are then able to take advantage of processor-specific compiler optimisa-
tions to produce models that run significantly faster.



4WAVE INTERATION WITH
COLUMNS

4.1 Validation Test

Chapter 3 has demonstrated that the model is capable of simulating the
transmission and transformation of waves over a submerged structure,
however another common wave/structure interaction problem is the sim-
ulation of wave interaction with surface-piercing structures.

In order to assess the model’s performance in the interaction with a
surface-piercing structure, another test case from the DHI experiments
described in chapter 3 and Zang et al. (2010) was used. The model was
used to recreate a series of tests performed in the same wave basin ar-
rangement as the previous cases but with a surface-piercing cylinder in-
corporated and a different arrangement of wave gauges.

4.2 DHI Test Case

Description of case

The basic geometry of the test is an 18 m wide test area built into a shal-
low basin by the addition of two wooden guide walls. At one end of
this area was a 36-segment, directional, piston-type wave maker. A tri-
angular mounting was installed in the centre of the flume. The resulting
arrangement is shown in figure 4.1.

Two bed geometries were tested: a flat bed covered by a water depth
of 0.505 m (shown in figure 4.2) and the submerged, sloping beach that
has already been described in chapter 3 (shown in figure 4.3).

Tests were performed with and without a vertical cylinder of 0.25 m
diameter suspended from the triangular mounting on both the flat bed
and on the beach.

89



90 CHAPTER 4. WAVE INTERATION WITH COLUMNS

Guide wall
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Figure 4.1: Figure with photographs of the experimental set-up.
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Figure 4.2: Cross-section schematic showing the key dimensions of the
geometry of the flat bed cases, including the location of the structure.
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Figure 4.3: Cross-section schematic showing the key dimensions of the
geometry of the submerged beach cases, including the location of the
structure.

Results were recorded in the experiment using 19 wave gauges, which
were positioned as shown in figure 4.4. A set of strain gauges were in-
stalled in the connection between the cylinder and the mounting and cal-
ibrated to record the total force on the cylinder. An accelerometer was
installed at the top of the cylinder and four pressure gauges were in-
stalled on the front face at elevations of -0.1 m, 0 m, 0.05 m and 0.15 m
relative to the mean water level. An ADV device was installed 7.75 m
from the paddle to record velocities at 0.25 m depth in the free field. All
of these devices were used with a sampling frequency of 1000 Hz.

In addition to these sensors, the tests were recorded using either one
or two digital video cameras, allowing a visual verification of the sensor
results.

The wave used in these tests was the same “F14” focussed wave group
that was used in section 3.4.

It was intended to focus the wave groups just in front of the cylinder:
i.e. a focus distance of 7.775 m, however due to wave transformation
processes, especially on the submerged beach, this theoretical value was
not always the most appropriate to achieve a large crest at the cylinder.
The focal lengths of the wave groups were therefore adjusted with the
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Figure 4.4: Diagram showing the locations of wave gauges 1–17 used in
the DHI test cases. Wave gauge 18 was installed as a check on gauge 4,
while gauge 19 was installed away from the cylinder as a check on gauge
9.

intention of producing the largest possible crest/trough from each group
at the point just in front of the cylinder. This led to the focussed wave
group having a different focal length to the theoretical value. The focal
distances used for wave F14 were 7.7 m and 7.5 m on the beach and on
the flat bed respectively.

In the experiment the tests were designed so that the focussed wave
occurred 40 s after the paddle motion started. It was found that very little
wave motion occurred in the first 20 s of this period and consequently, in
order to reduce the computational expense of the model, the wave was
set to focus after only 20 s in the model runs. Other aspects of the wave
generation (such as the spectrum and the focal length) were unchanged
between the model and experiment.

While the cases described in chapter 3 were two-dimensional in na-
ture, and could be modelled in a two-dimensional vertical plane, this
case requires three dimensions. A three metre section from the centre of
the test area was modelled rather than the full 18 m in order to reduce
computational cost. This value was based on visual observations from
the experiment where reflected waves appeared to dissipate within the
triangular mounting frame. Some preliminary tests were performed to
ensure that no wave reflection was apparent from the side walls of the
flume. The symmetry of the problem was used to reduce this further to
a 1.5 m wide domain. The base mesh had cells of 0.0121 m × 0.05 m
× 0.0133 m from which was cut the beach shape with no additional re-
finement. The cylinder was cut from the domain with two levels of ad-
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Cell Volume (m³)

Figure 4.5: Mesh used in the wave interaction simulations with cells
coloured according to cell volume.

ditional refinement on its surface. In the model the cylinder extended
through the full height of the domain—potential for splashing onto the
top of the cylinder was not modelled. Similarly, the mounting tripod was
not modelled. The resulting mesh is shown in figure 4.5.

Validation Results

Water surface elevation

Figures 4.6 to 4.17 show a selection of the model results with the beach
(the full results are given in appendix B). It can be seen that the model
produces good agreement with the experimental results, despite the po-
tential problems with Stokes’ drift discussed above. No correction has
been applied to these results as it can be seen from the wave spectra that
many of the wave gauges in the vicinity of the cylinder exhibit low fre-
quency waves which would not be preserved by the simple filtering pro-
cess used in section 3.4.

The results from the initial gauges, 1–3 and 5–6 are relatively consis-
tent. It can be seen from the spectra that the first order waves dominate
the results and that the cylinder has relatively little effect, with the model
only slightly underestimating the first order peak. This is borne out by
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Figure 4.6: Graph showing the observed (blue and green lines) and mod-
elled (red line) elevation time series at wave gauge 1 for case F14 with
the beach and cylinder.

the time series which exhibit a good correspondence between the mod-
elled and observed wave forms with the model slightly underestimating
the wave peaks. As the wave travels further up the beach and around
the cylinder wave transformation occurs, producing a clear third order
peak in gauges 10 and 11 and a fourth order peak is visible in the spectra
in gauges 13 and 14. In the time series a good correspondence between
modelled and observed results is achieved at nearly all of the gauges.
Only gauges 13 and 14 where the wave is breaking at the back of the
cylinder does an underestimate occur. This underestimate is likely to be
due to insufficient mesh quality at the back of the cylinder where the
cylinder meets the symmetry plane.

Figure 4.18 shows a series of snapshots of the modelled water sur-
face along the centre of the basin at 0.2 s intervals (with time progressing
down the page). The two vertical lines represent the front and back face
of the cylinder and the water surface shown between these two lines is
the water surface around the surface of the cylinder. It can be seen that
the wave breaks a short way in front of the cylinder and the travelling
breaking wave slams into the front of the cylinder causing air entrain-
ment as the water is deflected around the sides. It is not possible to accu-
rately model this type of violent wave action in this level of detail except
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Figure 4.7: Graph showing the observed (blue and green lines) and mod-
elled (red line) elevation time series at wave gauge 5 for case F14 with
the beach and cylinder.
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Figure 4.8: Graph showing the observed (blue and green lines) and mod-
elled (red line) elevation time series at wave gauge 9 for case F14 with
the beach and cylinder.
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Figure 4.9: Graph showing the observed (blue and green lines) and mod-
elled (red line) elevation time series at wave gauge 10 for case F14 with
the beach and cylinder.
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Figure 4.10: Graph showing the observed (blue and green lines) and
modelled (red line) elevation time series at wave gauge 13 for case F14
with the beach and cylinder.
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Figure 4.11: Graph showing the observed (blue and green lines) and
modelled (red line) elevation time series at wave gauge 17 for case F14
with the beach and cylinder.
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Figure 4.12: Graph showing the observed (blue and green lines) and
modelled (red line) amplitude spectra at wave gauge 1 for case F14 with
the beach and cylinder.
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Figure 4.13: Graph showing the observed (blue and green lines) and
modelled (red line) amplitude spectra at wave gauge 5 for case F14 with
the beach and cylinder.
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Figure 4.14: Graph showing the observed (blue and green lines) and
modelled (red line) amplitude spectra at wave gauge 9 for case F14 with
the beach and cylinder.
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Figure 4.15: Graph showing the observed (blue and green lines) and
modelled (red line) amplitude spectra at wave gauge 10 for case F14 with
the beach and cylinder.
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Figure 4.16: Graph showing the observed (blue and green lines) and
modelled (red line) amplitude spectra at wave gauge 13 for case F14 with
the beach and cylinder.
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Figure 4.17: Graph showing the observed (blue and green lines) and
modelled (red line) amplitude spectra at wave gauge 17 for case F14 with
the beach and cylinder.

by using a CFD code.
Figures 4.19 to 4.30 similarly show the results of the model without

the beach. As before, it can be seen that a good agreement is achieved
between the model and the experimental data.

Here, without the beach, with a slightly different focal distance, and
with shallower water, a very violent, nearly breaking wave is generated
on the approach to the cylinder and can be seen in the time series re-
sults for gauges 5 and 6. As before, at gauges 13 and 14 with the beach,
the height of this near-breaking wave is underestimated compared to the
result recorded by the wave gauges. Outside of these early gauges, how-
ever, the results indicate that the model is reproducing the wave trans-
formation processes around the cylinder very accurately. Unlike the re-
sults with the beach, only very small third and fourth order peaks are
observed in the spectrum data.

Figure 4.31 shows a series of snapshots of the water surface along the
centre of the basin as before. It can be seen that, as with the wave on the
beach, the wave breaks a short way in front of the cylinder but that the
action is much less violent than the same wave applied on the sloping
beach. The interaction with the cylinder is more gentle with the water
running up the front face of the cylinder rather than slamming into it.
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Figure 4.18: Snapshots of the water surface elevation of wave F14 with
the cylinder at 0.2 s intervals.
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Figure 4.19: Graph showing the observed (blue and green lines) and
modelled (red line) elevation time series at wave gauge 1 for case F14
with the beach and cylinder.
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Figure 4.20: Graph showing the observed (blue and green lines) and
modelled (red line) elevation time series at wave gauge 5 for case F14
with the beach and cylinder.
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Figure 4.21: Graph showing the observed (blue and green lines) and
modelled (red line) elevation time series at wave gauge 9 for case F14
with the beach and cylinder.
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Figure 4.22: Graph showing the observed (blue and green lines) and
modelled (red line) elevation time series at wave gauge 10 for case F14
with the beach and cylinder.
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Figure 4.23: Graph showing the observed (blue and green lines) and
modelled (red line) elevation time series at wave gauge 13 for case F14
with the beach and cylinder.
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Figure 4.24: Graph showing the observed (blue and green lines) and
modelled (red line) elevation time series at wave gauge 17 for case F14
with the beach and cylinder.



4.2. DHI TEST CASE 105

 0

 0.002

 0.004

 0.006

 0.008

 0.01

 0.012

 0  0.5  1  1.5  2  2.5  3  3.5  4

A
m

pl
itu

de
 S

pe
ct

ru
m

Frequency (Hz)

Amplitude spectrum for wave f14 at gauge 1

Figure 4.25: Graph showing the observed (blue and green lines) and
modelled (red line) amplitude spectra at wave gauge 1 for case F14 with
the beach and cylinder.
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Figure 4.26: Graph showing the observed (blue and green lines) and
modelled (red line) amplitude spectra at wave gauge 5 for case F14 with
the beach and cylinder.
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Figure 4.27: Graph showing the observed (blue and green lines) and
modelled (red line) amplitude spectra at wave gauge 9 for case F14 with
the beach and cylinder.
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Figure 4.28: Graph showing the observed (blue and green lines) and
modelled (red line) amplitude spectra at wave gauge 10 for case F14 with
the beach and cylinder.
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Figure 4.29: Graph showing the observed (blue and green lines) and
modelled (red line) amplitude spectra at wave gauge 13 for case F14 with
the beach and cylinder.
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Figure 4.30: Graph showing the observed (blue and green lines) and
modelled (red line) amplitude spectra at wave gauge 17 for case F14 with
the beach and cylinder.
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This difference is likely to explain the underestimation of the first or-
der terms at gauge 9 for the flat bed case as the relatively coarse grid used
for these tests will not accurately resolve the boundary layers on the face
of the cylinder. This will have the effect of introducing a large numerical
roughness to the surface of the cylinder which will dampen this run-up.
The effect will be much less pronounced, however, on the sloping beach
case, where the water slams into the face of the cylinder at right angles
rather than running along its face.

Direct force

To assess the model’s determination of direct force on the cylinder, the
calculated total force on the cylinder was compared to the forces recorded
during the experiment from the strain gauges. The pressure field on the
cylinder surface was integrated to give the total force on the cylinder in
the x direction. This approach neglects the forces due to the friction of
the water on the surface of the cylinder but is very simple to apply and
calculate. By contrast, accurate determination of the shear stresses is very
difficult indeed as it would require either a grid that was extremely fine
(and hence computationally expensive) or turbulence modelling which,
as discussed elsewhere, brings several practical difficulties. The compar-
ison between the modelled and recorded forces is shown in figures 4.32
and 4.33.

It can be seen that the model performs well in the initial part of the
wave group but underestimates the peak force and the second half of the
wave group. The comparison of the spectra also reveals that (not unex-
pectedly) the model, which uses a static, fixed, cylinder, does not repro-
duce the peak in the spectra at 3.9 Hz which is caused by the resonance
of the cylinder at its natural frequency.

Short of introducing a model of the resonance of the cylinder into the
interFoam model, it is not possible to represent the variation in force on
the cylinder due to the cylinder’s movement in the model. It is possible,
however, to remove the effects of the high-frequency oscillation from the
experimental data in order to effect a better comparison between the two
datasets. This has been done using a low-pass filter. The filtered spec-
trum is shown in figure 4.34 and the resulting time series comparison is
shown in figure 4.35.

It can be seen that while the model is still underestimating the peak
forces slightly, the fit between the modelled and the experimental data
is much improved through the use of the low-pass filter to remove the
component of the force due to the natural frequency of the cylinder.
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Figure 4.31: Snapshots of the water surface elevation of wave F14 with
the cylinder on the flat bed at 0.2 s intervals.
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Figure 4.32: Graph showing the comparison between the modelled (red
line) and the observed (blue and green lines) total forces on the cylinder.

The large peak in the modelled force spectrum at 0 Hz is indicative of
the fact that, as the cylinder is embedded in a sloping bed, more of the
cylinder is exposed on one side than the other. This causes integration of
the pressures to give a constant force on the cylinder up the slope, which
must be corrected for in the force series comparisons. In reality, this force
did not exist as the cylinder had a flat base and was suspended slightly
above the bed.

4.3 Practicality

The models shown here were run on test system B and were spread
over four CPUs each. The models had approximately 5 million cells
and required 3 GiB of RAM. The recorded run speed was approximately
5.0 × 10−5 s/s allowing complete simulations to be run in approximately
one week.
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Figure 4.33: Graph showing the comparison between the modelled (red
line) and the observed (blue and green lines) total force amplitude spec-
tra on the cylinder.

4.4 Conclusions

The application of this new validation case to the model has shown not
only that the model is capable of transmitting complex, non-linear wave
forms such as focussed wave groups (which was also demonstrated in
chapter 3) but also that the interaction between these waves and surface-
piercing structures can be adequately modelled.

It has been demonstrated that the model can correctly reproduce the
wave diffraction patterns around a circular cylinder, although it has no
mechanism (in the form used here) for modelling the cylinder’s dynamic
response to the interacting waves. It is possible, using OpenFOAM, to
model the cylinder using, for example, a linear elastic model to simulate
its vibration and resonance and couple this dynamically to the hydraulic
model. It is unlikely, however, that this will produce significantly better
results than can be achieved using much simpler processes (such as a
low-pass filter on the model results) and the additional computational



112 CHAPTER 4. WAVE INTERATION WITH COLUMNS

 0

 2

 4

 6

 8

 10

 0  0.5  1  1.5  2  2.5  3  3.5  4

F
or

ce
 (

N
)

Frequency (Hz)

Force amplitude spectrum for wave f14

Model (mesh C)
Experimental test 300

Experimental test 300 (filtered)

Figure 4.34: Graph showing the comparison between the modelled, ob-
served and the filtered observed total force amplitude spectra on the
cylinder.

expense of this approach is therefore hard to justify. Accordingly, further
investigation of this approach is left for further work.

The simple procedure for integrating the pressures on the cylinder
surface described in section 2.3 has been successfully used to estimate
the total direct forces on the cylinder and these have been shown to be
broadly similar to the direct forces recorded in the experiment, indicating
that the sub-surface fluid pressures calculated by the model are likely to
be accurate.

It was found that the models used here ran in a sufficiently short time
period that they could be used by practising engineers without signifi-
cant expense in either time or equipment. The pressure integration pro-
cedure used was found to be similarly practical as the time required to
perform this was negligible compared to that of the model calculation as
a whole.

The practicality of the focussed wave group for use in CFD was fur-
ther demonstrated as it was shown to be faster to simulate the passage of
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Figure 4.35: Graph showing the comparison between the modelled, ob-
served and the filtered observed total forces on the cylinder.

a focussed wave group through the model than it was to simulate a com-
parable time period in which regular waves were propagating through
the model.





5WAVE ACTION ON RUBBLE
BREAKWATERS

5.1 Validation Tests

Most coastal defences (and many fluvial defences) are not constructed
from impermeable materials. Most coastal structures are formed from
locally available sand covered with rock armouring. These structures are
often permeable. As this permeability may have a significant effect on
the fluid-structure interaction, particularly in the presence of waves, it is
important for the model to be able to represent these effects. The per-
meability will also allow dynamic hydraulic actions, such as waves and
tides, to create transient pore pressures within the structures themselves
which could, in extreme circumstances result in failure.

The validation test case used here is based on an experiment con-
ducted in 1997 at the Hydraulics and Coastal Engineering Laboratory
at Aalborg University and are described in greater detail by Troch (2000).
In these experiments a surface-piercing, porous breakwater structure was
constructed in a wave flume and the interaction between this and various
regular and irregular wave series was studied.

The approach was then used on a real-world case study of a complex,
rock-armoured coastal defence structure. While, due to the limitations
discovered in the validation case, the model could not be used quan-
titatively, the results were successfully used qualitatively to inform the
design of the defence.

5.2 Aalborg Test Case

Description of case

The experimental set-up of this case is shown in figure 5.1. The break-
water had one vertical face and one sloping face, with the waves hitting

115
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Figure 5.1: Schematic representation of the experimental set-up of the
Aalborg test case.

the vertical face after propagating through 17.14 m of water with a depth
of 0.4 m. The numerical flume was 40 m long to prevent reflections from
the downstream face affecting the results at the breakwater, although in
the validation cases the waves transmitted through the breakwater were
sufficiently small that contamination of the results due to reflected waves
would have been minimal.

The porous breakwater structure was instrumented with an array of
5 × 3 pressure sensors that were used to record the wave’s progress
through the structure. Five wave gauges were also used, with three
monitoring the incoming wave, one on the front face of the breakwa-
ter and one in the flume behind the breakwater. This arrangement of
wave gauges allowed the calculation of the breakwater’s coefficients of
reflection, run-up and transmission.

The breakwater was constructed from a medium gravel with a D50

of 0.0181 m and a porosity of 0.426. Troch (2000) reports the Darcy-
Forchheimer shape factors as α = 3009 and β = 2.45.

As detailed wave time series of the irregular tests were not available,
only the regular wave tests were used for the validation of the model.
The wave cases that were used are given in table 5.1 with the results that
were used for comparison in the validation tests.

The numerical flume used for the model validation was 40 m long and
1 m high and a two-dimension assumption was used. The mesh used is
shown in figure 5.2. Rather than calculate reflected wave heights from
the array of three wave gauges, a straightforward comparison between
models with and without the breakwater was used.

It is not practical, in the approach used to model porosity in Open-
FOAM to apply porosity to only parts of a cell. It was therefore difficult to
accurately model the sloping back face of the breakwater without chang-
ing the simplified meshing approach described in section 2.6. However,
the vast majority of the measurements involved in the model are not af-
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Wave Wave Height, Wave Period, Results Available
ID H (m) T (s)
r01 0.0370 2.84 Coefficients
r02 0.0519 2.84 Coefficients
r03 0.0655 2.84 Coefficients
r04 0.0768 2.84 Coefficients
r05 0.0493 2.38 Coefficients
r09 0.0367 1.80 Coeffs. & decay curves
r10 0.0543 1.80 Coeffs. & decay curves
r11 0.0716 1.80 Coeffs. & decay curves
r16 0.0554 1.60 Coeffs. & wave gauges

Table 5.1: Wave properties used in the “Aalborg” validation test cases.

Figure 5.2: Distribution of cell volumes for the baseline mesh used in the
Aalborg test case with horizontal scale reduced by 10 times.
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Figure 5.3: Detail of the mesh at the porous breakwater with cells apply-
ing the Darcy-Forchheimer equation highlighted (correct aspect ratio).

fected by the precise representation of the back face of the breakwater.
The meshing procedure was therefore kept simple and the back face of
the breakwater was represented using a stair-step approach as shown in
figure 5.3.

Initial validation results

The information available in Troch (2000) was, for each wave, the reflec-
tion coefficient, Cr, and for some of the waves, the wave decay through
the breakwater measured by the pressure gauges or the water surface
elevations recorded by the wave gauges. Table 5.2 shows the measured
reflection coefficients for each wave and the corresponding model coeffi-
cient (derived from a comparison between models with and without the
breakwater in place).

It can be seen that the model severely underestimates the reflection
coefficients. This is due to the reported values of the Darcy-Forchheimer
coefficients being used in the model despite the very dynamic flow con-
ditions.

Parameter Search

The initial validation results above demonstrate that it is critical to have
an understanding of how sensitive the model is to errors in the param-
eters n, α and β as it is extremely difficult to accurately determine these
values without extensive testing of the in-situ material. It was shown in
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Wave Cr Cr

ID observed modelled
r01 0.744 0.326
r02 0.788 0.303
r03 0.839 0.309
r04 0.862 0.420
r05 0.695 0.344
r09 0.677 0.259
r10 0.698 0.211
r11 0.716 0.242
r16 0.675 0.267

Table 5.2: Comparison of reflection coefficients for each modelled wave
in the Aalborg test case using the reported Darcy parameters.

section 2.4 that, while methods exist for estimating α and β from n and
D50, these methods are highly variable and can lead to answers that differ
by orders of magnitude from other, similarly accepted formulae.

In order to investigate this variability, models were run for a wide
variety of porosity parameters. Table 5.3 shows all the values of all the
parameters that were studied as part of this work. These values were
derived by estimating the α and β values for the breakwater using every
equation discussed in Sidiropoulou et al. (2007) and converting these to
the D and F parameters to define the plausible range for each parame-
ter. All the possible combinations of these parameters were simulated,
leading to a total of 3,780 model simulations. From these simulations,
plots were made showing how the wave transmission, wave run-up, and
wave decay through the breakwater was affected by the changes in each
parameter.

A preliminary analysis of these results indicated that, within the ranges
tested, the model was very insensitive to the value of the Forchheimer
parameter, F . F = 0.2 has been used in all the subsequent results except
where noted.

The model was shown to be extremely sensitive to the value of D
and moderately sensitive to the value of n. This can be demonstrated by
figure 5.4 which is typical of the results from the parameter search as a
whole. Figure 5.4 shows how the coefficients of reflection, transmission
and run-up vary with the values of D and n for wave r16.
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Variable Values used Number
of Values

Wave ID r01, r02, r03, r04, r05, r08, r09, r10, r16,
r17, r18, r19

12

Porosity, n 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0 9
Darcy Param.
D

4 × 10−6, 6 × 10−6, 8 × 10−6, 1 × 10−7,
2 × 10−7, 3 × 10−7, 4 × 10−7

7

Forchheimer
Param. F

0.02, 0.05, 0.2, 0.5, 2.0 5

Total Simulations 3,780

Table 5.3: Parameters used in the Aalborg parameter search.

Model calibration

The results from the parameter search indicated that it was necessary to
calibrate the model. As it is expected that the value of n will be much
better defined using laboratory tests and theory than the value of D, the
Darcy parameter was chosen as the primary calibration variable. The
model was calibrated using the results from the parameter search to com-
pare the modelled wave decay curve for wave r09 with the experimen-
tally recorded curve. The results of this comparison are shown in figure
5.5.

This figure shows the modelled and recorded wave amplitudes (mea-
sured in Pascals) from the pressure gauge array. It is worth noting that
a perfect fit to the experimental data is not possible using the current
model as the experimental data indicate that the wave amplitude in-
creases between the fourth and fifth pressure sensors. Such an increase
in wave amplitude is not modellable by the Darcy-Forchheimer equation.
Despite this drawback, however, the value D = 1 × 107 was selected to
produce the closest fit between the modelled and observed data.

Calibrated results

Figures 5.6–5.8 show the measured wave decay curves reported by Troch
plotted against the modelled wave decay curves using this calibrated
value of the Darcy parameter. It can be seen that the fit is reasonable
for these larger waves as well as the r09 wave.

Table 5.4 shows the reflection coefficients from the calibrated model
compared to those derived from the experiment. It can be seen that,



5.2. AALBORG TEST CASE 121

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 1e+06  1e+07

R
e
fl
e
c
ti
o
n
 c

o
e
ff
ic

ie
n
t

Darcy Parameter, D

n=0.1
n=0.2
n=0.3
n=0.4
n=0.5
n=0.6
n=0.7

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 1.4

 1.6

 1e+06  1e+07

R
u
n
-u

p
 c

o
e
ff
ic

ie
n
t

Darcy Parameter, D

n=0.1
n=0.2
n=0.3
n=0.4
n=0.5
n=0.6
n=0.7

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 1e+06  1e+07

T
ra

n
s
m

is
s
io

n
 c

o
e
ff
ic

ie
n
t

Darcy Parameter, D

n=0.1
n=0.2
n=0.3
n=0.4
n=0.5
n=0.6
n=0.7

Figure 5.4: Graphs showing the effect of the D and n parameters on the
wave reflection, run-up and transmission coefficients.
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Figure 5.6: Comparison of experimental results to the calibrated model’s
wave decay curves through the breakwater for wave r09 with n = 0.4.
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Figure 5.7: Comparison of experimental results to the calibrated model’s
wave decay curves through the breakwater for wave r10 with n = 0.4.
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Wave Cr Cr

ID observed modelled
r01 0.744 0.717
r02 0.788 0.712
r03 0.839 0.714
r04 0.862 0.750
r05 0.695 0.656
r09 0.677 0.611
r10 0.698 0.605
r11 0.716 0.626
r16 0.675 0.644

Table 5.4: Comparison of reflection coefficients for each modelled wave
in the Aalborg test case using the calibrated Darcy parameters.

while the model still generally underestimates the reflection coefficients,
the accuracy of the calibrated model is much better than the initial model.

Mesh Sensitivity

The above models were conducted on two meshes, with the results shown
above being from the coarser of the two. The finer mesh was formed by
evenly subdividing each cell in the coarse mesh into four. A comparison
of the results from the two meshes is shown in figures 5.9 (comparing the
water surface elevation away from the breakwater) and 5.10 (comparing
the pressure fluctuations at the central pressure gauge). It can be seen
that the increased mesh density does not have a significant effect on the
results.

5.3 Coastal Defence Case Study

Background

This case study describes the use of interFoam in a qualitative manner to
assess flow patterns around a complex rock-armoured sea defence struc-
ture. The model results were used to inform the engineering design team
about potential locations of scour and rock armour damage. interFoam
was selected for this project as there was insufficient money available to
do a physical model but the structure was sufficiently complex that it was
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Figure 5.9: Modelled incoming wave on the two meshes.

felt important to supplement standard design methods with a greater un-
derstanding of flow through the structure.

interFoam was used in this case as the structure was subject to sev-
eral critical design constraints which fixed, in some areas, the location of
both the toe and the crest of the defence, resulting in an unusually steep
structure on the eastern side. An additional constraint on the project was
provided by the local scarcity of large armour stones leading to a maxi-
mum possible armour stone weight of 3 t. Figure 5.11 shows a schematic
from an initial design stage. The red line shows the seaward constraint
to the east while the innermost line represents the landward constraint.

The shape of the land to be protected made the use of many conven-
tional design methods difficult. The defence could neither reasonably
be considered to behave as a linear defence of infinite length nor to be
a classic “round-head” shape. Further, the design required integration
with other defence schemes, designed independently. As has already
been noted, the interfaces between coastal and flood defence structures
are often found to be the weakest points and therefore require special at-
tention. The CFD modelling was used to assess potential flow or stress
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Figure 5.10: Modelled pressure fluctuations from the central gauge on
the two meshes.

concentrations caused by the interface of the different schemes.

Simulations

A total of six simulations were carried out as part of this project, covering
three wave directions with two potential structure designs. The simula-
tions were performed using regular waves with H = 2.25 m and L = 43 m
and were run for sufficient time for three complete waves to interact with
the structure.

The critical wave directions were determined to be 330◦, 0◦ and 30◦.
Rather than introduce the waves into the domain at an angle, the waves
were introduce into the domain travelling perpendicular to the source
face and the structure was rotated, creating a new mesh for each incident
wave angle. This allowed additional wave-guide structures to be placed
in each mesh to control the reflected waves by reflecting them out into
the areas of the model away from the area of interest.

In the models, the sand core of the structure was modelled as a solid
(non-porous) structure with the two gradings of armour covering it mod-
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Figure 5.11: Plan of an early design of the coastal defence, showing sea-
ward constraint to the east (red).
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Figure 5.12: Overview of structures A and B showing the outer layers of
the rock armour and the vertical walls.

elled using two different levels of porosity. In the absence of reliable data
for the porosity of rock armour layers the porosity parameters for these
layers were estimated from comparable values in table 1 of Sidiropoulou
et al. (2007). It is the large uncertainty in these values that renders this
particular set of models only reliable for qualitative use. The adopted
values for the outer rock armour porosity were n = 0.4, D = 2.5 × 103

and F = 4 × 10−3; while the inner rock armour was modelled with n =
0.4, D = 4 × 103 and F = 4 × 10−3.

Two designs for the structure were tested, and images of these designs
are shown in figure 5.12. The figures show the structures in plan, with
the outer layers of the rock armour indicated. Structure A was the orig-
inal design, based only on conventional engineering design procedures,
while structure B was an improved design, made after the numerical tests
from structure A had been processed.

The meshes for each domain are shown in figures 5.13 and 5.14. It can
be seen that in addition to the solid cores of the structures to be studied,
other shapes have been “cut out” of the domain either to remove areas of
the model where insufficient data was available, control wave reflections,
or remove areas of the model which represented unnecessary computa-
tional expense. It should be noted that the figures still show the mesh
used to model the porous armour layers—only the inner, sand core has



5.3. COASTAL DEFENCE CASE STUDY 129

Figure 5.13: Overview of computational mesh for structure A with in-
coming waves at 0◦.

been removed.

Results

Structure A

Visualisations of the results from structure A are shown in figures 5.15–
5.17. Two critical issues with the initial design of structure A were iden-
tified by the CFD modelling and the resulting visualisations.

Figure 5.15 illustrates that waves impacting on structure A cause a
flow concentration at the interface between the steep section of rock ar-
mour on the eastern side and the vertical wall structure that was part of
the existing design. Geometric changes were made to the layout of the
embankment to mitigate this flow concentration.

Figure 5.16 shows that a significant flow of water could occur through
the rock armour layers in the steepest part of the slope. It was considered
that the strength of this flow, depending on the nature of the incoming
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Figure 5.14: Overview of computational mesh for structure B with in-
coming waves at 0◦.

Figure 5.15: Oblique view of structure A with waves from 0◦ showing
flow concentration within the rock armour behind the vertical wall.
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Figure 5.16: Oblique view of structure A with waves from 0◦ showing
high velocities within the rock armour.

wave, could be sufficient to cause “plucking” of the rocks from the rock
armour layer and instigate damage to the defence. Accordingly, the de-
sign of the embankment was changed slightly to give the steep slope
more protection from incoming waves.

Figure 5.17 is a plot of the near-bed velocities from the model in the
vicinity of the structure. The red and purple areas indicate high velocity
and hence greater probability of scour at the toe of the embankment. It
can be seen that the velocities are well distributed along the toe, suggest-
ing that toe scour at the embankment will be relatively even.

Structure B

Based on the results from the models of structure A, as well as other cal-
culations, the design was revised to the form of structure B. The interface
between the structure and the vertical wall on the east side of the site
was altered and the “head” of the structure was enlarged to afford more
protection to the vulnerable steep slope.

Figure 5.18 shows the revised interface design at the same instant of
model time as figure 5.15. It can be seen that less water is directed behind
the vertical wall.
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Figure 5.17: Plan view of structure A with waves from 0◦ showing high
near-bed velocities at the toe of the structure.

Figure 5.18: Plan view of structure B with waves from 0◦ showing veloc-
ities on the surface of the rock armour.
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Figure 5.19: Plan view of structure B with waves from 0◦ showing veloc-
ities on the surface of the rock armour.

Figure 5.19 shows the flow through the rock armour layers in struc-
ture B at the same instant as 5.16. It can be seen that the additional struc-
ture and rock armour at the head of the structure has reduced the flow
through the steep section of rock armour.

5.4 Practicality

The preceding chapters have already shown that simple two-dimensional
models of wave transmission are sufficiently fast to be practically appli-
cable in a practical engineering design context, however this validation
test has two differences from the earlier wave transmission tests which
affect the practicality of the model.

The first, and most critical of these differences is the presence of the
porous media in the domain. It is clear that the presence of the porous
media will cause the model to be slightly slower as the Darcy and Forch-
heimer terms must be calculated in addition to the equations that would
normally be solved.

The porous media implementation in OpenFOAM mitigates the ef-
fects of this to some extent by only calculating the Darcy and Forch-
heimer parameters as a correction to the Navier-Stokes equations for the
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Darcy Forchheimer Parameter
Parameter 0.02 0.05 0.2 0.5 2.0
1.0 × 10−6 3411 3355 3439 3253 2999
4.0 × 10−6 2608 2630 2610 2598 2580
6.0 × 10−6 2655 2643 2638 2625 2591
8.0 × 10−6 2518 2526 2614 2516 —
1.0 × 10−7 2444 2446 2443 2443 2444
2.0 × 10−7 2608 2608 2608 2608 —
3.0 × 10−7 2802 2803 2803 2802 2806
4.0 × 10−7 2893 2893 2894 2894 2893

Table 5.5: Number of timesteps required for 40 s simulation of case r16
with a variety of porosity parameters.

cells in which porosity is applied. No additional computation is neces-
sary for non-porous cells.

The porosity of the cells also has secondary effects on the run speed,
however. Porous media in the simulation can have a dampening effect on
the fluid velocity. Due to the adaptive timestepping approach used here,
this has the potential to cause an increase in run speed as the simulation’s
maximum velocity may fall and the timestep can therefore be increased
to maintain a constant maximum Courant number.

Cells in the domain with very low porosity or permeability, however,
have the potential to decrease the run speed. As the effects of porosity
are applied to the simulation in the form of a correction at the end of each
solution iteration, the more the porosity changes the result compared to
the solution with no porosity applied, the more iterations are required to
effect that change.

It has already been shown that models of this size can be run in rea-
sonable time, but it is interesting to observe the effect that different lev-
els of porosity have on the timestep. Table 5.5 shows the number of
timesteps required to complete a 40 s simulation with wave r16 and a
porosity of 0.3 for various values of the D and F parameter. It can be
seen that the Forchheimer parameter has little effect on the number of
timesteps within the range tested but that the models exhibit a greater
dependency between the number of timesteps (and hence the run time)
and the value of the Darcy parameter, D.

The second difference between this model and the wave transmission
tests described in chapter 3 is that this test has no solid structures within
the numerical flume. The result of this is that there are no cut cells: all
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of the cells in the mesh are hexahedral and the mesh is purely orthog-
onal. This allows several solution iterations which are normally run to
correct for non-orthogonality in the mesh to be neglected, resulting in an
increase in run speed.

This run speed increase is difficult to measure effectively. The compu-
tation time required for the correction steps varies depending on the non-
orthogonality of the mesh (the steps take very little time on orthogonal
meshes) and a comparison cannot be made on a non-orthogonal mesh
as the calculated results would be wrong for the test without the non-
orthogonal correctors and this error would affect the adaptive timestep-
ping and therefore the run speed. It is clear, however, from observation
of the model during a run, that these correction steps do take an observ-
able amount of time and that there is therefore a run speed advantage in
using purely orthogonal meshes.

5.5 Conclusions

This validation test case has shown that the modified model is capable of
modelling porous media by applying a correction to the Navier-Stokes
momentum equation based on the Darcy-Forchheimer equation using
the process described by Hafsteinsson (2009). The model is capable of
producing wave decay through porous media and the qualitative nature
of the results match what might be expected of a Darcy-Forchheimer–
based model.

The use of porous media is complicated by the sensitivity of the model
to the Darcy parameter and the fact that laboratory-derived values of the
Darcy parameter are not generally suitable for use in models involving
dynamic flows or waves due to the dependency of the Darcy and Forch-
heimer parameters on the nature of the fluid flow.

It has been shown that, because of this strong dependency on an ac-
curate and appropriate value of the Darcy parameter which is generally
not available, the simulation of porous media requires calibration against
observed data for the structure under test or structures with similar ma-
terial. Without such calibration, the results from the CFD modelling of
porous media must be treated as a purely qualitative result.

It has been shown that, even with the addition of porous media to
the model, simulation run speeds remain practical for engineering and
design problems. The use of porous media can have both positive and
negative effects on the speed of a model and it may even be possible to



136 CHAPTER 5. WAVE ACTION ON RUBBLE BREAKWATERS

use porous media (in areas of the domain which are of little interest) to
reduce maximum velocities and hence increase model run speeds.

A practical advantage to using purely orthogonal meshes was iden-
tified, allowing run speeds to be increased in cases where the structure
under test, like the one used in this validation, consists entirely of porous
media. The magnitude of this speed advantage could not be adequately
ascertained.

The coastal defence case study has shown that the model remains
practical even when modelling fully three-dimensional structures and
that, even in the absence of reliable data for the Darcy and Forchheimer
parameters, the model can be useful to design engineers as a qualita-
tive tool. Several design issues can be identified by using the three-
dimensional modelling approach which would have been difficult to iden-
tify using traditional engineering design methods, which do not cover
complex or unusual geometries or the interfaces between different ge-
ometries which are often critical to the failures of defences (Allsop et al.
2007).

While the run-times of the models used in the case study were not
insignificant, it is important to note that the engineer-time required to
prepare, run and process the models and their results was very small
due to the simplified meshing procedure and the ease with which the
three-dimensional structure models could be created. The computational
time required for the modelling was not significantly different to the time
taken by the engineering team to fully assess the defence using tradi-
tional methods and the two processes could therefore proceed simulta-
neously, with very little additional cost associated with the use of the
CFD.
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Three-dimensional wave-structure interaction is a complex process the
simulation of which requires complex, three-dimensional modelling if
the processes involved are to be completely understood. The interac-
tion of violent and breaking waves with shallow submerged or surface-
piercing structures such as breakwaters, bars, sea defences and wind tur-
bine columns is an important consideration in the design of these struc-
tures and there is a need for practical numerical models that can assist
engineers at the design stage without the time and expense of physical
model testing being incurred.

In this work the free, open-source “interFoam” model has been vali-
dated for a variety of problems which are common in the assessment of
wave structure interaction and the reliability of coastal structures such
as flood defences or monopiles. It has been found that the model is suit-
able for modelling the propagation and transformation of waves and fo-
cussed wave groups in the near-shore region, the interaction of breaking
waves and wave groups with surface-piercing structures and the mod-
elling of wave transmission and decay through porous media such as
sand and gravel fills as well as coarser, rock armouring using the Darcy-
Forchheimer equation.

In this work the effects of turbulence have been neglected and the
problem of determining appropriate estimations of inlet turbulence and
appropriate turbulence modelling methodologies for the problems under
consideration has been left for further research. Despite this, the simula-
tions conducted using the model were found to produce good results for
all the problems under consideration. A notable lack of research was
identified into the problem of generating reasonable estimates for the
turbulence in flow under waves in the near-shore region and in open-
channel fluvial flows that is appropriate to the scale of modelling used in
this work.

The interFoam model has been validated against several real experi-
mental data-sets as part of this research. These include the Beji & Battjes
(1993) results for wave propagation over a bar, the results from Aalborg
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University for wave propagation and decay through porous media de-
scribed by Troch (2000), as well as new data-sets generated during this
research project for the propagation of waves over a submerged beach
and the interaction of waves, focussed wave groups and breaking waves
with a surface-piercing vertical cylinder (Zang et al. 2010).

As part of this work, new boundary conditions have been developed
for the OpenFOAM library that allow for the simulation of first and sec-
ond order regular waves and for the superposition of these regular waves
to form focussed wave groups and irregular wave series. While there re-
main some practical issues with the use of these boundaries for long sim-
ulations relating not only to the computational effort required for simu-
lations of significant length but also to numerical issues such as the sim-
ulation of Stokes’ drift in the boundary condition, these boundary con-
ditions have been made available for other researchers to use and have
proven practical for a wide range of coastal applications.

Above all, the approach of using a vertical two-dimensional or three-
dimensional CFD model to assess wave and flow parameters was found
to be practical in both a design and an assessment context. This practi-
cality of the model was demonstrated by applying the model in both a
quantitative and qualitative manner to a real civil engineering case study:
the design of a new coastal defence structure.

All of the computational modelling done as part of this research has
been performed using only modest computational requirements. This
has demonstrated that the approaches described in this thesis are avail-
able to practising engineers even in small companies without access to
large and expensive clusters or super-computers.
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7.1 Turbulence modelling

Several potential new research topics present themselves as a result of
this work. Most critically this project has, as discussed above, neglected
the effects of turbulence on the flow due to the high uncertainties asso-
ciated with the turbulence parameters and the general lack of guidance
in the literature as to the merits of the various turbulence approaches.
The model described in this project should be investigated further with a
view to determining which turbulence formulations are most appropri-
ate to the problem of defence overtopping and breaching and developing
some reasonable methods of approximating appropriate values of turbu-
lence parameters on the boundary conditions. It has been found that
there is very little guidance in the literature for the estimation of turbu-
lence parameters in practical situations.

7.2 Mathematical methods and model
benchmarking

This research has also neglected any detailed study of the underlying
mathematics of the discretisation scheme, matrix solver and solution al-
gorithm for the Navier-Stokes equations, focussing instead on broader
practical aspects. Some basic tests that were conducted as an aside to this
project have, however, suggested that the choice of these methods could
have a significant effect on the run-time (and hence the practicality) of
the simulations. One of the advantages of using a modular, highly-object-
oriented software like OpenFOAM is that it is easy to switch out different
solution methodologies and discretisation schemes without making any
significant changes to the model code. This makes OpenFOAM a poten-
tially very useful tool for the assessment of the relative computational
efficiencies of different discretisation schemes and solution algorithms
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as it allows only the mathematics under test to be changed while keep-
ing the remainder of the code constant. A detailed benchmarking study
comparing the relative merits of the different discretisation and solution
approaches has the potential to greatly enhance the practicality of the
methods discussed in this report.

7.3 Extension of the model to erosion

Many existing breach models, including those by Visser (1998) and, later
Zhu (2006), consider erosion as the primary method of breach develop-
ment, and it is widely accepted that the erosive action of the water plays
a very important part in the development of a breach, after its formation.
It is therefore important to consider accurate models for the erosion and
transport of sediment as part of a breach model.

The incorporation of a simple erosion model into the interFoam code
used in this thesis would be relatively straightforward. By using Open-
FOAM’s dynamic meshing capability it should be possible to make a
boundary condition that moves the mesh vertices on the boundary down-
wards when a critical velocity or shear stress at the boundary is exceeded.

7.4 Incorporation of soil as a third phase

(de Medina 2008) considered the problem of sediment transport by at-
tempting to model the soil using the Navier-Stokes equations and simply
incorporating the solids as a third fluid phase. This requires some spe-
cial treatment of the stress term in the equations as clearly the Newtonian
Fluid assumption (equation 2.4) is quite inappropriate for the modelling
of soil, even if the viscosity is increased. This can be dealt with, to a cer-
tain extent, by replacing this equation for the soil phase with a different
rheological model that better represents the behaviour of the soil.

A second problem with this type of approach is that it introduces a
very large discrepancy in the viscosity (several orders of magnitude) and
this can reduce the stability of the model. However in soils where the wa-
ter content is very high such as clays on sea and river beds, simulations
are possible, although very small time-steps are required, rendering this
approach very computationally expensive.

Further work on this approach would yield a potentially very useful
approach to the problem of embankment breaching if an appropriate dis-
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cretisation and numerical scheme could be found that allowed the model
to run in a reasonable time.

7.5 Coupling with other models

Another direction in which further research could venture is into closer
coupling with geotechnical models. As discussed in the introductory ma-
terial, the long-term goal of this project is the modelling of the breaching
process. The goal of such a model would be the calculation of a failure
probability for an embankment or directly assessing a breach. Such an as-
sessment could be performed by taking the deterministic hydraulic out-
puts produced using the methods discussed in this thesis and applying
them to a probabilistic geotechnical model or even simply introducing a
direct deterministic calculation of the soil dynamics into the OpenFOAM
model. Both approaches have prospects for further research.

Additionally, as discussed in section 4.4, it is currently possible to di-
rectly couple the interFoam model to a simple linear-elastic stress model
with a code known as “interFSIFoam”. While this code is only in the
early stages of development it may be possible to use it to reproduce the
results in chapter 4 with the additional force peak caused by the natural
resonance of the cylinder.

7.6 Boundary conditions

As has been highlighted in the results presented in chapters 3 and 4,
some of the largest errors present in the results of the current model stem
from inaccuracies in the wave-generating boundary condition. Several
improvements suggest themselves, in particular:

• Implementation of a correction for Stokes’ drift, either as a separate
flow area in the boundary condition that subtracts the required vol-
ume from the model, or as a general correction to the inlet velocity
field.

• The implementation of a scheme to allow the wave generating bound-
ary to dynamically absorb reflected waves. Schemes such as AWAVOF
go some way towards this and could be implemented, but would
require extension as few are designed with wave generation bound-
aries that specify a spatially varying velocity field in mind.
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• A sensitivity analysis to increasing the order of the wave equations
applied at the boundaries. In particular, it would be useful to de-
termine what practical benefit any increases in order would effect.

For boundary conditions in models for fluvial flow, it would be use-
ful to implement dynamic linking between interFoam and other, simpler
fluvial flow models such as ISIS or TUFLOW that could model the fluvial
system as a whole. This would allow interFoam to be usefully applied to
model complex fluvial structures such as bridges and weirs for which no
accurate stage-flow relationship is available.
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Figure A.1: Graphs showing the observed (blue line) and modelled (red
line) elevation time series at each wave gauge for case A. Note that gauge
3 has two sets of experimental data available.
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Figure A.2: Graphs showing the experimental (blue line) and modelled
(red line) frequency spectra at each wave gauge for case A. Note that
gauge 3 has two sets of experimental data available.
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Figure A.3: Graphs showing the observed (blue line) and modelled (red
line) elevation time series at each wave gauge for case B. Note that gauge
3 has two sets of experimental data available.
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Figure A.4: Graphs showing the experimental (blue line) and modelled
(red line) frequency spectra at each wave gauge for case B. Note that
gauge 3 has two sets of experimental data available.
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Figure A.5: Graphs showing the observed (blue line) and modelled (red
line) elevation time series at each wave gauge for case C. Note that gauge
3 has two sets of experimental data available.
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Figure A.6: Graphs showing the experimental (blue line) and modelled
(red line) frequency spectra at each wave gauge for case C. Note that
gauge 3 has two sets of experimental data available.
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Figure A.7: Graphs showing modelled results using the linear scheme
(red line) and cubic scheme (blue line).
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Figure A.8: Graphs showing modelled results without the momentum
predictor (solid line) and with the momentum predictor (dashed line).
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Figure B.1: Graphs showing the observed (dashed lines) and modelled
(solid line) elevation time series at each wave gauge for case F14.
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Figure B.2: Graphs showing the observed (dashed lines) and modelled
(solid line) amplitude spectra at each wave gauge for case F14.
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Figure B.3: Graphs showing the observed (dashed lines) and modelled
(solid line) elevation time series adjusted for Stokes’ drift at each wave
gauge for case F14.
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Figure B.4: Graphs showing the observed and modelled amplitude spec-
tra at each wave gauge for case F14 decomposed into even- and odd-
order terms.
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Figure B.5: Graphs showing the observed (blue and green lines) and
modelled (red line) elevation time series at each wave gauge for case F14
with the beach and cylinder.
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Figure B.6: Graphs showing the observed (blue and green lines) and
modelled (red line) amplitude spectra at each wave gauge for case F14
with the beach and cylinder.
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Figure B.7: Graphs showing the observed (blue and green lines) and
modelled (red line) elevation time series at each wave gauge for case F14
with the cylinder on the flat bed.
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Figure B.8: Graphs showing the observed (blue and green lines) and
modelled (red line) amplitude spectra at each wave gauge for case F14
with the cylinder on the flat bed.
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