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SUMMARY

To obtain the crucial information about the boundary layer(Troposphere), there

is a need for measurement of large areas(>25,000 km2) with fine scale measure-

ments of less than 1-2 km area. Over the past years, several methods have been

developed to measure atmospheric water vapour fields, but none of them provide

information on such small scales(< 1-2 km). With the recent development of

high resolution numerical weather model, the need to provide high temporal and

spatial data is ever so significant for proper utilization of the model.

This thesis presents a novel approach to estimate the water vapour/refractivity

from the propagation path link delay by using a network of links. We also present

in this thesis a different and unique approach to remote sensing of the atmosphere

using broadcast free-view TV signals. The theoretical background into the effects

of the radio wave propagation through the lower atmosphere has been explored,

thereby laying out the issues and shortcomings of existing remote sensing instru-

ments.

The focus of this research is to determine the feasibility of using digital ra-

dio and television signals (DVB-T and DAB) data for Tropospheric propagation

delay modelling. To estimate the path delay variability of signal propagation

through the troposphere we have used the ray tracing approach.



For the estimation of phase delay between the transmitter and receiver, a two

dimensional ray tracing algorithm was developed to use different atmospheric

remote sensing data to calculate the propagation delay in the troposphere. Sta-

tistical analysis of the path delays to showing the variation effects due to different

seasons, distance and time has been presented. This thesis further describes the

retrieval algorithm which uses the path delay from ray tracing to implement to-

mography inversion modelling technique. The technique uses a network of path

link delays to estimate refractivity. The simulation results obtained from this

investigation show that water vapour/refractivity can be estimated from path

link delays using tomography reconstruction technique.
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CHAPTER 1

INTRODUCTION

1.1 Importance of Water Vapour

The term signal of opportunity for remote sensing of the troposphere refers to

the use of opportunistic radio signals DVB/DAB to estimate refractivity(water

vapour), as the signal propagates along the path from the transmitter to the

receiver. Due to the complex structure of the troposphere and high variation in

the water vapour all the signals that travel from transmitter to receiver are often

delayed. Hence a detailed knowledge of the water vapour fields is required to

correct for such delays.

Water vapour - an important factor of the Earth’s atmosphere is key for

meteorology in terms of the spatial and temporal scales over a significant range.

Atmospheric processes such cloud formation, convection, precipitation, storms

and other climate systems can be identified with the knowledge of the water

vapour field from the boundary layer of the atmosphere.

Rainfall and formation of clouds are closely related to distribution of wa-

ter vapour. The atmospheric vertical stability and atmospheric storm initiation

is largely affected by the distribution of the water vapour, this is due to the fact

that high latent heat is related to the phase change of the water. It also affects

how the dynamics of the evolution of the whole weather systems and hence plays

a important role in stability of the atmosphere. It is also one of the significant

contributors to the greenhouse effect than any other atmospheric parameters.
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Chapter 1. Introduction

Timely warning of extreme weather related events can be achieved through

accurate measurement of distribution of the water vapour content in the atmo-

sphere, especially the data on the moisture from the boundary layer. Also the

storm scale weather formation is directly relative to the moisture content in the

boundary layer [1]. Furthermore, understanding the information on the scale of

2-5 km is required for forecasting in the boundary layer [2].

Even though, considered to be one of the important elements in the atmo-

spheric weather forecasting, the measurement of moisture or water vapour is still

very erroneous. Hence, the need for improving the accuracy and this can be

achieved with the increased resolution of spatial and temporal variation of the

water vapour content in the NWP model. Numerical weather model have im-

proved enormously over the past few years in terms of spatial and temporal scale

resolution..

The Met office NWP model UKV which has been recently developed for

higher resolution runs with a grid spacing as small as 1 km as compared to

the previous models which was being operated at 12 km. The advantage of run-

ning such a model is to provide improved and accurate warning of severe weather

and also provides important information regarding the convection initiation and

cloud formation.

1.2 Research Background

There are a variety of sensors to monitor and measure the variation of water

vapour in the atmosphere. However, there are relatively very few instruments

which measure distribution of moisture content in the atmosphere on the spatial

and temporal scales, which is less than few hours and less than few hundreds

of kilometer. With the development and efficient use of the new high resolution

NWP model, the need to provide or obtain the data on the spatial and temporal

scales is ever so important. The common techniques used to measure the wa-

ter vapour distribution are through radiosondes, water vapour radiometer, water

vapour from GPS and other satellite based methods. A new and efficient way

to measure the moisture content of the atmosphere is from the use of broadcast

(DAB/DVB-T) signals [1] [3].

3



Chapter 1. Introduction

When compared with the existing methods DAB/DVB-T water vapour mea-

suring technique have the following advantages:

Low cost

Radiosonde is one of the most commonly used technique and very expen-

sive. This limits the number of launches and hence data cannot be acquired

consistently. Water vapour radiometer is another type of radiometer which is

even more expensive than radiometer. GPS water vapour technique one of the

recently developed technique to measure moisture content uses dual frequency re-

ceivers (each costs £10K-£15K) is much effective but also very expensive. DAB

receivers are much cheaper in comparison to all of the above remote sensing mea-

surement instruments.

High Spatial and Temporal Variation

Due to its extremely high cost of operation, radiosonde based method does

not provide adequate water vapour information about the spatial and temporal

resolution. Due to its cost efficiency to operate only a few times a day leads to

gap/limitation in the water vapour dataset. This leads to the short term weather

forecasting being limited and error prone. GPS water vapour technique is very

expensive set-up to run, and requires a dense array of receiver to obtain high res-

olution information on the spatial scale. This is in the order of few kilometres(1-2

km) to obtain the data within the boundary layer [1]. Observations made through

satellite methods do not have the capability to provide the fine scale information

in the range of (1-4 km).

1.3 Research Objectives

To examine the feasibility of making measurements of refractivity by the reception

and processing of digital radio broadcasting (DAB) and digital video broadcast-

ing television (DVB-T)signals, which are more commonly known as Freeview TV

signals)[1]. This research study will help estimate water vapour over large areas

on a very small scale ranging between 1 km and 4 km and thereby contribut-

ing to the formation of a sensor network to make measurements at such small

scales. This will therefore help towards the proper and full utilization of the high-

resolution numerical weather models. The basic concept is similar to that of the

4



Chapter 1. Introduction

GPS water vapour technique. A radio signals travelling from the transmitter to

receiver is affected by the presence of water vapour in the troposphere, which

introduces an extra delay in the signal propagation in addition to the normal

propagation path. The velocity of propagating radio signals decreases as a result

of an increase in refractive index, which is due to the presence of water vapour.

The changes in the signal path delay can be estimated through the measurement

of the signal phase and can be linked to the water vapour from the transmitter

to receiver. There are however many challenges in achieving this:

This project will answer the following key questions:

1) What is the feasibility of using a network of sensors receiving broadcast

terrestrial radio signal to measure path- integrated water vapour?

2) What is the likely accuracy of the delay estimates and under what circum-

stances and locations can these be expected?

3) Is it possible to estimate water vapour refractivity from tomography recon-

struction technique by using a network of path link delays?

1.4 Structure of the Thesis

This thesis is divided into seven chapters.

In Chapter 2, we present the background theory into the tropospheric layer

and its effects on the radio wave signal propagation through that layer. Initially,

we begin with the details about the structure of the atmosphere and then the

refractivity and its importance. The major focus of this chapter is looking into

tropospheric delay and its effects on the signal. A detailed explanation is given

about the types and significance of the delay in the troposphere. This chapter

also introduces the reader to a review of the different remote sensing measure-

ment techniques used for measuring atmospheric refractivity.

Chapter 3 introduces the reader to the opportunistic signals namely DAB

& DVB broadcast signals for atmospheric remote sensing. This chapter gives

details about the use of the broadcast signals to measure atmospheric refractiv-

ity. The DAB network and the signal availability in the UK is also shown. The

methodology and the set-up to use the DAB/DVB as a remote sensing measure-

ment tool is also further explained in this chapter. This chapter also details the

5
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various phase delay retrieval algorithm.

In Chapter 4 we look introduce the Ray tracing technique. The main em-

phasis in this chapter is to estimate the signal propagation path delay. At first

we give background theory and the types of ray tracing methods. We then also

implement the ray tracing algorithm to estimate the delay due to the atmospheric

refractivity/water vapour. This chapter also covers the refractivity formulation

from atmospheric constituents and delay estimation.

In Chapter 5 we perform the analysis of the path delay obtained from the

ray tracing. We start this chapter by showing the ray tracing signal propagation

under different condition, ray angles and some other parameters. We also per-

form a statistical analysis of the ray traced delay. This chapter shows results and

analysis of the delay variation based on the season, distance and the time of the

day along with year is shown.

Chapter 6 introduces the solution of using tomography inversion technique

to extract the atmospheric refractvity/water vapour from the ray traced delays.

A broad introduction to tomographic approach is given. Here the analysis at-

tempts to use a network of links and the ray tracing algorithm to extract the

refractivity. This chapter shows the methodology of the inversion process along

with the inversion reconstruction algorithm.

Chapter 7, this chapter concludes and summarizes the results. The Chap-

ter 7 further presents the future research work.

6



CHAPTER 2

BACKGROUND/LITERATURE REVIEW

This chapter introduces you to background theory of troposphere delay contri-

butions and the overview of various research methods to measure atmospheric

water vapour. The chapter is organized as follows; In section 2.1, we give a brief

summary about the structure of the atmosphere and then move into the details

about the troposphere effects on the radio signals. In section 2.2, a description

on how the characteristics of a signal propagation is affected by the environment

and the steps to obtain delay. Further, we show the formulation of refractive

index and refractivity from the atmospheric constituents/parameters. Section

2.3 we describe about the various delay terminologies. In the subsections, we

define delay, where we show the different types of path lengths and understand

the differences between the normal signal path in the atmospheric medium and

the signal path with free atmosphere. In section 2.3.4, an explanation about how

to obtain the delay from the path length is shown.

The main aim of this research is to understand how water vapour affects

signal propagation through the atmosphere. Hence, we discuss the advantages

and disadvantages of the existing atmospheric data measurement techniques. In

section 2.5, we study the different existing water vapour measuring techniques.

Finally, the important part which is the focus of this research is delay mod-

elling,and in Section 2.6 we go in to understanding the importance of delay mod-

elling and the stages involved in the process of delay modelling. We conclude this

chapter by giving a brief summary of the overall chapter, its scope and also an

7
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introduction to the next chapter.

2.1 Tropospheric Refraction

2.1.1 Structure of the Atmosphere

Atmosphere consists of several layers. Figure 2.1 below shows the various layers

of atmosphere. Troposphere - a layer of atmosphere, closest to the surface of

the earth extends to a height of 12 km above the Earth’s surface. Next to the

Troposphere is the Tropopause layer, which is approximately 8 km between the

troposphere and the next layer Stratosphere and exhibits the properties of both

the troposphere and the stratosphere. From a height of about 16-70 Km from the

surface of the earth exists a layer called Stratosphere. Troposphere, Tropopause

 

Figure 2-1: Structure of the Earth’s atmosphere layers shown including the region of
neutral atmosphere[70]

and Stratosphere are electrically neutral region, hence these layers are termed as

neutral atmosphere. Above the Stratosphere is the region of atmosphere which

consists of charged particles and molecules, called the Ionosphere /Mesosphere

and extends from a range of about 70 to 1000 km from the surface. The radio

signals travelling through these atmosphere are significantly affected by the delay

8
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in time due to all of these atmospheric regions [55].

From the atmospheric layers shown above in the figure, one of the important

region that this study is focussed on is the region of troposphere. “Troposphere is

the region of atmosphere and one of the neutral atmosphere, where the molecules

and the elements are in the neutral state”[55]. One of the factors influencing

the signals travelling in the troposphere region is the effects of the water vapour

refractivity. The major atmospheric events such as formation of the clouds, rain-

fall, thunderstorm and snowstorm occur due to the presence of the water vapour

with high variability [55].

2.2 Refractive Index to Refractivity

Estimating the time taken for a signal to travel from the transmitter to receiver

on ground is an important observable in meteorology. The signals propagate at

the speed of light in vacuum, which is approximately equal to 3× 108 ms−1. The

electromagnetic signals that travel through the neutral atmosphere(troposphere)

are often delayed due to the presence of charged particle in the atmosphere.

Hence for a medium, the ratio of the velocity of an electromagnetic wave/signal

in a vacuum to the speed of propagation in the medium is known as the refractive

index (n) defined as:

n =
c

v
(2.1)

Where ‘c’ is the speed of light in the vacuum and ‘v’ is the phase velocity in the

medium.

For convenience, refractive index is mathematically easier to use in terms

of refractivity (N), this is because ‘n’ does not vary by more than a few parts of

a thousand from unity and (n-1) is small. Therefore, the refractivity (N unit) is

defined as:

N = (n− 1)× 106 (2.2)

For the Earth’s neutral atmosphere, the total refractivity (N) of the atmosphere

was formulated by [29] as,

N = K1
Pd
T

+K2
Pw
T

+K3
Pw
T

(2.3)

9
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Where k1, k2, k3 represent the coefficients determined empirically. The term ‘Pd’

and ‘Pw’ are the partial pressures due to dry gases and Temperature(Kelvin) in

the atmosphere.

Total refractivity in Equation 2.2 can be further separated into two com-

ponents: a hydrostatic (dry) refractivity and non-hydrostatic refractivity (wet)

[5][6].

N = Nd +Nw (2.4)

The first term hydrostatic/dry refractivity is defined as:

Nd = K1
Pd
T

(2.5)

The second term in the Equation 2.4,

Nw = K ′2
Pw
T

+K3
Pw
T

(2.6)

is the wet refractivity, where

K ′2 = K2 −K1
Rd

Rw

(2.7)

‘Pd’ and ‘Pw’ are the partial pressure of dry gases and partial pressure of water

vapour in units of hecto Pascal (hPa), ‘Rd’ and ‘Rw’ denote the gas constant

for dry air and water vapour, respectively and ‘T ’ is the temperature in units of

Kelvin(K).

There have been several discussions and research that have been done to

determine the refractivity coefficients k1, k2, k3. The coefficients determined

by [7] was considered the “best average”, which is k1 = 77.6890(k/hPa), k2 =

71.2952(K/hPa) and k3 = 3.75463(K/hPa).

Hence, the general refractivity in terms of N unit can be written as,

N = 77.6
P

T
+ 3.73× 105 e

T 2
(Nunits) (2.8)

Where ‘P’ is the atmospheric pressure in [mb], ‘T’ is the temperature in [K] and

‘e’ is the partial pressure of water vapour in [mb].
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Figure 2-2: A typical vertical profile showing the variation of refractivity against
height obtained from the Radiosonde datasets.

2.3 Classification of Types of Delay

2.3.1 Atmospheric Propagation Delay

One of the important factors affecting radio signal propagation time as the sig-

nals propagate through the atmosphere from the transmitter to receiver is the

refractive index. The details about the refractivity medium and its effects can

be found in the section 2.2. The refractive index variation is higher near the

atmospheric layers closer to the surface of the Earth[6] and decreases as we move

up the layers of atmosphere. This largely affects the propagation velocity of the

signals passing through these layers by decreasing the propagation velocity. High

variability in refractivity leads to signals propagating through these medium, no

longer travel in a straight line propagation path, which is known as bending or

ray bending. The ray bending is explained in section 2.3.2. The different propa-

gation path can also be seen from Figure 2-3.

11
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The bending of radio signals due to variability of refractive index in pres-

ence of atmospheric medium leads to the radio signals taking longer propagation

time than the signal propagating through the medium with no atmosphere. The

difference between the two propagation path which is signal propagation with

and without the presence of the refractive index medium is more commonly de-

scribed by the term “Delay”. In the next section we will discuss some common

delay terminologies and types used to describe delay mathematically.

2.3.2 Types of Path Length (Actual Path Length V s Ge-

ometric Path)

The path length is technically expressed in terms of integrals along the ray prop-

agation path [6][34]. The integral along the path is further dependent on different

component, the differential element, denoted as ds along the ray path, path dis-

tance ‘L’, and the medium from transmitter to the receiver.

The terms differential element ‘ds’, path distance ‘L’ and the refractive in-

dex(atmospheric medium) defines the “actual path length” also known as “optical

path length” can be expressed in integral form as shown below:

L =

∫ Rx

Tx

n(s)ds (2.9)

Where, ‘n’ is the refractive index. The introduction of atmospheric medium in

this case introduces the bending of the signal propagation from transmitter to

the receiver. As the ray signal propagates through these atmospheric refractivity

medium the propagation velocity is affected. The decrease in the propagation

velocity influences the directions the signal propagates and thereby ending with

a bent ray path [6][34].

Another type of path length would be the geometric path length or more com-

monly referred to as “straight line path”. Here the propagation path is equivalent

to travelling in a vacuum which is equivalent to travelling at the speed of light.

All the elements from the definition of the actual path length except without

the inclusion of atmospheric medium variation along the path integral define the

“geometric path length” and can be expressed as:

L =

∫ Rx

Tx

ds or L =

∫
V ac

ds (2.10)
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Transmitter Receiver 

Ray Propagation Path 

Geometric Straight line Path 

Tropospheric Atmosphere 

Figure 2-3: Typical ray propagation environment showing the comparison between the
straight line propagation path and the bent path from the transmitter to receiver

Figure 2-3 is a typical example showing the difference between the normal prop-

agation path in the presence of atmospheric medium and the geometric straight

line path.

2.3.3 Path Length to Delays(Signal Delay)

From the different types of path length described in section 2.3.2 namely the

actual path length and the geometric path length now further contributes to

understanding and defining atmospheric delay. Atmospheric Signal delay (∆S)

also known as “excess path length”, can be defined as the difference between

the propagation path length through the atmosphere and the actual geometric

path length. The excess path length is given by the path integral between the

transmitter and the receiver [12] [13].

∆S =

∫ Rx

Tx

n(s)ds−
∫ Rx

Tx

ds =

∫
s

(n− 1)ds (2.11)

13



Chapter 2. Background/Literature Review

where ‘n(s)’ is the refractive index as a function of position ‘s’, and the first

integral is the propagation path with varying refractive index and the second one

is the straight line path length between the transmitter and receiver[54]. The

Equation 2.8 is simplified in terms of refractivity and can be expressed as,

∆S = 10−6
∫ Rx

Tx

N(s)ds (2.12)

Where, ‘N(s)’ is the refractivity of the medium along the propagation path.

2.4 Troposphere Delay

The troposphere consists of a mixture of different gases. The refractivity index

of the tropospheric layer is thus the sum of the contribution of each constituent

gases that composes the troposphere multiplied by its own density [8] [9]. The

delay caused by the troposphere’s refractive index can be categorized into two

delay components, “dry delay” (or hydrostatic) component and the “wet delay”

(or non-hydrostatic) component, with the latter containing only the water vapour

contribution:

Ntroposphere = Ndry +Nwet (2.13)

The dry and wet delay are expressed as follows,

Ndry = 77.64
P

T
(2.14)

Nwet = 3.73× 105 e

T 2
(2.15)

Where ‘P ’ is the atmospheric pressure in [mb], ‘T ’ is the temperature in [K] and

‘e’ is the partial pressure of water vapour in [mb]. The dry delay component is the

main error factor, accounting for 90% of the entire tropospheric delay [10]. The

hydrostatic delay is caused by dry gases in the troposphere and the non-dipole

component of water refractivity while the wet delay is caused solely by the dipole

component of water refractivity, which we refer to as water vapour [11]. Despite

its great influence, the dry component is easily modelled since the behaviour of

gases composing the atmosphere is uniform. Using the laws of physics, the be-

haviour of atmospheric gases can be defined into an equation for calculating the

delay caused by dry component.
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Wet delay is roughly 10% of the total delay and is difficult to predict and

model because it depends on the water vapour content, clouds, and rain present

in the troposphere along the signal propagation path [65]. The wet component,

although accounting for only 10% of the entire delay, is the problematic one.

The wet component, the humidity percentage, cannot be modelled and its atmo-

spheric spread is not uniform as the many factors influence it, such as vicinity to

water, temperature, air pressure, altitude and so on [65]. The wet tropospheric

path delay depends on the water vapour distribution and changes much faster

in both space and time. Further, this delay is dependent on the atmospheric

pressure and can be estimated by utilizing the surface pressure on Earth[9].

2.5 History of Water Vapour(refractivity) Mea-

surement Techniques of the Atmosphere

2.5.1 Radiosonde

A Radiosonde is a device wherein, the sensors are hung off a balloon and are

released into the atmosphere to measure tropospheric/atmospheric parameters

such as temperature, humidity, and pressure and is sent to the ground via a radio

communication link. Also known as “Dropsondes”, where the sensors are dropped

off an aircraft and are received through a parachute. It is the base for prediction

system and analysis for almost all the meteorological centres worldwide.

The data sources obtained from Radiosonde can be called the actual/real

observations, as it is very close to reality[14]. Measurement of Water vapour

through Radiosonde has many advantages. Data obtained has proved to be very

reliable and accurate based over the years. Real values of atmospheric parameters

such as pressure and temperature is obtained hence not much data processing is

required.

Even with all the advantages in providing large vertical resolution, the Ra-

diosonde measurements do still have several disadvantages. One of the main

drawbacks is the non re-usability of the kit, as it can be used only once. Hence

it’s very expensive, cost ineffective thereby limiting the number of balloons that

can be launched to only twice daily [12][15]. Radiosonde measurements are mostly

inadequate during sudden or speedily changing weather because of the amount of

15



Chapter 2. Background/Literature Review

time it takes to reach the lower layer of the troposphere and therefore providing

less data on a very large time scale [15]

Data obtained are only for the zone in which the Radiosonde is released,

and not for the neighbouring locations around the area. Hence it calls for the

need of horizontal interpolation for areas other than the release locations [16].

Radiosonde measurements inefficiently/inaccurately solve the variation of tem-

poral and spatial water vapour, because the variation of temperature or pressure

occurs at much larger scales than the water vapour measurement (which occurs

at very fine spatial and temporal scales). This lack of accuracy in the analysis

of water vapour are the foremost cause of error in forecasting rapidly changing

weather and short term weather forecasting(less than 24 hours).

2.5.2 Water Vapour Radiometer

Space borne or Land based water vapour radiometer (WVR) are instruments that

can determine the integrated water vapour content by measuring the background

microwave radiation/temperature produced by atmospheric water vapour along

the given line of sight [12][17][18][20]. There are two types of radiometers namely,

land based and satellite based radiometers.

Ground based WVR (Upward looking) - Water vapour emission measure-

ments against the cold background of deep space between the ground and space

bore sight. The Space WVR are installed on satellite and point downwards to the

ground. The space based WVR (downward looking) estimate the atmospheric

conditions by the absorption lines (background temperature) against the Earth’s

hot surface between the satellite and earth. Compared to radiosondes, WVR do

not have the package or instrument travel time to measure atmospheric condi-

tions. And also has been proven to be a reliable method over many years now as

is the case with radiosondes for accurate measurement.

One of the major drawbacks of WVR as compared to the Radiosonde is the

equipment cost which is around $300000. Therefore, using array of VWR for

measuring data is not feasible and cost-ineffective [15]. Hence measurement of

spatial resolution of atmospheric data is limited for accurate modelling with lesser

VWR in use [19].
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Another important distinctive limitation is that the VWR cannot be used

under severe rain and extreme overcast conditions [12] [17] [20]. As the temper-

ature can vary considerably based on the surface the radio wave hits, the space

based WVR are limited in retrieval of accurate water vapour measurements. And

also the variation of temperature in the hot background is hard to determine. For

example, even the formation of clouds can cause change in the background tem-

perature from surface of the earth ≈ 290 K to clouds ≈ 220 K [12].

Even the Upward looking VWR are affected during the heavy cloud forma-

tion but are not affected by moderate light cloud cover. Both the VWR are more

or less complementing each other rather than opposing systems. Hence Satellite

Based VWR are usually used over large water surfaces like oceans where the

temperature tend to be more or less the same across the surface [12] [15] [19] [21].

2.5.3 Microwave Radiometer

A device designed to measure the thermal emission from the regions of interest

is known as Microwave Radiometers. MWR are very sensitive receiver which

measures the atmospheric radiation due to black-body emission and also measur-

ing the absorption along its path from the receiver to the atmospheric region of

interest.

The microwave radiometer is used to determine the atmospheric water vapour

and thereby the cloud convection and rain by operating at specific frequencies.

The sky brightness obtained at these frequencies is converted into the water

vapour.

Radiometer, even though they provide high spatial resolution, they are very

expensive than most of the other remote sensing instruments. The main disad-

vantage is lower resolution and accuracy than in-situ instruments [22]. One of

the significant advantages of the microwave radiometer (MWR) over the other

radiometers is its ability to operate and measure under all weather conditions.

The measured data are of high temporal resolution and hence can be used as

meteorological parameter [23].
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The vertical resolution of the MWR is low ≈ (500 to 1 km) as compared

to the Radiosonde ≈ (0.01 to 0.5 km).But on the other hand they do provide a

very high temporal resolutions in comparison with the radiosondes or any other

remote sensing instruments which is of the order of few minutes.

2.5.4 Water Vapour From GPS

The GPS (Global Positioning System) is a system designed originally to deter-

mine one’s position relative to the Earth. Since its invention GPS has been used

in a wide range of applications, particularly in the field of space geodesy or more

commonly called as “GPS Meteorology”. The GPS system consists of numerous

network of satellites, and this network is used to determine the atmospheric wa-

ter vapour. This system was based on the delay of the propagation of the radio

waves through the atmosphere. Since the water vapour is the only significant

variable constituent, it contributes to delay in the radio waves.

In the UK, the Met Office operates a network of 120 GPS dual frequency

receiver to derive the water vapour [1]. Typically, each of these dual frequency

receivers cost approximately $15K. For a network of 24 stations, the cost of the

entire network of systems would be around $400K [12] to estimates the water

vapour. However, the data obtained is good enough but there is lack of higher

spatial and temporal resolution data which is in the range of very few kilometres

in the boundary layer. This is because to obtain the data from the boundary

layer, there is a need for a large array of GPS receivers, and that would be very

expensive.

Table 2.1 shows the differences between different water vapour refractivity

measurement equipments in terms of horizontal, vertical resolution and temporal

resolution. Also shown in table is how the variation in costs is directly propor-

tional to temporal and spatial scale resolution. For sensors with fine resolution

both on the horizontal and vertical scales such as radiometers, the cost of the

equipment is relatively very high. In comparison to sensors with low cost such

as radiosonde, the horizontal and vertical resolution is very high. Hence, an al-

ternative to existing water vapour measurement techniques is needed. Here we

introduce the feasibility study of using DAB/DVB to measure atmospheric re-

fractivity. The scope of this research is very much into the path delay analysis
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Figure 2-4: Typical example of a water vapour derived from UK GPS network(Source:
Met office UK.

of the signals propagation through the atmospheric medium. The overall aim

was to understand whether DAB/DVB data can be used for atmospheric remote

sensing and to estimate the signal delay from the DAB/DVB data, hence we

have included this in the research. We discuss the use of DAB/DVB and the

methodology used in detail in Chapter 3.

2.6 Significance of Tropospheric Modelling

The objective here is to understand and estimate radio signal delays as they

propagate through troposphere from transmitter to the receiver. Over the years

different methods of prediction and estimations have been proposed to understand

and study the neutral atmospheric delay(troposphere) from the data obtained us-

ing the different measuring techniques as detailed in section 2.3.
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Table 2.1: Comparison of horizontal and vertical temporal resolution of various remote
sensing instruments.

This process is generally achieved either by prediction modelling. So, how

is modelling different from prediction; for example, when you obtain the delay

observables directly from the measuring equipment then that process is termed

as estimation. On the contrary, when the delay is calculated by modelling using

the atmospheric constituents such as pressure ‘P’, temperature ‘T’ and relative

humidity ‘RH’, here this process is defined as modelling or prediction. The depen-

dence of variability in delay on various parameters of atmospheric constituents

and its dependence on the speed of the propagation of the signals make it fur-

thermore difficult to predict and estimate delay.

Figure 2-5, shows the different steps involved in modelling of the atmosphere

delay The general methodology for the modelling of troposphere delay can be

defined as finding the delay between the transmitter and receiver under a cer-

tain model of atmosphere. The atmospheric model in this case would depict the
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environment of the troposphere which would be modelled using the measured

atmospheric data parameters. Another key element in modelling would be the

calculation of refractivity from the data parameters such as pressure, temperature

and relative humidity.

 

     

Atmospheric Measurement                        

(Data source) 

Refractivity Calculations 

Modelling of Atmosphere 

 

Ray path Modelling 

      Delay 

Figure 2-5: The chart shown above gives different stages of modelling of atmospheric
delay

The methodology of calculation and formation of the model from atmospheric

parameters to refractive index and finally to refractivity is explained in section

2.2. We will further discuss with more depth and detail about refractivity calcu-
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lation in Chapter 4. And finally the most important part of the delay formulation

is the modelling of ray path and its variations along the path from transmitter to

the receiver positions. In Chapter 4, we will present a range of options available

for modelling of ray propagation path.

2.7 Summary

The focus of this chapter was to understand the background and the terminolo-

gies required for modelling the troposphere delay. The formulation of delay was

shown which can be calculated using data from various remote sensing instru-

ments. We also introduced you about the different delay terms. We distinguished

between different atmosphere data measurement techniques. We then discussed

the need for modelling the delay and why it is important to model delay and the

impracticality of directly obtaining the delay from atmospheric data parameters.

Finally, we introduce you to the different stages involved in modelling the delay,

some of these stages will be explained in detail in Chapter 4 of ray tracing.

2.8 Overview of the following Chapters

To overcome the drawbacks of the existing data measurement techniques and

their limitations, we will introduce you to a feasibility study of using a different

and cheaper atmospheric data measurement technique. The study is based on

using the DAB/DVB data as an alternative to existing measurement techniques.

In Chapter 3, we discuss about the methodology and techniques used to mea-

sure atmospheric data using DAB/DVB. Chapter 4, introduces the theory and

background of ray tracing and then go on to show the ray tracing process for

modelling the ray path in a modelled atmospheric environment.
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CHAPTER 3

SIGNALS OF OPPORTUNITY

In Chapter 2, we discussed about the various existing remote sensing methodolo-

gies along with the advantages and disadvantages. We also discussed about the

measurement principle used to calculate the delay from atmospheric constituents.

In this chapter, we will introduce the feasibility study of using DAB/DVB as re-

mote sensing instrument, which can be used as a source of measuring atmospheric

constituents to estimate atmospheric refractivity.

In section 3.1, firstly we look into the overview and introduction of the DAB

and DVB broadcast signals. In section 3.2, we discuss the important features

of using the Digital Audio Broadcasting(DAB) and Digital Video Broadcast-

ing(DVB) signals along with its advantages and disadvantages. In section 3.3,

we look into the DAB/DVB signal availability in UK. In the later sections, we

will then look into the experimental set-up and different methodology currently

used along with the advantages and disadvantages to measure the propagation

phase delay. Finally, we show some results obtained through the use of different

retrieval algorithms to demonstrate the possibility of estimating the phase delay

[1].

3.1 Introduction to Broadcast Signals

Digital broadcasting systems such as DAB and DVB-T are high power systems,

which may also provide an opportunity for atmospheric remote sensing. Since

the invention of the broadcasting signals, broadcasting signals have grown signif-
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icantly over the years.

The feasibility of using the broadcast signals to monitor the atmospheric vari-

ations was first suggested by C.J. Coleman [3] and later by R.J. Watson [1]. An

important feature of DAB/DVB is its excellent phase tracking and good auto cor-

relation properties when compared to other radio signals[1]. Another significant

benefit of using the DAB/DVB is the already existing network with a coverage

about 95% in UK.

As the signals propagate in the atmosphere they are affected by the envi-

ronment in which they are travelling due to various atmospheric factors. Signal

phase and strength of the signals will vary if there is variation over time. Similarly,

broadcast(DAB/DVB-T) signals are affected due to the variation in atmospheric

characteristics such as temperature, pressure and refractivity, which in turn re-

sults in changes to the refractive index.

This change in refractive index induces a phase delay which is an addition

path distance. The refractive index of the signal can be measured using the

data obtained from the variations of atmospheric characteristics like tempera-

ture, pressure and humidity. The atmospheric parameter which is of importance

in this study is the humidity, where maximum variation occurs.

Ideally, the aim here is to measure the refractivity of signal over the path

length by building a network of sensors in close proximity to receive DAB and

DVB-T broadcast signals. Then phase comparison is made between the trans-

mission of signal affected by refractivity and the signals from direct line of sight.

The advantage of this system over the previous measurement techniques are: low-

cost/economical and easy to run and process as compared to previous techniques.

Data obtained can be assimilated into the NWP and can be used for many other

applications.

3.2 Features of DAB and DVB Network

The deployment of the digital system for broadcasting (DAB & DVB) over the

years has given the opportunity to many new types of broadcasting applications.

One such application is using broadcast signals such as DAB and DVB-T for
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environmental remote sensing. The digital radio was first introduced and rolled

out in United Kingdom in 1995 by BBC.

But transmission test goes back way into the early 1990’s conducted by BBC.

Currently UK has around 95% coverage for broadcast signal reception and con-

sists of a wide range of network for both DAB and DVB-T. Hence the digital

television signals can be received from almost all over UK when the digital switch-

over is totally completed.

UK digital transmitter network is the largest radio network in the world.

It comprises of 148 DAB transmitters and 87 DVB-T transmitters [25], broad-

casting over 250 commercial and BBC radio stations across the UK. Further,

another set of 137 DAB transmitter are run by Digital One for other applications

such as classic FM.

DAB/DVB-T operation is the first standard based on orthogonal frequency

division multiplexing ‘OFDM’, which is capable of successfully operating in the

fading or multipath environment for wide band digital communication systems

[24].

The concept of Single Frequency Network(SFN) is one of the most impor-

tant elements of the digital broadcasting system standards. A SFN is a network

in which a number of transmitters simultaneously send the signal over the same

frequency channel. One of the more common examples is the DAB, where for

each multiplex only one frequency is used. The advantages of using such a net-

work are high frequency and lower power operation. One of the drawbacks of the

SFN network is that it requires proper synchronization.

Figure 3-1 shown gives an example of the working of SFN network. Here the

transmitters with (-) are closer to the receivers and the transmitters with (—)

are far away from the receiver which consists of interfering signals [39].

The main advantages of the SFN approach are high frequency efficiency, low-

power operation, internal network gain, high location probability, easy gap-filling

(frequency re-use)[59].

The disadvantages are network splitting is not possible, synchronization is

necessary, feed control is required[59].
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Figure 3-1: Illustration of an SFN network. Here the transmitters with (-) are closer
to the receivers and the transmitters with (—) are the one far away from the receiver
and these are the ones with interfering signals [39].

3.3 DAB/DVB Signal Availability in UK

The Figure 3-2 shown below is the map showing the DAB/DVB transmitter

availability in and around the region of Bath and Bristol. The red circles indicate

the locations of transmitters responsible for the strongest receivable signals at

the University of Bath campus. These transmitters are usually a mix of small

local transmitters and main transmission towers. The strongest transmitters are

Mendip, Bathampton(near Bath), and Wenvoe in Wales. UK region has a good

coverage of DAB and DVB availability.

3.4 Experimental Set-up

The methodology used to calculate the delay between a pair of transmitter and

receiver is similar to that used in the current GPS refractivity measurement

system. The methodology works on estimating the changes in the propagation

velocity between a transmitter and the receiver which in turn dependent on the

changes in the pressure, temperature and the relative humidity. It is based on

the principle given by the Equation [2.1] as,
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Figure 3-2: Map from ordinance survey showing location of DAB transmitters in and
around the city of Bath.

v = c/n, where, ‘v’ = phase velocity, ‘c’ = speed of light in a vacuum and ‘n’ is

the refractive index. The propagation velocity is affected by the changes in water

vapour density leading the occurrence of delay.

The first preliminary atmospheric refractivity work at Bath was conducted

using equipment designed for DAB passive radar [3]. Figure 3-3 is shown demon-

strating the experimental set-up used for the data-processing and collection using

the DAB signals. The experimental test set-up consisted of a log periodic an-

tenna, an anti-aliasing band pass filter and a 105 M-samples per second 14 bit

ADC and digital receiver (GE/ICS-554). The DAB signal obtained was first sub-

sampled, digitally down converted and then streamed to disk.

An ADC sample clock (low-jitter) was produced by phase-locking a low phase-

noise generator (Rhode & Schwartz SMIQ03C) to the rubidium oscillator (Stan-

ford Research PRS10). The estimated phase changes obtained were of the order

of those expected from changes in water vapour. Time averaging and the other

parameters of the phase locked loop were determined empirically in this analysis.
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Figure 3-3: Illustration of the experimental set-up for sampling and processing of
DAB signal.

3.5 Methodology and Algorithms Used to Re-

trieve Refractivity

The estimation of propagation phase delay was done using three different algo-

rithm namely, Single-site autocorrelation, Synchronisation/Pilot symbol tracking

and Multiple-site cross correlation. In the following subsection we will go into

detail about each of the methods mentioned above.

3.5.1 Single Site Autocorrelation/Multiple Site Cross-correlation

In Single difference method change in phase along the path with time can be de-

termined assuming that the phase of the transmitter is sufficiently stable. Double

differencing technique is used for the case when the phase of the transmitter is

inadequately/insufficiently stable. The difference in this method is obtained be-

tween a pair of transmission paths. The path determination is based on the

unique difference in distance. The major advantage of using this method is the

simple computation to track the phase with simple low powered platform.
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Figure 3-4: A typical example showing the illustration of multi-site correlation wherein
there are more than one transmitter (Tx1 and Tx2) lying on the foci of the ellipse, and
a pair of receivers (Rx1 and Rx2) to receive the signals from the transmitters.

Multi-site cross-correlation Double difference is a technique, where, the change

in phase with time along the path is determined between two receiver sites. The

transmitter phase error is eliminated in this methodology. Also, since DAB &

DVB-T work on a single frequency network (SFN), where all the transmitters

transmit identical data at the same time. This SFN feature means signals from

different transmitters at different distances can be separated in the time domain.

At any time, there should be only one transmitter on ellipse foci which is formed

by any pair of receivers to uniquely find paths. Hence, it requires only one trans-

mitter lies on the ellipse foci, this is explained using Figure 3-4 and the Equations

(3.1) and (3.2) shown below illustrating the concept and reasoning behind why

only one transmitter should lie on the foci of an ellipse.

For example, from Figure 3-4, At Rx1 we have,

t1 + t2 = const1 (3.1)

Similarly, at Rx2 we have,

t′1 + t′2 = const2 = t1 + t2 (3.2)
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Which is in turn equal to ‘const1’. This situation therefore makes it difficult to

demodulate separately the signals from individual transmitters at the receivers.

3.5.2 Pilot Symbol Tracking

Digital Audio Broadcasting (DAB) uses pilot based symbol base on a constant

amplitude zero-autocorrelation(CAZAC) symbol. Due to it’s good resilience to

interference, this technique is considered to be one of the most reliable techniques.

This technique makes use of the synchronization symbol ( 1m) which is available

in every DAB signal data frame ( 96 ms). Hence, to determine the phase change,
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Figure 3-5: Illustration of the DAB signal data from showing the pattern of CAZAC
synchronization symbol.

we need to recover that pilot (synchronization) symbol through demodulation of

the signal.

This method still requires transmitter phase stability. The issues of individ-

ual transmitters and transmission paths faced using the auto & cross correlation

method was resolved in this method.
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The advantage of using the pilot symbol tracking methodology is that it can

estimate the direct path between a pair of transmitter and receiver. One major

disadvantage in this method is the expensive computation costs in comparison to

the other phase estimations methods.

Figure 3.6 shown is an illustration of magnitude and phase against time ob-

tained using the DAB/DVB data. Shown in Figure 3.6 is an illustration of mag-

nitude and phase data obtained using single site autocorrelation(SSA) method-

ology. The data shown in figure was collected on 8th July 2012 using the receiver

located at University of Bath from the nearest transmitter location at Mendip.

The top part(a) of Figure 3.6 shown is a plot of relative power (magnitude) in

(dB) against time(days) and part(b) shows the variation in phase angle in radi-

ans against time. Using the information obtained from the phase data we can

calculate the excess delay. Part(c) of the Figure 3.6 shown is the variation in

refractivity(N) against time.

The data used in part(c) for this comparison analysis was from the UK mete-

orological office station data located at Bristol airport. The choice of refractivity

data from Bristol airport was mainly due to it being the closest available station

data. Figure 3.7 clearly demonstrates that there is a correlation in the propa-

gation path showing the changes in the phase of DAB/DVB data, due to the

variation in refractivity, thereby showing the effects of refractivity.

Further, shown in Figure 3.7 is another example showing the effects of re-

fractivity along the propagation path and the data for this analysis was recorded

on the 9th July 2012.
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(a) Single-Site autocorrelation of 222.064MHz DAB signal recorded at University 

of Bath - top: magnitude and bottom: phase   

 

 

 

(b) Meteorological Station data recorded at Bristol Airport. 
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Figure 3-6: Figure(a) represents magnitude and phase of the data recorded at Univer-
sity of Bath from nearest transmitter site Mendip using Single-site autocorrelation of
222.064MHz DAB signal. Part(b)shows the variability of refractivity against time(days)
using the data from UK meteorological station data collected at Bristol Airport - 11th
July 2012

.
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Figure 3-7: Figure(a) represents magnitude and phase of the data recorded at Uni-
versity of Bath from nearest transmitter site Mendip using Single-site autocorrela-
tion of 222.064MHz DAB signal. Part(b) shows the variability of refractivity against
time(days) using the data from UK meteorological station data collected at Bristol Air-
port - 12th July 2012

.
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3.6 Summary

The focus of this chapter was to give an understanding and overview of using

the DAB and DVB as a remote sensing instrument. Here we have explained the

procedure and set-up used to measure the DAB and DVB signals. Also, we have

discussed about the different features and also the availability of DAB and DVB

signals in UK. In the latter section of this chapter, we have given details about

the various retrieval algorithm used in the initial phase of this study to estimate

refractivity. The results obtained using the various retrieval methodologies has

been shown.

Initial experiments which have been demonstrated at the University of Bath

using a receiver has given a positive representation of phase changes but it requires

furthermore analysis and also needs to be validated. Hence, further analysis is

required to understand the phase delay and to show if we can use the DAB/DVB

signals as an alternative to existing remote sensing instruments. In the next

chapter, we will look into ways to estimate the atmospheric delay using the ray

tracing technique.
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CHAPTER 4

RAY TRACING

This Chapter will introduce the process of ray tracing and the methodology to

extract ray traced path delay. This chapter describes the step by step process of

ray tracing from the refractivity calculations of the atmospheric constituents pa-

rameters using data-sets to the estimation of path delay. This chapter begins by

giving an overview of the ray tracing. Further we show the different ray tracing

types available and their working methodology.

This chapter also shows the implementation of the ray tracing modelling,

which is used to obtain the path delay. We also show the process of the ray trac-

ing system of equation using Eikonal equation. Finally, this chapter explains the

interpolation process used in the preprocessing of the data used for ray tracing

system modelling.

4.1 Ray Tracing - A Review

Predicting the ray/signal path propagation between the transmitter and receiver

with refractivity changes is one of the most common problems in tropospheric

radio signal propagation. Determination and calculations of propagation path

of the radio waves using a graphical or mathematical approximation technique

by complying with laws of reflection and refraction is known as “Ray tracing”

[60]. Ray tracing is considered to be the very accurate and comprehensive way

to calculate atmospheric delay/phase delay.
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Since the beginning of 1966, although ray tracing has particularly gained

special attention over the last decade, it has been the generally used technique

for propagation of radio signal through the atmosphere and many other applica-

tions by geophysics [26]. The basic principle of ray tracing in Radio science is

to find the shortest and all the possible ray paths between the transmitter and

the receiver. It takes into account the effects of various phenomenons such as

tropospheric refractivity, reflection and scattering. In the case of this research we

have considered only the refractivity variability effects on the signals.

In the past ray tracing has been used in a wide range of mapping functions

for calibration. Most commonly ray tracing were processed using the Radiosonde

data profiles [27] and [28], climatologist and NWM by [29].

The computation process to estimate delay along the signal path is based

on a theory of geometrics applied over a layers of the earth such as spherical

and concentric. The layers are assumed to have constant refractivity or variable

refractivity based on the desired application. Ray path and refractivity changes

along the boundary between layers are calculated using continuous application of

Snell’s law. For a homogeneous atmosphere, the path would simply be a straight

line, whereas propagation of ray through a heterogeneous atmosphere such as

troposphere. The refractivity may vary resulting in a point to point ray bending

thereby providing useful information about the atmospheric parameters and its

effects on the variability in the troposphere.

In order to achieve accurate results, the most significant effect is based on

the accuracy and resolution of the data sources. The data sources are usually ob-

tained from NWM models, Radiosonde data, and DAB/DVB data in the case of

this research. Refractivity measurements along the propagation path are calcu-

lated based on the knowledge of atmospheric parameters such as pressure, water

vapour and temperature[12][26][30].

Over the past few years, the growing need to find a computationally fast

way to predict the dominant ray paths in a complex 2-D and 3-D environment

has made the way for a number of ray tracing methods. These are as explained

in detail in the following section.
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4.2 Ray Tracing Schemes

There are different schemes for solving ray tracing in “2-Dimension” and “3-

Dimension” for determining the ray path between the transmitter and the receiver

in a varying heterogeneous or constant medium. The two methods which are more

commonly used in ray tracing are categorized based on initial value problem and

boundary value problem as shooting and bending method. These two methods

traverse along the path based on exploitation of the equations of ray tracing.

Shown in the Figure 4-1 is an Illustration of the refractivity profile using the

radiosonde data, showing the variation of the refractivity against height(km).
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Figure 4-1: A typical vertical refractivity profile showing variation of refractivity
against height.

4.2.1 Ray Shooting Method

The first approach is the ray shooting method. One of the methods of ray tracing

is wherein the initial direction and origin of the ray is estimated and this process

of initial value problem is continuously repeated until a required estimate of the

initial condition is obtained. This method uses a brute force method to calculate
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Figure 4-2: A typical example of a ray shooting method showing a fan of rays from
the transmitter and some rays shown reaching the receiver.

the ray path by shooting a fan of rays from the transmitter in a 2-D or 3-D space.

Propagation of each of the rays is traced individually in step size until they reach

the receiver. Based on the time of arrival and its direction, useful information

can be computed. Figure 4-2 shows the typical example of a ray shooting method

where the rays are continuously launched until the ray/signal reaches the desired

receiver target[31]. Shown above in the Figure 4-1 is the typical atmospheric

refractivity profile used to create the ray tracing environment for the example

shown in Figure 4-2.

4.2.2 Ray Bending Methods(Relaxation Method)

Bending method is an alternative ray tracing method to trace a ray path, which

is based on an initial estimation. This method, is also known as a relaxation or

variation approach. The Bending method is solved forming a set of differential
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ray tracing equations to derive a boundary value condition which is then solved

iteratively using numerical methods.

The progress of the ray is accomplished by the iterative perturbations of the

initial arbitrary path that joins the source and receiver with the ends fixed, until a

true or the optimum path is obtained. A true path obtained via iterative adjust-

ment must satisfy the Fermat’s principle or finite difference methods[31]. Figure

4-3 is an illustration of the principle of bending method ray tracing by perturbing

the initial two point path until it satisfies Fermat’s principle. There are many

algorithm that have been developed over the years, for example those developed

in [42][43][44][45]. The most common technique used was the finite difference

technique to solve a set of first order differential equations. Different options for

ray tracing using bending method used over the years is clearly explained in [31].

 

 

 

 

 

 

 

 

 

 

Figure 4-3: Example Illustrating the ray tracing using bending method by perturbation
of the initial two point path until it satisfies Fermat’s principle[31].

In general, the major difference between the shooting and bending method is

that there always exists a ray path(true path) in shooting method, whereas in

bending method a ray path is never a true path until it converges. Here at all the

stages of iteration, the ray is a mere path which is non-existent between a source

and a receiver and not the actual true ray path. Figure 4-3 shown above is a typ-

ical example of bending method. Here an initial ray path assumed is numbered
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as (1) and the ray path is adjusted according to the different conditions (for e.g.

refractivity) and satisfying the ray tracing equations [31] are numbered (2), (3),

(4) as shown in the Figure 4-3.

4.3 Refractivity Calculation From Atmospheric

Parameters

As described in literature section of Chapter 2, “Atmospheric refractivity ‘N’ is

often used to focus on the small difference of the index of refraction with respect to

vacuum”[65]. The sum of the indices of refraction due to dry and wet components

of the troposphere is known as the index of refraction ‘n’. The relationship

between the index of refraction and refractivity was given by Equation 2.1 and

it is as below[33].

N = (n− 1)× 106 (4.1)

The basic measurement principle is that of change in signal phase associated with

change in the effective refractive index along the propagation path[33][55]. The

refractivity of the atmosphere in N-units can be written as:

N = 77.6
P

T
+ 3.73× 105 e

T 2
(Nunits) (4.2)

Where ‘P ’ is atmospheric pressure(hPa), ‘T ’ is temperature(K) and ‘e’ is the

partial pressure of water vapour(hPa). Further, the relationship between water

vapour pressure ‘e’ and relative humidity ‘RH’ is given by:

e =
H.es
100

(4.3)

Where, ‘H’ is the relative humidity and ‘es’ is the saturation water vapour pres-

sure.

4.4 Ray Tracing Approach

There are different ray tracing methods to determine the ray path, based on

Snell’s law or the Eikonal equation. A simple and elegant approach is ray racing

through the medium using the Snell’s law in Cartesian coordinates. Initially for

simplicity we start the ray tracing problem in a simple two dimensional medium.
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Here the signal is traced from it’s initial position through the troposphere where

the delay and the path are adjusted accordingly as the signal encounters differ-

ent refractivity conditions with varying height. Hence we developed a ray tracer

based on the ray shooting technique using Matlab.

The ray-tracer modelled here is on the lines of the work that was imple-

mented in [33], and has been adopted by this author with several modifications.

With reference to Figure 4-4, this package requires user specified maximum range

(‘zlast’ in km), initial angle, height (‘xlast’ in km), the step size ‘∆xstep’ and also

the origin of the source point ‘xsource’. The ray tracer shoots the fan of rays at

an angle specified by the user, and thereby allowing the ray to propagate through

the propagation path characterised by variation of refractivity ‘N’ with height ‘h’.

Here the medium/propagation path is divided into a series of thin layers

with varying refractivity conditions. The step increment size for each layer is

user specified. The progress of ray along the path is achieved through successive

applications of Snell’s law at the boundary between two layers.

The refractivity value ‘N’ is calculated from the atmospheric parameters pres-

sure ‘P’, temperature ‘T’, and humidity ‘H’, which varies with respect to the

height. The refractivity formulation described in Chapter 2, is used to calculate

the refractivity from these atmospheric data parameters. The atmosphere data

sets which provide the parameters are obtained through the Radiosonde data

source. Initially to test the model, we consider the data from the Radiosonde

data source for refractivity calculations, which closely matches the DAB/DVB

data for tropospheric conditions.

4.5 Ray Tracing Algorithm

In this section we will give a detailed explanation of the stages of a ray tracing

approach we have used. The algorithm described below follows Figure 4-4 for the

notations and assumptions.

1. In this approach, the transmission of signal path from the transmitter to

the receiver is considered as “Ray”.

2. The point ‘P’ is the intersection between two connecting layers.
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3. The height of the atmosphere is modelled for up to a range of 30 Km and

the horizontal range is considered to be 100 km.

4. The step size, which is also the height of each layer is represented by the

symbol ‘(∆z)’. The subscript ‘i’ corresponds to the current layer of the ray

and it starts from 0 to the end. The refractive index in each layer of height

‘∆s’ is assumed to be constant throughout that layer.

5. The refractive index ‘n’ is calculated from Radiosonde weather data using

the different equations as explained in the Chapter 2.

6. The distance between the two adjoining layers from the intersecting points

is the ray path length ‘Si’ or ‘∆s’.
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Figure 4-4: Geometrical representation of a ray tracing algorithm.

Initially, at the source the parameters such as initial angle, final angle, maximum

range, height and the step size ‘∆z’ are all initialized pertaining to that layer.
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The components ‘x’ and ‘z’ are initialized to 0. The source height initialization

forms the basis of the initial layer. The ray tracing model shoots a fan of rays

continuously from the source. The first ray propagates through the initial layer

and hits the next point, the ray angle and the outgoing (refracted) ray angle at

this point is obtained through the Snell’s law as,

nisin(θi) = ni+1sin(θi+1) (4.4)

Until the ray reaches the maximum height, it continues to propagate through the

layers. The range distance ‘x’, the next ray angle ‘(θi+1)’ where ‘i’ is the index

and the total ray path ‘s’ are calculated using the equations as shown below.

∆xi+1 or x =| ∆zi | tanθi+1 (4.5)

The path length ‘∆s’ or ‘s’ is obtained using the relation:

∆ssi+1
or s =

√
∆z2 + ∆xi+1

2 (4.6)

Once the path length is calculate, the coordinates ‘x’ and ‘z’ of the next point is

obtained using the formula,

xi+1 = xi+1 + ∆xi+1 (4.7)

zi+1 = zi + ∆z (4.8)

Here ‘∆z’ is the step size of the layers. From rearranging Equation 4.4, we get

the Equation 4.9 shown below to calculate the next layer outgoing ray angle at

the interface, and is given by:

θi+1 =
ni × sinθi
ni+1

(4.9)

Finally, in order to determine the tropospheric delay, we need to find the ray

path length ‘Si’ at every layer as the ray moves from the ‘ith’ layer to the end.

And then to obtain the delay induced in that layer, the ray path length is then

multiplied by the refractivity ‘N’ in that layer. This process is then continued for

every layer along the ray path length.

The total tropospheric delay is thus calculated by summation of delay in-
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duced in every layer along the path from the transmitter to the receiver.

Totalpath =
K∑
i=1

Si or∆Si (4.10)

Where, ‘i’ denotes index of refraction of the ray and ‘K’ is the number of ray

segments along the ray path length [32]. Therefore, the delay in the ray propa-

gation path can be obtained from the difference between the total path and the

geometric path length (as explained in Chapter 2), and is given by:

∆S =

∫ Rx

Tx

n(s)ds−
∫ Rx

Tx

ds =

∫ Rx

Tx

(n(s)− 1)ds (4.11)

where ‘n(s)’ is the refractive index as a function of position ‘s’, and the first

integral is the propagation path with varying refractive index and the second one

is the straight line path length between the transmitter and receiver[55].

4.6 Ray tracing Using Eikonal Equation

The propagation of a ray along the rays path is defined by the fundamental

equation of ray optics is the Eikonal equation [34], and is given as:

d

dl
(n
dr

dl
) = ∇n (4.12)

Where, ‘∇n’ is the gradient vector field of refractivity, ‘r’ is the ray position

vector along the ray path and ‘dl’ is the differential displacement along the ray

path. It can be seen from the Equation 4.12 is the significant dependency of ‘r’

on the index of refraction ‘n’ and the gradient ‘∆n’. Ray propagation through

the medium and its positions at any given distance depends on the two methods

(initial and boundary conditions) both of which have different sets of conditions,

similar to that of ray tracing using Snell’s law as described in the previous section.

In initial value ray tracing, the final position is determined with the help

of Equation 4.12 where the initial conditions are the initial position and the ini-

tial direction [35]. Similarly in boundary value problem, the initial direction or

the initial angle is determined through the Equation 4.12 based on initial and

final positions.
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The differential equations shown in (4.12) can be solved in a number of meth-

ods such as Runge-Kutta [36], perturbation method [35] or the shooting method

[29]. The ray tracing procedure employing shooting method (initial value prob-

lem) is discussed below. The equation for ray tracing derived here is based on

the lines of work developed by [41].

The tangent vector based on the position ‘r’ which is a unit vector is given

by:

dl = ||dr||, (4.13)

which is the normal of vector ‘dr’. Equation (4.12) can be expanded as:

dn

dl

dr

dl
+ n

d2r

dl2
= ∇n (4.14)

The gradient of refractivity can be obtained numerically from the partial deriva-

tives involved in the Eikonal equation. The equation for ‘∇n’ can be written in

Cartesian coordinates as:

∇n =
∂n

∂X
î+

∂n

∂Y
ĵ +

∂n

∂Z
ẑ (4.15)

The Equation (4.12) and (4.13) can be reduced to a set of first order ordinary

differential equations for simplicity and stability, hence:

dr

dl
= Î (4.16)

And,

d(nÎ)

dl
= ∇n (4.17)

Where, ‘Î’ is a unit vector tangent to the ray path. We know that the refractive

index ‘n’ as explained in the Chapter 2, is given by:

n = (1 + 10−6)N (4.18)

Where, ‘N ’ is the refractivity which depends on the pressure, humidity and height.

Refractivity is expressed in terms of N-units.

The Equation(4.14) can be written using Equation(4.15) as:

dr

dl
=

[∇N − I(∇N.I)]

(N + 106)
(4.19)
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The non-linear term and the higher magnitude order in the denominator can be

replaced by substituting ‘dI
dl

’ with another equation which defines the radius of

curvature at the path ‘ρ’ such that:

dÎ

dl
=
Û

ρ
(e) (4.20)

Where, ‘Û ’ is the normal to the ray path trajectory and perpendicular to ‘Î’, and

‘Û = 1’. Hence to determine ‘ρ’, we take the scalar product of both sides of ‘d’

with ‘Û ’ and thereby also using Equation(4.17).

1

ρ
= (u.∇N)× 1

(N + 10−6)
(4.21)

On substituting (4.18) in (4.17), we have:

dr

dl
= Î (4.22)

dI

dl
=
U

ρ
= U [

U.∇N
N + 106

] (4.23)

Since the above set of equations involves ‘U ’ along with ‘r’ and ‘I’, this system

of equation is not a closed system.

The above system can be made a closed system in a two dimensional case

by using ‘Û ’ and ‘Î’ orthogonality which is given by: Û = x̂×Î. Here ‘Û ’ and ‘Î’

are in the same plane as transmitter and the receiver and ‘x̂’ is the unit vector in

the direction of ‘x’, hence the system can now be solved using numerical methods

like Runge-Kutta.

On the other hand while considering the three dimensional case, the whole

system (f) can be solved directly. In explicit method of integration the system

breaks down. To ensure ||IÎ|| = 1, the step size used for integration needs to be

very small which eventually stops the integration process. And this is known as

stiffness which can be cured using implicit integration method. In this system

there is a coupling of the present and past values. Again this method can be

solved numerically using Runge-Kutta method.
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4.7 Interpolation of Raw Radiosonde Data

For the refractivity field profile, we need to calculate the refractivity along the

propagation path. The atmospheric data parameters obtained from the Ra-

diosonde data source was used to provide data at every instant along the trans-

mission path. Due to the process and the way radiosonde data is collected, the

data source usually ends up with the missing data or “NAN ′s” in the atmosphere

parameters (‘Temperature’, ‘Pressure’, and ‘Relative Humidity’) at certain points

in the height range. To fill this gap in the data sets we use nearest neighbour

interpolation, so as to get the data at respective heights as the ray propagates

through the medium.

For computation efficiency, we pre-compute refractivity from the atmospheric

parameters, rather than computing (iterating) the refractivity using the atmo-

spheric parameters at every stages of the ray propagation through the medium.

The data source used was radiosonde data and this was obtained from the

BADC(British Atmospheric Data centre).

4.8 Summary

This chapter introduced the process of the ray tracing systems. Types of the ray

tracing and their methodology was also shown here. This chapter also introduces

how ray tracing algorithm is used to extract the path delay through the varying

tropospheric environment. The ray tracing simulation results are analysed and

explained in Chapter 4. In the next Chapter 5, we perform the analysis of path

delays obtained from the ray tracing algorithm. We also show path delay analysis

over different conditions.
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CHAPTER 5

PATH DELAY VARIATIONAL ANALYSIS

In Chapter 4, we discussed the implementation and the process of ray tracing to

determine delay. For a given refractivity profile of the troposphere, solving the

equations and following the steps of algorithm as shown in Chapter 4, ray traced

atmospheric propagation delay can be obtained. The process of calculating the

ray traced delay from atmospheric constituents is clearly explained in Chapter 2

and Chapter 4. In this chapter, we will analyse the ray tracing results for different

conditions and scenarios. We will also look into the different data types used to

obtain atmospheric refractivity profile for the process of ray tracing. We further

show the analysis of the results under different conditions such as refracitivty

profile, variations in transmitter and receiver height and the range. Here, we aim

to show and estimate, how much the radio signal is affected by refractive medium

in the signal propagation path and also look into any other factors affecting the

propagation path, thereby also calculating the delay.

In the second part of this Chapter, we carry out the statistical estimation of

the delay obtained from the ray tracing. We further perform different statistical

analysis techniques such as mean, standard deviation and moving average vari-

ability over different times of the year. Relativity analysis on the variation of

delay depending on different parameters such as season, time of the day, com-

parison of summer month variation against winter variations, range and height

respectively are also shown.
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5.1 Delay Variability and It’s Effects on Signals

In Chapter 2, we went into details of different aspects of atmospheric delays -

it’s definition, types and the signal propagation effects. In Chapter 4, we went

through the process of modelling the radiosonde data/remote sensing measure-

ment data to obtain the delay. This delay was obtained through the process

of ray tracing (Ray Shooting method). The methodology and the formulation

used is explained in Chapter 4. On obtaining the path delay from ray tracing

modelling, the next stage is to validate and analyse the delay. To analyse, if the

ray traced delay obtained is dependent on any atmospheric refractivity and if the

delay is large enough to make any significant effect on the signal propagation in

the lower boundary, we perform different analysis study.

5.2 Ray Tracing Simulation and Analysis

5.2.1 Simulation Results Using Tri-linear Synthetic Re-

fractivity Profile Data

The ray tracing algorithm described in Chapter 4 was implemented to measure

the total path delay. The ray tracing simulation to obtain troposphere prop-

agation path delay differences between the two fixed transmitter and receiver

locations was performed using Radiosonde data-set, simulated refractivity model

data. Furthermore, here we use this ray tracing model to determine the propa-

gation delay along the path for different factors and combinations which will be

discussed later in this Chapter. Initially, we have used different range of profiles

to differentiate propagation and delay occurrence between different atmospheric

profiles. Later on we will go into further analysis and results to show the path

variation effect based on parameters such as propagation range, step size range

movement along the path, time of the year and seasons.

To begin with here, firstly we have considered a refractive profile with no

variability at all, which is typically a uniform refractive environment. The uni-

form refractivity profile of the atmosphere is as shown in Figure 5-1. The ray

propagation through the uniform refractivity medium should be equivalent to a

straight line propagation path. The ray propagation through this environment is

as shown in Figure 5-3. Here we can clearly see that all the rays take a straight
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line propagation path with no bending or variation in the ray propagation path.

The ray tracing profile used for the simulation environment in obtaining Figure

5-3 is from the profile shown in Figure 5-1.
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Figure 5-1: A vertical refractivity profile for constant refractivity.

Figure 5-3 gives a characteristic example of a ray propagating through an

environment with constant refractivity across the propagating path. Here the

rays are shown shooting through a medium where the refractivity (‘n1’ and ‘n2’

= constant, from Equation 4.1), and the rays are shown taking a straight line

propagation path. In this example, the rays are shown shooting from the source

with an initial angle of 60 degree and the final ray with an angle of 90 degree.

Therefore, total 30 rays is evolving from the source and this is done with an

incremental step angle of 1 degree between two rays. The initial transmitter

source considered is at a height of 50m, total range and total height was considered

to be at 25 km and 3000m, respectively. The step size increment is 0.2m between

layers. As can be clearly observed from Figure 5-2, the fan of rays continuously

propagating through the medium with constant refractivity until it reaches the

maximum range and height.
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Figure 5-2: A plot showing a vertical refractivity profile for the variation of refractivity
with height.
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Figure 5-3: Ray tracing in a constant refractivity with predefined initial conditions.

In Figure 5-2, we have a refractivity profile which is varying with height in

comparison to the uniform refractivity profile shown in Figure 5-3. A synthetic

profile was used and was obtained using the Equation (5.1). Figure 5-4 shows

another example of ray tracing through the medium. It can be seen that there

is variation of ray path with height along the propagation path. In this case, a

propagating medium is of varying refractivity at every point along the ray path

(i.e. a non-homogeneous environment) as compared to Figure 5-3. The refrac-

tivity environment profile is obtained using the tri-linear refractivity formula as

shown in Equation [5.1].

n(x) =


1− a0x, x < XD1

1− a0(2XD1 − x), XD1 < x < XD2

1− 2a0(XD1 −XD2) + a0x, XD2 < x

(5.1)
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Figure 5-4: Illustration of a fan of ray propagating through the atmosphere with
varying refractivity conditions - source height = 50m, total range = 2500, maximum
height = 300 m, initial angle = 75 degrees, final angle = 120 degrees, angle increment
= 1 degrees, step size = 1 and finally the slope of the refractivity was set to 0.001 km.
The ducting and the anti-ducting conditions were at 50m and 100m.

For the analysis shown above in Figure 5-4, the atmospheric refractive profile

simulation environment used here is as shown in the Figure 5-2. The initial

fixed source point was randomly chosen to be 50m, the total range for the signal

propagation was fixed at 2500m and the maximum height a ray/signal can travel

was fixed at 300m. We also need to choose the initial and the final angle with an

increment angle in order to make sure one of the ray/signal hits the desired fixed

target. These were chosen to be 75 degrees, 120 degrees and 1 degree respectively.

Refractivity equations shown in Equation 5.1, was used to create the refractivity

profile for the simulation medium, we also need to choose appropriate values for

slope of the refractivity, ducting and anti-ducting (‘XD1’ and ‘XD2’). The values

for these parameters were fixed respectively at 0.001 km, 50m, and 100m.
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Figure 5-4, shown is a fan of rays shooting between the initial and final an-

gle with an increment angle of 1 degree. The rays are continuously in shooting

mode till one of the ray reaches the receiver. The difference that can be noticed

between the Figure 5-3 & Figure 5-4 is the change in the propagation path the

signal takes with or without the refractivity.

In the later examples, we will give a detailed explanation and analysis about

how the ray reception or the ray angle of arrival is calculated and estimated. We

will also see how much bending and delay occurs along the propagation path on

using the remote sensing data set which will be the Radiosonde data-set in our

analysis. The use of radiosonde data-set was again mainly considered due to the

consistent, large and easy availability of current and historical data.
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5.2.2 Ray Caustics and Reflections

Another case of ray tracing simulation is the phenomenon of Ray Reflection from

the boundaries. Although, here in this research we have ignored ray caustics

and reflections from the surface, we have still covered this here, so as to give

an example and overview to show the occurrence of reflections and ray caustics.

This process was beyond the scope of this research at this stage and we are cur-

rently focussed only on the point to point delays with no reflections and caustics.
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Figure 5-5: Typical example of ray tracing showing a fan of rays through an environ-
ment with varying refractivity conditions showing ray caustics and reflections from the
surface.

This process of ray caustics and reflections was solved by bending the ray

in the upward direction with the same angle in the opposite direction as when

the ray hits the boundaries [32]. Figure 5-5 gives a characteristic example for
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ray propagating through a medium with varying refractive index and thereby

showing the occurrence of bending, refraction and reflections from the bottom

surface. Also shown in the Figure 5-5 are the reflections from the bottom surface

and the cases for ray caustics.

The condition when the rays reach almost 90 degrees is known as the “Ray

Caustics”. This was solved in a way very similar to ray reflection. In this case

the rays with ray angle of greater or nearing 90 degree are bent downwards for

the ray propagating upward and vice versa. Similarly for ray angles reaching 270

degrees the same procedure is applied [32].

As shown in Figure 5-5, the rays are propagating through the environment

with heights of ducting ‘xd1’ and anti-ducting conditions ‘xd2’ at 45 and 120 de-

grees, respectively. Whilst the other parameters and conditions chosen here are:

height of the source = 50m, total range = 2500m, height= 300m step size=1 and

ray increment, initial and final angles were 1 degree, 75 degree and 120 degree

respectively.

Another special case in Figure 5-4 and Figure 5-5, from the application of

tri-linear refractivity profile is the occurrence of ducting and anti-ducting con-

ditions. Take the example in case of Figure 5-5, here surface ducting occurs

from the bottom surface to the height of 50m. There can be also be an possible

occurrence of rays getting trapped to the surface and the elevated duct.
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5.2.3 Ray Tracing Using Radiosonde Data-set Profile Data

In the previous section, we have seen how the ray propagates in a medium of

synthetically modelled atmospheric profile. The atmospheric refractivity profiles

used for ray tracing was from the synthetic profile from Equation 5.1. In the

following section, we will be looking into the results and analysis using the Ra-

diosonde data-sets for atmospheric refractivity profiling.
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Ray propagation at an angle of 88 degree

Straight line propagation path at an angle of 88 deg

Figure 5-6: Ray path comparison with a straight line path for a ray shot at an angle
of 88 degree, as it propagates through the medium.(Source height: 0.1 km, Total range
= 250 km, Max height = 30 km, Initial angle = 88 deg, final angle = 88 deg, step size
= 0.05).

57



Chapter 5. Path Delay Variational Analysis

Figure 5-7 gives a typical example of the profile obtained from Radiosonde

data-set for the location Aberporth, UK. We can see from Figure 5-6, the dif-

ference in the variation between the ray traced path(red) and the ray path with

no refractive medium(green). Figure 5-6 shows the comparison of a single ray

propagation in environment with and without refractivity variation. The follow-

ing parameters were used to obtain the results shown in Figure 5-6. The ray was

shot at an angle of 88 degree. The height of the receiver = 0.1 km, maximum

height of ray path = 30 km , maximum range = 250 km and the step size was

fixed = 0.05 km.
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Figure 5-7: A plot showing a vertical refractivity profile using the UK BADC Ra-
diosonde data-set(Variation of refractive index(n) with height(m)).

Figure 5-8, shows the two rays traverse through the medium with varying

refractivity conditions. The variations of refractivity ‘N’ against height ‘m’, that

is the refractivity environment is obtained from the Radiosonde data. The con-

ditions for the results show in Figure 5-8 were set as follows: source height: 0.1
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km, total range = 250 km, max height = 30 km, initial angle = 78.5 deg, final

angle = 79 deg, step size = 0.05m and the increment angle were set at 0.5 degree.

Figure 5-9, gives an illustration for the fan of multiple rays propagating through
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Figure 5-8: Another example of a two ray traced signals using the radiosonde data set
through an environment with varying refractivity, where green line represents straight
line propagation with no refractivity and red line represents shows bending due to re-
fractivity

the atmosphere with an initial angle of 70 degree to the final angle of 88.5 degree.

As explained and mentioned in Chapter 4, we have employed the method of ray

shooting brute force method for all the simulations and results shown. Here in

this technique, we shoot a fan of rays from a fixed transmitter source point as

shown in the Figure 5-5, till the ray reaches the desired fixed receiver target. In

the following examples, we will discuss and show the results of ray/signal reach-

ing the receiver target. Also we will be looking to find at what angle did the ray

reach or hits the receiver target specified at a certain height and determine the

path delay over the ray traced path.
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Figure 5-9: A fan a rays propagating through the environment with varying refractivity
conditions, where the green line indicates a straight line path and red line indicates ray
traced path.

In the following section, we will get into the analysis and results obtained by

incorporating the terrain data using Shuttle Radar Topography Mission(SRTM)

into the ray tracing system. The idea behind the introduction of SRTM data

into the ray tracing model was to understand its effect on the variation in the

refractive profile along a certain path with variation in terrain height. The SRTM

data here was incorporated along with the refractive profile obtained from the

Radiosonde data. This was done by shifting/incrementing the profile with the

chosen ray tracing step size, which means for example, each of the field points

was incremented based on the terrain height at that point. This process will in

turn introduce an increased variation in the refractivity changes in the profile

and thereby also the delay. In the following results, we will look into ray tracing

simulation results obtained using SRTM data for different sets of fixed transmit-

ter and receiver locations.
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Figure 5-10: Illustration of the refractive index profile for the simulation results shown
in the following figure and refractivity profile was created using the radiosonde data.
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Figure 5-11: An Illustration of a fan of signals ray traced for a specific location
from Bath to Mendip through the model of an atmosphere with refractivity conditions
obtained using the radiosonde data set.

Figure 5-11, shows a typical example of a fan of ray propagating through an

environment of refractivity profile variation along with SRTM terrain data. The

refractive profile propagating medium used for this simulation is as shown in the

Figure 5-10. The SRTM data path and ray tracing simulations for this example

was chosen between Bath and Mendip. As can be seen from Figure 5-11, a fan

of rays is shot from the fixed transmitter source (Bath) in the direction of the

fixed receiver target (Mendip). The following parameters were used to obtained

Figure 5-11, height of the transmitter = 588m, receiver height = 185m, maximum

height = 5 km, max range = 26.32 km, initial angle = 89 degrees, final angle =
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91 degrees, and the ray increment step size = 10cm. The red line/rays shown in

the Figure 5-11 are the ones that missed the receiver target.

The green line indicates the ray reaching the desired target point which was

the fixed receiver target at 185m. The final ray shooting angle obtained for the

ray reaching the target was at 90.675 degree. The excess delay was then calcu-

lated as detailed in Chapter 4, from using Equation 4.11.
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Figure 5-12: An Illustration of a fan of signals ray traced for a specific location
from Bath to Wenvoe through the model of an atmosphere with refractivity conditions
obtained using the radiosonde data set.
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Figure 5-12 is another example showing the ray propagation path through a

refractive environment. The refractive profile used for this example is as shown

in Figure 5-10. The propagation path chosen here was taken between Bath and

Wenvoe. The maximum range of the propagation path and the maximum height

was set at 66.3 km and 5 km respectively. The height of the transmitter and

the receiver was set at 188m and 383m, respectively. The step size was set at 10

cm. As can be clearly seen from the figure below, the ray(blue) hits the receiver

target and the other rays(red) don’t reach the desired receiver target. The ray

shooting angle for the ray (blue) line was at 90.29 degree. The excess delay

was calculated and was found to be δ(S) = 21.767m using the Equation 4.11 as

detailed in Chapter 4.
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Figure 5-13: An Illustration of a fan of signals ray traced for a specific location from
Bath to Hannington/Ray propagation path from Bath to Hannington.
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Here shown in Figure 5-13, is another example of the ray propagation be-

tween the locations of Bath and Hannington. The refractive profile used in this

example is similar to the Figure 5-10. The parameters chosen for the ray tracing

simulations are as follows: transmitter height = 361m, receiver height = 188m,

Maximum total range for propagation δ(S)= 76.01 km, maximum height = 2 km,

step size = 10cm. The excess delay obtained from the ray tracing simulations was

= 24.98 and the ray angle was 90.988 degree. The blue line in the Figure 5-13

indicates the ray reaching the desired target and the all other red lines indicate

the ray not reaching the desired receiver target.

A case arises when we have no ray/signal reaching the receiver target. This

might be due to a ray missing the target by a few cm to mm depending on the

step size. In such cases we may not have a solution at all and hence no delay can

be obtained. Having fewer rays at larger step angles, the probability of the ray

missing the target is very likely and hence we have a situation where we might

not have a solution after ray tracing. This was overcome by choosing a smaller

step change of 0.0001 km degree and smaller ray step size of 0.001 km.

The drawback of using smaller step size and smaller step angle is the in-

creased computation time. Another way of overcoming this problem was to use

approximation/averaging method between the high and low of the rays closest to

the desired target. This would mean if you shoot even at a higher step size there

is always a solution at expense of a negligible error. Although having a solution

doesn’t necessarily mean better and accurate results. Provided a reasonable step

angle, reasonable ray step size and approximation/averaging it is possible to get

a result with almost no change/negligible change in the excess delay obtained.

This will be explained in detail in the following par using the Table 5.1. Hence,

here we have a trade off between choosing the right step size and the step-angle

to get a desired result.

Table 5.1 shows the ray tracing results obtained based on the different com-

bination of the ray step size, ray angle and the ray receiver height. From Table

5.1, we look into understanding the variation of the ray/signal path propagation

using different factors/parameters such as ray step size and the ray angle on the

final receiver target of the ray/signal. The aim here is to understand and anal-

yse the ray tracing outcomes using different combinations of step size and ray
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angle to see how close or far away is the ray from the actual fixed receiver target.

S.I 
no 

Ray Angle (Degrees) Step size(km) Ray Range(Km) Ray Receiver Height 
(Km) 

1. 89.0940 0.1 70 0.5110 

2. 89.0940 0.01 70 0.4210 

3. 89.0940 0.001 70 0.4160 

4. 89.0940 0.0001 70 0.4151 

5. 89.0940 0.00001 70 0.4151 

 

                      (a) 

 

S.I 
no 

Ray Angle (Degrees) Step size(km) Ray 
Range(Km) 

Ray Receiver Height 
(Km) 

1. 89.0662 0.1 70 0.5110 

2. 89.0662 0.01 70 0.4210 

3. 89.0662 0.001 70 0.4160 

4. 89.0662 0.0001 70 0.4151 

5. 89.0662 0.00001 70 0.4151 

 

                                                                                   (b) 

 

S.I 
no 

Ray Angle (Degrees) Step size(km) Ray 
Range(Km) 

Ray Receiver Height 
(Km) 

1. 89.0212 0.1 70 0.6000 

2. 89.0212 0.01 70 0.6000 

3. 89.0212 0.001 70 0.5950 

4. 89.0212 0.0001 70 0.5941 

5. 89.0212 0.00001 70 0.5941 

 

                                                                                   (c) 

Table 5.1: Analysis and comparison between the different combination of ray angle,
range and the step size.

This analysis will help us to determine and find the right combination of

step size and ray step angle for the ray tracing simulation to get to the desired

output(target). Since, having smaller and smaller step size with smaller step an-

gles with significantly increase the process of computation time thereby slowing

down the whole simulation process. Shown in Table(a),(b)and (c), we have a

chosen an example of a ray angle, for instance in Table 5.1(a), the ray angle is

fixed at 89.0662 and the step size is varied along with a results of the ray reaching

the ray receiver height(target) for different step sizes. The receiver were fixed for
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Table 5.1(a) at 0.415 km, Table 5.1(b) at 0.415 km and Table 5.1(c) at 0.594 km

respectively.

It can be seen from the Table 5.1, the ray’s reaching the receiver target with

the step size at 0.001 km and for the ray step size above 0.001 is negligible and

almost no change with the ray’s distance from the final target. The ray receiver

height targets with the step sizes 0.001 km, 0.0001 km and 0.00001 km does not

vary significantly from the final targets as mentioned above. This can be seen for

all the tables (a),(b) & (c) in Table 5.1. Hence for most of most of the simulations

in the this chapter we have chosen to use the step size for the ray propagation as

0.001 km as the limit.

5.3 Statistical Analysis of the Ray-traced Delay

Understanding the variability of the tropospheric refractivity is critical to the

prediction of the radio wave or signal through the atmosphere. Here, in the fol-

lowing section, we perform the statistical analysis of the refractivity and therefore

also estimate the delay. The statistical analysis of the variability in the atmo-

spheric refractivity will further give an insight into effects of refractivity on signal

propagation through this environment. The aim of the statistical analysis of the

refractivity and ray traced delay is to understand and investigate whether there

is relationship between the refractivity and ray traced signal delay. We also look

into analysis of the ray traced delays based on the different factors such as the

season, time of the day and the height.

Figure 5-14 is an illustration of the statistical analysis of the refractivity vari-

ations over a year (2008) at Aberporth. The radiosonde data profiles was used

for the analysis due to the consistent availability of data over the years and over

different locations. As can be seen from Figure 5-14 it consists of three different

plots. The topmost subplot(1) shown in Figure 5-14 is the number of profile avail-

able on a monthly basis which was used in this analysis. The subplot(2) shown in

the middle in Figure 5-14 gives the variation of mean averaged refractivity versus

the height. And finally the bottom subplot(3) is the standard deviation plot of

the mean averaged refractivity. As can be seen from the subplot(2), the mean

refractivity varies accordingly with the different times of the year. For example,

the highest refractivity observed from the Figure 5-14 was in the month of Au-
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gust. We also notice that the refractivity varies with height significantly during

the summer months in comparison to the rest of the year. During the months of

winter the refractivity variations with height is very low. For the remainder of

the months, variation in refractivity exist but very low in comparison with the

summer time variations.
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Figure 5-14: Statistical analysis of the atmospheric refractivity at Aberporth over the
months for year 2008.
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5.4 Delay as a Function of Season

One of the aims of performing the statistical analysis was to understand the rela-

tionship between atmospheric refractivity and the path delays. Shown in Figure

5-15 is the mean averaged path delay variations on a monthly basis shown over

different years. The radiosonde dataset from Aberporth was used for this analy-

sis. The path delay was obtained from the ray tracing simulations.

We can see from the Figure 5-15 that the path delays seems to have ma-

jor peaks during the summer months. This is very much similar to what we

obtained in Figure 5-14, where the refractivity was higher during the summer

months from July to September. The path delay across all the year seems to

show a consistent rise in path delay during summer months. During the winter

months the path delays seems to be very low. The path delay have highest value

of delay during the months of July and August. Hence we can say that the path

delay is directly related to the seasonal variation of the refractivity.
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Figure 5-15: Variation of monthly path delay over different years at Aberporth.
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5.5 Delay as a Function of Distance

Figure 5-16, shows how the path delay varies with different range over the year

2012. The x-axis represents the months and y-axis represents normalised aver-

aged delay. The path delay variation over different does not show any significant

increase in the delay. The change or increase in the range of signal propaga-

tion does not give significant delays. In other words, the signal delay variations

comparison between the top two subplots(i.e. signal propagation range with 20

km and 15 km) as shown in the Figure 5-16, apart from the path delay changes

that can be seen due to the difference in the propagation range. The path delay

change for some months are also visible with difference in the peak spikes.

In case of monthly peak comparison, during the month of January for 20

km range, the peak observed is higher in comparison to the 10 km & 15 km

range. This in turn could be due to larger variation the signal encounters over

larger distances and in the excess few kilometres. This can be seen again in the

months of August, September and October, where the signal with larger propa-

gation distance encounters larger refractivity variations and thereby contributing

to excess signal propagation path. To further understand the variation and re-

lationship between the signal path delay and the atmospheric refractivity, we

perform statistical moving average analysis in the following results/plots.
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Figure 5-16: Comparison of monthly mean averaged path delay against time(Months)
using different ranges(10 km, 15 km & 20 km) for the year 2012 at Aberporth.
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5.6 Path Delay Analysis using Moving Average

5.6.1 Delay as a Function of the Day

In the Figure 5-16, the results obtained showed varied spikes on monthly analysis

of the path delay on different ranges. Shown in Figure 5-17 is an Illustration of

the moving average path delay analysis over a number of different ranges. The

idea behind using moving average was to remove/average out the noise and to

obtain a smoother results to observe clear sharp variations. Shown at the top

subplot(1) of Figure 5-17 is the mean averaged refractivity variation with height

over a number of days. The rest of the subplots shown in Figure 5-17, gives the

results of the moving average analysis of the path delay versus the number of

days for different ranges. The ranges chosen were 5 km , 10 km , 15 km & 20

Km respectively.

Figure 5-17 shows the path delay changes due to variation in the refractivity.

In Figure 5-17, at approximately around the 50th day, which is mean averaged

over 9 days, there is not much refractivity changes and hence sharp decrease in

the path delay and this can be observed from Figure 5-17. In this analysis, we

also find that in the subplot(4) and subplot(5), we have a small decrease(dip)

in the path delay curve at roughly around the days from 125 to 130 approx-

imately which can be observed from the Figure 5-17. These variation in the

path delay are also visible in subplots (2) and (3) of the Figure 5-17, but they

are much smaller in comparison to the results obtained for range 5 km and 10 km.

To summarize, here for the shorter/smaller range averaged path delay is very

much relative to the mean averaged refractivity. The smaller range path delay

tends to show smaller variations very well. Whilst, the path delays obtained from

larger distance coverages seems to show variations on certain days, but it does

not show smaller refractivity variations at lower refractivity cases. This can be

seen between the days 100 and 150 on all the results shown in Figure 5-17. In

particular, we can clearly see the differences between the results obtained from

5 km and 10 km range moving average path delay versus the 20 km and 15 km

range moving average path delay over the days between 100 and 150.
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Figure 5-17: Variation of path delay analysis with respect to the mean refractivity for
the year 2010 at Aberporth, over different ranges based on number of days.
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Figure 5-18: Illustration of mean averaged daily refractivity through the use of moving
averages.
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Here we have another example of using moving average to show the variability

of refractivity on different schemes/point of moving average. Here we show the

moving average refractivity plot for averaged/point/number of days against the

height. For instance the top plot shown in Figure 5-18 was averaged over 3 days

blocks of data for the whole year. This was done to overcome and remove noise

from the data and to smooth the results obtained. We can observe from Figure

5-18 that the refractivity variability is higher over the summer months on all

the plots. As we move from ‘3-point’ to ‘9 point’ or ‘14 point’, the sharp peaks

disappear clearly showing a higher variability during the summer.

5.7 Summary

In summary, this chapter we show and analyse the delay effects of the signal

propagation through the troposphere. Ray tracing simulation delays obtained

from modelling are analysed and shown for different conditions. Results of the

statistical analysis of ray traced delays are also shown in this chapter. Further-

more, a detailed results and analysis of the variation of delay over different times

of the year, distance, season was done. Further analysis of the delay variation

was performed using the moving averaged data analysis. In the following chap-

ter, we move into the next phase of this research study.Here we will be applying

tomographic approaches for validating and analysing the delay obtained from ray

tracing modelling.
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TOMOGRAPHY INVERSION

This chapter aims to use the path delay obtained from the ray tracing modelling

in Chapter 4 to retrieve the original refractivity field. This task was done by

using the inversion tomography technique.

This chapter begins with the introduction and background to the tomog-

raphy approach. We look into the refractivity profile generator model for the

refractivity profile to be used in this study. This Chapter then introduces the

process of obtaining the basis function along with principal component analysis

methodology which is required for the tomography reconstruction process.

Further, we go through the details of the tomography reconstruction algo-

rithm used in this research study. Finally we analyse the results obtained using

the inversion technique. Further we show the results of error analysis to demon-

strate how closely the reconstructed refractivity field closely matches the original

refractvity field.

6.1 Introduction to Tomographic Approach

In Chapter 2 we presented the literature work and several approaches current

used for the estimation of atmospheric refractivity using different remote sensing

instruments. In this Chapter, we will discuss a novel approach for the extraction

of refractivity fields using the radio-wave signals/path length links.
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The approach here uses a large number of links over an area to estimate

the refractivity field. Here we use a tomography inversion modelling technique

for the retrieval the refractivity fields. The path averaged link delays are used in

the analysis. The ray traced delays were obtained using the method explained in

Chapter 4. The principle behind using the inverse approach is to determine the

unknown parameter from the measured quantities. The principle behind using

tomography inversion is to find a meaningful solution and therefore validate the

measured data based on the information available and the model.

The inversion methodology has been used previously such as in [40]. The

study used microwave terrestrial links for the estimation of the rainfall fields [40].

There have been similar work performed in the past using the links to estimate

rainfall rate. The first work on the use of a large array of links for rainfall esti-

mation was conducted by [46] [47]. Figure 6-1 shows a simple illustration of an

inversion problem methodology.
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

        SYSTEM/MODEL 
  INPUT     OUTPUT 

Forward Problem 

Inverse Problem 

Figure 6-1: A simple representation of the Inversion process.

Tomography has been extensively used for many engineering, scientific tasks

and medical imaging application. Tomographic technique has also been used

in the past for retrieval of troposphere parameters. Previously, tomographic

methodology has been used to retrieve atmospheric meteorological parameter for

atmospheric profiling through using a GPS network [52]. Similar other works
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have made use of the tomographic technique using GPS systems as in [53]. Vari-

ability on the temporal and spatial scales in the troposphere requires a need for

the use of the application of tomographic methodology [51]. The application of

tomography on Tropospheric studies using GPS was first done by [51].

6.2 Background and Procedure

The aim here is the reconstruction of the refractivity field using the ray traced

link path delay. We have implemented this reconstruction by using the tomo-

graphic inversion reconstruction technique. Figure 6-2 shows the outline of the

whole process from the refractivity profile to the modelled path delay and back to

the refractivity profile using tomographic inversion. The first step in this process

is the refractivity profile data. The data used for the process of this simulation

is the five parameter model refractivity data. This refractivity data model is

explained in detail in the next section.

       

Network of 
Path 

Links/Links 

Ray tracing 
modelling  

Path Link Delay 

Tomography 
Inversion 

Reconstructed 
Delay 

Refreactivity 
Profile 

Figure 6-2: The Process Of Tomography Inversion.

The next step is to create a dense network of links based on a transmit-

ter and receiver pair in a refractive atmospheric environment. Then each of these

79



Chapter 6. Tomography Inversion

links is ray traced to estimate the path delay through the refractivity profile. The

ray tracing modelling technique used to determine the path delay is explained in

Chapter 4. Once we have the ray traced delay and the path link for every pair of

the transmitter and receiver pair, we apply the Tomographic inversion technique.

From the path delay and the links the reconstruction can be performed which

should return the refractivity field from the delay.

6.3 Refractivity Profile Generator Model

The refractivity profiles used in the process of the forward modelling and ray

tracing delay was obtained using the five parameter model. The model for gen-

erating refractivity profiles was adapted from [57]. The reason for choosing this

model is due to the requirement of large number of profiles and the data was

generated in a quick and timely manner. The idea behind the five parameter

algorithm is very similar to the the ten-parameter refractivity model developed

by the Naval force Physics Laboratory and is as shown in Equation 6.1:

m = (δ, c1, zb, zthick,Md, zb1, zb2, zb3, zb4, zb5)
T (6.1)

Where, ‘δ’ is the evaporation duct height, ‘c1’ = slope of the mixed layer, ‘zb’ =

trapping layer base height , ‘zthick’ = thickness of the inversion layer and ‘zb1’ -

‘zb5’ are the base height coefficients.

The horizontal and the vertical field of the profile can be obtained through

the first and the last five parameters respectively from the equation shown above

in [53]. Hence the model can be used for both the cases of horizontal and vertical

refractive profile generation. For the purpose of this research we have used the

five parameter from the equation shown above. The table shown below gives an

example of the profile generation using five parameter refractivity profile model.

The table shown below in Table 6.1 includes the range and values of all the pa-

rameters used for the refractivity profile generation.

The variation of the modified refractivity with height(z) obtained from the model
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Variable 
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To 

 

Step size/Intermediate Values 

 

   -0.7 0.4 -0.4, -0.1 and 0.2 

   0 100 20 

   140 500 20 

       10 100 10 

 

 

Table 6.1: Values of the parameters used for the refractivity profile generation

is as shown below from[53][54].

M(z) =



M1 + c0(z − δ log( z
z0

)) for z < zd

c1z for zd < z < zb

c1zb −Md
z−zb
zthick

for zb < z < zt

c1zb −Md + c2(z − zt) for zt < z

(6.2)

where, c0 = 0.13, δ = duct height(m), c1 = mixed layer slope, c2 = 0.118Munitsm−1,

z0 = 0.00015, zb = base height trapping layer, zthick = inversion layer thick-

ness(m), zt = zb+zthick, M0 = 330 M units, M1 = c0δlog( zd
z0

) + zd(c1 − c0), Md =

M, which is inversion layer deficit.

6.4 Path Integrated Refractivity Retrieval

In chapter 3, we have explained about the use of broadcast signals for measur-

ing atmospheric refractivity. The application of using DAB/DVB broadcasting

signals has been previously used for atmospheric monitoring and measurements

as proposed by [1]. The basic methodology used to estimate the water vapour

variability between a pair of transmitter and receiver is similar to that used in
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the current GPS refractivity measurement system.

In the past there have been various methods of tomographic approaches used

in the past to study the effects of refractivity [67][20] and [35]. Estimation of

refractivity (water vapour density) using GPS is limited due to a number of

reasons. One significant limitation is the requirement of dense network of GPS

which is limited due to cost constraints to set-up a dense array of network. The

other factor is the significant space-time averaging processing which makes the

spatial information obtained from GPS network is fade and weak [56]. Various

other types of sensor technologies are currently used to extract the water vapour

density (refractivity) namely space-borne radiometers, water vapour radiometers,

radiosondes and microwave radiometers. All of the current existing refractivity

retrieval instruments significantly lack to measure the data on the spatial and

temporal scale [56].

A number of algorithms were developed and using a very basic receiver, a

link between changes atmospheric parameters and measurable path delay was

established [69]. Figure 6-3 shows an example of the magnitude and phase data

from the Single-site autocorrelation and the lower part shows the data recorded

UK meteorological station data(Bristol airport). The phase information can be

used to extract the excess delay. Using a dense network of receivers, the mea-

sured excess path delay can be used with an inverse method to retrieve refractivity

fields.

In the absence of a dense network, we test the concept and tomography

methodology using simulation framework. The reason for this is currently we

only have DAB/DVB data collected for one path between Mendip and Bath

transmitter receiver pair. The tomography technique requires a dense array of

transmitter receiver network pair dataset. Further, we generate refractivity pro-

files using the refractivity profile generator model as explained in the previous

section.
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(a) Single-Site autocorrelation of 222.064MHz DAB signal recorded at University 

of Bath - top: magnitude and bottom: phase   

 

 

 

(b) Meteorological Station data recorded at Bristol Airport. 

 

 

00 09/06 04 09/06 08 09/06 12 09/06 16 09/06 20 09/06 00 10/06
-30

-20

-10

0

10

Time

R
e
la

ti
v
e
 p

o
w

e
r 

[d
B

]

Time Series Plot:Relative power [dB]

00 09/06 04 09/06 08 09/06 12 09/06 16 09/06 20 09/06 00 10/06
-1000

-500

0

500

Time

U
n
w

ra
p
p
e
d
 p

h
a
s
e
 a

n
g
le

 [
ra

d
s
] Time Series Plot:Unwrapped phase angle [rads]

00 09/06 04 09/06 08 09/06 12 09/06 16 09/06 20 09/06 00 10/06
290

295

300

305

310

315

320

325

330

Time

R
e
fr

a
c
ti
v
it
y
 [

N
]

Time Series Plot:Refractivity [N]

Figure 6-3: Magnitude and phase recorded at University of Bath from the nearest
transmitter site Mendip using the Single-site autocorrelation of 222.064MHz DAB sig-
nal is shown in part(a). Lower part(b) shows the refractivity data from the UK meteo-
rological station data at Bristol Airport

.
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6.5 Inversion Algorithm

In the absence of a deployed network of receivers we will adopt a simulation

framework. For the forward model we assume a model refractivity field and use

the ray-tracing approach [65] to derive delays corresponding to the integrated

refractivity along the path [66]. For the actual inversion, we use a methodology

adapted from [67]. Estimating the horizontal refractivity field is formalized as a

problem of determining a set of orthogonal basis functions which span the refrac-

tivity field function.

The assumption being that any refractivity field can be realized from a linear

combination of the basis function set. Adopting this approach only requires the

determination of a smaller number of coefficients which are projections of the

refractivity field onto the basis function set, rather than determination of every

refractivity value associated with every volume element.

For a given network of paths, a matrix, L, can be constructed in which each

element represents the path length of the ith link through the jth pixel. The

product of the link lengths with the (unknown)) refractivity values, N , yields the

integrated refractivity values, γ, which are simply related via [65] to the (known)

excess delays from the measurements. This can be written in matrix form as

LNT = γT (6.3)

The direct solution to this problem can be written as

N = [L−1γT ]T (6.4)

However, since L is sparse, the problem is very ill-conditioned. To solve this we

can recast the problem. First, let us consider a set of orthogonal basis functions,

F , chosen such that they span all possible refractive index fields. The problem

is then reduced to finding a set of coefficients that describe the basis functions

rather than one of determining refractivity in each pixel. An analogy is using a

Fourier series to describe a waveform rather than sample-by-sample representa-

tion. Hence we can approximate the refractivity field N as;

N ≈ [Fw]T (6.5)
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The basis function weights can be obtained from the solution of LFw ≈ γT which

can be solved as least-squares problem:

minw[||LFw − γT ||2] (6.6)

Such a solution may be susceptible to measurement errors leading to non-physical

results. Further regularisation of the inverse problem is required to filter out the

influence of noise by imposing smoothness constraints on the solution. Various

solutions to these problems have been proposed in the literature [71]. A well-

known regularisation method is Tikhonov method modifies the minimisation to

become:

minw[||LFw − γT ||2] + λ2||w||22] (6.7)

The parameter λ controls how much weight is given to the minimisation of w

relative to the minimisation of the residual norm. That is, the parameter λ

strikes a balance between the reconstructed refractivity field fitting the measured

link data versus the overall smoothness of the reconstructed refractivity field.

Finally, having determined the weighting vector, the estimated refractivity field

N̂ can be written as:

N̂ = [Fw]T (6.8)

6.6 Basis Function Using Principle Component

Analysis(PCA)

The basis functions used in this reconstruction process is calculated by performing

the principal component analysis (PCA) on a two-dimensional Gaussian based

function. The orthogonality of the basis function greatly reduces the calculation

of the weights vector(w) [40]. The term principal component is also referred to as

the “Discrete Karthunen-Loeve Transform” or “The Hotelling Transform”[62].

PCA is defined as an orthogonal linear transformation that transforms a data-

set to a new coordinate system such that the greatest variance by any projection

of the data comes to lie on the first component, the second greatest variance on

the second component and so on [61]. The data-set can be further reduced into a

smaller (and orthogonal) data-set, this is be done by removing the higher order

principal components. The orthogonal nature of the data-set is an important
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feature which helps to achieve a unique solution to the tomographic inversion.

The reconstruction methodology is significantly dependent on the type and

the number of basis function for the reconstruction of the refractivity fields. The

number of basis function used significantly determines and defines the details

within the reconstruction field. There have been different approaches used in the

past to calculate basis function such as data derived approach and the analytical

approach as discussed in [40].

6.6.1 Gaussian Basis Function

We have in our case used the analytical synthetic generated/Gaussian based basis

function. The analytical function using Gaussian based function to estimate the

basis function has previously been used to estimate rainfall fields [64]. A two-

dimensional Gaussian function can be calculated from Equation shown below as:

G(x, y, σ) = exp[
−(x− x0)2 − (y − y0)2

2σ2
] (6.9)

Where, ‘x0’ and ‘y0’ Represents the centre of the function and ‘σ’ = width. For

simplicity here in this case, the entire matrix will be represented by an array and

used as G′(x0, y0, φ) to represent matrix ‘G’ and this will be calculated from the

values of ‘x0’, ‘y0’, and ‘σ’.

φ =
{
σ1 = n; σi+1 = [σi

2
]; σi+1 ≥ σmin

}
(6.10)

Where ‘n’ = size of the reconstruction matrix and σmin is the minimum size of

the reconstruction matrix. ‘X0’ and ‘Y0’ for each value of ‘φ’ is given by the

equations shown below:

X0 =


x0(i) = 0;

x0(i+ 1) = x0(i) + [σi
2

];

x0(i+ 1) ≤ n

 (6.11)
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Y0 =


y0(i) = 0;

y0(i+ 1) = y0(i) + [σi
2

];

y0(i+ 1) ≤ n

 (6.12)

From the above process, we aim to create a data set with a number of fields for

reconstruction. The data set is created by a decreasing scale Gaussian function

and this in turn is then scanned across the entire reconstruction region to create

a number of fields. The matrix ‘G′(X0, Y0, φ)’ is typically a multi-dimensional

array (d × n × n) which is then reshaped to (n2 × d) This data created then

further undergoes a PCA to provide the basis function ‘K’.

From the process described above we obtain a sets of Gaussian based ba-

sis function of varying sizes(size of the reconstruction field ’n’ and width ‘σmin’.

The size of the reconstruction matrix is controlled by ‘n’ and ‘σmin’ controls

the minimum(smallest) size of the Gaussian function in the reconstruction field.

The eigenvectors and the covariance matrix are estimated using the Turk and

Pentland method [66].

6.6.2 Calculation of PCA Methodology

The steps used to obtain the PCA components is as shown below and this method

was employed from [40]. The eigenvectors and the covariance matrix are esti-

mated using the Turk and Pentland method[66]. The steps used in PCA process

are as shown below:

1. Firstly, we compute the mean of the data-set.

2. Next in the process we calculate the vector differences from the mean av-

eraged vector.

3. Obtain the covariance matrix.

4. Compute the eigenvectors and eigenvalues of the above covariance matrix.

5. Sorting the vectors/values according to the size of the eigenvalue. In this

step the two matrix are sorted from largest to smallest according to the

eigenvalue matrix. The output of this step is the matrix containing the
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sorted eigenvectors and the diagonal matrix containing the corresponding

eigenvalues.

6. Extract the eigenvalues of the diagonal matrix and calculate the energy

content for each eigenvector.

7. Normalize vectors to unit length and finally select a subset of the eigenvec-

tors as basis function vectors. The basis function matrix is finally defined

by the largest value ‘f ’ of the eigenvectors and is reduced to a form of

(n× f).

We have used the square based reconstruction fields throughout the analysis for

simplicity [40], e.g. 20×20 pixel matrix will have the length of the column vector

n = 400.

6.7 Tomography Reconstruction Technique

The tomography reconstruction we have used here is based on a matrix based

reconstruction approach. The technique which uses the inversion methodology

aims to estimate the weights of the basis function rather than directly finding the

refractivity field.

Let us consider an n number of links within a matrix which is represented by

[q × q]. This measurement is then stored in a variable represented by T which is

represented and stored in matrix form as [r × 1].
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Figure 6-5 shows the steps involved in the process of the entire reconstruction

inversion technique.The next step in this process is to identify each of the link/ray

intersection through the matrix pixel. To give an illustration of link coverage,

we have shown an example by vector sum all the links. The quality coverage

indication was shown by taking the sum through all the rays. This is as shown

in the Figure 6-4 which is given below and also thereby shows the quality of the

path link coverage. The next step in this process is to reshape each of the ray
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Figure 6-4: An Illustration showing the quality of the path link coverage over an area.

to the form which is represented by [n × q2] and is denoted by R. We know

introduce the basis function which is as explained in the section above and gives

details about the method used to obtain the functions. A Gaussian based basis

function has been used in this inversion reconstruction.
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The basis function model is given by [q2 × k]. The term K here represents

one basis function and is orthogonal and is stored in a matrix [B]. This matrix

B hence contains [q2 × K]. A matrix M of the form M = RP is created by

placing each of the ray though each of the model vector. This matrix can be

further represented to the form n × k, where Path link delay, T = MW . Here,

W represents a set of vector weights which is [k × 1] which are then applied to

the model vectors and this is further solved for required measurements.

MM 

Principal Component 

Analysis (PCA) 

Path Links 

 

Path Link Delays 

Reconstruction 

Refractivity 

Calculation 

Interception of 

Pixel (R) 

 

Determine M 

Invert M 

Estimate Weights 

Gaussian Basis 

Function (P) 

Figure 6-5: An Illustration of the steps for the overall process of the reconstruction
inversion methodology.

From the above equation path link delay, T = MW , we can get W = M−1×T .

Here we apply the Moore-Penrose pseudo-inverse, as M is sparse and non-square

and the inverse of M cannot be obtained as it doesn’t exist. The estimated ma-

trix field, S(q2 × 1) is further calculated and obtained by computing S which is

given by S = PW . The reconstructed field and the original field is produced and

compared and this is shown in the following figure.

90



Chapter 6. Tomography Inversion

The estimated matrix field, S(q2× 1) is further calculated and obtained from

S = PW . The reconstructed field and the original field is produced and compared

and this is as shown in Figure 6-6. Figure 6-6 also shows the linear comparison

between the original and reconstructed field. The reconstruction matrix size for

this case was 100× 100 the number of links was 200.

Figure 6-6: Comparison analysis between the original and the reconstructed refractiv-
ity field.
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Figure 6-7 shows another example demonstrating the reconstruction of a 100×
100 reconstruction area size. The number of the links used in this reconstruction

illustration was fixed at 150 links. The basis function was obtained using the

Gaussian based function which is shown in section above. The minimum size

of the Gaussian function in the field was 20. Figure also shows the path link

coverage over the reconstruction area.

Figure 6-7: Illustration showing the comparison analysis between the original and the
reconstructed refractivity field.

We will now look into the methodology with a detailed example to show

different stages in the inversion process. For example, let us consider a 2 × 2

refractivity, with the pixel labelled as shown in the Figure 6-8. Pixels 1 and 3

in the Figure represents refractivity. There are 4 links running through this grid

resulting in a measurement vector, T , and a pixel intersection matrix, R. Now

we define 4 orthogonal basis functions, P such that our final field, S, is the basis
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functions multiplied by a set of weights, given by W : S = P ×W .

 

 

 

 

 

 

 

Figure 6-8: Illustration of the inversion methodology, here the left part of the Fig-
ure shows link and pixel intersection (R) & the right part of Figure represents the 4
orthogonal basis function(P)

T =


2

0

1

1

R =


1 0 1 0

0 1 0 1

0 0 1 1

1 1 0 0

P =


1 0 0 0

0 0 1 0

0 1 0 0

0 0 0 1


The next step is to build an array representing the link through each of the basis

function, M = R× P .

M =


1 0 1 0

0 1 0 1

0 0 1 1

1 1 0 0

×


1 0 0 0

0 0 1 0

0 1 0 0

0 0 0 1

=


1 1 0 0

0 0 1 1

0 1 0 1

1 0 1 0


It is now apparent that our measurements T = W ×M and hence W = M−1×T .
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W =


0.375 −0.125 −0.125 0.375

0.375 −0.125 0.375 −0.125

−0.125 0.375 0.125 0.375

−0.125 0.375 0.375 −0.125

×


2

0

1

1

=


1

1

0

0


The reconstruction is then calculated, S = P ×W

S =


1 0 0 0

0 0 1 0

0 1 0 0

0 0 0 1

×


1

1

0

0

=


1

0

1

0


6.8 Results And Error Analysis

6.8.1 Varying the Number of Basis Function

In this section we will look into the variability analysis of the reconstruction

by using different size of Gaussian basis function. The different basis function

which is as explained in subsection 6.4 shown, is controlled by the values ‘n’ and

‘σmin’. Where, ‘n’ is the reconstruction matrix size and ‘σmin’ is the smallest

size Gaussian function in the field. In the following analysis, we will show the

reconstruction results based on the different combination of links and by varying

the size of the minimum scale of the basis functions.

Shown in the Figures 6-9 - 6-12 we can see different cases of the reconstruction

results by varying the numbers of the basis function with a fixed number of links.

For all Figures from 6-9 - 6-12, we have used a 100 × 100 pixel domain and the

length of the grid was fixed at 1 km. We show here in the following Figures from

6-9 to 6-12, how by varying the right numbers of the basis function for a number

of link we can obtain the reconstructed field.

As can be seen from Figures 6-9 to 6-12 by varying the number of min-

imum scale of the basis function(= 5, 7, 10 and 15) and with fixed number of

links(=100), we aim to obtain a desired reconstruction field. Hence by using right

combination of the link and number of basis function we extract the refractivity

field.

94



Chapter 6. Tomography Inversion

-5
0

-4
0

-3
0

-2
0

-1
0

0
10

20
30

40
50

-5
0050

P
at

h
 L

in
k 

C
o

ve
ra

g
e

-5
0

0
50

-5
0050

O
ri

g
in

al
 F

ie
ld

29
0

30
0

31
0

32
0

33
0

34
0

35
0

36
0

-5
0

0
50

-5
0050

R
ec

o
n

st
ru

ct
ed

 F
ie

ld

28
0

29
0

30
0

31
0

32
0

33
0

34
0

35
0

36
0

37
0

O
rig

in
al

 R
ef

ra
ct

iv
ity

(N
-u

ni
ts

)
28

0
29

0
30

0
31

0
32

0
33

0
34

0
35

0
36

0
37

0

Reconstucted Refractivity(N-unit) 28
0

29
0

30
0

31
0

32
0

33
0

34
0

35
0

36
0

37
0

O
ri

g
in

al
 V

s 
R

ec
o

n
st

ru
ct

ed
 R

ef
ra

ct
iv

it
y 

F
ie

ld

Figure 6-9: Case 1: Illustration of the reconstruction on a 100×100 scale with number
of link = 100 and the min scale of the basis function = 5.
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Figure 6-10: Case 2: Illustration of the comparison analysis of refractivity recon-
struction from the original field on a 100 × 100 scale with number of link = 100 and
the min scale of the basis function = 7.
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Figure 6-11: Case 3: Illustration of the comparison analysis of refractivity recon-
struction from the original field on a 100 × 100 scale with number of link = 100 and
the min scale of the basis function = 10.
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Figure 6-12: Case 4: Illustration of the comparison analysis of refractivity recon-
struction from the original field on a 100 × 100 scale with number of link = 100 and
the min scale of the basis function = 15.
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RMS reconstruction error defines the RMS error between the reconstructed

field and the original field. The refracivity value at every pixel of the recon-

structed field was compared with the original refractivity field at that pixel.

Figure 6-13 shown below represents the variation of the estimated mean RMS er-

ror reconstructed refractivity field (N-unit) with the varying number of the basis

function. Each colour link represent a different number of links.

Figure 6-13: RMS error analysis of the reconstruction field with the basis function
for a 100× 100 region.
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6.8.2 Varying the Number of Links

Here in this case we analyse to find the right value for the reconstruction variable.

In comparison to the above section where we vary the basis function, here in this

case we vary the number of links with constant basis function. Shown below in

Figures 6-14 and 6-15 are some examples of the reconstructed refractivity fields

obtained by varying the number of links. Figure 6-14 was reconstructed with a

minimum scale of the basis function = 7 and the number of link = 200. From

the comparison analysis between the Figure 6-14 and Figure 6-10, we see that by

increasing the number of the links we have retrieved the original refractivity field

with minimum error.

Figure 6-15 is another example showing the reconstruction with min scale

of the basis function = 5, but with an increased number of links we can recon-

struct the original refractivity field. For comparison analysis we see both the

Figures 6-15 and 6-9, shows the difference and their dependency on the links and

the basis function.
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Figure 6-14: Illustration of the analysis of refractivity reconstruction from the original
field on a 100 × 100 scale with number of link = 200 and the min scale of the basis
function = 7.
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Figure 6-15: Illustration of the analysis of refractivity reconstruction from the original
field on a 100 × 100 scale with number of link = 450 and the min scale of the basis
function = 5.
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Figure 6-16: Variation of the mean averaged RMS error of the reconstructed field
against the number of links.

Figure 6-16 is an Illustration showing the variation of the the rms recon-

structed error against the number of links. We can notice from the figure, where

as we increase the number of links, the mean reconstructed rms error of the recon-

struction field also decreases. These results and analysis also show how both these

variables are interdependent on each other to produce a desired reconstruction

field.

6.9 Summary

In this chapter, we have shown an approach to extract the refractivity from the

path link delay using the tomography inversion reconstruction technique. The

description process of the inversion technique has been explained. The method-
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ology for the PCA and the Gaussian basis function has been shown in detail.

We have also shown the analysis of the results along with the rms reconstruction

error analysis. In the next chapter we discuss about the conclusions and any

further work of this research.
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CONCLUSIONS & FURTHER WORK

This chapter provides an overview of the key conclusions of this thesis and as

well give a brief discussion into the possible further work for this research.

This thesis in Chapter 2 has examined the theory behind the propagation

effects on the signal travelling through troposphere. The main topics which were

included in this examination were the refractivity, delay terminologies and its

characteristics and also the different existing water vapour/refractivity measure-

ment instruments. This Chapter also focused on the requirement and needs for

a better/improved, cost efficient remote sensing measuring technique. We have

discussed the various remote sensing instruments such as radiosonde, GPS wa-

ter vapour technique and radiometer for measuring the atmospheric refractivity.

Also discussed in this chapter are the pros and cons of each of the existing in-

struments. These instruments are then compared with the DAB/DVB which is

as shown in Table 2.1. The use of the DAB/DVB signals for the measurement of

atmospheric refractivity was shown in Chapter 3. This chapter also showed the

process of various steps involved in the tropospheric delay modelling.

Chapter 2 showed the need for a cheap, reliable and efficient based on the

drawbacks of the existing remote sensing refractvity measurement technique. In

Chapter 3, we have shown a novel approach in using the DAB/DVB for the mea-

surement of tropospheric refractivity[1]. Chapter 3 described the entire process of

using the DAB/DVB to measure atmospheric phase delay. The theory and back-

ground behind the DAB and DVB signals have been introduced. This Chapter
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continued showing the DAB and DVB availability in the UK. Further in this

study we have described in detail the experimental set-up and the equipments

used for this experiment.

In chapter 3, we have also shown the different retrieval algorithm for phase

delay estimation along with the advantages and drawbacks of each method. The

different retrieval methods discussed in this study are namely single site autocor-

relation, multi-site cross-correlation and the pilot symbol tracking[1]. The single

site autocorrelation gives a simple low powered technique but requires the phase

of the transmitter to be stable whereas the multi-site method doesn’t require the

phase of the transmitter to be stable.

In the later method, when there are two transmitter lying on the ellipse as

shown in Figure 3.4, demodulation of signals is complex and difficult. Hence, we

have seen that it requires only one transmitter to be lying on the foci of ellipse.

Another method discussed was the pilot symbol tracking which uses a CAZAC

symbol. This method still requires phase stability but can estimate the direct

path between the transmitter and the receiver. The disadvantage of this method

is high computation costs. Hence, the need for a forward modelling approach

to study the accuracy and validation of using the DAB/DVB data as a sensor

technology. This was then further validated using the process of Ray tracing

modelling which was shown in Chapter 4.

In Chapter 4, we presented a tropospheric phase delay retrieval algorithm

through the use of the ray tracing concept. We have discussed about the the-

ory and background into ray tracing. Different ray tracing technique have been

described. The most commonly used method are the ray shooting and the ray

bending method. The ray tracing used in this study is a 2-dimensional method.

Further we show the steps involved in the ray tracing algorithm to extract the

path delay for the signal transmitted from the transmitter to the receiver. The ray

tracing technique used during this was the ray brute force ray shooting method.

Data for this ray tracing path delay estimation was used from the BADC ra-

diosonde data. The ray tracing estimation process and its implementation using

Eikonal equations has been shown in this chapter. The results and analysis of the

ray tracing algorithm under different varying refractivity conditions was shown

Chapter 5.
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In Chapter 5, we have the shown the analysis and simulation results for a

wide range of varying atmospheric refractivity environment profile. Statistical

analysis of the ray traced path delay was also shown and analysed. Comparison

and relativity analysis of the ray traced delays were shown for different seasons

was analysed and presented.

The ray traced path delay results obtained from the ray tracing algorithm

showed existence of the path delay. This was obtained by the taking the differ-

ence between the normal straight line path and the ray traced path. Ray tracing

path delay between the Bath and Mendip showed an excess path delay of 8.5829m

for the signal propagation in a varying refractive atmosphere. The normal prop-

agation distance was around 26.32km. Another case of the analysis of the ray

tracing of the signal propagation between Bath and Wenvoe for a distance of

66.3km resulted in an excess path delay of 21.67m. The step size chosen for both

the analysis above was fixed at 10cm. The analysis of the ray tracing results

using different combination of step size was also presented. From the analysis it

was found that, increasing step size above 0.001km doesn’t necessarily provide

reduced path delay. As smaller and smaller step size would increase the compu-

tation time and with only a small negligible change in the excess delay which was

as shown in the analysis in Chapter 5.

The chapter 5 we showed and examined the path delay variability to fur-

ther gain an understanding of the delay variability. The statistical analysis of the

ray traced delay was performed against the refractivity. The yearly refractivity

analysis showed the higher variability of the mean refractivity during the months

of the summer. During the winter months the refractivity variability was found to

be low. The analysis of the mean averaged path delay over the year also showed

an increase in the ray propagation path delay during the summer months. This

analysis thereby illustrates relation between the delay and the season for refrac-

tivity variability. An analysis of the delay as a function of distance and the delay

as a function of days was also presented in this chapter.
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The main aim of determining the signal path delay of the ray propagation be-

tween the transmitter and the receiver is to use it in the process of tomographic

inversion modelling technique. In Chapter 6, we have shown the approach of us-

ing the network of the path link delay to extract the refractivity for the field. The

alogrithm for the tomographic inversion reconstruction process has been shown

and also covers the theory and the background of the inversion methodology. The

calculation process of the principal component analysis(PCA) and the Gaussian

basis function has also been shown in this chapter. The results from this method-

ology showed the reconstruction of the original refractivity using the path link

delay. This was obtained by using the right combination of the basis function and

also the right amount of the links. Different combination of this case of varying

the basis function and by varying the number of the links has been demonstrated.

In the case of the analysis shown in Chapter 6, for a min scale of basis func-

tion =15 and the number of links = 100, the rms error obtained was 1.4 N-units.

Although this results can also be obtained with an increase in the number of

links to 200 and basis function min scale = 7. This analysis produces an rms

error of approx 1.1 N-units. Hence we found that there is relation between the

number of the basis function and the number of links. The analysis also shows

the rms reconstruction error analysis between the reconstructed and the original

field along the basis function and the number of links.

Opportunities exists to improve the inversion modelling further. Firstly, we

can perform a field experiment by creating a network of link over an area of bath

to perform inversion tomography. As this research covers the inversion using

the Pseudo-inverse method, there is a further opportunity to perform analysis

using various other inversion process such as the wavelet, Tikhnov regularization

method to name a few. Further development of the ray tracing algorithm. Ray

tracing modelling of the path delay can be further extended to the 3-dimensional.

Due to the time constraint and since the focus of this project being on inversion

we have considered the ray tracing using only the 2-dimensional space.
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