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Abstract 

The fuel systems fitted to the current generation of civil transport aircraft are rather 
complicated, due to the presence of multiple tanks, pumps, valves and complex pipeline 

systems. During fuel transfer between the tanks, when controlling the aircraft centre of 
gravity or engine feed and refuel operations, a number of pumps and valves are involved 

resulting in complex pressure and flow interactions. In order to minimise the pressure 

surges during sudden system changes and flow overshoot during fuel transfer and refuelling, 
different motor drive system control strategies have been investigated. It is proposed that 
the current control method of electrically driven centrifugal-type pumps could be replaced 

by improved open and closed loop strategies where the flow overshoot can be minimised 

and pressure surges reduced. Steady-state and dynamic models of an AC induction motor 
drive and typical aircraft fuel system pipework components have been developed. The 

validation of these models has been performed using experimental data obtained from 

a fuel test rig constructed at the University of Bath using water as the working fluid. 
The simulation results have been shown to agree well with those from experimentation. In 

addition, the induction motor has been modelled based on its physical properties using the 

Finite Element Method software MEGA. The investigated fuel system has been described 

in linear terms and its behaviour has been identified. It is shown that the system dynamic 

behaviour can be controlled/improved using well established closed loop proportional-
integral control. An open loop technique of simultaneous pump and valve control has 
been proposed and validated using experimental results, resulting in a reduction of both 

the transient pressure surges and flow overshoot during sudden valve closures, showing 

significant performance improvements. Improved closed loop control strategies for the 

pump drive system have also been developed in simulation. These are based on adaptive 

proportional-integral-derivative and fuzzy logic control strategies. 
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Chapter 1 

Introduction 

1.1 More Electric Aircraft 

Since the 19th century, when the first aircraft were developed [1], the aerospace industry 

has contributed to improving and expanding technological development and high living 

standards throughout the world, and the long-term outlook for air travel continues to be 

very positive. The number of air-traffic passengers is likely to increase significantly in the 

future. Furthermore, cargo traffic is gaining in popularity due to resulting reductions in 

time and cost. 

Nowadays an aircraft has a number of subsystems supplied by one or more sources of 
power such as hydraulic, pneumatic, electrical, and mechanical. These power sources 
are derived from the main engines using mechanically coupled shafts and engine driven 

compressors to feed pneumatic lines. Mechanical power is distributed by gearboxes to drive 

hydraulic pumps, fuel pumps, and electrical generators. Generated in this way, electrical 
power is used for avionics and to supply the utility and control systems. Hydraulic power, 
which is distributed throughout the aircraft, feeds actuation subsystems such as flight 
control actuators, landing gear and utility actuators. Pneumatic power drives the air-
turbine motors for engine-start systems and the environmental control systems such as 
pressurisation, ice protection and air-conditioning systems. 

The ongoing carrier demands for improvements in efficiency, reliability and ease of main
tainability pressure aircraft manufacturers to develop new technologies to extend current 
performance and requirements. To improve the overall performance of future aircraft, the 

replacement of existing non-electric power systems with electrically-driven equivalents, in 

so called ”More Electric Aircraft” (MEA) [2, 3], has been the subject of discussion for the 
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last two decades. The MEA concept has resulted in many research programmes [4, 5], 
including the Fly-By-Wire (FBW) program [6] supported by Airbus, and it is expected 

that this will lead to the development of new technologies to improve aircraft performance, 
especially to meet greater efficiency and flexible control requirements in future aircraft. 

To realise this goal, many different techniques have been discussed in the literature [4, 6– 

10]. The important part of this programme is the development of electrical power systems 
and power electronic components to enhance reliability, fault-tolerance, power density 

and overall performance. The increase in aircraft electrically powered systems is likely to 

produce volume and weight savings as well as allow more sophisticated control [11]. 

The electrical power systems used nowadays on most commercial aircraft consist of power 
generation, distribution, conversion and battery storage stages [7]. The aircraft electrical 
systems are supplied from one or more power sources including engine driven AC gen
erators, auxiliary power units (APUs), external power stages and ram air turbines. The 

generated power is regulated and distributed throughout the aircraft by primary and sec
ondary power distribution systems. Furthermore, an emergency power source is mounted 

on board in case of failure of the main engine generators. A simple main electrical power 
channel is shown in figure 1.1. 

Figure 1.1. Aircraft electrical power system [7] 
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The power generation plays an essential role in the aircraft electrical systems. Since the 

power demand in future aircraft will increase, it is necessary that the power density also 

increases and more sophisticated load management is implemented. Both AC and DC 

supply systems, used in the aerospace industry nowadays [7], are the subject of research 

within the MEA program. 

The most common supply system employed in current aircraft is 115V AC 400Hz constant 
frequency power systems. This historically-proven system, however, has some drawbacks 
in terms of weight and reliability. This arises due to the mechanical conversion assemblies 
required to change the varying speed of the engine shaft into a constant speed to drive 

the electrical generators. Due to MEA power requirements this system is unlikely to be 

considered in the future. 

The 115V AC variable frequency system called ”frequency wild” is gaining more acceptance 

and has been employed on the largest commercial aircraft in use today: the Airbus A380. 
The electrical starter/generator is fed mechanically directly from the main engine, avoiding 

the need for mechanical speed conversion, resulting in weight savings. However, in order 
to supply the secondary power levels, the power electronics converting stage requires a 

more complex conversion approach as the frequency varies from 350 to 800Hz. This 
system is more flexible than the constant frequency approach, although to reduce wiring 

weight, limit distribution losses and deliver higher power density, 230V AC ”frequency 

wild” is also being considered. The higher voltage level, however, already restricts the 

use of this system due to discharge and arcing problems. Careful design of the electrical 
system, development of proper isolation and switching assemblies could contribute to the 

widespread adaptation of this system in the next generation of aircraft. 

In contrast to AC, direct current systems have been adopted in military aircraft. The 

270V high-voltage DC system has many advantages including ease of parallel DC-bus 
connection. In addition, inverter-fed motors can be directly connected to DC buses for an 

AC power distribution system, although additional power conversion stages are required 

resulting in additional weight. However, safety requirements necessitate the demonstra
tion of safe insulation of power buses in the event of over-current fault conditions. As a 

consequence, high voltage DC systems are restricted to the military aircraft, although use 

of these systems for civil aircraft is a current area of study/research. Low voltage, 28V DC 

systems are also used, mainly for emergency power and for battery storage. In addition to 

the above, hybrid configurations are being investigated incorporating AC generation and 

primary distribution with local secondary DC distributions [12]. 

The power generated within aircraft is forecasted to rise dramatically (approximately up to 

500kVA) due to the fact that more and more aircraft systems will be powered electrically in 

the future. Since existing technology is unlikely to meet these high-power requirements, a 

new starter/generator is under development [13, 14] which will replace existing three-phase 

wound-field synchronous generators. 
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To improve overall performance the next generation of starter/generators are likely to be 

embedded directly into advanced gas turbine engines [15]. Consequently, the machines 
will work in a harsh environment, where the temperature possibly exceeds 300 �. Thus, 
high temperature magnetic materials will be necessary. Even so proper cooling systems 
will have to be employed. Since the MEA concept assumes high electrical power usage, 
the high power generation will require high speed machines to achieve weight and volume 

savings. 

Switched Reluctance Machines (SRM) are predicted to be the next generation of aircraft 
starter/generators [14]. The SRMs, with recent advancements in power electronic compo
nent technologies, high temperature wire insulation, high temperature and hard magnetic 

materials, are expected to satisfy the required operating conditions. The SRM offers a ro
bust, fault tolerant solution suitable for the harsh jet-engine environment. For emergency 

power generation, permanent magnet machines are likely to be employed. 

Power distribution systems play a key role in the aircraft electrical network. It is required 

that these systems are fault tolerant, meet power quality demands and be capable of deliv
ering uninterruptible power, especially to critical flight loads [16]. For safe operation of the 

distribution network, smart protection systems including over-current, differential current 
and ground fault protection are required and high-current intelligent power contactors and 

controllers will be essential. In addition, the development of arc detection circuits is also 

necessary. An example of a future distribution system is MADMEL [17] which describes 
the possible electrical system of aircraft. 

The use of power electronics in aerospace technologies is widespread and the trend is for 
greater use as sophisticated power conversion stages are required to fully implement the 

MEA concept. The application of power electronic devices and converters is present on 

all stages of electric systems. The starter/generator machines use power conversion and 

conditioning units, the electrical loads are supplied from the converters and power level 
conditioners/converters are present in the system [18]. Depending on the electrical power 
generation system chosen, different types of converters are employed in the distribution 

system and conventional solid-state converters and Transformer Rectification Units (TRU) 
are used [19, 20]. Since the loads connected to secondary distribution systems are DC and 

AC supplied, and work at different voltage levels, a number of AC/DC, DC/AC and 

DC/DC converters are required [21, 22]. In addition, separate converters are used as the 

battery chargers, providing an isolation stage between the battery banks and the main 

network. The power electronic converters also constitute an important part of the motor 
drive technologies applied to electrical-controlled actuators, fuel pump drives and other 
loads where electrical-mechanical power conversion is required. 

A number of different power-converter topologies and control strategies can be found in 

the literature [22, 23] and it seems that this field of research can significantly improve 
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the overall performance of aircraft. The PWM and SVPWM techniques are extensively 

used for voltage source inverter (VSI) and current source inverter (CSI) systems. However 
this hard switching employed in the power semiconductor devices highly stresses them 

during on/off transitions and consequently the operating frequency is limited. Applica
tion of proper snubber circuits limits transition losses, reduces commutation stresses and 

protects the converter from an inrush current and over voltage. However, the additional 
components reduce overall converter reliability. 

The resonant DC-link and resonant AC-link converters represent the next generation of 
inverters. An additional resonant tank is incorporated, resulting in a soft transition charac
teristic for the switching devices. Zero-current switching (ZCS) and zero-voltage switching 

(ZVS) have gained popularity due to an increased switching frequency range as switch
ing occurs during low current and low voltage conditions. In addition, small switching 

losses and reduced electromagnetic interference makes them an attractive alternative in 

the aerospace industry. 

The newest alternative to the inverter in motor drives is the matrix converter [24]. This 
bi-directional topology does not require DC-link storage components and consequently 

the lack of large electrolytic capacitors, one of the biggest causes of failure in electronic 

systems, and inductors offers significant advantages. The size of the converter is greatly 

reduced in relation to conventional technologies since intermediate storage components 
are not present. However, the complex control systems involved and the need to use a 

higher number of switches are major disadvantages. The matrix converter constitutes a 

good alternative when the power quality requirements are high, because with a proper 
control scheme the converter can operate with a unity power factor and draw relatively 

undistorted sinusoidal currents. 

The advent of new technology power semiconductor devices such as Metal-Oxide- Semi
conductor Field Effect Transistor (MOSFET), Insulated Gate Bipolar Transistor (IGBT) 
and Mos-Controlled Thyristor (MCT) contribute to a wide range of power electronics in 

the aerospace industry. These fully controllable switching devices offer significant improve
ments in power density and high efficiency, resulting in a considerable reduction in the 

weight and size of the converters. It is expected that the development of Silicon Carbide 

based (SiC) power devices, working at greater current and voltage ranges (above 1000 

V) and operating at higher temperature (up to 400�), will further enhance the efficiency 

and reliability of power electronics converters [25]. With other advances in thermal man
agement technologies and control electronics such as the Digital Signal Processor (DSP) 
and Field Programmable Gate Arrays (FPGA), power converters will be able to be more 

flexibly controlled in future aircraft electrical technology. 

Passive components constitute the weakest link in aircraft electrical systems. They con
tribute significantly to the overall mass of power electronic devices and play a major role in 
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achieving reliability improvements. To make MEA the preferred option, the development 
of new insulation, dielectric and magnetic materials for components such as capacitors 
and inductors is necessary. For insulation materials, higher operating temperatures (up 

to or above 300 �) are required. Traditional Kapton based insulation is likely to be re
placed with advanced polymer insulation materials such as Eymyd and Upilex S, which 

offer superior electrical and thermal properties [8]. 

The improvement of capacitor technology is essential for realising further improvements in 

power conditioning devices in terms of volumetric and weight reductions. As a result, new 

organic and inorganic based capacitor technologies are currently under development. The 

use of high dielectric strength materials such as PBZT polymer is also being investigated. 
The Fluorene Polyester (FPE) and Diamond Like Carbon (DLC) capacitor technologies, 
which have a twofold increase in temperature capability and up to three times improvement 
in energy density, are also the subject of research. Diamond has the highest thermal 
conductivity of any known material and a very high dielectric strength. In addition, 
it has better electric-breakdown strength compared to classical polycarbonate capacitors. 
Other promising dielectric materials and construction techniques, including silicon carbide, 
barium titanate, multilayer diamond capacitor [8] and high temperature (up to 300�) 
multilayer ceramic capacitor, are also being developed. The latter offers a tremendous 
volumetric density compared to other capacitor technologies. The use of super capacitors 
for the aircraft industry is also under consideration [26] as this technology can significantly 

improve energy storage capability and enhance the voltage regulation of electrical systems. 

Over recent years, there has been much activity in magnetic materials and subsystems im
provement. The development of high permeability, large saturation and remnant induction 

magnetic materials capable of operating at high temperatures (up to 500�) is underway 

[9]. The use of soft magnetic material such as current state-of-the-art iron-cobalt (Co-Fe) 
alloys is also being investigated [21]. The overall reliability and maintainability of ma
chines can be additionally improved by Active Magnetic Bearings (AMB) utilisation. The 

conventional oil lubricated bearing systems can be replaced with this contactless technol
ogy, resulting in a reduction in the weight due to the elimination of the lubrication system 

[15]. In addition, higher rotor speeds can be achieved as this non-contact system reduces 
friction. However, AMBs are limited in their load capacity and may not be able to prevent 
contact under high-g manoeuvres. 

To meet MEA requirements, most of the aircraft loads are likely to be supplied by electrical 
means. Thus, the largest loads present on current aircraft, including flight control systems, 
utility actuation, compressors for cooling aircraft systems and fuel pumps, will all be driven 

by electrical motors. Since motor drive systems form an integral part of the utilisation 

equipment and provide the interface between the electrical power system and the loads, 
then reliable, high power density motor drive systems with power ratings ranging from 

fractional kW up to hundreds of kW are required [8]. 
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The electrical motor plays a significant role in the motor drive system since its operating 

characteristics depend largely on the type of motor used [23, 27, 28]. The motor selection 

process depends mainly on the application and is based on the speed, power, fault tolerance 

and thermal capability requirements. 

Historically, DC motors with excellent drive performance were employed as adjustable 

speed drives (ASD) in the aerospace industry. However, due to poor reliability as a conse
quence of mechanical maintenance (commutator and brushes), brushless motors operated 

from variable frequency drives (VFD) are more popular nowadays. The induction motor 
(IM) and permanent magnet synchronous motor (PMSM) are used on modern aircraft 
and brushless DC motors are now being used on Airbus aircraft. High speed, high perfor
mance switch reluctance motors (SRM) and stepper motors are also being considered as 
the electric drive for servo and variable speed applications in the next generation aircraft. 
Due to the move to ”frequency wild” supply systems, the adaptation of motor drives to 

this system has already started and the use of induction motors fed directly from a vary
ing supply frequency is being developed. In addition, the development of lower cost, high 

reliability, high-speed electric machines is underway. 

Recent improvements in power drive electronics have led to the development of new ef
ficient control techniques for motor drive systems. Consequently, more convenient and 

efficient speed and torque control has been achieved, resulting in higher torque/inertia 

ratios and power density capabilities. For ordinary applications, the widespread Volts 
per Hertz (V/f) strategy is frequently used. In more precise control applications, closed 

loop V/f control is implemented by employment of feedback sensors. For high precision 

and performance operation Field Oriented Vector (FOC) control methods are used [6]. 
These inherently closed loop systems are implemented by either direct feedback sensors or 
indirect rotor position estimation, offering strong system robustness although their per
formance is limited by the accuracy with which motor parameters are known. The Direct 
Torque Control (DTC) technique is gaining more acceptance as high precision control is 
possible using simpler control algorithms than with FOC control. However, high precision 

sensors are required and fast microprocessor controllers have to be used. 

In order to meet the MEA requirements, all conventional hydraulic and pneumatic actua
tors used for primary flight and utility control, such as braking and flight control surfaces 
[29], are to be replaced by electrically-driven counterparts. The research into the com
parisons between different actuator topologies is ongoing [23]. Currently, two options 
are being investigated that involve the combination of electrical subsystems with either 
mechanical power technologies, including accessory drive gear boxes, or hydraulic subsys
tems [4]. Electro-mechanical actuation (EMA) employs an electric motor drive for direct 
control of actuators via mechanical gearing. The second option is electro-hydrostatic ac
tuation (EHA), where an electrical motor is used to supply mechanical power to dedicated 

hydraulic pumps, which in turn provide hydraulic power to actuator output stages. 
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The optimisation of fuel distribution and pumping systems is important since correct fuel 
management contributes significantly to aircraft performance. The in-flight centre of grav
ity control, developed by Airbus, forms an essential part of fuel distribution management 
since aircraft efficiency is improved due to drag reduction. Research into pump and valve 

technology is being conducted to improve in-flight fuel transfer operations and engine 

feed systems as well as ground refuelling. The conventional pump system configuration, 
composed of a constant speed electric motor and fixed displacement pump, offers efficient 
use of electrical power. However it suffers from pressure and flow distribution problems 
such as pressure overshoot in the case of sudden valve closure. Thus, the development of 
appropriate control strategies for such systems can enhance the overall fuel distribution 

system performance. The development of intelligent valves and valve control systems can 

also be beneficial as this can also improve fuel distribution. 

In light of the above, a research project has been undertaken at the University of Bath in 

conjunction with Airbus (UK) and Parker Aerospace concerning active valve and pumping 

technologies (AVPT). The project commenced in 2004 and is described in the following 

section. It has supported three postgraduate students and one post doctoral research 

officer. 

1.2	 Active Valve and Pumping Technology 

Project 

1.2.1	 Project overview 

The Active Valve and Pumping Technology project is concerned with fuel systems for 
future aircraft. Such systems are of particular interest as their understanding and devel
opment can potentially improve the performance of refuel and fuel-transfer operations. 
This project is directed at the development of component technologies, including pumps, 
valves and motor drives. One of the main aims of the research is to develop intelligent 
components that will help to reduce fuel system complexity on the aircraft. The second 

focus of the project was the analysis of pressure transients in aircraft fuel systems. The re
search has also considered advances in aircraft system technology, such as the introduction 

of ”frequency wild” electrical supplies. 

Computer simulation has been used to model the performance characteristics of fuel sys
tems and their components, including the fuel tanks, interconnecting pipework, control 
valves, pumps and electrical drives. The models have been developed and validated using 

test data obtained from experimental test rigs constructed in the departments of Mechan
ical and Electrical Engineering at the University of Bath. New control techniques have 

been developed for the pump, valve and motor drive systems to improve system perfor
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mance during both refuel and in-flight transfer operations. The project roles undertaken 

by the three postgraduate students are described in the following subsections. 

1.2.2 Active Valve Control 

The valve project aimed to provide information about aircraft fuel systems with respect to 

valve operation [30]. The refuel and fuel-transfer operations have been considered as they 

have an impact on the overall fuel system performance. An electrically driven ball valve 

has been modelled analytically and its performance has been characterised experimentally. 
A Computational Fluid Dynamics (CFD) model has been created in order to obtain better 
understanding of the flow through the valve at different valve openings and to optimise 

valve operation. A separate flow visualisation rig was developed for analysing the operation 

of the valve at different operating conditions including the on-set of cavitation. State-of
the-art flow visualisation techniques have been used to investigate the flow through the 

valve over a range of valve openings. 

A means of minimising surge pressures during valve closure sequences was investigated and 

an intelligent control method has been proposed to minimise pressure overshoot during 

sudden valve closure. The introduction of new components and a control procedure has 
been suggested which would lead to the development of semi-active control valves. 

1.2.3 Pumping Technology 

The pumping technology project was tasked with investigating the pump performance in 

aircraft fuel systems and to explore new opportunities in pumping technology [31]. An in
vestigation of variable speed pumps was conducted as these could be beneficial in reducing 

the power consumption during a flight by matching the fuel demand, preventing pressure 

surges and reducing component wear. In addition, an investigation into the benefits of 
variable fuel transfer rate between internal aircraft tanks, at both the component and 

aircraft level, was conducted. The fuel transfer to control the centre of gravity was also 

proposed. 

A three-degree of freedom simulation of flight was performed, looking at fuel consumption 

and overall fuel system performance. Health monitoring and fault detection tools for 
aircraft fuel systems were also proposed and discussed, which could be accomplished by 

developing an accurate system performance prediction model. 
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1.2.4 Electric Motor Drive Technology 

The Electric Motor Drive Technology project is reported in this thesis. The project, jointly 

undertaken between the Mechanical and Electrical Engineering Departments at the Uni
versity of Bath, is directed at the electric motor drive technology for future aircraft. This 
includes a review of conventional and future electrical technologies. Since an induction 

motor is one of the most reliable motors, its control options are also investigated and 

mathematical models of the induction machine are presented. In addition, a Finite El
ement Model is developed allowing traditional analytical methods to be compared with 

numerical solutions. 

Since the project forms part of the Active Valve and Pumping Technology Project, the 

computer modelling of the aircraft fuel system components forms part of the research. The 

models will be validated using separate electric motor and fuel test rigs, that will allow 

both individual component behaviour and overall system performance to be evaluated. 
Furthermore, a motor drive system control technique will be investigated to minimise the 

pressure surges during sudden system changes and flow overshoot during fuel transfer and 

refuelling. The development and validation of a motor drive system controller for future 

generation aircraft will be investigated by comparing a conventional analogue controller 
with a digital equivalent. 

1.3 Objective of the Thesis 

The objectives of the research described in this thesis are: 

�	 The characterisation and modelling of the AC induction motor drive used on the 

fuel system rig at the University of Bath. 

�	 The modelling of the hydraulic components of the fuel system rig and integration 

with the electric models for the overall fuel rig modelling. 

�	 The development and validation of an AC motor control system suitable for fuel 
pump pressure control of future aircraft. 
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1.4 Outline of the Thesis 

The work presented in this thesis is divided into nine chapters as indicated below: 

Chapter 1 provides a general literature review dealing with new trends and technologies 
in the field of aircraft electrical subsystems. The background of the Active Valve and 

Pumping Technology project is given, the thesis objectives and the outline of the thesis 
are presented. 

Chapter 2 includes a description of the fuel and induction motor test rigs and details 
regarding dimensional and physical properties are listed. 

The principles of the mathematical modelling of an AC induction machine are presented 

in Chapter 3. The analytical models are described for both steady state and dynamic 

modelling, respectively. The motor steady state and transient characteristics are depicted 

and analysed. In addition, the motor-parameter evaluation method is presented and the 

results are listed. 

A finite element model of the rotor cage induction motor is presented in Chapter 4. The 

results obtained from the finite element method analysis and the analytical calculations 
are compared with measured data. 

Chapter 5 deals with the hydraulic component modelling including the models for the 

pump, valve and pipes. The approach is based on well-established hydraulic modelling 

techniques. Different ways of implementing the hydraulic components are discussed and 

simulation data is validated using test rig data. 

Chapter 6 describes the validation of the mathematical models developed for the fuel test 
rig and induction motor. The simulation result from two different simulation packages are 

compared and validated against the test rig data. 

A linear model of the fuel test rig is developed in Chapter 7. The open loop characteristics 
are determined for different system input conditions. An analogue PID based controller 
design is described and closed loop simulation responses are given along with the experi
mental fuel rig validation data. A technique for simultaneous pump and valve control is 
presented to reduce pressure surges and minimise overflow during fast valve closure. 

Chapter 8 covers the digital controller design. This chapter is focused on the implemen
tation of a fixed gain PID, gain scheduled PID, an adaptive PID and a Fuzzy Logic based 

controllers for the induction motor. The digital control strategies are described and the 

simulation results presented. The performance of a classical PID controller is compared 

with adaptive PID and Fuzzy Logic based control strategies. 

The conclusions are drawn in Chapter 9 and the areas of work to be completed in the 

future are described. 
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Experimental Test Rigs 

In order to validate the modelling methods undertaken under the Active Valve and Pump
ing Technology Project, two test rigs were developed. The overall system behaviour and 

a control strategy are studied and the results validated using these rigs. The main fuel rig 

and the electrical motor rig are described in detail in the following sections. 

2.1 Fuel system rig 

The fuel test rig at the University of Bath was designed to investigate the pressures and 

flows occurring during fuel transfer, distribution and refuelling operations. The operation 

of the test rig assists the research in several areas of interest related to the project ’active 

valve control’, ’motor drive systems’ and ’pumping technology’. 

In this thesis, the test rig was used primarily to investigate the performance of a centrifugal 
pump and a variable speed motor. The effects of sudden valve closure on the system 

response was also investigated. Data obtained from the test rig was used to validate the 

component models developed for the centrifugal pump, motor drive, pipelines and aircraft 
fuel system ball valve. 

The hydraulic test rig incorporates a motor operated ball valve, typical of those used in 

Airbus fuel systems. This allowed the response of the system at different valve closure 

times to be studied. A sensorless vector control strategy was also implemented for the 

induction motor control, allowing an assessment of the centrifugal pump dynamic response 

to be undertaken. 
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The fuel test rig consists of hydraulic and electrical components. The rig’s modular con
struction allows fast and easy rearrangement of the components and pipe configurations 
depending on the focus of the tests. Photographs of the fuel rig components are presented 

in figures 2.1(a) and 2.1(b), and a schematic diagram of the test rig is presented in figure 

2.2. 

(a) Fuel rig - pump and motor drive system 

(b) Fuel rig - valve and pipeline 

Figure 2.1. Fuel test rig 
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Figure 2.2. Fuel test rig at Bath University 
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2.1.1 Fuel Rig Hydraulic Components 

For safety reasons, water rather than aviation fuel was used as the working fluid [32]. 
Different aircraft fuel substitutes were considered but none of them was suitable to meet 
health and safety requirements. Two chemicals, FERNOX CH-3 and FERNOX AF-10, 
were added to the water to prevent bacterial and fungal growth and to help avoid corrosion. 
They also helped to protect the system against limescale damage. 

The water was stored in a large 2000L heated pressure vessel (tank). The temperature of 
the fluid could be controlled up to 70� using an internal heater. An external control card 

was designated for this purpose and was located in the main data acquisition and control 
rack. It was also possible to reduce the pressure in the tank to − 0.5 bar to allow the effect 
of altitude to be investigated. 

The tank was connected to the pump by a 0.9m long section of 4” diameter flexible hose 

and the return line was connected to the tank by a 2m long section of 3” bore flexible 

hose. Ball valves were fitted in the pump suction and return line for isolation purposes. 

A commercial centrifugal pump manufactured by Lowara was used to represent the fuel 
pump. This vertical two-stage centrifugal pump (model Lowara SV66) could produce up 

to 6 bar pressure rise and deliver up to 1300L/min depending on the system pressure/flow 

requirements. The pump could be operated at constant or variable speed. The pump was 
driven by a three-phase 11kW AC electrical motor drive system described later. 

An aluminium reducing section was used to connect the 4” diameter outlet port of the 

pump to the 1.5” diameter pipeline. A by-pass line was attached to the reduction block to 

allow flow to be passed directly back to the tank when low flow rates were required in the 

piping system. The flow rate through the bypass was controlled by a shut-off ball valve 

or varied by a gate valve. 

The pipe sections were connected to each other by the Gamah couplings manufactured 

by Stanley Aerospace. These standard aircraft couplings acted as flexible joints between 

pipe segments, allowing the flexibility needed for fuel pipes installed in aircraft wings and 

fuselage during flight operations. In order to avoid generating significant pressure losses 
and transient pressure reflections, a single 180 degree bend, with a radius of approximately 

0.5m, was incorporated into the pipeline. 

A Parker Aerospace aircraft ball valve was located approximately 7m downstream of the 

bend. The operation of the valve was controlled by a remotely-controlled DC servo motor. 
An external controller was employed to control the position, speed and operation time of 
the valve. Generic user-defined operation profiles could be applied to the valve, to give a 

range of control possibilities. The motor-valve assembly was designed to reproduce typical 
aircraft component behaviour. 
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2.1.2 Fuel Rig Electrical Components 

A schematic electrical diagram of the motor drive system connections employed in the fuel 
rig is presented in figure 2.3. 

Figure 2.3. Electrical connections at fuel rig 

The motor drive system consisted of an 11kW 3-phase AC induction motor and a variable 

frequency drive. The motor windings were delta connected in order to deliver higher 
output current for the same supply voltage comparing to a star connection. The star 
connection was also used but higher supply voltages were required to deliver the torque 

required by the pump. 

The motor input power was controlled by adjustable frequency converters and two commer
cially available converters were used for this purpose. A Hydrovar converter was purchased 

as part of the pump system whereas a Moeller converter was purchased later in order to 

improve the behaviour of the pump and motor. Both converters consist of controllable 

thyristor rectifier bridges, DC-link filters with braking resistor branches and IGBT-based 

inverters. The internal controllers generate the output signals according to the specified 

control levels. 

The control card was designed to control the converters by supplying an analogue signal to 

the analogue inputs on the converters. The Hydrovar converter required a 4-20 mA current 
source as an input control signal, whereas the Moeller accepted a voltage control signal in 

the range of 0-10 V. Both current and voltage maximum control signals correspond to the 

maximum operating voltage and frequency which could be set by the user at the time of 
converter configuration. In this way it was possible to control the shaft speed within the 

range of 300-3000 rev/min. The control signals could be generated in manual or feedback 

modes. A precision multi-turn rotary potentiometer was used for manual control whereas 
feedback control was implemented by a specially designated PID-based controller card. 
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Additionally, an external analogue signal could be implemented on the card for computer 
control and a PC-based speed controller was incorporated into the Labview-based main 

acquisition-control software developed for this purpose. 

Both converters operate under the ’Volt per Hertz’ control strategy and were controlled 

by external open loop voltage/current signals. The manufacturer’s version of the closed 

loop option was implemented on the converters’ control boards. Additionally, the Moeller 
converter was programmed to operate under a sensorless vector control regime to achieve 

better and faster motor response. In the latter converter, online auto-tuning of motor 
parameters was possible, further minimising the losses and improving motor behaviour. 

For safety reasons two external emergency switches were located in proximity to the motor 
drive system and on the main data acquisition-control framework box. 

A Norma 5000 power analyser was used to assess the efficiency of the electrical components 
and measure electrical power quality. As the current and voltage ranges exceeded the max
imum measurement ranges, external shunts were employed. The first three-phase shunt 
was connected between the AC mains supply and the converter, allowing for mains supply 

condition monitoring. The second set of shunts was located between the converter and the 

motor. This arrangement allowed the motor supply condition to be determined, which is 
of prime importance. The electrical powers, voltages and currents were all measured. In 

addition, the electrical power quality parameters such as harmonic distortion, crest and 

form factors for both current and voltage were determined. The lack of the appropriate 

software did not allow direct access to sampled data, so only steady-state average values 
were available. 

2.1.3 Data Acquisition & Post-Processing 

The sensors installed on the rig are shown on figure 2.2. All sensors were connected to the 

PC-based acquisition software through intermediate stages. Post-processed data from the 

sensors was used for the model validation and real time control. 

The pressure in the rig was measured by static (strain-gauge) and dynamic (piezo-resistive) 
pressure transducers. Both types of sensors were mounted in close proximity to record 

steady - state and dynamic system behaviour at each point of interest. The pump input 
and output pressures were measured by two pair of pressure transducers mounted close to 

the inlet and outlet flanges of the pump. A similar sensor arrangement was also employed 

at both sides of the valve. Additionally the pressure downstream of the bend was recorded 

for the pipeline pressure loss analysis. 

A special shaft arrangement was designed and installed between the pump and electric 

motor that allowed speed and torque to be measured. The shaft speed was recorded by a 

Hall Effect device and a toothed wheel sensor fitted in the pump casing. Using sixty teeth 
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on the wheel allowed moderate speed accuracy to be obtained. The torque generated by 

the motor was measured by a vertically mounted in-line strain-gauge torque transducer 
mounted between the pump and the motor. Two rigid couplings were fitted on either side 

of the torque meter to account for any misalignment of the drive shaft between the pump 

and the motor. 

The flow rate through the main pipe section was measured by a turbine flow meter which 

had a measurement range from 50 to 1100 L/min. Fluid temperature was measured at a 

position along the pipeline using a thermocouple. The density and viscosity of the fluid 

were determined by means of standard densometers and viscometers [31]. 

The data from all the transducers and valve position signal were recorded on the PC via 

a data acquisition card and post-processed online using Labview software (virtual panels) 
created for this purpose. The raw signals from the pressure transducers, thermocouple, 
pump speed sensor, flow meter and valve angle encoders were conditioned and filtered 

using signal conditioning cards developed in-house by the Department’s instrumentation 

section. 

Low-noise data cables were used to supply the raw signals from the transducers to the 

acquisition rack. These twisted two-conductor cables were screened to provide better 
suppression of noise with the screen grounded at one end (rack end) to avoid earth looping. 
The single acquisition channels for both voltage and frequency output transducers are 

shown in fig 2.4. 

The voltage signals from transducers were passed through a two stage amplifier card with 

a second order low pass filter, fitted between the stages, having a 1kHz cut-off frequency. 
The signals from the frequency-output sensors (Hall effect transducers) were conditioned 

using a frequency-to-voltage conversion card with a low-pass output filter to smooth the 

DC output voltage. 

A Data Translation high speed acquisition board was used as the acquisition card. This 
system was capable of measuring up to 16 signals at a maximum total sampling rate 

of 512kHz. The signals were multiplexed resulting in a maximum of 32kHz sampling 

frequency per channel. In normal operating conditions a 10kHz sampling frequency was 
used. Four analogue outputs were available for continuous use and the pump speed control 
and valve position signals were generated in this way. To minimise acquisition noise 

the conditioned sensor signals were connected to the acquisition channels using quasi-
differential connections. Full details of the data acquisition card can be found in appendix 

B. 

The data acquisition process was controlled by the PC operating under Windows XP 

using Labview software. Labview virtual instruments (VIs) were developed (mainly by 

the author) for different operational tasks and linked to each other in the main virtual 
instrument. The task-orientated VIs were implemented for board configuration, acquisi
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Figure 2.4. Single acquisition channels for voltage and frequency output sensors-schematic 
diagram 

tion and control, valve and pump controlling, steady-state and transient data recording, 
time-averaging and signal error correction for steady-state analysis, filtering and Fourier 
analysis, and real-time signal monitoring. The master virtual instrument also acted as 
the master controller for the ball valve control instrument based on a second network-
connected slave PC. This separate PC was needed as time interactions between the VIs 
caused significant time delays resulting in data capturing problems. The valve control VI 
was implemented in a way that allowed different operating modes of control to be applied, 
including manual controls, valve position self-checking, user-defined valve opening and 

closing profile operation. 

The pump control was realised using a computer output mode implemented on the pump 

control card. A time control signal was included in the pump control VI to allow precise 

speed regulation. The combination of all the control subsystems allowed the complete 

control of the test rig within the data acquisition software. The front-end of the software 

is depicted in figure 2.5. 
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Figure 2.5. Labview data acquisition layout 

2.2 Induction motor test rig 

The induction motor test rig was designed and built to validate the induction motor 
models. The schematic diagram of the rig is presented in figure 2.6 and the actual rig is 
shown in figure 2.7. 

In order to assess the performance of the induction motor, the motor was connected to 

the electrical supply through a three-phase star connected variable voltage transformer 
(Variac). The regulated voltage supplied to the induction motor was then controlled by 

means of knob potentiometer over a range from 0 to 250V. The Variac output current 
was limited to 60A. This configuration allowed different types of test to be undertaken 

including constant voltage and current tests. 

The three-phase induction motor, purchased from Lowara, was the subject of test work. 
Different motor winding connections were tested. Delta connection allowed the motor 
models to be validated whereas the star configuration was useful in determining the motor 
parameters. To validate the modelling work a number of tests were performed including 
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Figure 2.6. Induction motor rig - schematic layout 

Figure 2.7. Induction motor test rig 

constant voltage tests, constant current tests, reduced voltage full speed-torque character
istics, no-load and synchronous speed proximity tests. The motor parameterisation tests 
allowed the transient behaviour to be analysed. 

The induction motor was mechanically coupled to a separately excited DC machine for the 

purpose of speed regulation. The speed of the DC machine was regulated by the armature 

voltage to provide the desired conditions and allowed the electrical torque produced by the 

21




CHAPTER 2. EXPERIMENTAL TEST RIGS 

induction motor to be recorded. By delivering mechanical rotational power to the shaft, 
the induction motor could also be operated as a power receiver. As the armature current of 
the DC machine was large, a separate Ward-Leonard motor control system capable of 100A 

generation was used. Special connection leads were used and the armature current was 
measured to avoid current overload. For safety reasons a mechanical emergency switch 

was used to disconnect the armature current. The field winding was supplied from a 

separate controlled DC supply. Due to the high current obtained at high slip operation, 
and consequently motor heat generation, the tests could only be conducted for a short 
time as the motor parameters are highly temperature dependent. 

A torque-speed transducer was mounted between the induction motor and the DC ma
chine. Two flexible Fenner couplings were used to avoid substantial angular shaft misalign
ment which could induce inaccuracies in the torque measurement and in extreme cases 
damage the transducer. A commercial optical rotary torque transducer E300 RWT1 was 
used for the torque measurement with a range of 0 to 100Nm and an accuracy of 0.15%. 
An optical rotary speed sensor was fitted to the same transducer casing allowing speed 

measurement of up to 15000rpm to be obtained with an accuracy of 0.15%. Due to the 

inaccuracy of the speed sensor, a small 6-pole DC machine was mounted to the end of the 

shaft to obtain precise speed measurement. The voltage output from this generator was 
connected to the power analyser and recorded. 

The E300 RWT1 shaft transducer was supplied and controlled from an E201 Display 

Interface and could be operated as a stand alone device or be controlled from a remote PC 

using the TorqView software. This Labview-based platform supplied by the manufacturer 
was used for data acquisition, recording and monitoring. In the stand alone mode of 
operation, data were captured and displayed on a digital instrumentation display. An 

external analogue output was used to acquire the data from the E201 interface before 

it was transferred to a PC via RS232-based connection where in-house acquisition and 

post-processing software was installed. Bespoke data acquisition software was created for 
this purpose using Labview by the author. A Labview virtual instrument (VI), working 

under the Windows XP operating system, was used to obtain data from the torque sensor 
and speed transducer fitted to the test rig. In addition, the power analyser was connected 

to the PC via the Ethernet and operated by the acquisition virtual instrument. 

The electrical parameters were determined using the Norma 5000 power analyser to mea
sure the voltages, currents and electrical powers. Due to the high currents generated a 

set of three-phase shunts were positioned between the variable transformer and the induc
tion motor to monitor the motor supply condition. In addition, electrical power quality 

parameters such as the power factor and displacement power factor were recorded. 
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Mathematical Models of Induction 

Machine 

The induction motor modelling and analysis are presented in this chapter. The three-
phase, two-pole, 11kW commercial induction motor has been the object of investigation. 
A short description of the investigated motor is given along with pictures of the motor 
rotor and stator geometry. The modelling techniques used to analyse steady-state and 

dynamic behaviour are described and compared to show model suitability and accuracy. 
In addition, the motor parameter determination method is explained and simulated motor 
responses and characteristics are presented. 

3.1 Introduction 

An induction motor is the most widely used electrical machine in industrial, commercial 
and residential applications. It is a rotating electric machine designed to work as an electro
mechanical energy conversion device. Like other electrical machines, induction machines 
can be operated as either generators (e.g. in wind turbines) or motors. However, they are 

most frequently used as motors. The low-cost manufacturing process and robust geometry 

are the two underlying reasons, for their common usage, especially as pump and fan drives. 
A high percentage of induction machines are designed for three-phase AC mains operation. 
Induction machines designed for single-phase AC operation are less efficient, and operate 

with a pulsatory torque component which produces greater vibrations and audible noise 

that the better balanced three-phase machine. 
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An induction motor consists of a relatively simple stator and rotor geometry. The stator 
is usually constructed from stacked laminations with a number of shaped slots into which 

windings are inserted to establish a rotating sinusoidal magneto-motive wave to establish 

a rotating air-gap magnetic flux. The rotor is the rotating part of the induction machine, 
which comprises a stack of steel laminations with a number of evenly-spaced conductor 
slots around the circumference. Cast-aluminium bars are placed in the slots in the case 

of cage type rotor and windings are placed in the case of wound rotor configuration. The 

ends or windings are short-circuited at both ends allowing induced currents to circulate. 
The wound rotor has connection terminals at one end, to which the external circuit can 

be connected through slip-rings, allowing external control of the machine. The conductors 
in the rotor are constructed with a one bar pitch ”skew” to reduce torque vibrations 
and noise. The stator and rotor are shown in figure 3.1. Figure 3.1(b) shows the stator 
construction with the laminations and windings. The rotor assembly is shown in figure 

3.1(a) where skewing is clearly visible. 

(a) Rotor (b) Stator 

Figure 3.1. Induction motor assembly 

Similar to other AC machines, the speed of rotation of the stator magnetic field is termed 

the synchronous speed ωs in rad/s given by equation (3.1), 

4π fe
ωs = (3.1)

P 

where the fe is the electrical frequency and P is the pole number of the windings. 

When a three-phase supply is connected to the stator winding, currents flow in the wind
ings producing a radially-directed, spatially-rotating magnetic flux density. The magnetic 

flux density wave passes conductors on the rotor and consequently a voltage is induced 

in the conductors. Because the rotor bars are short circuited axial current flows through 

them, resulting in a rotor bar current wave rotating at synchronous speed and interacting 

with the stator magnetic field. The interaction of the rotor bar axial currents and stator 
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radial field rotating at constant synchronous speed generates the electrical torque on the 

rotor, which acts in the direction of the rotating field. 

In actual motor operation, the rotor always slips behind and rotates slower than the air-
gap rotating field due to motor windage/friction losses and the load connected to the 

shaft. This speed difference allows the rotor bars to be cut by the magnetic field and 

produce useful torque. The speed difference is called the slip speed and its relative value 

is known as slip s. It can be expressed as a measure of the relative speed difference between 

the synchronous stator field speed and the actual rotor mechanical speed. The slip as a 

percentage value is defined in equation 3.2, where ωr is rotor mechanical speed. The slip 

increases with load since a higher rotor current is required for higher torque production. 

s(%) = 
ωs − ωr × 100 (3.2)
ωs 

The performance of an induction machine is dependent on many motor parameters. It is 
a function of the operating speed, supply voltage and frequency. It is affected by several 
factors, including the level of magnetic saturation in machine ’iron’, thermal effects such 

as increased copper and iron losses, and, if the slip is relatively high > 10% the skin effect 
in rotor bars which increases their resistance. 

The acceleration produced in the rotor is directly related to the developed electromagnetic 

torque and is a function of the total inertia being accelerated by the motor and the load 

torque connected to the shaft. The acceleration torque, at any speed, is the difference 

between the torque produced by the motor and required by the load, as given in 

Te − Tl = J
dωr 
+ Bd ωr (3.3)

dt 

where J is total moment of inertia of the motor rotor and shaft-connected load system, 
Tl is a load required torque and Bd is the viscous-friction damping coefficient. 

The efficiency of the induction machine can be expressed by a power relationship as follows 

η = 
Pin − Ploss 

= 
Pm (3.4)

Pin Pin 

where Pin is the input power and Ploss is the power loss due to stator and rotor copper 
heating, the core or iron losses and windage and friction losses. The Pm is a mechanical 
power which the motor delivers to the load and can be written as follows 

Pm = Te ωr (3.5) 
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3.2 Induction Motor Parameter Testing 

To predict the steady-state and dynamic response of an induction motor an accurate 

model is required. An induction motor can be described in terms of a lumped-parameter 
equivalent circuit model, where the elements in the model represent the motor physi
cal properties. The per-phase equivalent circuit model supplied by a balanced supply is 
presented in figure 3.2. 

Experimental determination of the lumped-parameter element values, such as stator Rs and 

rotor Rr resistances, stator Xs and rotor Xr leakage reactances and magnetising reactance 

Xm, is the subject of this section. The motor internal losses represented by the parallel 
resistance Rc will also be calculated from measurements. 

Figure 3.2. Induction machine equivalent circuit 

The standard procedures for induction motor testing were employed, where the motor 
windings were star connected. [33]. The equivalent-circuit values were obtained from the 

results of a no-load test, a blocked-rotor test, and measurement of the DC resistances of 
the stator windings [34]. 

3.2.1 No-Load Test 

No-load tests were conducted to measure the internal and rotational losses of the motor. 
The results, in conjunction with other tests, were used to determine model values. The 

tests were performed by applying a balanced rated 3-phase voltage at rated frequency to 

the stator windings. The measurements of powers, line voltages and currents were taken 

at the motor input. 

During a no-load test the input real power Pnl is the sum of stator copper, windage, friction 

and core losses as given in 

Pnl = 3Inl
2 Rs + Ploss (3.6) 

where Inl is phase current at no-load condition and Ploss is represented by equivalent 
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resistance Rc in the motor modelling and has been calculated by 

Ploss = Pnl − 3Inl
2 Rs (3.7) 

Because under no-load conditions the power factor of an induction machine is very poor, 
typically less than 0.2, the machine consumes largely reactive power from the mains. 
Therefore, the input impedance can be approximated by the sum of the magnetising and 

stator leakage reactances, since under no-load conditions little current flows in the rotor 
bars and a rotor leakage reactance can be neglected. 

|Znl| � Xs + Xm (3.8) 

Then, the magnetising reactance can be estimated using 

Xm = 
Vnl √
3Inl 
− Xs (3.9) 

and the values of Rs and Xs may be determined using direct current and blocked-rotor 
tests, described in the following subsections. 

3.2.2 Direct Current Test 

The purpose of the DC test was to compute the stator winding resistance Rs and then to 

evaluate the stator copper losses. When a direct current flows through stator windings and 

the rotor shaft is not subject to external forces, then the stator magnetic field is stationary 

and the rotor does not impact the stator operation. Because, during the DC test, current 
is unchanging, the skin effect does not occur, motor reactance seen from the mains is zero 

and only the winding resistance limits DC current. 

To determine the stator resistance, rated current was supplied to the two stator terminals 
and voltmeter and ammeter readings were taken. An adjustable DC source was used for 
current control and adjustment. Since the current flows through two stator windings the 

stator resistance measured at ambient temperature is given by 

1 Vdc Rs = (3.10)
2 Idc 

The winding resistance during DC tests was determined at an ambient temperature of 
20�, but at a different operating temperature the resistance may be corrected using 

R = R20 (1 + αT ΔT ) (3.11) 

where R20 is resistance at 20�, αT is the temperature coefficient of the copper winding 

and ΔT is the temperature change from 20�. 
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3.2.3 Blocked Rotor Test 

To complete the estimation of induction motor model values a blocked rotor test was 
performed. The rotor was blocked by clamping the shaft to prevent rotation and balanced 

voltages were applied to the stator terminals. To prevent high standstill current the supply 

voltage was reduced and adjusted so that rated current flowed through the stator windings. 
To minimise the effect of rotor skin-effect, which would be significantly higher at 50Hz 

than at the rotor-bar current frequency, typically between 1-5Hz, that would be produced 

during normal operation, the motor was supplied during measurement from an inverter at 
25 percent of the rated frequency ft [33]. This improved the accuracy of rotor resistance Rr 

estimation from an input power measurement. The readings of resulting currents, voltages 
and powers were recorded at the motor input. 

The motor impedance seen during the test may be expressed as 

Vbr |Zbr | = √
3Ibr 
= Rbr + jX br

ft (3.12) 

where Xbr
ft = Xs

ft + Xr
ft is the blocked rotor reactance at the test frequency ft, Ibr is average 

phase current and Rbr = Rs + Rr. The stator resistance Rs was found from the DC test. 

The blocked-rotor resistance and reactance were found as follows 

Rbr = |Zbr | cos ϕbr 

X ft br = |Zbr | sin ϕbr 

(3.13a) 

(3.13b) 

where the phase angle was calculated using 

cos ϕbr = 
Pbr √

3Vbr Ibr 
(3.14) 

Since reactance is proportional to frequency, and the supply frequency was different from 

rated value fe, scaling was applied, as follows 

Xbr = 
fe Xbr

ft = Xs + Xr (3.15)
ft 

The investigated motor was assumed to be of type NEMA Design Class C, and so the stator 
and rotor leakage reactances were found by dividing Xbr in proportions of Xs = 0.3Xbr and 

Xr = 0.7Xbr [35]. 
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3.2.4 Induction motor parameter evaluation 

The previously described lumped-parameter measurement methods were applied to a 

Lowara induction motor used in the experimental test rig. For measurement purposes 
the motor was connected in a star configuration. A number of tests were performed at 
day intervals to obtain sets of independent measurements. The results of the no-load, 
blocked-rotor and direct-current tests are shown in following tables. The motor parameter 
evaluation was performed for each set of test data. 

The direct-current tests were conducted using an adjustable DC voltage source. The rated 

current was applied to the stator winding and direct resistance measurements for three 

phase windings were taken and are presented in table 3.1. In addition, a DC measurement 
test was performed just after a blocked rotor test to show the impact of temperature 

change on the stator resistance. 

Ra Rb Rc 

Ω Ω Ω 

Test I 
Test II 
Test III 
Test IV (after BR) 

0.779 
0.778 
0.774 
0.812 

0.780 
0.776 
0.772 
0.808 

0.782 
0.782 
0.773 
8.10 

Table 3.1. Induction motor DC test 

The no-load tests were performed after the DC tests. The motor was accelerated directly 

from the AC mains supply via a variable transformer to limit high starting current. Once 

the motor speed settled down the readings of line voltage, three phase currents and phase 

active powers were recorded and RMS values are given below 

fe Vab Ia Ib Ic Pa Pb Pc 

Hz V A A A W W W 

Test I 50.01 401.61 7.2734 7.7263 6.9634 53.193 189.31 230.93 
Test II 49.98 401.57 7.2617 7.7916 6.945 47.333 197.31 239.75 
Test III 49.97 399.56 7.431 7.42 6.697 79.36 134.55 252.4 

Table 3.2. Induction motor no-load test 

The locked-rotor tests were performed last to eliminate the impact of temperature change 

on motor parameters. The motor was supplied from a three-phase inverter delivering a 

12.5Hz output so the rotor current frequency is closer to the operating slip frequency which 
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gives more accurate results than 50Hz measurements which would include skin effect. The 

rated current was fed to the stator and the measurements were taken. The following data 

were obtained from the locked rotor tests. 

ft Vab Ia Ib Ic Pa Pb Pc 

Hz V A A A W W W 

Test I 12.526 25.418 21.995 21.532 21.582 269.27 266.08 264.16 
Test II 12.514 25.345 21.987 21.521 21.57 269.29 265.97 264.08 
Test III 12.069 24.077 21.262 20.789 20.882 247.84 244.91 242.55 

Table 3.3. Induction motor blocked rotor test 

Using the described measurement techniques the motor model values were estimated. The 

resulting sets of parameters are shown in table 3.4. The determined motor values from 

all the conducted tests have been averaged and constitute the measured set of parameters 
used in further motor modelling. Along with the measured motor parameters the data 

obtained directly from the manufacturer is presented. Two data sets were received from the 

manufacturer for loaded and no-load tests. The lab measurement conditions correspond 

more closely compared with no-load conditions and Lowara’s no-load values. The two sets 
of values are in relatively good agreement (error 0.9 - 12.2%), comparing plotted further 
characteristics. 

Rs Rr Xs Xr Xm Ploss 

Ω Ω Ω Ω Ω W 

Test I 0.779 0.921 1.775 2.663 93.26 432.23 
Test II 0.773 0.898 1.784 2.676 94.56 426.15 
Test III 0.775 0.907 1.781 2.664 94.01 430.34 
Test (avg) 0.776 0.908 1.780 2.667 93.94 429.57 
Lowara (load) 0.783 0.984 1.808 2.040 75.60 364 
Lowara (no load) 0.783 0.984 1.808 2.544 105.73 377 

Table 3.4. Lowara induction motor parameters 

3.3 Steady State Analysis 

An induction motor exhibits similar behaviour to a transformer as the rotor voltages are 

induced due to the stator field operation. Therefore, an induction motor can be represented 

as the rotating transformer where the stator can be treated as a primary winding and the 

rotor as secondary [36]. 
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To describe the operation of an induction machine in steady-state operation the trans
former equivalent circuit approach has been used [37]. The elements in the model are 

expressed as lumped quantities, and represent the motor equivalent circuit elements where 

all the rotor variables are referred to the stator frame. The per-phase equivalent circuit 
model supplied by a balanced three-phase supply is given in figure 3.2. 

The individual elements comprising the equivalent circuit represent the motor’s physical 
properties. The stator elements are represented by stator winding resistance Rs and the 

leakage reactance Xs. The field establishing element is modelled as a shunt connected 

magnetising reactance Xm, whereas the core/windage/friction losses are represented as a 

parallel resistor Rc. The referred rotor elements are represented by the rotor winding 

resistance Rr and winding leakage reactance Xr. In addition, the rotor circuit has a slip 

dependent resistance Rr(1 − s)/s , equivalent to the mechanical power generation. 

In order to drive the load, the induction motor is accelerated from standstill to an operating 

speed. The acceleration time is a function of the motor and load quantities presented in 

equation 3.3. When a balanced three-phase voltage is supplied, both the electromagnetic 

torque and the current drawn from the AC mains tend to alter with the rotor speed. 
To describe an induction motor behaviour during steady-state operation both quantities 
are plotted against the operating speed. The resulting torque-speed (also the current-
speed characteristic) is slip s dependent and when compared with a load torque-speed 

requirements constitutes a reference point for users during the process of motor selection. 

3.3.1 Torque versus Speed Characteristic 

From the mechanical power relationship given in equation 3.5 the motor electromagnetic 

torque can be expressed as 
PmTe = (3.16)
ωr 

The mechanical power developed by the motor can be written in terms of the power 
dissipated by a slip dependent variable resistor as 

Pm = 3 
���Ĩ  r

���2 
Rr 

�
1 − s

� 
(3.17)

s 

Then, the electromagnetic motor torque can be expressed as a function of the rotor current 
by 

23 
���Ĩ  r

��� Rr (1 − s)
Te = (3.18)

sωr 

Rotor speed ωr can be described as a function of the slip and the synchronous speed, using 

ωr = ωs (1 − s). 

In order to express the torque in terms of supply voltage Thevenin’s theorem may be 
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(b) Thevenin voltage circuit 

CHAPTER 3. 

(a) Thevenin impedance circuit 

Figure 3.3. Thevenin circuits 

applied [35, 38]. The Thevenin impedance Z̃th and Thevenin voltage Ṽth equivalent circuits 
of figure 3.2 are shown in figures 3.3(a) and 3.3(b), respectively. The Thevenin voltage, 
seen across terminals A and B, equals the voltage drop across the magnetising branch. 
The voltage division equation gives the Thevenin voltage as 

Ṽth = Ṽ
Z̃ m (3.19)

Rs + jXs + Z̃m 

where the magnetising branch impedance can be written as follows 

jRcXm RcXm 
2 + jR2 

c XmZ̃m = 
Rc + jXm 

= 
Rc 

2 + Xm 
2 (3.20) 

The motor iron losses are sometimes neglected because they are generally low. Then the 

magnetising branch impedance Z̃m is approximated by the magnetising reactance as follows 

Z̃m = jXm (3.21) 

Both cases, with and without losses, have been modelled to show the impact of the iron 

loss equivalent resistance Rc on the machine model performance. 

The Thevenin impedance is the impedance seen across terminals A and B as shown in 

figure 3.3(a) and is given by 

˜ = 
Z̃m (Rs + jXs) (3.22)Zth 
Rs + jXs + Z̃m 

= Rth + jXth 

where the Rth and Xth are real and imaginary components of the Thevenin generator 
impedance Z̃th, respectively. 

The rotor current can be written as a function of the Thevenin voltage and Thevenin 

impedance as follows 

Ĩ  r = 
Ṽth (3.23)

Z̃th + Z̃r 
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where the rotor impedance Z̃r is expressed by relationship given in 

Z̃ r = 
Rr 
+ jXr = Rr + Rr 

�
1 − s

� 
+ jXr (3.24)

s s 

An expression for the rotor current Ĩ  r presented in equation 3.23 can be rewritten in terms 
of the Thevenin quantities as 

Ĩ  r = 
Ṽth (3.25)�

Rth + 
Rr 

� 
+ j

�
Xth + Xr 

� 
s 

Recalling equation 3.18 and substituting the relationship for Ĩ  r from the equation 3.25 the 

induction motor torque expression is given by 

2 
3 

���Ṽth
��� Rr

Te = 
sωs 

�2 �2 
(3.26)�

Rth + 
Rr 

+ 
�
Xth + Xr s 

The torque expression presented in equation 3.26 is used with manufacturer and test data 

listed in table 3.5, to plot the motor torque-speed graphs. The calculations have been 

performed assuming a 400V supply voltage and 50Hz supply frequency. 

Motor parameters Unit Lowara Lowara Test 
(No Load) (Load) (avg) 

Stator resistance Rs Ω 0.783 0.783 0.776 
Stator leakage reactance Xs Ω 1.808 1.808 1.780 
Rotor resistance Rr Ω 0.984 0.984 0.908 
Rotor leakage reactance Xr Ω 2.544 2.040 2.667 
Magnetizing reactance Xm Ω 105.73 75.60 93.94 
Core losses Rc W 377 364 429.57 

Table 3.5. Induction motor parameters 

The torque versus speed characteristics for the investigated induction motor over the 

complete range of speed are presented in figure 3.4. The averaged test data gives one set 
of motor parameters which will be used in future motor modelling. 

The resulting torque-speed characteristics in figure 3.4 all exhibit a similar pattern of 
variation, although the starting and pullout torques differ. However, in the linear region 

between 2500 and 3000rpm, where the motor is generally used, the slopes of the derived 

characteristics remain very similar. It can be also seen that iron loss resistance Rc, does 
not significantly affect motor performance in the linear region and can be neglected. 
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Figure 3.4. Induction machine torque-speed characteristics


Figure 3.5. Induction machine linear region torque-speed characteristics
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In order to validate the developed torque steady-state model, the tests were performed on 

the induction motor rig described in section 2.2. The data were recorded during steady-
state operation for rated motor conditions (400V, 50Hz) and are presented in figure 3.5 

along with the model predictions. The two sets of test data are presented for spin-down 

and spin-up tests performed one after another in the range from 2900 to 3000rpm. It 
can be seen that during prolonged high-slip motor operation the motor parameters are 

affected by higher rotor temperature, resulting in the lower torque production capability. 
In addition, the data obtained from the motor manufacturer is also plotted. As seen in 

figure 3.5 the model prediction shows good agreement (error < 10%) with both test rig 

results and the manufacturer’s data. 

Since induction motor performance is very sensitive to supply voltage level, the supply 

line voltage was first reduced to 345V, and then to 295V to investigate the motor per
formance during reduced voltage operation. The motor torque-speed characteristics have 

been recorded and are compared with the model predictions as shown in figure 3.6. Similar 
to the rated supply condition results, the model predictions for the reduced voltage supply 

show good agreement with the recorded data, what is evident from the graph. 

Figure 3.6. Lowara induction motor torque versus speed characteristics for supply voltages 
of 295V, 345V and 400V 
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3.3.2 Current variation with speed 

When an induction motor is connected directly to a balanced 3-phase source, it draws a 

relatively high current when it starts. As the motor speed rises towards the synchronous 
speed the current drops because it is a function of slip [39]. The actual steady-state 

current-speed characteristic for an induction motor can be calculated using the equivalent 
circuit shown in figure 3.2. 

When motor windings are connected in a delta configuration, the motor line current can 

be written in terms of a supply voltage and the per-phase impedance, Z̃z as follows 

Ĩ  s = 
√

3 
Z
V 
˜z 

(3.27) 

The per-phase impedance is a function of slip and can be determined from 

Z̃m 

�Rr 
+ jXr 

� 

Z̃z = Rs + jXs + s (3.28)Rs 
+ jXr + Z̃m s 

The line input current versus operating speed characteristics for both the manufacturer’s 
and the measured data are plotted in figure 3.7. 

It is evident from figure 3.7 that Rc has relatively little effect on machine current, especially 

at modest slip ≤ 10% and may be omitted from the model. In the linear region the 

performance difference is hardly noticeable. The model based on the manufacturer’s data 

exhibits the highest starting current. 

The current model of the investigated induction motor has been validated on the developed 

motor test rig. The current in the linear region was recorded during spin-down (3000
2900rpm) and spin-up tests and the results are presented in figure 3.8. The data obtained 

form the manufacture is depicted on the same graph. It can be seen that the simulated 

results obtained show acceptable data agreement (error < 10%) with the measured and 

manufacturer’s data, although some differences do exist due to model assumptions and 

limitations. The effect of current temperature change also becomes noticeable when motor 
operation at high slip is sustained rather than transient. 
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Figure 3.7. Induction machine current versus speed characteristic


Figure 3.8. Induction machine current versus speed characteristic in linear region
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3.3.3 Power and Internal Variables Distribution Models 

Based on the equivalent circuit approach the powers, power factor and efficiency models 
have been defined and computed for the investigated Lowara induction motor. The true 

power P, reactive power Q and apparent power S models have been calculated only for 
the fundamental frequency component of supply voltage as 

P(1) = V(1)I(1) cos 
�
ϕ(1)

� 
(3.29) 

Q(1) = V(1)I(1) sin 
�
ϕ(1)

� 
(3.30) 

S (1) = 
�

P(1)
2 + Q2 (3.31)(1) 

The power components have been plotted over the full range of speed and are shown in 

figure 3.9. The power components for the model have been validated using data obtained 

from tests performed on the motor test rig. The predicted results as shown in figure 3.10 

seem to have close agreement (error < 10%) with measured data. 

The power factor has been calculated as the ratio between the real power P delivered to the 

system or machine and the apparent power S absorbed by this system. Because the power 
factor model has been based on the calculated powers for sinusoidal operating condition, 
the displacement power factor cos ϕ1 may be used, as presented in equation 3.32. A graph 

of displacement power factor against operating speed for the investigated motor is plotted 

in figure 3.11. It can be seen that under light loading the induction machine exhibits poor 
power factor because as it approaches the no-load condition only the magnetising current 
is drawn from the AC mains [38]. The model validation is shown in the figure 3.12 where 

the simulated data is compared with the test rig results. 

cos ϕ(1) = 
P(1) (3.32)

V(1)I(1) 

Pm
η = (3.33)

3P(1) 

To show how effectively an induction motor converts electrical power the relationship 

presented in equation 3.33 is used. The efficiency of the tested motor is given on the 

power factor graph as the second scale plot in figure 3.11. It starts at zero and rises nearly 

in direct proportion to the speed until max η is reached. It then drops sharply as the 

motor approaches no-load conditions. The efficiency model is validated in the figure 3.12. 

Based on the steady-state model of an induction machine the current and voltage internal 
distribution models have been developed. The rotor variables have been referred to the 

stator frame to allow comparison of the magnitudes and terms. The motor internal current 
versus operating speed are shown in figure 3.13(b) whereas the voltage quantities are 

depicted in figure 3.13(a). 
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Figure 3.9. Induction machine powers versus operating speed


Figure 3.10. Induction machine powers versus operating speed in linear region
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Figure 3.11. Induction machine power factor and efficiency versus operating speed


Figure 3.12. Induction machine power factor and efficiency versus operating speed - vali
dation in linear region 
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(a) Voltage distribution 

(b) Current distribution 

Figure 3.13. Voltage and currents distribution in an induction machine versus operating 
speed 
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3.3.4 Standstill Torque 

To predict the motor starting torque a locked rotor model was created. The model is 
based on the equivalent circuit and the torque equation presented in (3.26), where it has 
been assumed that when an induction motor is stationary the slip equals to 1. For the 

stationary conditions the line voltage has been adjusted from 0 to rated conditions (400V) 
to obtain the starting torque versus voltage and current characteristics. The obtained 

model data is validated with the electrical rig results and is given in figure 3.14. The rig 

results have been obtained only up to 160V since the high starting current limited the full 
range validation. 

Figure 3.14. Locked rotor tests 
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3.3.5 Reduced-Voltage Behaviour 

Due to the current constraints, the validation of the torque and current model has not 
been possible over the full range of speed. Therefore, torque and current tests for the 

complete speed range were performed under reduced voltage conditions. The two tests 
were conducted and the supply conditions are shown in figure 3.15. Due to the high 

starting current the voltage drop in the starting region is noticeable. 

Figure 3.15. Supply condition during reduced voltage tests 

The torque and current versus operating speed characteristics were recorded and are shown 

in figures 3.16 and 3.17, respectively. Along with the test rig results, the simulated data is 
presented. The simulations were performed with the recorded supply voltage as the input 
to the model. 

The obtained results show the accuracy of model prediction varies. This is due to the 

assumptions made during modelling, such as that the effect of magnetic saturation and 

skin effect are negligible over a wide operating range. The current results differ slightly 

from the measurements. As a consequence the torque developed by the motor also differs 
slightly, although the error is less significant. The torque model predicts higher breakdown 

torque. 
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Figure 3.16. Torque versus speed during reduced voltage tests


Figure 3.17. Current versus speed during reduced voltage tests
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3.3.6 Torque Approximation Formula 

Under balanced supply conditions the electromagnetic torque of an induction motor is slip 

dependent as shown in equation 3.26. Its maximum called breakdown torque can be found 

by taking the first derivative with respect to the slip [38] and setting it to zero as follows 

∂Te 
= 0 (3.34)

∂s 

Solving for the slip, the breakdown slip is obtained and is given by 

Rr smax = (3.35)�
R2 

th + (Xth + Xr)2 

By substituting the slip to equation 3.26, the breakdown torque is obtained as given in 

Tmax = 
2ω

3 

s 
�

R2 

Vth 
2 

(3.36) 
Rth + th + (Xth + Xr)2 

To show the motor parameters impact onto the motor performance, the breakdown torque 

along with the corresponding slip, current and speed have been calculated for all the sets 
of motor parameters considered and are given in table 3.6. 

Motor parameters Unit Lowara Lowara Test 
(No Load) (Load) (avg) 

Breakdown torque Tmax Nm 143.39 157.28 140.62 
Breakdown slip 
Speed at Tmax 

smax 

NTmax 

−
rev/min 

0.224 
2328 

0.253 
2240 

0.202 
2391 

Current at Tmax ITmax A 103.79 115.98 102.15 

Table 3.6. Induction motor parameters 

Unlike the electromagnetic torque, the maximum torque does not vary with the rotor 
resistance and the slip [35] and is machine construction dependent. Dividing the expression 

for electromagnetic torque by the breakdown torque gives 

3 Vth
2 Rr 

sωs 
�
Rth + 

Rr 
�2 
+ 

�
Xth + Xr 

�2 

Te s 
Tmax 

= 
3 V2 (3.37) 

th 

2ωs 
�

R2Rth + th + (X1 + Xr)2 
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This yields an expression for torque approximation called the Kloss formula [40, 41]. It 
is of value because, when the breakdown torque and corresponding slip are known, the 

operating torque for any slip can be obtained. The Kloss relationship is presented in 

equation 3.38. 
Te 

Tmax 
= s 

2 (1 + �) 

+ 
smax 

+ 2� 
(3.38) 

smax s 

where 

� = 
Rth �

R2 
th + (Xth + Xr)2 

(3.39) 

In the linear region of an induction machine operation where the mechanical power equiv
alent resistance dominates the rest of the impedances, the Kloss expression may be ap
proximated by 

2Tmax Te = s smax 
(3.40) 

+ 
smax s 

To illustrate the validity of the torque approximation formula, the torque steady-state 

curve detailed in section 3.3.1 has been plotted with the Kloss torque approximation. The 

resulting characteristics are presented in figure 3.18. It may be seen that the Kloss formula 

allows quick and accurate (in the linear region) torque prediction at any arbitrary speed 

by knowing only the motor breakdown values. 

3.3.7 Variable Frequency Operation 

An induction machine shaft speed depends upon the synchronous speed and the load 

torque applied to the shaft [42]. The former defined in equation 3.1 is the function of 
supply frequency and winding pole number. For a standard motor construction the pole 

number cannot be changed instantly and the speed regulation cannot be achieved in a 

simple way. For efficient motor operation the slip should be minimised to lower rotor 
current losses, and so motor speed regulation is best implemented by supply frequency 

control. 

The torque generation capability of an induction motor is proportional to the magnetic 

flux density in the air gap. Therefore, to ensure consistent peak torque capability it is 
necessary to maintain the flux density of the air gap at its rated value over the operating 

frequency range. If the air gap flux of the machine is kept at the rated value, the torque 

per ampere will be high. 

The induction machine presents a highly inductive load to the supply, so its impedance 

increases directly with applied supply frequency. Therefore, it is required to increase the 

applied voltage in direct proportion to the increase of frequency. The ratio of volts to 

frequency, known as Volts per Hertz (V/f ), must be kept constant to maintain constant 
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Figure 3.18. Induction machine Kloss torque approximation 

flux operation. However, beyond the rated frequency the supply voltage cannot be further 
increased, resulting in field weakening operation while the rotor speed rises. Consequently, 
the region beyond base frequency provides reduced torque but constant power capability. 

For low frequency operation the voltage drop across the stator impedance is significant 
compared to the air-gap magnetising voltage, resulting in weaker magnetising field and 

torque deterioration. In order to improve steady-state performance, boost voltage com
pensation is required. The boost voltage has been calculated according to the following 

formula 

Vboost = Irated (Rs + jXs) (3.41)| | 

Based on the input current and stator impedance measurements, the initial boost compen
sation voltage was set up to 35V for Lowara motor modelling, and then increased in linear 
proportion to the supply frequency as shown in figure 3.19. The complete V/f relationship 

is given in equation 3.42. 
V = Vboost ( fe) + kΨ fe (3.42) 

where kΨ is inverter proportionality constant. 

Results for a supply frequency range from 0 to 65Hz with the rated (base) frequency of 
50Hz have been plotted in figure 3.19. The corresponding supply voltage varies from its 
minimum value to 400V, the rated voltage of the machine. The V/f control technique may 
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Figure 3.19. Supply condition under constant volts per hertz operation 

be implemented using a voltage source inverter (VSI) employing Pulse Width Modulation 

(PWM) control. 

The steady state torque characteristics for the investigated motor under constant V/f 
operation have been developed, based on the torque expression given in equation 3.26, 
over the range of supply conditions presented in figure 3.19. The developed torque-speed 

family of curves under constant V/f operation without boost compensation are depicted 

in figure 3.20. 

The breakdown torque is reduced when the supply frequency decreases because of the 

stator voltage drop. Beyond the base frequency the field weakening operation is clearly 

visible, because the breakdown torque decreases with supply frequency. The family of 
motor torque versus operating speed characteristics with boost voltage compensation is 
shown in 3.21. It can be seen that progressively boosting the supply voltage at the supply 

frequency is reduced from 65Hz, improving the peak torque capability since the stator 
voltage drop becomes progressively more significant. 
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Figure 3.20. Torque-speed characteristics for the Lowara induction motor under constant 
volts per hertz operation without boost voltage 

Figure 3.21. Torque-speed characteristics for the Lowara induction motor under constant 
volts per hertz operation with boost voltage 
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3.4 Transient Model of Induction Machine 

Per-phase equivalent circuit models of induction machines are applicable when perfor
mance during steady state conditions of the motor is being investigated. However, when 

using induction machines in closed-loop control applications it is necessary to model and 

consider their transient behaviour. A dynamic model is then required, so that the instan
taneous effects of varying voltages/currents, stator frequency, and torque disturbance may 

be analysed. 

Because of the motor’s complex internal inter-variable relationships, certain assumptions 
must be made to derive a dynamic model. It was assumed that the stator and rotor wind
ings were balanced with sinusoidally distributed magnetomotive force (mmf), inductances 
vary sinusoidally with rotor position, the motor possesses a uniform air gap around its 
circumference and magnetic circuit saturation was negligible. 

The induction motor behaviour may then be described by differential equations expressed 

in terms of machine variables. These equations are then transformed to arbitrary reference-
frame coordinates, which allows the motor to be represented by a two-phase model using 

direct and quadrature axes, to clearly separate torque and air gap-flux producing currents. 

3.4.1 Voltage Equations In Machine Variables 

An induction machine involves magnetically coupled stator and rotor circuits whose cou
pling coefficient continuously changes with the rotor position. The terminal voltages of the 

stator and rotor windings can be expressed in terms of the voltage drops across winding 

resistances r and rates of change of flux linkages λ. Using a stationary motor reference 

frame abc, the stator and rotor voltage relationships can be expressed by six first-order 
differential equations [39] as follows 

Stator voltage equations vas = iasrs + pλas (3.43a) 
vbs = ibsrs + pλbs (3.43b) 
vcs = icsrs + pλcs (3.43c) 

Rotor voltage equations 
var = iarrr + pλar (3.44a) 
vbr = ibrrr + pλbr (3.44b) 
vcr = icrrr + pλcr (3.44c) 

where p = d/dt and subscripts s and r denote stator and rotor quantities, respectively. 

To express the motor equations in machine variable form it is convenient to refer all rotor 
variables to stator coordinates using an appropriate turns ratio [43]. Then the voltage 
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equations for the stator and rotor may be represented by vector notation as follows 

vabcs = rsiabcs + pλabcs 
(3.45) 

v�abcr = r�ri�abcr + pλ�abcr 

where (fabc)T = 
� 
fa fb fc

�
, the superscript T denotes the transpose of the vector and the 

rotor referred variables are denoted with a prime e.g. r�. 

In the symmetrical induction machine the stator and rotor resistances are time invariant 
and per-phase values are equal. Consequently rs and r�r are diagonal matrices defined by 

rs = rsI and r�r = rr
�I for the stator and rotor, respectively where I is the identity matrix. 

Since inductance is flux-linkage per amp, the instantaneous flux linkages of the stator and 

the rotor windings may be described in terms of the winding inductances and currents by 

λabcs L�rs iabcs
⎡⎢⎢⎢⎢⎢⎢⎢

⎤⎥⎥⎥⎥⎥⎥⎥
⎡⎢⎢⎢⎢⎢⎢⎢

Ls 
⎤⎥⎥⎥⎥⎥⎥⎥
⎡⎢⎢⎢⎢⎢⎢⎢

⎤⎥
⎥⎥⎥⎥⎥⎥⎣
λ�abcr

⎦ = ⎣�L� sr
�T L�r 

⎦ ⎣i�abcr
⎦ (3.46)


where Ls and L�r are stator-to-stator and rotor-to-rotor inductance, and L�sr and L�rs are 

equivalent stator-to-rotor and rotor-to-stator mutual inductances, defined below: 

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢

Lls + Lms −
2
1 

Lms −
2
1 

Lms 

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥

1 1Ls = −
2 

Lms Lls + Lms −
2 

Lms (3.47) 

1 1⎣ −
2 

Lms −
2 

Lms Lls + Lms
⎦ 

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢

Ll
� + Lms − 

1
2 

Lms − 
1
2 

Lms 

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥

1 1L�r = −
2 

Lms Ll
� + Lms −

2 
Lms (3.48) 

1 1⎣ −
2 

Lms −
2 

Lms L�lr + Lms
⎦ 

and Lls and L�lr represent per-phase stator and rotor leakage inductances, whereas Lms is 
the stator magnetising inductance. 

The mutual inductances L� sr between stator and rotor are also a function of rotor position 

θr as given by 

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢

cos θr cos 
�
θr + 

2π 
3 

� 
cos 

�
θr − 

2π 
3 

�⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥

L�sr = L�rs = Lms cos 
�
θr − 

2π 
3 

� 
cos θr cos 

�
θr + 

2π 
3 

� 
(3.49) 

⎣cos 
�
θr + 

2π 
3 

� 
cos 

�
θr − 

2π 
3 

� 
cos θr ⎦ 
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The induction motor voltage equations expressed in terms of currents may then be written 

as follows [44] ⎡⎢⎢⎢⎢⎢⎢⎢
vabcs 

⎤⎥⎥⎥⎥⎥⎥⎥ = 

⎡⎢⎢⎢⎢⎢⎢⎢
rs + pLs pL� sr 

⎤⎥⎥⎥⎥⎥⎥⎥
⎡⎢⎢⎢⎢⎢⎢⎢

iabcs 
⎤⎥⎥⎥⎥⎥⎥⎥ (3.50)⎣v�abcr

⎦ ⎣�pL� sr
�T r�r + pL�r

⎦ ⎣i�abcr
⎦ 

The complete six voltage equations for the induction machine given in (3.43) and (3.44) 
can also be represented by a single matrix relationship as follows 

rs + Lss pMs pMs pMsr cos θ0 pMsr cos θ1 pMsr cos θ2 
vas ias
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥

vbs 
pMs rs + Lss pMs pMsr cos θ2 pMsr cos θ0 pMsr cos θ1 ibs 

vcs pMs pMs rs + Lss pMsr cos θ1 pMsr cos θ2 pMsr cos θ0 ics 
= (3.51) 

v� pMsr cos θ0 pMsr cos θ2 pMsr cos θ1 + L� pMs pMs iar
�

ar rr
�

rr 

v�br pMsr cos θ1 pMsr cos θ0 pMsr cos θ2 pMs r� + L� pMs 
i�br 

r rr 

v� i�
⎣ 

cr 
⎦ ⎣

pMsr cos θ2 pMsr cos θ1 pMsr cos θ0 pMs pMs r rr 
⎦ ⎣ cr 

⎦ 
r� + L�

where the inductances are defined by Lss = Lls +Lms, Ms = −Lms/2, Msr = Lms, L�rr = L�lr +Lsm 

and angles as θ0 = θr, θ1 = θr + 2π/3 and θ2 = θr − 2π/3 

The torque of an induction machine is a function of energy stored in the coupled magnetic 

fields and rotor position [44]. Because only the mutual stator-to-rotor inductances are 

functions of rotor angle the torque equation may be expressed as 

Te 
�
i j, θr

� 
= 

� P� 
(iabcs)T ∂ �

L� sr

� 
i�abcr (3.52)

2 ∂θr 

Equation 3.52 can be expressed [44] in terms of the instantaneous currents and expanded 

version is given as follows 

Te = 
� 

Lms 

�
sin θr 

� �
i�

1 
i�br − 

1 
i�

� 
− 

� P 
2 

ias ar − 
2 2 cr �

1 1 
� �

1 1 
�� 

+ ibs i� i� + ics i� i�i�br − ar − cr cr − i�br − ar (3.53)2 2 2 2 

+ 

√
3 

cos θr 

�
i�

�
i�

�
ias 

�
i�br − i�

� 
+ ibs ar 

� 
+ ics ar − i�br 

��⎫⎪⎪⎬⎪⎪⎭cr cr − i�
2 

3.4.2 Transformation Of Variables to Arbitrary Reference Frame 

The operation of an induction machine can be described by non-linear differential rela
tionships as shown in equation 3.50. The coupled fields described by mutual inductances 
are the function of rotor position and furthermore vary with time during machine motion. 
Consequently, the operation of an induction machine is described by complex relationships 
which are difficult to analyse. 

To simplify the induction machine analysis a change of variables is employed. The machine 

variables, expressed in a stationary reference frame, are transformed to a rotating reference 
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frame where the inductances become constant values regardless of rotor position. The 

schematic relations between coordinates and frames are shown in figure 3.22. 

Figure 3.22. Variable transformation 

The transformation of motor variables from the 3-phase stationary reference frame abc 

to a rotating 2-phase arbitrary reference frame qd0 may be expressed using Clarke’s and 

Park’s transformations [45] as follows 

fqd0 = K (θt) fabc (3.54) 

where 
�
fqd0

�T 
= 

� 
fq fd f0

�
, (fabc)T = 

� 
fa fb fc

� 
and θt is the transformation angle. 

The transformation matrix K (θt) is valid both for stator and rotor variables and is given 

as ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢

cos θt cos 
�
θt − 

2π 
3 

� 
cos 

�
θt + 

2π 
3 

�⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥

K (θt) = 
2 
3 sin θt sin 

�
θt − 

2π 
3 

� 
sin 

�
θt + 

2π 
3 

� 
(3.55) 

⎣ 1/2 1/2 1/2 ⎦ 

where θt = θ and θt = θ − θr is to be set for stator and rotor variables transformation, 
respectively. 
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The transformation angle is a function of rotating speed and can be expressed for both 

stator and rotor variables as � t 
θ = ω (t) dt + θ (0) (3.56) 

0 
� t 

θr = ωr (t) dt + θr (0) (3.57) 
0 

where ω is angular velocity of an arbitrary reference frame. 

The inverse transformation valid for both stator and rotor is given as 

fabc = [K (θt)]−1 fqd0 (3.58) 

where ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢

cos θt sin θt 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥

[K (θt)]−1 = cos 
�
θt − 

2π 
3 

� 
sin 

�
θt − 

2π 
3 

� 
1 (3.59) 

⎣cos 
�
θt + 

2π 
3 

� 
sin 

�
θt + 

2π 
3 

� 
1⎦ 

The analysis of induction motor operation can be performed in a number of reference 

frames depending on the analysis needs. However, the three common reference frames are 

used for induction machine description. The stationary reference frame is employed when 

the rotating speed is equal to zero, ω = 0; for the rotor reference frame, rotor speed is the 

base of rotation speed, ω = ωr; and the synchronously rotating reference frame is obtained 

if the rotation speed is set to angular speed of the stator field, ω = ωe. Regardless of the 

reference frame used the machine equations have to be transformed appropriately to and 

from the employed reference frame. 

The total power before and after transformation has to be preserved. The total instanta
neous power in abc variables may be expressed as 

Pabc = vaia + vbib + vcic (3.60) 

After performing the transformation of variables the total power in an arbitrary reference 

frame is obtained using 

Pqd0 = 
3 �

vqiq + vdid + 2v0i0
� 

(3.61)
2 

Regardless of the reference frame used the power waveform is unchanged [44]. 
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3.4.3 Voltage Equations In Arbitrary Reference Frame 

The induction motor model based on arbitrary reference frame coordinates can be derived 

by applying transformation (3.54) to motor voltage equations expressed in the machine 

coordinates. Then 

vqd0s = 
�
Ksrs (Ks)−1

� 
iqd0s + Ks p 

�
(Ks)−1 λqd0s

� 

(3.62) 
v�qd0r = 

�
Krr�r (Kr)−1

� 
i�qd0r + Kr p 

�
(Kr)−1 λ�qd0r

� 

where transformation matrix K subscripts denote the association with stator and rotor 
variables, respectively. Because of phase resistance symmetry r = rI so the KrI (K)−1 = r 
and is valid for both stator and rotor resistance matrices. 

Thus, the motor voltage equation for an arbitrary reference frame can be expressed in the 

form of 
vqd0s = rsiqd0s + ωλdqs + pλqd0s 

(3.63) 
v�qd0r = r�ri�qd0r + (ω − ωr) λ�dqr + pλ�qd0r 

where 
�
λdqs

�T 
= 

�
λds λqs 0

� 
and 

�
λ�dqr

�T 
= 

�
λ�dr λ�qr 0

� 

To complete variable transformation, the flux linkages have to be transformed to an ar
bitrary reference frame. Applying Clarke’s and Park’s transformations (3.54) to the flux 

linkage relationships given in equation 3.46 yields 

λqd0s = 
�
KsLs (Ks)−1

� 
iqd0s + 

�
KsL�sr (Kr)−1

� 
i�qd0r 

λ�qd0r = 
�
Kr 

�
L�sr

�T (Ks)−1
� 

iqd0s + 
�
KrL�r (Kr)−1

� 
i�qd0r 

(3.64) 

the flux linkage equations expressed in qd0 coordinates have been obtained as 

λqd0s = Lqd0siqd0s + L�qd0mi�qd0r 

(3.65) 
λ�qd0r = 

�
L�qd0m

�T 
iqd0s + L�qd0ri�qd0r 

where the inductance matrices have been defined as follows 
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢

Lls + 
3 

Lsm 0 0 
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥

2 

Lqd0s = KsLs (Ks)−1 = 0 Lls + 
3 

Lsm 0 (3.66)
2 

⎣ 0 0 Lls
⎦ 

55




CHAPTER 3. MATHEMATICAL MODELS OF INDUCTION MACHINE 

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢

Llr
� + 

2
3 

Lsm 0 0 
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥

L�qd0r = KrL�r (Kr)−1 = 0 L�lr + 
3 

Lsm 0 (3.67)
2 

⎣ 0 0 Ll
� ⎦ 

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢

3 
Lsm 0 0 

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥

2 

L�qd0m = KsL�sr (Kr)−1 = Kr 
�
L�sr

�T (Ks)−1 = 0
3 

Lsm 0 (3.68)
2 

⎣ 0 0 0 ⎦ 

The motor flux linkage relationships may be expressed by a single matrix as 

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢

λqs 

λds 

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢

Lls + 
3 
2 

Lsm 

0 

0 

Lls + 
3 
2 

Lsm 

0 

0 

3 
2 

Lsm 

0 

0 

3 
2 

Lsm 

0 

0 

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢

iqs 

ids 

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥

λ0s 0 0 Lls 0 0 0 i0s 

λ�qr 

= 
3 
2 

Lsm 0 0 Ll
� + 

3 
2 

Lsm 0 0 i�qr 

(3.69) 

⎣ 
λ�dr 

λ�0r 
⎦ 

⎣ 
0 

0 

3 
2 

Lsm 

0 

0 

0 

0 

0 

L�lr + 
3 
2 

Lsm 

0 

0 

Ll
� ⎦ 

⎣ 
i�dr 

i�0r
⎦ 

The voltage equation describing the induction machine in an arbitrary rotating reference 
frame can be presented in matrix form as follows 

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢

rs + pLssq ωLssq 0
3 

pLsm 
3 

Lsmω 0 
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢

vqs
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥

2 2 ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢

iqs
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥

3 3 
vds 

−ωLssq rs + pLssq 0 − 
2 

Lsmω 
2 

pLsm 0 ids 

v0s 0 0 rs + pLls 0 0 0 i0s 
= (3.70) 

v�qr 
3 

pLsm 
3 

Lsmωt 0 rr
� + pL�rrq ωtL�rrq 0 ⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢

i�qr ⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥

2 2 
v�dr 3 3 i�dr 

⎣
v�0r 

⎦ − 
2 

Lsmωt 2 
pLsm 0 −ωtLrr

� rr
� + pL�rrq 0 ⎣

i�0r 
⎦ 

⎣ 
0 0 0 0 0 rr

� + pL�lr
⎦ 

Where Lssq = Lls + 3/2Lsm, L�rrq = L�lr + 3/2Lsm and ωt = ω − ωr 
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The electromagnetic torque expressed in qd0 variables can be obtained using Clarke’s and 

Park’s transformations of the torque relationship developed in abc coordinates 

Te = 
� P� �

(Ks)−1 iqd0s
�T ∂ �

L� sr

� 
(Kr)−1 i�qd0r (3.71)

2 ∂θr 

This torque expression can be presented in terms of the currents as 

Te = 

�
3
� � P� �3 

Lsm 

� �
iqsi�dr − idsi�qr

� 
(3.72)

2 2 2 

It is also possible to express torque either in terms the rotor quantities as given in (3.73) 
or by the stator quantities as shown in (3.74) 

Te = 

�
3
� � P� �

λ�qri
�
dr − λ�dri

�
qr

� 
(3.73)

2 2 

Te = 

�
3
� � P� �

λdsiqs − λqsids
� 

(3.74)
2 2 

3.4.4 Induction Motor Transient Model Implementation 

A transient model of an induction machine was developed using the Matlab/Simulink 

environment. The model was based on the machine equations expressed in an arbitrary 

rotating reference frame described in section 3.4.3. The behaviour of a symmetrical induc
tion machine was studied in the synchronously rotating reference frame and the simulated 

induction motor voltage equations were obtained from these in the arbitrary reference 

frame by setting the angular velocity of the arbitrary reference frame to the angular speed 

of supply network ω = ωe. 

Because the investigated induction motor is of the squirrel-cage type then rotor input 
voltages are set to zero v�qd0r = 0. Then, the simulated voltage equations are given as 

vqd0s = rsiqd0s + pλqd0s + ωMλqd0s 

(3.75) 
0 = r�ri�qd0r + pλ�qd0r + (ω − ωr) Mλ�qd0s 

where M is a rotational operator expressed as 

0 0
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢

−1 
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥M = 1 0 0 (3.76) 

⎣0 0 0⎦ 

The investigated induction motor was connected in a delta configuration and supplied from


symmetrical and balanced supply voltages so there is no need to take the zero component
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in qd0 coordinates into account. The resulting voltage equations modelled in Simulink are 

presented as follows 

vqds = rsiqds + pλqds + ωMλqds 

(3.77) 
0 = r�ri�qdr + pλ�qdr + (ω − ωr) Mλ�qds 

where 
�
fqd

�T 
= 

� 
fq fd

� 
and M = 

�
0 −1

� 
. The motor supply voltage as the input to the 

1 0 
model is the vector of quadrature vqs and direct vds voltages so the instantaneous voltages 
vas, vbs and vcs were transformed to rotating qd coordinates. 

The flux linkages and currents are interdependent, and the flux linkages were chosen as 
the reference variables. Choosing the currents as the reference variables results in two 

derivatives in the voltage equations, making the machine voltage equations more difficult 
to implement. The implemented flux linkage relationships are presented as follows 

�
3 

� 
3


λqds = Lls + 
2 

Lsm iqds + 
2 

Lsmi�qdr


3 
�

3 
� (3.78) 

λ�qdr = 
2 

Lsmiqds + L�lr + 
2 

Lsm i�qdr 

The instantaneous values of stator and rotor currents expressed in qd coordinates were 

found by inverse flux-current relationship as follows 

iqds = Gsλqds − Gmλ
�
qdr 

(3.79) 
i�qdr = −Gmλqds + Grλ

�
qdr 

where 
Llr + LsmGs = 

LlsLlr + Llr Lsm 

Lls + LsmGr = (3.80)
LlsLlr + LlrLsm 

LsmGm = 
LlsLlr + LlrLsm 

The instantaneous currents expressed in the synchronously rotating reference frame qd 

were then transformed to machine reference frame abc by the inverse transformation given 

in (3.59). 

The motor electromagnetic torque model was based on equation 3.72 and calculated ac
cording to 

Te = 

�
3
� � P� �3 

Lsm 

� �
Mi�qdr iqds

� 
(3.81)

2 2 2 
• 

58




CHAPTER 3. MATHEMATICAL MODELS OF INDUCTION MACHINE 

The complete transient diagram-model of the induction motor was developed in Mat-
lab/Simulink and is shown in figure 3.23, where the transformation of variables is also 

depicted. The dq0-based transient model of an induction motor is highlighted in figure 

3.24. Each variable is modelled by the two-element vectors with quadrature q and direct 
d components, respectively. 

Figure 3.23. Induction motor model


Figure 3.24. Induction motor dq0-based transient model


In order to validate the developed transient model the four different sets of induction 

motor parameters were taken from [44] and the dynamic behaviour of these motors has 
been modelled. The investigated sets of motor parameters are given in table 3.7. The 

resulting torque versus speed load-free starting characteristics are plotted in figure 3.25. 
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P Vrated N Te Irated Rs Xs Xm Rr Xr J 

hp V rpm Nm A Ω Ω Ω Ω Ω kgm2 

3 220 1710 11.9 5.8 0.435 0.754 26.13 0.754 0.816 0.089

50 460 1705 198 46.8 0.087 0.302 13.08 0.302 0.228 1.662

500 2300 1773 1980 93.6 0.262 1.206 54.02 1.206 0.187 11.06

2250 2300 1786 8900 421 0.029 0.226 13.04 0.226 0.022 63.87


Table 3.7. Krause induction motor parameters [43]


Figure 3.25. Torque versus speed characteristics for Krause motors [43] generated to vali
date Matlab model 
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3.4.5 Lowara motor transient characteristics 

The Lowara induction motor transient behaviour was modelled according to equations 
presented in section 3.4.4. In addition, the steady-state behaviour curves were added 

to show the differences between the steady-state and dynamic models. Using the motor 
parameters given in table 3.8, a number of characteristics were obtained for different load 

conditions. 

Motor parameters 

Stator resistance Rs Ω 0.776

Stator leakage reactance Xs Ω 1.779

Rotor resistance Rr Ω 0.909

Rotor leakage reactance Xr Ω 2.669

Magnetizing reactance Xm Ω 93.91

Core losses Rc W 429.07

Motor Inertia Jm kgm2 0.019

Load Inertia Jl kgm2 0.020


Table 3.8. Induction motor parameters 

The torque versus speed characteristics for both free-acceleration and with load on the 

shaft are shown in figure 3.26. Along with the transient curve, the steady-state curve 

was plotted to show the differences between dynamic and steady-state motor behaviour. 
During load-free spin-up the motor accelerates above synchronous speed but eventually 

settled down at that speed. The loaded-motor conditions are given with corresponding 

load characteristics to show the impact of increased load on motor behaviour. The Lowara 

centrifugal pump and the hydraulic system described in section 5 were modelled as a 

quadratic type of load. The shape of torque characteristic depends on the motor internal 
parameters and the motor-load system inertia. During free-spin up the inertia is defined 

only by the rotor assembly components, so the unloaded motor characteristic has a different 
shape compared to the loaded cases. The effect of additional load inertia is clearly visible 

as additional oscillations during motor spin-up. 

Since the investigated induction motor was fed from the inverter it is useful to show how the 

motor torque behaves during start-up under the inverter supply conditions. The same set 
of motor starting torque characteristics were obtained for motor under the Volts per Hertz 

supply operation. The resulting characteristics are given in figure 3.27. Because of the 

current limitation, the developed peak-torque of the motor was reduced for both free-spin 

and loaded motor conditions, resulting in different shapes of torque-speed characteristics. 
The load curve was added to show how the motor adapts to changing load conditions. It 
is clear that the motor produces the torque required for driving the load and rotational 
losses. 
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Figure 3.26. Lowara motor torque versus speed characteristics


Figure 3.27. Lowara motor torque versus speed characteristics under V/f control
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Figure 3.28. Lowara motor torque versus time characteristics under load changes


Figure 3.29. Lowara motor torque versus speed characteristics under load changes
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In order to investigate motor transient behaviour a step load was applied to the shaft. The 

motor time responses for both steady-state and transient conditions are shown in figure 

3.28. Following the load profile the motor produces the torque required for driving the 

load. The steady-state and dynamic characteristics are related to each other, to show the 

motor dynamics. The differences between steady-state and transient conditions are clearly 

visible. 

The torque versus speed behaviour for applied step load changes are given in figure 3.29. 
Following the load changes the motor torque adapts to the changes by producing transient 
oscillations and eventually reaches the steady state operating point, which can be predicted 

using the steady-state model. When a higher torque is applied on the shaft the motor 
decelerates, whereas during load torque release the motor accelerates above the operating 

point to release some energy and follows a circular path on the torque-speed graph before 

reaching the steady-state operating point as in figure 3.29. 

3.5 Closure 

In order to simulate the complete fuel pump system, detailed knowledge of the steady-state 

and dynamic behaviour of an induction motor is required to construct a complete model. 
The modelling methods were discussed in this chapter and the results are validated using 

data obtained from the developed test rig. 

A method of estimating the lumped parameter circuit model for an induction machine is 
described. The method was applied to the Lowara induction motor which was used in the 

fuel test rig, and two sets of test data were obtained. The measured data was compared 

to the values obtained from the manufacturer. The two sets were shown to be in relatively 

good agreement (max error 12.1%). 

A steady-state AC induction motor model was developed using the equivalent circuit 
lumped-parameter approach. The model can predict torque, current, power components, 
power factor and efficiency. The model was applied to the motor in the test rig. Using the 

parameters obtained from the manufacturer and measured on the developed test rig, the 

motor steady-state characteristics were determined. The simulated results were validated 

using the data obtained from the induction motor test rig. It was shown that model 
and the test rig data are in close agreement with error less than 10%. However, it was 
also noted that model predictions are limited to the linear region of the induction motor 
characteristics due to the assumptions made, such as lack of saturation in the magnetic 

circuit and skin effect in windings. The simple torque approximation equation called the 

Kloss formula was presented and validated with the developed steady-state torque model. 

The method of simulating the dynamic behaviour of an induction motor was investigated. 
Generalised machine theory was applied to analyse the transient behaviour of an AC 
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induction motor. The transient model of an induction machine developed in an arbitrary 

rotating reference frame is described. The model was validated using the motor details 
taken from Krause [43]. The motor’s transient characteristics were evaluated and when 

compared with graphs in [43], show the same graph shapes and similar peak values. Based 

on the measured parameters the transient torque-speed characteristics of the Lowara motor 
was developed. The steady-state and dynamic behaviour were compared with experimental 
results. The model differences are visible but the models seem sufficiently accurate to allow 

complete fuel system modelling. 

It was shown that both the steady-state and transient model predict the behaviour of the 

investigated induction motor and will therefore be used for more complete modelling of 
the fuel pump drive system. 
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Chapter 4 

Finite Element Model of an AC 

Induction Motor 

4.1 Introduction 

4.1.1 Finite element method 

An AC induction motor can be analysed in a number of ways. The modelling technique 

based on the equivalent circuit presented in chapter 3 is a useful approach for analysing 

the behaviour under different operating conditions. However, due to the complex and non
linear nature of magnetic circuits in the motor, the accuracy of the predictions obtained 

is limited. 

An alternative to the equivalent circuit approach is the Finite Element Method (FEM) 
analysis of the magnetic field conditions within the motor. The finite element method is a 

numerical technique that is widely used to obtain solutions for a wide variety of engineering 

problems. Although the approach is computationally challenging, it does allow a highly 

accurate prediction of motor performance to be obtained. 

The development of a FEM model of an induction motor requires a knowledge of the 

machine’s geometry and material properties [46]. The stator winding supply variation 

and the motion of the rotor can be also taken into account. In this way, steady-state and 

dynamic characteristics can be determined with good accuracy. 
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4.1.2 MEGA - Finite Element Method Software 

To perform the FEM analysis of the Lowara AC induction motor fitted on the fuel system 

rig, MEGA in-house developed simulation software was used. The MEGA package [47] 
is a Finite Element Method Software package developed in the Department of Electronic 

and Electrical Engineering at the University of Bath as part of the on-going research in 

the field of modelling electromagnetic devices. It is designed to solve a variety of 2D and 

3D problems, depending on the type of problem and material/device being modelled. 

MEGA is designed to solve low frequency electromagnetic problems, where the displace
ment currents can be neglected. It is based on the electromagnetic field equations (i.e. 
Maxwell’s equations), which are implemented in MEGA as follows 

� × H = J (4.1) 

∂ B � × E + 
∂t 
= 0 (4.2) 

J = σE (4.3) 

B = B (H) (4.4) 

where σ is the electrical conductivity, B, E, H, J are the magnetic field, the electric field, 
the magnetic field strength and the current density vectors, respectively. 

The solution presented in the thesis is based on the magnetic vector potential A formulation 

[46] based on the equation 
1 ∂ A � × 
µ
� × A + σ

∂t 
= J (4.5) 

When a two-dimensional problem is considered, the formulation (4.5) solves for a single 

component (in z-axis) of the magnetic vector potential 

A = Azẑ (4.6) 

then the governing PDE deduced from Maxwell’s equations can by expressed as [47] 

−� · 
µ

1 �Az + σ
∂

∂

A
t 

z 
= Jz (4.7) 

The MEGA package consists of a pre/post processor MEGAVIEW and MEGASOLVE 

solver. The MEGAVIEW is the interactive environment where the problem formulation, 
definition and post processing analysis are defined and analysed, whereas the MEGA
SOLVE uses the described equations to determine a numerical solution for the specified 

problem. 
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4.2 Motor Geometries and Model Derivation 

In order to characterise the induction motor used in the fuel test rig, a second identical 
motor was purchased and used in the experimental testing and theoretical analysis. 

4.2.1 Motor geometries and material properties 

When the motor testing, undertaken for model validation, was completed the motor was 
disassembled and the motor physical properties determined. The dimensions of the stator 
and rotor assemblies were determined and used to generate the model mesh. In addition, 
the motor material properties were identified. 

The Lowara induction motor is a 2-pole, three-phase, 11kW induction machine. The 

motor stator and rotor assembly were previously shown in figure 3.1. The stator has 36 

symmetrical slots, with a 10◦ span, where the three-phase windings are situated. A total 
of 41 turns sit inside each slot. The windings are arranged in a single layer and three 

slots are connected in series. Each phase occupies 12 slots, where two parallel paths (per 
phase) between both ends of the motor are placed. Each path (half-phase winding) has 
123 strands of copper wire. The complete geometry of the stator slot is shown in figure 

4.1(a). 

The rotor cage of the motor consists of active rotor bars and end ring segments where the 

bars are short-circuited. There are a total of 30 bars on the rotor, with each rotor bar 
being positioned 12◦ apart. The rotor bar is a double-cage type NEMA design class C and 

the rotor dimensions and the whole bar geometry are given in figure 4.1(b). The rotor is 
made from 0.5mm thick lamination and is 180mm long. The rotor end-rings are 10mm 

wide with an internal ring radius of 27.36mm and an external ring radius of 56.56mm. 

The air-gap was estimated from the stator and rotor radius measurements. The stator 
external diameter is 200.05mm, whereas the internal stator diameter is 109.982mm. The 

diameter of the rotor is 109.12mm and the shaft diameter was measured as 44.73mm. The 

clearance between the rotor and stator was estimated to be 0.431mm around the rotor 
circumference. The table 4.1 summarises the important dimensions for the motor. 

The motor magnetic material properties were determined from visual inspection and as
sumptions made for this class of motor. The stator and rotor lamination was assumed to 

be made from the TRANSIL 315 magnetic material and its magnetisation B-H character
istic is plotted in figure 4.2. The stator windings are made from copper and a conductivity 

of 59.6 MS/m is used in the analysis and the rotor bars are modelled as aluminium alloy 

LM6 with a conductivity of 21.46 MS/m. The relative permeability of both the stator 
wiring and the rotor bars was set to 1. 
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(a) Stator half-slot 

(b) Rotor half-bar 

Figure 4.1. Lowara induction motor stator and rotor dimensions
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Figure 4.2. B-H characteristic of Lowara motor lamination material - TRANSIL 315


Name value unit 

shaft diameter 44.730 mm 
rotor diameter 109.120 mm 
rotor length 180 mm 
stator internal diameter 109.982 mm 
stator external diameter 200.050 mm 
air gap clearance 0.431 mm 
number of stator slots 36 -
stator slot angular displacement 10 deg 
number of rotor bars 30 -
rotor slot angular displacement 12 deg 
rotor end-ring width 10 mm 
rotor end-ring external radius 56.560 mm 
rotor end-ring internal radius 27.360 mm 

Table 4.1. Lowara induction motor dimensions 

4.2.2 Mesh generation 

The FEM mesh for the motor was developed in MEGAVIEW. This program generates 
a finite element mesh for the cross sectional geometry of the motor directly from the 

dimensional data. In order to allow the motor mesh to rotate, the motor was meshed 
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separately for the stator and rotor assemblies. Stator slot and rotor bar symmetry was 
used to simplify development of base models for one stator tooth and one rotor bar. These 

were created, using the measured dimensions given in figure 4.1 and table 4.1. The meshes 
obtained for the base models are presented in figures 4.3(b) and 4.3(a) for the rotor and 

stator, respectively. 

In the complete motor model, the separately meshed stator and rotor models are joined 

together using Lagrange multipliers [48, 49]. A magnified cut view of the stator-rotor 
arrangement in the surroundings of the air-gap is shown in figure 4.3(c), where the ge
ometries of important elements are visible. The air-gap clearance was modelled on both 

the stator and the rotor meshes as half of the air-gap value for each mesh, and a value of 
0.2155mm was used. 

The complete MEGA FEM model consists of 85219 nodes, which were used to create 90060 

elements and constitutes one two-dimensional (2D) disc/slice of the model. A complete 

2D motor mesh is described by 85362 equations and in conjunction with configuration 

files represents the 2D model used in the analysis. The model is solved as a 2D cartesian 

problem. 

4.2.3 Model configuration 

In order to predict the motor behaviour using MEGA, the FEM model of the motor mesh 

has to be configured, boundary conditions set and all elements assigned to region identifiers 
(ids), where the actual material characteristics, such as permeability and conductivity, can 

then be associated with each region id. Each physically distinct material should coincide 

with a set of elements with a unique region id. The stator is described by 12 coil regions and 

one lamination region, whereas the rotor is represented by 30 bar regions, the lamination 

and shaft regions. The air-gap also has its own unique id number. 

Boundary conditions have been imposed onto the stationary and the rotating parts of the 

motor. Since the rotor mesh is rotated with respect to the stator mesh, the magnetic 

vector potential was set to zero at the stator external diameter, allowing the stator flux 

tangential conditions to be determined. The magnetic scalar potential was also set to zero 

at the centre of the rotor in order to prevent flux from flowing into the shaft. Non-linear 
magnetising B-H curves, as shown in figure 4.2, were used for the stator and the rotor core 

lamination materials. 

As stated earlier, the stator has 36 slots where the three-phase winding is placed. Each 

phase occupies the 12 slots and it is divided into two six-slot groups (lower-input and 

upper-output). The input and output groups are further divided into two symmetrical 
sub-groups. The slot windings within each sub-group are series connected and two parallel 
paths constitute the complete phase coil arraignment. Therefore, the winding for one phase 
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(a) Stator slot mesh (b) Rotor bar mesh 

(c) Lowara motor combined mesh - cut view 

Figure 4.3. Lowara induction motor FEM meshes 
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(e.g. R) is described in the FEM model by 4 regions, which were split into 2 parallel paths

as shown in figure 4.4. The figure depicts also the one phase slot physical connection with


the corresponding slot numbers and region ids. The complete three-phase stator windings


Figure 4.4. Stator phase coil- one phase slot arrangement 

slot arrangement with respect to the slot numbers, slot-regions and phase assignments 
and internal id’s connections is given in table 4.2. The stator lamination is described by 

a separate region to take into account the core properties. 

The rotor FEM model was described by 32 regions. Each rotor bar was represented by 

a unique region label and number to model each bar separately. A similar approach was 
applied to the rotor core material and shaft. The nonlinear magnetising characteristic (fig. 
4.2) was assigned to the rotor lamination id. The shaft was modelled using the carbon 

steel B-H properties. 

In MEGA, all model elements are connected via ports [50, 51]. In this way it was possible 

to connect the coils to each other and to any external circuit containing resistors, inductors 
and/or different types of supply sources. A number of ports were created to allow all the 

regions and the external circuits to be connected. In this way the motor supply and the 

motor external parameters are connected to the mesh model as described later. 

The external supply was connected to the model via stator main phase ports (R,B,Y). 
The inputs to the model are instantaneous voltages at the input terminals. A per-phase 
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Slot number Phase Region Region ID Region 
name (number) connection 

1,2,3 
4,5,6 
7,8,9 
10,11,12 
13,14,15 
16,17,18 
19,20,21 
22,23,24 
25,26,27 
28,29,30 
31,32,33 
34,35,36 

R, R, R 
B, B, B 
B, B, B 
Y, Y, Y 
Y, Y, Y 
R, R, R 
R, R, R 
B, B, B 
B, B, B 
Y, Y, Y 
Y, Y, Y 
R, R, R 

R1 
B1 
B2 
Y1 
Y2 
R1 
R2 
B1 
B2 
Y2 
Y1 
R2 

5 
6 
22 
7 
23 
8 
24 
25 
9 
26 
10 
21 

5 → 8 
6 → 25 
22 → 9 
7 → 10 

23 → 26 
8 → 5 

24 → 21 
25 → 6 
9 → 22 

26 → 23 
10 → 7 

21 → 24 

Table 4.2. Lowara induction motor stator slot arrangement 

stator circuit model was created permitting the coils to be connected to the supply source. 
The model contains the wiring resistance Rs and end-stator leakage reactance Lle. The 

resistance was determined from the DC test described in section 3.2, whereas the end-
stator leakage inductance was calculated from an end ring stator model described later. 
Both external elements are connected to the surrounding elements via ports. 

The complete stator phase connection model (e.g. R phase as shown in figure 4.5) was 
described using the regions and external elements as follows. The external supply is 
connected to the stator main phase port R, from where the phase is supplied. The external 
passive elements are connected between the main phase port R and the coil input port 
LR. The phase resistance Rs is connected between the main port R and internal port RR 

to where the end-stator leakage inductance Lle is also connected. At the far-end Lle is 
connected to the LR port. The second end of the coil mesh is the branch output and 

depends on the stator winding configuration connected either to ground (G) or the second 

phase input (B). The regions inside the mesh are connected by the internal ports R1X 

and R2X, one for each path, respectively. The complete stator phase-ports configuration 

is given in table 4.3. The other phases are modelled in the same way. Since the Lowara 

motor used in the fuel test rig has the stator windings connected in delta mode, the MEGA 

model is configured in the same manner. The complete three-phase stator arrangement 
including regions, ports and external elements connection is shown in figure 4.5. 

The squirrel-cage type rotor has 30 axial bars which are short-circuited by end-rings. Each 

rotor bar was described as a separate region and, as a consequence, the rotor was modelled 

as the parallel connection of the bars. An external circuit elements were connected to 
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Input port Element Element type Output port


R Vs phase supply G 
R Rs resistance RR 
RR Lle inductance LR 
LR R1 region R1X 
LR R2 region R2X 
R1X R1 region B 
R2X R2 region B 

Table 4.3. Lowara induction motor stator port arrangement 

Figure 4.5. Stator FEM model with external circuit configuration 

the rotor to model the end-ring properties. The end-ring was modelled as an in-series 
connection of the resistance Rrl and the leakage inductance Lrl between the two surrounding 

rotor bars. The connection of the end-ring elements and the rotor bars was made via 

ports. The one bar port arrangement is depicted in table 4.4, whereas the complete rotor 
connection diagram is shown figure 4.6, where the consecutive rotor bars and the end-ring 

parameters are depicted. Since the rotor model is symmetric only three bars are shown. 
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Input port Element Element type Output port


P1 BAR1 rotor bar ID G 
P1 Rrl resistance PR1 
PR1 Lrl inductance P2 

Table 4.4. Lowara induction motor rotor port arrangement 

Figure 4.6. Rotor external circuit model 

4.2.4 End-motor-model parameter determination 

To take into account an induction motor end-effect, which includes the rotor end-ring 

and end winding impedance, external parameters are used to model this problem [52]. 
In order to determine the external circuit parameters required by the MEGA software, 
a separate FEM model of the motor end-side was created. The model is based on the 

measured Lowara motor geometries. This allows the calculation of the stator end-turn 

leakage and the rotor end-bar leakage inductances. The model was solved separately for 
the stator and rotor as an axi-symmetric problem, where the results obtained had a value 

per circumference. Examples of the resulting flux-line plots obtained for both the stator 
and rotor solutions are shown in figure 4.7. 

A rated current density of 8000A/m2, at different supply frequencies (0-50Hz), was supplied 

to the rotor end-bar to obtain the rotor end-ring resistance and leakage inductance. The 
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(a) Stator end turn model (b) Rotor end ring model 

Figure 4.7. External parameters models 

voltage excited on the end-ring was recorded and used for the parameters determination 

using Ohm’s Law. Figure 4.8 shows the parameters obtained with changes in the supply 

frequency. 

Figure 4.8. End ring rotor parameters 
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The rotor end-ring resistance was also modelled using an analytical approach, where the 

resistance was determined from the physical rotor geometries as follows 

1 (r1 + r2) πρ
Rrl = (4.8)

30 (r2 − r1) w 

The end-ring radii were measured and values of 27.36mm (r1) and 56.56mm (r2) used in the 

calculation. The end-ring width (w) was set to 10mm with an end-ring material resistivity 

(ρ) of 4.66 × 10−8Ωm, giving a value of 3.02 × 10−6Ω for Rrl. Although the calculated 

resistance is only an approximation, where the skin effect is neglected, the FEM results 
show good agreement with the analytical solution values. 

For the stator end-turn modelling, a rated current of 22A was supplied to the winding and 

the reactive voltage measured. The per circumference stator leakage reactance was then 

found using Ohm’s Law. The length of windings, which protrude from the stator slots, 
was determined by measurement. The leakage reactance was calculated using 

Lle = 
� L

2π
axi 

r 

� 
∗ 2 (2l1 + 2l2 + 2l3) (4.9) 

where the length of outside-protruded windings is given as follows: l1=20cm, l2=22cm 

and l3=24cm. The radius (r) used in the calculation was 73mm, also obtained from 

measurement. The value obtained for the leakage inductance was 0.0013H, which is used 

in FEM modelling. The stator wiring resistance was found from the Lowara induction 

motor parameter determination test and a value of 0.776 Ω is used in the simulation. 

The stator and rotor external circuits parameters are presented in table 4.5. For the rotor 
simulation two sets of parameters are given, since during start-up (locked rotor test) the 

skin effect impacts on the values and consequently affects motor performance. 

Name value unit


stator phase resistance Rs 0.783 Ω 
stator end-turn leakage inductance Lle 1.3 × 10−3 H 
rotor end-ring resistance (50Hz) Rrl 3.85 × 10−6 Ω 
rotor end-ring resistance (1Hz) Rrl 3.1 × 10−6 Ω 
rotor end-ring resistance analytical (DC) Rrl 3.02 × 10−6 Ω 
rotor end-ring inductance (50Hz) Lrl 2.05 × 10−8 H 
rotor end-ring inductance (1Hz) Lrl 3.95 × 10−8 H 

Table 4.5. Lowara induction motor FEM external parameters
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4.3 Finite Element Model Analysis 

Since the FEM model was created in two-dimensions (2D), the predicted electromagnetic 

field and the model predictions (torque and current) are also two-dimensional. 

4.3.1 Flux and flux density of the motor 

The 2D FEM model was used to determine the magnetic field density and the flux line 

distribution in the cross-section of the induction machine. As the non-linear material 
magnetic property B-H for the laminations are taken into account, realistic magnetic field 

conditions are obtained. The magnetic field distribution is symmetrical in the case of a 

healthy squirrel-cage induction machine. The resulting magnetic field density and flux 

lines, when the motor is stationary under the rated supply conditions, are shown in figure 

4.9. It can be seen from this figure that the flux penetrates the rotor surface and, as 
a consequence, an electromagnetic torque is produced. An extended vector plot of the 

magnetic field density in the proximity of the rotor bars is depicted in figure 4.10. 

From figure 4.9 it is evident that some regions near the stator teeth, and deeper into, the 

stator and the rotor core, are magnetically saturated. The operating point of the machine 

is therefore located in the saturated ’knee’ part of the B-H characteristic shown in figure 

4.2. 

4.3.2 Rotor ’skewed’ model 

Two-dimensional AC analysis of an electromagnetic force was performed for the stationary 

motor. The torque was determined using the Maxwell stress tensor [47], computed along 

a line within the air-gap of the motor. It was discovered that the computed force differs 
with rotor position for the same supply condition, resulting in torque variations with the 

rotor angular displacement. This cogging torque is likely to be due to the slotting formed 

in the stator. 

AC analysis was performed assuming that the rotor was rotated in clock-wise direction. 
This allowed the torque to be determined at different rotor positions. The angle of rotor 
movement was 0.5◦ (first test) and 1◦ (second test) and the results are plotted in figure 

4.11. 

As can be seen from figure 4.11, the torque variations are periodic with a 12◦ span. Hence, 
the electromagnetic torque can be approximated by an average value as follows 

1 12/θ

Te = 
� 

TN (4.10)
N 

N=θ 
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Figure 4.9. Magnetic field density and flux line distribution in Lowara induction motor at 
standstill 

Figure 4.10. Magnetic field vector distribution 
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Figure 4.11. Torque variation with rotor angle of the Lowara induction motor 

Owing to the fact that the 2D FEM model cannot predict accurately torque and current, a 

2D multi-slice FEM model (2 1/2 D ) was created [52, 53] . As a consequence, this allowed 

a ’skewed’ rotor model to be developed. This method assumes that a motor is modelled 

by a certain number of cross sections N, at different positions along the shaft. Each 

cross-section is displaced θ◦ and the windings are segmented into elementary conductors 
associated with the slices. Therefore, the rotor bars that appear in each of the slices are 

replaced with ’stepwise’ skewed bars. The multi-section method, also known as the 2 1/2 D 

model, consists of replacing a full 3D analysis by a number of 2D analysis. The greater the 

number of cross-sections, the higher the model accuracy, although the resulting increase in 

the CPU run time is a significant drawback. The 2D slices are not magnetically connected 

so the model only provides an approximation to the 3D model. The other disadvantage 

of this approach is that, when the machine is voltage supplied, it is necessary to solve 

different problems (one for each cross-section) simultaneously due to the fact that the 

current is the same in all the sections. 

Taking into account the calculation time and the accuracy of the solution the 4-slice 2 1/2 D 

FEM model, with 12◦ rotor bar pitch where each slice cross-sections is 4◦ angle-displaced, 
was developed and used in the Lowara motor analysis. The developed 2 1/2 D model for 4 

slices is presented in figure 4.12. 
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Figure 4.12. Multislice model of the Lowara induction motor 

Since the Maxwell stress on each surface has different values, the total torque in the 2 1/2 D 

model is calculated using a value at each slice, where the rotor position is displaced by θ◦ 

and the torque is calculated from equation 4.11 as the sum of the torques at each slice. 
The current is the same in each slice since the same voltage is applied to each cross-section 

model. 
12/θ

Te = 
� 

TN (4.11) 
N=0 

A full 3D model of Lowara induction motor was also created in MEGA. A number of cross-
sections (slices) were joined together in the z-axis, allowing the model to be magnetically 

connected. However, due to the model complexity and consequently very long simulation 

times, the 3D model was not considered to be a practical solution. Hence the 2 1/2 D model 
was used, as this allows an approximate solution to the complex 3D model. 

4.3.3 Locked rotor analysis 

The steady state behaviour of the Lowara induction motor was investigated using MEGA. 
Based on the 2 1/2 D , model the locked rotor characteristics were determined. The locked 

rotor tests were conducted as a steady-state AC problem where the rotor was prevented 

from movement. A set of external parameters, obtained from a 50Hz supply condition, 
was used in the blocked rotor predictions of the motor. 

The simulations were conducted at different supply conditions, where the supply voltage 

was changed from 0 to the full rated 400V line voltage. Both the starting current and 

torque were recorded during the voltage changes. The torque obtained from the simula
tions was calculated using equation 4.11, since all the slices have different values. 

The locked rotor results are shown in figure 4.13 along with the data obtained from the 

test rig. The Simulink model predictions are also presented to allow model comparisons. 
It is evident that both the simulated results deviate slightly from the measured data. From 
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Figure 4.13. Starting torque versus supply voltage for the locked rotor condition


Figure 4.14. Starting current versus supply voltage for the locked rotor condition
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the MEGA model, magnetic saturation is visible. Above a voltage of 280V, the torque 

is affected by motor-iron saturation. The starting torque at the rated motor voltage is 
around 73Nm from the MEGA model, whereas the Simulink prediction is about 67Nm for 
the same supply condition. Both simulated data is close to the test rig results, which were 

performed only for limited range of supply voltage, due to starting current limitations. 

Similar to the torque, the starting current was also investigated and the results obtained 

are shown in figure 4.14. The starting current is plotted versus supply voltage at the rated 

supply frequency of 50Hz. The MEGA model shows some current-voltage non-linearity, 
which is not visible in Simulink predictions, due to the lack of magnetic saturation and 

skin effect modelling in the Simulink. The test rig data, obtained for limited range up to 

60A, shows relatively good agreement (error < 10%) with both simulated results. For the 

rated voltage (400V) the predicted starting current for the MEGA model is 163A, whereas 
from the Simulink model 150A is obtained, resulting in 8% error. 

4.3.4 Steady state analysis 

Steady-state analysis was performed using the 2 1/2 D FEM model. The steady-state 

torque versus speed and the current versus speed characteristics were evaluated as a tran
sient problem, at constant rotor speeds. The time step was set to 0.5ms and 400 steps 
were simulated. Examples of the MEGA torque versus time plots for different operating 

speeds at the rated supply condition are shown in figure 4.15. 

Figure 4.15. Torque versus time during constant-speed time-step simulations used to de
termine steady-state torque 
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The steady-state torque versus speed characteristics were evaluated for a number of oper
ating speeds as shown in figure 4.16. The test rig results and the steady-state prediction 

from Simulink model are included along with the MEGA data. The characteristics ob
tained have slightly different shapes over the speed range, due to the different assumptions 
made in modelling. The MEGA model predicts higher starting torque (17% error) and 

lower breakdown torque (7% error). Nonetheless the difference over whole range of speed 

is less than 15Nm. However, in the linear region where the motor normally operates the 

both predicted data shows good correlation with the experimental results. The shape 

difference is likely due to the parameters used in the models, since both models used 

externally evaluated variables for internal calculations. It is thought that the MEGA 

model better predicts the motor behaviour, since saturation and skin effect are taken into 

account. However it is limited by the 2 1/2 D approximation. 

The steady-state current variations with speed were also investigated and the results ob
tained are presented in figure 4.17. As with the torque graph, the test rig and Simulink 

model data are also included on this figure. The current-speed graphs show slight shape 

differences and the MEGA model predicts a higher starting current. Although the results 
show slight differences, the linear region prediction for both the developed models agree 

well with the data obtained from the test rig. 

4.3.5 Transient analysis 

In order to evaluate the transient characteristics of the Lowara motor the time-stepping 

method was used. This requires the simulation of the rotation of the rotor, in which the 

rotor rotation is modelled as an angular movement through a couple of degrees at each 

time step using the 2 1/2 D FEM model. The transient 2 1/2 D FEM model was set up, 
with the time step set to 0.5ms and simulations were made at 500 steps, resulting in a 

total simulation time of 0.25s. 

The MEGA simulation for a free-run test was also performed. In this case, the motor 
was accelerated without load and the torque-speed characteristic obtained. The MEGA 

transient torque prediction is shown and compared with the Simulink results in figure 4.18. 
It is evident that both the developed models show similar shape patterns, although the 

peak values are different. It is thought that the differences are due to the assumptions 
made in the Simulink model and inaccuracies of the material properties in the MEGA 

model. In addition, the MEGA model is based only on a two-dimensional approximation, 
which may result in an additional error in torque predictions. 

The transient behaviour when the motor is loaded has also been investigated using the 

2 1/2 D model. In this case the load was simulated as a simple square-law characteristic 

having a 40Nm peak torque at 3000rpm. The MEGA and Simulink transient predictions 
obtained at this condition are shown in figure 4.19. In a similar way to the free-run test, 
the results differ due to the limitations associated with the modelling techniques. 
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Figure 4.16. Steady state torque versus operating speed characteristics


Figure 4.17. Steady state current versus operating speed characteristics
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Figure 4.18. Torque versus speed characteristics during free acceleration


Figure 4.19. Torque versus speed characteristics during free acceleration when the motor 
is loaded 
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4.4 Closure 

A Finite Element Model analysis was used to model an AC induction motor. Based on 

the measurements taken from a Lowara induction motor, meshes for the stator and rotor 
were created and joined together. The complete motor cross-section was configured and 

used in conjunction with the physical material properties of the motor to form a two-
dimensional model of the motor. Due to torque variations with angular displacement, 
the 2D model was found to be insufficient to simulate the complete motor. Therefore the 

2 1/2 D version was created, where four slices were joined together and configured to obtain 

an approximation to a full 3D model. 

In order to determine the external parameters required for the MEGA software, a FEM 

motor-end model was developed. This allowed the external parameters both for the locked 

rotor and the rated motor conditions to be determined. The steady-state motor character
istics were predicted using the 2 1/2 D model and the results compared with the Simulink 

predictions and experimental data. The locked rotor characteristics of the starting current 
and torque at the rated conditions were determined and the data obtained from the MEGA 

model shows acceptable correlation with the Simulink predictions and the rig results. The 

steady-state torque and current versus operating speed were also determined. Although 

the results obtained from MEGA differ slightly from the Simulink data, relatively close 

agreement was obtained in the normal operating low-slip linear region when compared 

with the experimental results. 

The transient characteristics of Lowara motor were also investigated. A free-running motor 
test was performed and the torque-speed characteristics obtained were compared with the 

Simulink predictions, showing that both characteristics show similar variation but have 

different peak values. The motor acceleration from standstill with a load connected to 

the shaft was predicted. The results were compared with the Simulink counterpart and, 
similar to the free-run test, the shapes are comparable although the amplitudes are slightly 

different. Both transient models reach the same steady state operating points, resulting 

in good agreement in the linear region. 

The steady-state and transient characteristics of both the MEGA and Simulink models 
were compared. The results differ slightly although both models provide good predictions 
for the Lowara motor behaviour in the linear region. It is difficult to say which transient 
characteristic is correct, since transient experimental validation were not undertaken, due 

to safety constraints. The MEGA model is based on the real motor geometry, but the 

materials from which the motor is made are based on assumptions and estimations. There
fore a performance error can be introduced, since the induction motor is very sensitive 

to parameter changes. Although the MEGA results can be very helpful, when proper 
motor geometry and material data is used, it is difficult to incorporate the model into 

the complete fuel test rig model. Therefore, the results are used as alternative valida
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tion approach that have been used in the complete test rig model modelling. The second 

very important shortcoming is that the MEGA model implementation and development 
is very time-consuming, requiring relatively good FEM expertise to obtain a complete set 
of motor characteristics. 
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Chapter 5 

Mathematical Models for the 

Hydraulic System Components 

This chapter covers the hydraulic modelling of the components present in the fuel test 
rig. The modelling techniques used to analyse steady-state and dynamic behaviour are 

described. Components simulations were undertaken using Matlab/Simulink general-
purpose software package and the in-house Bathfp hydraulic-pneumatic orientated soft
ware. 

5.1 Introduction 

An aircraft fuel system is a complex long-pipe system where the fuel is transferred between 

the tanks by means of transfer pumps. The aircraft fuel, like all fluids, is subject to the 

laws of mechanics. In fluid mechanics the state of fluid may be described by its density ρ, 
energy and velocity v at every point in space. Associated with these parameters are the 

following three main independent dynamical laws in continuum fluid mechanics: 

� Conservation of Momentum 

� Conservation of Energy - Bernoulli’s Equation 

� Conservation of Mass - The Equation of Continuity 
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5.1.1 Conservation of Momentum 

The Conservation of Momentum Law [54] states that the time rate of change of momentum 

of a system is equal to the sum of external forces acting on that body. 

δ� 
F = (mv) (5.1)

δt 

where the fluid velocity can be determined from the volumetric flow rate Q and cross 
sectional flow area A. 

Q 
v = (5.2)

A 

When fluid flows through a pipeline a force is exerted on it. This force, acting on the 

fluid in motion, can be split into gravity, pressure and surface stresses forces. A fluid will 
exert a normal force on any boundary it is in contact with. That force, which acts on a 

surrounding surface, is called pressure and is defined as 

δF 
p = (5.3)

δA 

In a fluid the pressure acts equally in all directions. The fluid in motion overcomes the 

internal force which can be characterised as the shear required to drag one layer of fluid 

past another a unit distance away with unit velocity in laminar flow. This surface stress 
force (shear force) τ f can be defined as the product of the dynamic viscosity coefficient µ 

and the velocity gradient v in a direction l perpendicular to the direction of flow as 

δv 
τ f = µ (5.4)

δl 

The dynamic viscosity µ is the property of a fluid describing the cohesion and interaction 

between molecules within the fluid resisting shear deformation. 

The kinematic viscosity ν is introduced to relate the viscous property of the fluid with the 

mass and is defined as the ratio of dynamic viscosity to mass density [55]. 

ν = 
µ 

(5.5)
ρ 

Kinematic viscosity is a measure of the resistive flow of a fluid under the influence of 
gravity. 

5.1.2 Conservation of Energy - Bernoulli’s Equation 

The Conservation of Energy Law [56] states that in an isolated system the total energy 

must be constant. As a consequence, energy is not permitted to enter or leave the closed 

system. In fluid mechanics the energy law is governed by the Bernoulli Equation [56]. 
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In the fluid, subjected to steady motion, the energy is defined as potential, kinetic and 

pressure energy. 

For a non-viscous, non-turbulent, perfect, incompressible fluid in steady flow, the sum 

of the mechanical energy in a fluid along a streamline is the same at all points on that 
streamline. 

v2 
+ gh + 

p 
= Constant (5.6)

2 ρ 

where v is the fluid flow velocity at a point on a streamline, g is the acceleration due to 

gravity, p is the pressure at the elevation point h, and ρ is the density of the fluid. As 
a consequence, changes in fluid velocity produce the changes in pressure and potential 
energy. Assuming that a system is stationary and there are no changes in gravitational 
forces, the total pressure within the system is constant 

1 
ρv2 + p = constant (5.7)

2

where p is the static pressure. 

5.1.3 Conservation of Mass - The Equation of Continuity 

The Conservation of Mass Law [56] states that the amount of fluid per unit time, called 

the mass flow rate, is conserved within a control volume when the fluid density is constant. 
Thus, the total mass entering the control volume is the sum of the total mass exiting the 

control volume and the mass accumulating within the volume 

dm 
ρ δA v = = constant (5.8)

dt 

To describe the mass property of the fluid within a volume, the mass density is defined as 
the mass of substance per unit volume. 

m 
ρ = (5.9)

V 

If the fluid in the system is incompressible (ρ is constant) then the volume flow rate Q 

defined as 
Q = v δA (5.10) 

For a single inlet and outlet pipe, in steady state, 

Qin = Qout (5.11) 

where the indices in and out mean input and output to the system, respectively. 
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5.1.4 Reynolds Number 

The flow in a pipeline is dependent on the flow regime. The type of flow depends upon 

the flow rate as well as the type of fluid and can be laminar, turbulent and transitional 
between the two. To determine the type of flow a non-dimensional ratio called Reynolds 
Number Re is used, where 

Re = 
(velocity, v) d 

(5.12)
(kinematic viscosity, ν) 

and is a measure of the ratio of inertial and viscous forces. Viscous stresses within a fluid 

tend to stabilise and organise the flow, whereas excessive fluid inertia tends to disrupt the 

organised flow leading to chaotic turbulent behaviour. Flow patterns can be characterised 

as 

� laminar: Re < 2300 

� turbulent: Re > 4000 

� transition: 2300 < Re < 4000 

Laminar flow refers to smooth continuous flow in which a fluid flows in parallel layers. 
Turbulent flow is a fluid regime characterised by chaotic, stochastic property changes with 

rapid variations in pressure and velocity in space and time. In the transition between the 

laminar and turbulent regimes, the flow is characterised by both regimes and it is possible 

to find sub-regions of both flow types within a given flow field. 

5.2 Pipeline mathematical models 

5.2.1 Lumped Parameter and Finite Element Distributed Pipe Models 

Hydraulic pipelines store energy which can be divided into motion (kinetic) and strain 

(elastic deformation) energy. Kinetic energy is dissipated as heat through viscous friction, 
which is lost within the system. The losses caused by the fluid motion are fluid velocity 

dependent. The velocity of fluid flowing in a pipe varies with radial and longitudinal 
position and depends on the fluid properties, the velocity of the flow, the geometry and 

the surface roughness of the pipe. 

An important factor when analysing a pipeline is fluid inertia. In a long pipe, where 

the volume can be significant, the fluid inertance can change or even determine system 

conditions. One way to analyse a fluid system is to express it in terms of its electrical 
counterpart. Since both systems have distinct behaviour similarities, it is possible to 

describe the fluid system using a direct analogy with a low-frequency electrical circuit. 
The analogy between fluid and electrical parameters is presented in table 5.1. 
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Electrical system Hydraulic system


Voltage Pressure 
Current Flow rate 
Resistance Friction 
Inductance Fluid Inertance 
Capacitance Fluid Compressibility 

Table 5.1. Hydraulic-electric systems analogy 

The hydraulic pipeline model can be expressed mathematically as 

δ

δ

p
t 
= RQ |Q| + 

� � Qout

C
− Qin 

� 
δt + L

δ

δ

Q
t 

(5.13) 

where R, L and C parameters are described in later subsections. 

Hydraulic pipelines are inherently distributed parameter elements. Since the fluid pipework 

is often complex, it is convenient to represent the system using a lumped parameter model. 
In this case, the pipeline system is represented using capacitance, resistance and inertance 

terms as shown in figure 5.1. The pressure losses introduced by additional components, 
such as fittings, elbows, bends, etc can be accounted for using an equivalent pipe length. 

Figure 5.1. Single lumped parameter pipe model 

A finite element distributed pipe model can be produced by connecting a number of lumped 

parameter elements in series as shown in figure 5.2. The higher the number of elements 
used, the closer the model becomes to its distributed parameter counterpart. 

The nodes, to which constant volume blocks are connected, are assigned names N1, N2, , Nn 

where n is the number of segments. The nodes represent energy interactions at the corre
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Figure 5.2. Pipe lumped parameter model 

sponding inlets of the real pipe element. Pressures at the nodes p1, p2, , pn are assumed to 

be equal to average pressure of the element. 

The following subsections describe the approach used to model the pipeline, which is based 

on the outline in [57]. 

5.2.2 Fluid Resistance 

When fluid flows through a pipe a pressure loss will be generated. The pressure-flow 

relationship describing the resistive characteristic of this phenomena can be expressed by 

the ideal fluid resistor relationship 

p(t) = R Q(t) Q(t) (5.14)| | 

where R is the pipework resistance. 

This resistance is usually known as pipe friction and is caused by viscous shear stresses 
within the liquid and the turbulence that occurs along the internal walls of the pipe, 
created by the roughness of the pipe material. The pressure drop due to friction in a long 

smooth pipe is a function of the average flow velocity, fluid density and viscosity, pipe 

length and diameter. 

The relationship for the frictional resistance in a pipeline can be determined using the 

Darcy-Weinsbach equation [56] which provides a measure of the head loss of the fluid as 
an equivalent resistance as shown in equation (5.15). Thus the term head loss is also used 

to express the resistance to flow. 
l v2 

h f = f (5.15)
d 2g 

where f is a friction factor described later. The pipe-head loss can also be expressed as 

h f = 
δp 

(5.16)
ρg 
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Substituting (5.16) to (5.15) allows the pipeline pressure loss to be expressed in terms of 
the pipeline dimensions and fluid properties as follows 

l v2 
δp = f ρ (5.17)

d 2 

Since the volumetric flow rate Q, in circular pipes, can be expressed in terms of the fluid 

velocity (5.2), the pressure losses can written in terms of volumetric flow rate as 

8Q2 
δp = f lρ

π2d5 (5.18) 

The friction factor and the pipeline system behaviour depends on the flow regime deter
mined by Reynolds Number. The friction factor can be determined graphically using a 

Moody diagram. Using this approach, the friction factor can be determined for different 
pipe internal roughness �/d at a particular value of Reynolds number. 

Figure 5.3. Moody diagram [58] 

An alternative method is the explicit solution of the pipe friction equations given later. 
As the friction factor is a function of Reynolds number, the solution to the pressure loss 
has to take into account the flow regime. 
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For laminar flow, the friction coefficient can be expressed [59] as 

64
f = (5.19)

Re 

The pressure loss for laminar flow can then be determined by substituting (5.19) into 

(5.17). 
The pressure loss relationship can then be expressed using system specific parameters as 

δp = 
32

d
ν

2 

lρv 
= 

128
π

ν

d
l
4 

ρQ 
(5.20) 

From (5.20) it can be concluded that in laminar flow the losses are proportional to volu
metric flow rate Q or fluid average velocity v. 

The friction factor calculation for the turbulent flow regimes is much more complicated. 
Since the hydraulic system can be analysed from different points of interest, different 
solution can be used. The commonly encountered situations in the pipeline models can 

be split between 

� determination of pressure-loss using flow input 

� determination of flow-rate using pressure inputs 

According to the nature of the problem different solution approaches have to be chosen. 

The pressure-loss related problems can be analysed using the Colebrook equation [59]. 
Using this approach the Darcy friction factor f can be calculated from 

1 �/d 2.51 
= −2.0 log 

⎛⎜⎜⎜⎜⎜ + 

⎞⎟⎟⎟⎟⎟ (5.21)� 
f 

⎝ 3.7 Re 
� 

f 
⎠ 

Due to the implicit nature of the Colebrook equation, the determination of a friction factor 
requires some iteration or a numerical solving method. 

An estimation for f can be achieved using an explicit formula known as the Haaland 

equation [59] 
1 � 

f 
= −1.8 log 

⎡⎢⎢⎢⎢⎢⎣ 
6.9 
Re 
+ 

�
�/d 
3.7 

�1.11⎤⎥⎥⎥⎥⎥⎦ (5.22) 

The solution of this formula gives an estimation which in most cases is sufficient to deter
mine the pressure loss. 

The flow-rate can be determined by knowing the dimensionless head-loss as a function of 
dimensionless velocity. 

ζ = f (Re) (5.23) 

where ζ is dimensionless head-loss and is a function of head loss h f . The complete rela
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tionship combining all mentioned functions is given by [59]


gd3h f f Re2 
ζ = = (5.24)

lν2 2 

Since the dimensionless velocity is to be found, the Colebrook interpolation given in (5.21) 
can be rewritten in term of (5.24) allowing Re to be solved. The explicit Reynolds number 
solution is given by �

�/d 1.775
�

Re = − 
�

(8ζ) log 
3.7 
+ √

ζ 
(5.25) 

Thus, the volumetric flow rate can be found directly from the Reynolds number relation
ship (5.12). 

νReπd
Q = (5.26)

4 

Both methods are used, where the appropriate technique is based on the use of model 
with flow rate or pressure as input variables. 

5.2.3 Fluid Capacitance 

The ideal fluid capacitance can be characterised as a physical element in which a fluid 

volume is a function of the pressure within the element. 

V(t) = Cp(t) (5.27) 

where C is fluid capacitance. Equation (5.27) can also be expressed as the pressure-flow 

relationship given by 

Q = C 
δp 

(5.28)
δt 

In fluid mechanics, all fluids have some degree of compressibility. The compressibility is 
a measure of the relative volume change of a fluid as a response to the pressure change 

applied to it. The relative change in fluid volume can be related to a change in pressure 

by a compresibility factor β. 
1 δV 

β = −
V δp 

(5.29) 

The compresibility is a fluid dependent characteristic and the reciprocal of compressibility 

is called bulk modulus [60]. The bulk modulus B is a measure of the fluid’s resistance 

to uniform compression and it is defined as the pressure increase needed to cause a given 

relative decrease in volume. 
B = −V 

δp 
(5.30)

δV 

To find a fluid capacitance relationship, equations (5.27) and (5.30) have to be compared. 
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Thus the fluid capacitance can be expressed as


V
C = (5.31)

B 

5.2.4 Fluid Inertance 

When a fluid flows through a pipe section the force acting on it is due to acceleration 

of the fluid. The force, distributed over the volume, corresponds to a pressure difference 

and is called an inertia force. An ideal fluid inductor can be defined by the linear relation 

between pressure and flow through the pipe [61] as given by 

δQ
δp = L (5.32)

δt 

where p is the inductor pressure, Q is the inductor volume flow-rate, and the constant 
parameter L is the fluid inductance of the fluid inductor, or fluid inertance. By considering 

the unsteady frictionless flow of an incompressible fluid in a non-accelerating pipe segment 
the fluid inertance can be defined. The visualisation of the fluid inductance concept is 
shown in figure 5.4. 

Figure 5.4. Pipe fluid inertia 

If the pipe has constant area cross-section A and the velocity v of the fluid is uniform 

across any cross section of the pipe, then every fluid particle has the same velocity v and 

hence the same acceleration dv/dt. Thus, the force F necessary to produce an acceleration 

dv/dt of the fluid mass in the pipe is given by 

δv
F = A(pin − pout) = ρAl (5.33)

δt 

Applying the flow-velocity relationship (5.10) to (5.33) it is possible to express the ideal 
fluid inductor relationship presented in (5.32) as a function of pipe diameters and fluid 
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properties. 
δQ

δpA = ρl (5.34)
δt 

Thus the fluid inductance of the flow in the pipe may be expressed as 

l
L = ρ (5.35)

A 

The derived fluid inertance relationship is satisfied only when the pipe is not being ac
celerated. If the pipe itself has an acceleration, an additional pressure difference effect 
between the inlets of the pipe segment will have to be taken into account. 

5.2.5 Fluid Minor Losses 

In addition to pipe friction losses, the fluid system has additional energy losses that occur 
due to bends, changes in cross sections, joints, couplings and others elements, called Minor 

losses. As the fluid system has to be consistent, the method used to incorporate these 

additional losses to the pipework system need to be considered. 

The Minor losses hm, defined as the head loss due to all fittings in a system [56], are given 

by 
2v

hm = K (5.36)
2g 

where K is the minor loss coefficient and is a measure of all fitting losses in the sys
tem. Substituting (5.16) into (5.36) yields the pressure losses pm caused by the fitting 

components 
2v

pm = ρK (5.37)
2 

Minor losses may be expressed in terms of an equivalent length le of straight pipe that 
would have the same head loss for the same discharge flow rate. This relationship can be 

found by equating (5.15) and (5.37) as follows; 

v2 le v2 
ρK = f ρ (5.38)

2 d 2 

This allows the K loss factor to be expressed in terms of the friction factor, length and 

diameter of the pipeline. 
leK = f (5.39)
d 

Rearranging (5.39) allows the equivalent length of the minor losses le to be determined as 

d
le = K (5.40)

f 

The main rig minor losses were measured by Boyd [31] and then converted to K loss factors 
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as presented in table 5.2. The K factors were measured at 20 �. A scaling factor should 

be applied if the temperatures differ as the fittings loss depends on fluid mass density ρ 

as presented in (5.37). 

Name 
K factor internal diameter 

[-] [mm] 

Reducing section 
Inlet line 
Couplings (stretched) 
Couplings (compressed) 
Bend 
Return line 

1.087 
3.5503 × 10−3 

0.11 
0.08 

0.2222 
0.729 

34.3 
100 
34.3 
34.3 
34.3 
34.3 

Table 5.2. K loss factors for the main rig 

5.2.6 Cavitation 

Cavitation is defined as the phenomenon of formation of vapour bubbles in a flowing liquid 

in a region where the pressure of the liquid falls below its vapour pressure [60]. Vapour 
bubbles will be released from the liquid as the consequence of the pressure reduction. In a 

long pipeline with significant friction losses a transient caused by rapid valve closure may 

cause negative pressure waves sufficient to give rise to cavitation and the appearance of 
liquid vapour. 

The pressure reduction process and its consequences can be summarised as: 

�	 p > psat In this case, in the steady state, the fluid consists only of pure liquid, 
not containing any vapour or free gas. 

�	 p ≤ psat If the local pressure reduces below the saturation pressure air starts to 

be released due to the air dissolved in the liquid. 

�	 p ≤ pvap A further drop of the local liquid pressure allows more air release within 

the fluid and after reaching the vapour pressure pvap the fluid becomes 
saturated resulting in local vapour bubbles and cavity formation. 

The following analysis is based on [57] where the gauge pressure p in bar can be expressed 

in absolute units as 
pa = p + 1;	 (5.41) 
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The air volume at the saturation pressure is given by 

V sat = CairV (5.42)air 

The volume of dissolved gas at pressure pa can be found using Henry’s law 

= V sat 
� 

pa 
�

Vdiss air (5.43)
psat 

Assuming that the free air content at saturation pressure is 1 − Vdiss/V, the actual released 

air volume at pressure p can be expressed by 

V p 
air = V sat 

air 

�
1 − 

pa 

psat 

� � 
psat 

pa 

�1/γ 

(5.44) 

where γ is the polytropic index and a value of 1 is taken for the analysis (ie. isothermal 
conditions). 

The effective bulk modulus B can be calculated from 

air airV 
= 

V − V p 

+ 
V p 

(5.45)
B Bp f γpa 

where Bp f is the effective fluid-pipework bulk modulus calculated from 

Bf
Bp f = (5.46)

Bf d 
1 + 

twE 

where Bf is the fluid bulk modulus, tw is the pipe wall thickness and E is the Young’s 
modulus of the pipe material. The time derivative of pressure p can be found using 

δp 
= B 

Qout − Qin (5.47)
δt V 

The bulk modulus of a liquid can be affected by gas or vapour content in the liquid. The 

effective bulk modulus B is reduced as absolute pressure falls to zero as illustrated in figure 

5.5. 
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Figure 5.5. Bulk modulus reduction 

5.3 Centrifugal Pump 

The two stage commercial centrifugal pump is the source of hydraulic power in the main 

test rig. The pump uses two rotating impellers to increase the pressure of the fluid. The 

pressure rise across the pump is given by (5.48) and is a function of flow rate and pump 

shaft speed. 
δp = p − ρgh (5.48) 

where p is the pump outlet pressure, ρgh is the pressure at the pump input port and is 
expressed by the hydrostatic pressure caused by the tank head, neglecting losses in the 

inlet line. 

Centrifugal pumps can be characterised in terms of a pressure-rise versus flow rate rela
tionship. Since the fluid inertia is a dominant factor in the rig and is much larger than 

the pump inertia, a model based on the pump steady-state characteristic is sufficient to 

describe the rig behaviour [31]. 

The steady-state performance of the Lowara centrifugal pump has been investigated on 

the test rig at Bath University by Boyd [31] where the pump drive supply frequency was 
change from 20 to 50Hz in steps of 2.5Hz. This corresponded to the motor’s synchronous 
speed being changed in the range of 1200-3000rpm in steps of 150rpm. The system flow 

rate, the pump pressure rise, the shaft speed and the torque were recorded and analysed 
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and the steady-state performance curves obtained at different operating conditions are 

shown in figures 5.6 and 5.7. 

From figure 5.6, it can be seen that the pattern of variation for different speeds is the 

same. Hence, the pump performance could be described as a family of similar curves. It 
was shown that all of the curves could be condensed into a single curve [31], thus allowing 

the behaviour of the pump at different operating speeds to be determined from a single 

dimensionless steady-state characteristic. 

The normalisation is performed by means of Affinity laws, which state that the flow rate 

through the pump varies in proportion to the shaft speed as in (5.49), the steady-state 

pressure varies as the square of the shaft speed (5.50) and the power-speed relationship is 
a cubic function of speed as shown in (5.51). 

�
ω2 

�
Q2 = Q1 (5.49)

ω1 

�
ω2 

�2 

p2 = p1 (5.50)
ω1 

�
ω2 

�3 

P2 = P1 (5.51)
ω1 

For a full description of the pump’s behaviour, the pressure-rise, flow rate and torque 

were reduced to non-dimensional parameters, based on the affinity laws using a pressure 

coefficient ψ, flow coefficient φ and torque coefficient τ as defined in (5.52-5.54); 

ψ = 
δp 
ω2 = 

δp 
1 
2 ρ (ωr)2 (5.52) 

φ = 
Q 
ωυ 

(5.53) 

τ = 
T 

1 
2 ρ (ωr)2 υ 

(5.54) 

where υ is the ”equivalent displacement factor” of the pump and is equal to the ratio of 
maximum possible flow rate and maximum possible speed. 

Qmax 
υ = (5.55)

ωmax 

The measured flow rate, torque and pump pressure-rise have been normalised by the 

above method and the resulting dimensionless curves describing the pump behaviour are 

presented in figures 5.8 and 5.9. 

The mathematical description of the characteristic presented in figure (5.8) is obtained 

by polynomial approximation. Two polynomial functions are used for this purpose. For 
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Figure 5.6. Lowara pump pressure flow characteristics at different supply frequencies (20
50Hz) 

Figure 5.7. Lowara pump torque hydraulic power characteristics at different supply fre
quencies (20-50Hz) 
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Figure 5.8. Pressure-rise flow dimensionless characteristic


Figure 5.9. Torque-hydraulic power dimensionless characteristic
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the low flow rates, φ ≤ φ0, to capture the dip in the characteristic a 5th order polynomial 
fitting is used and at higher flow rates, φ ≥ φ0, a 2nd order polynomial approximation is 
used. The threshold φ0 is the point at which the two approximation curves meet. The 

dimensionless pressure-flow relationship can therefore be described as in (5.56)and (5.57); 

ψ = β1φe 
5 + β2φe 

4 + β3φe 
3 + β4φe 

2 + β5φe + β6 (5.56) 

ψ = β4φ
2 
e + β5φe + β6 (5.57) 

where φe is a dummy variable given by φe = φ − φ0 and the fitting coefficients are given in 

table 5.3. 

β1 1.0835 × 107 

β2 1.1643 × 106 

β3 3.436 × 104 

β4 17.8113 
β5 −10.4845 
β6 2.1193 
φ0 0.0493 

Table 5.3. Pump pressure non-dimensional fitting coefficients 

The torque delivered by the pump can be determined by the non-dimensional curve shown 

in figure 5.9. The dimensionless torque-hydraulic power relationship is approximated by 

the linear and 5th order polynomial as given in (5.58) and (5.59), respectively. The linear 
approximation has been used in the Bathfp model, whereas the 5th order polynomial has 
been employed in the Simulink analysis. 

τ = γl1 (φψ) + γl2 (5.58) 

τ = γ1 (φψ)5 + γ2 (φψ)4 + γ3 (φψ)3 + γ4 (φψ)2 + γ5 (φψ) + γ6 (5.59) 

The polynomial approximation coefficients are given in table 5.4. 

In order to incorporate the pump model with the motor and pipeline models, the dimen
sionalisation has to be performed by the inverse relationships shown in (5.60-5.62). 

δp = ψ 

�
1 
ρ (ωr)2

� 
(5.60)

2

Q = φ (ωυ) (5.61) 
�
1 

�
T = τ ρ (ωr)2 υ (5.62)

2
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γl1 0.6355 
γl2 0.1117 

γ1 9711 
γ2 −3018 
γ3 253.09 
γ4 0.3901 
γ5 0.1263 
γ6 0.1153 

Table 5.4. Pump torque non-dimensional fitting coefficients 

The pump geometries are given in table 5.5. 

r 0.0735 m 
υ 6.0686 × 10−4 m3 

Table 5.5. Pump geometries 

5.4 Ball Valve 

The flow passing through the pipeline in the fuel system test rig is controlled by an 

electrically operated ball valve, supplied by Parker Aerospace. The ball valve consists of a 

body containing a flow control element attached to it and operated by an external power 
source. The flow control is achieved by a ball which rotates a quarter-turn allowing it to 

achieve a desired position within the internal valve housing. The rotating ball has a hole 

through one axis to connect the inlet and outlet ports within a pipeline. The full bore flow 

is achieved when the axis of the hole is aligned with the axis of the flow. Figure (5.10) 
summarises the ball valve construction. 

The objective of the ball valve model is to calculate the flow rate through the valve which 

has been modelled as two variable-orifice restrictors. Fluid passing though an orifice 

constriction will experience a pressure drop across the orifice. This change can be used to 

predict the flow rate of the fluid. The flow rate through the valve is proportional to the 

valve opening position and to the pressure differential across the valve and is determined 
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Figure 5.10. Ball valve 

according to the equation (5.63). 

�
2Δp

Q = CqAv (5.63)
ρ 

where Δp is the pressure drop across the orifice, ρ is the density the liquid, Cq is a flow 

coefficient and Av is a cross-sectional area of the orifice. 

The flow coefficient is a relative measure of its efficiency at allowing fluid flow. It is 
used to determine flow capacities, valve positioning and energy losses of the system. The 

flow coefficient can be described by the relationship between the pressure drop across an 

orifice and the corresponding flow rate. By varying the orifice coefficient the flow rate is 
controlled. Mathematically the flow coefficient can be expressed by (5.64). 

Q 
� 

ρ
Cq = (5.64)

Av 2Δp 

Values of the coefficient were determined experimentally by Roberts [30]. For various flow 

rate conditions the valve angle position was adjusted allowing the value of the coefficient 
to be predicted. Figure 5.11 summarises the discharge coefficient characteristic. 

In order to model the valve, the characteristic presented in figure (5.11) was approximated 

as a polynomial function. The actual angle-dependent value for Cq was approximated by 

means of a seventh order polynomial function [30] as equation (5.65). 

Cq (α) = vc1α
6 + vc2α

5 + vc3α
4 + vc4α

3 + vc5α
2 + vc6α + vc7 (5.65) 

where α is the valve angle in degrees. The values of the evaluated polynomial flow coeffi
cients are presented in table (5.6). 

The second variable parameter in (5.63) is the cross-sectional area of the valve. The shape 
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Figure 5.11. Ball valve flow coefficient 

Name value 

vc1 −2.192 × 107 

vc2 5.395 × 10−8 

vc3 −5.326 × 10−6 

vc4 2.648 × 10−4 

vc5 −6.452 × 10−3 

vc6 4.0456 × 10−2 

vc7 1.398 

Table 5.6. Flow coefficient polynomial coefficients 

and value of area Av is determined by the valve operating angle α and the orifice area is 
assumed to be zero when the valve is closed. In contrast, the area takes a maximum value 

equal to the pipe cross-sectional area when the ball valve is fully aligned with the pipe 

flow axis. Figure (5.12) depicts the measured cross-section area of the valve. 

110




0 10 20 30 40 50 60 70 80

0

100

200

300

400

500

600

700

800

900

1000

Valve angle [deg]

A
re

a
 [

m
m

2
]

Valve orifice area versus valve angle

CHAPTER 5. MATHEMATICAL MODELS FOR THE HYDRAULIC SYSTEM COMPONENTS 

Figure 5.12. Ball valve cross-section orifice area 

The measured cross-section area versus valve angle function was approximated by a 7th 

order polynomial function [30] presented in (5.66). 

Av (α) = va1α
6 + va2α

5 + va3α
4 + va4α

3 + va5α
2 + va6α + va7 (5.66) 

where the polynomial coefficients are given in table 5.7. 

Name value unit 

va1 

va2 

va3 

va4 

va5 

va6 

1.564 × 10−9 

−5.328 × 10−7 

7.206 × 10−5 

−5.512 × 10−3 

2.969 × 10−1 

1.085 

mm2 

mm2 

mm2 

mm2 

mm2 

mm2 

va7 0 mm2 

Table 5.7. Valve orifice area polynomial coefficients
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5.5 Closure 

In order to model and simulate the operation of the fuel system test rig a knowledge of the 

system components and fluid is required. The fuel system consists of a centrifugal pump, 
pipeline with included minor losses and a ball valve used for the flow control. Previous 
described hydraulic system components, modelled in Bathfp, have been developed and 

extended in Simulink, and are used in this thesis. 

A centrifugal pump model is outlined that was developed by Boyd [31]. The pump model is 
based on measured data and normalised dimensionless pressure-flow and hydraulic power-
torque characteristics of the pump. The curves allow the pump behaviour to be predicted 

at different operating conditions including variable-speed drive. The pump torque model 
was extended to higher order accuracy. The pump model will be connected to the induction 

motor model developed and described in chapter 3. The ball valve modelling method 

[30] based on measured data is discussed and the valve flow relationship identified. The 

measured data is used to characterise the flow coefficient and valve area as a function of 
valve angle. 

Models of the pipeline are presented and the flow pattern-dependent parameters are de
scribed. For low-value Reynolds numbers, a laminar flow pipe model is used. For turbulent 
flow, a friction model based on Halland’s equation (5.22) and a dimensionless head rela
tionship (5.24) are used. The former approach is applied to the main pipe line with flow 

input ports whereas the latter is used for the return line where the pressure is the input 
variable. 

The steady-state pressure losses associated with various rig components were considered. 
The couplings, bend and return line measured losses are expressed using K factors and 

are converted to an equivalent length of straight pipe. The resulting friction model was 
included in the inertance and the capacitance pipe models. The compressibility of the fluid 

was taken into account and presented as a function of the fluid volume and the effective 

bulk modulus. An inertia model was also developed, where the fluid inertance is expressed 

in terms of the fluid properties and the pipeline dimensions. In addition, air release in the 

pipeline was modelled using a reduced bulk modulus. 
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Chapter 6 

Model Validation 

In order to analyse the behaviour of the fuel system test rig, a number of component models 
were developed as described in chapters 3 and 5. If the model predictions show good 

agreement with measured component behaviour, then the response at different operating 

conditions can be analysed and a robust control system for the electric motor can be 

designed. 

The test rig components were modelled as individual blocks that were linked together 
to create a complete system model. A mixture of analytical and empirical models was 
used to replicate the steady state and transient behaviour of the system components. The 

model validation was conducted with respect to the overall system behaviour and for each 

component independently. Results are presented and analysed. This approach allows 
multi-purpose system use as the developed models could be easily linked to each other 
allowing complex systems to be analysed. 

This chapter covers both the electrical and hydraulic modelling of the components present 
in the fuel test rig. The modelling environments are briefly described and steady-state 

and dynamic responses of the components are analysed. 

6.1 Modelling and Simulation software 

The components and system simulations were undertaken using Matlab/Simulink-general 
purpose software package and the in-house Bathfp hydraulic-pneumatic orientated soft
ware. The models were developed in both packages to show that the fuel rig Simulink mod
els, developed by the author, can accurately approximate any Bathfp-based results, that 
are obtained using this fluid-power analysis software. Both simulation packages allow non
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linear system analysis and simulations were performed in the time domain. The predicted 

results were recorded as mat-workspaces within Simulink and as text files in Bathfp for 
post-processing operations. A variety of generic component models were created, however 
some library elements were also incorporated for both electrical and hydraulic component 
implementation. The simulation details and the specifications of the model parameters 
are described in subsequent subsections, for both the induction motor and the fuel test 
rigs respectively. 

6.1.1 Bathfp based models 

The Bathfp software was designed as a modular dynamic simulation package [57]. This 
software was originally developed for pure hydraulic and pneumatic applications and uses 
well-established fluid system analysis methods to simulate pipelines. All Bathfp compo
nents are implemented by their physical pressure and flow representation. Nonetheless, 
some control possibilities are also available. The user-defined control strategies and exter
nal models can be incorporated into the package through user-defined Fortran or C based 

subprograms. 

The developed model consists of a steady state induction motor, a centrifugal pump, a 

ball valve and higher order pipe models as presented in fig.6.1. Existing and user-defined 

libraries of electrical and hydraulic components were used for this purpose. 

Figure 6.1. Bathfp fuel test rig model 

The centrifugal pump PU72A subroutine implemented by Boyd [31] and the ball valve 

BA28 subprogram created by Roberts [30] were used. The induction motor model PM71 

was developed by the author. The pipeline were modelled by 10-element generic-type 

pipe model that included fluid inertance, pressure losses and cavitation. The pipe models 
HP13 and HP10 were employed for the main fuel line and the return line, respectively. 
The induction motor supply voltage and frequency as well as the ball valve position are 
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represented using signals to allow a variety of the test rig conditions to be simulated. The 

fuel test rig physical dimensions and the fluid properties are specified in subsection 6.1.3 

and the simulated data is validated in section 6.2. 

6.1.2 Matlab/Simulink based models 

Matlab/Simulink [62][63] is a block-orientated software package that provides a flexible 

approach to simulation. The software libraries deliver a variety of generic blocks which 

can be easily incorporated into user-defined models and sub-models allowing a diversity 

of implementation possibilities. 

The test rig used as part of the research described in this thesis was modelled in Mat-
lab/Simulink. Component models were implemented as Simulink blocks whereas the Mat-
lab m-file based scripts were used to initialise the Simulink models. This approach provides 
a flexible simulation environment. 

The complete Simulink-based fuel test rig model is depicted in figure 6.2 and its complete 

version is given in Appendix C. The component blocks were built according to the equa
tions detailed in chapters 5 and 3. The complete model includes the transient model of 
the induction motor described in the subsection 3.4, the centrifugal pump, the ball valve 

and the 2-stage pipeline models discussed in chapter 5. The input control variables such 

as the motor supply condition and valve angle are initialised and controlled through use 

of a Matlab script file. The model internal parameters and dimensions and the fluid prop
erties are depicted in subsection 6.1.3. The simulation results and validation discussion 

are covered in section 6.2 along with the hydraulic test rig data. 

Figure 6.2. Simulink fuel test rig model


The induction motor models were developed to investigate the motor behaviour during


steady-state and transient operating conditions. A number of models were created in both


Matlab and Simulink with the steady-state models implemented as Matlab m-files. The
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torque and current versus speed characteristics, the induction motor powers and internal 
parameters distribution models were analysed in this way. The transient model of the 

induction motor used in the validation was implemented in Simulink and the initialisation 

was done using a m-file script. The steady-state analysis of the induction motor were 

performed using Simulink model where m-file functions for torque and current were called 

as subroutines. The induction motor model validation results are presented and discussed 

in chapter 3. The motor electrical parameters used in the fuel rig validation are given in 

table 6.3. 

6.1.3 Fuel test rig model data 

The dimensional data for the fuel test rig are presented in table 6.1. The pipe lengths 
and diameters were measured directly from the rig. The inner diameter of the main pipe 

was set to 34.4mm and the length to 16.6m whereas the return line length was set to 4m 

with a 50mm internal diameter. The return line dimensions were averaged as this section 

of the rig is built from different pipe segments. The measured pipe wall thickness was 
set to 2.5mm. The relative roughness was estimated from tests performed by Boyd [31] 
and a value of 5.5 × 10−5 was used in simulations. The tank inlet and outlet heads were 

estimated as 0.16m and 1.38m, respectively. The fuel system models developed in both 

Name symbol value unit 

pipe length l 16.6 m 
pipe relative roughness 
return line length 

�/d 
lrl 

5.5 × 10−5 

4 
-
m 

return pipe diameter drl 0.05 m 
pipe diameter d 0.0344 m 
valve internal diameter dv 0.036 m 
tank head inlet hin 0.16 m 
tank head outlet hout 1.38 m 
pipe wall thickness tw 0.0025 m 

Table 6.1. Fuel test rig dimensions 

packages include the physical properties of water. Since a fluid additive has been added to 

the water, tests were conducted to assess the impact of the chemicals on fluid properties. 
The water density and kinematic viscosity of the fluid were measured and set to 998kg/m3 

and 1.004×10−6m2/s, respectively. The fluid bulk modulus was estimated to have a value of 
18700bar and all the fluid properties are listed in table 6.2. The detailed analysis and the 

measurement details of the hydraulic rig parameters are discussed by Boyd [31]. The pump 

model is based on the measured pump characteristics using the method developed by Boyd 
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Name symbol value unit


fluid bulk modulus Bf 8.17 × 109 Pa 
pipe Young modulus E 69 × 109 Pa 
fluid density ρ 998 kg/m3 

gravity acceleration g 9.81 m/s2 

fluid kinematic viscosity ν 1.004 × 10−6 m2/s 
fluid dynamic viscosity µ 1.002 × 10−3 kg/ms 

Table 6.2. Fuel system fluid properties 

[31]. The data fitting techniques detailed in section 5.3 were applied to measured data 

resulting in a non-dimensional pump characteristics. The obtained fitting coefficients were 

given previously in tables 5.3 and 5.4 for both the non-dimensional pressure-flow rate and 

torque-hydraulic power characteristics, respectively. Two sets of the torque coefficients 
(linear and 5th order polynomial) were used in the torque model analysis due to the 

different approaches used in the modelling, since the linear pump torque model developed 

by Boyd [31] turned out to be insufficiently accurate for the motor analysis as shown later. 
The ball valve model used in the fuel rig modelling was described earlier in section 5.4, 
where the valve fitting coefficients for both the flow coefficient and area evaluation were 

previously given in tables 5.6 and 5.7, respectively. 

The Lowara induction motor, which supplies power to the centrifugal pump, is modelled 

using the transient model described in section 3.4. The motor parameters used in simu
lation were obtained from the tests undertaken on the induction motor and are given in 

table 6.3. These were obtained at a 50Hz supply frequency and for different operating 

conditions scaling was applied. The pump inertia was estimated using CAD by Boyd [31]. 

Name symbol value unit 

Stator resistance Rs 0.776 Ω 
Stator leakage reactance Xs 1.780 Ω 
Rotor resistance Rr 0.908 Ω 
Rotor leakage reactance Xr 2.667 Ω 
Magnetizing reactance Xm 93.94 Ω 
Motor moment of inertia Jm 0.019 kgm2 

Pump moment of inertia Jl 0.02 kgm2 

Table 6.3. Induction motor parameters 

The complete set of data used for Simulink model analysis is listed in Appendix A. 
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6.2 Fuel rig validation 

A number of tests were conducted on the rig to investigate the system’s response. The 

simulation data for both Bathfp and Simulink models is given and compared with the 

measured data obtained from the test rig. 

6.2.1 Inverter and motor supply condition 

The motor drive system provides the source of mechanical power to the centrifugal pump. 
An inverter-based motor speed controller is connected to a three-phase symmetrical AC 

network through a set of circuit-breakers. The measured electrical parameters of the ac 

mains are given in table 6.4. 

Variable unit test I test II 

Line voltage RMS V 409.26 409.27 
Phase voltage RMS V 235.77 233.63 
Voltage THD % 2.86 2.54 
Voltage fundamental harmonic RMS V 235.68 233.55 
Voltage fundamental content % 99.95 99.96 
Voltage crest factor - 1.371 1.386 
Voltage form factor - 1.115 1.116 

Table 6.4. AC mains supply conditions 

The two pulse-width modulated (PWM) converters described in section 2.1.2 act as the 

source of regulated power to the motor. Since the induction motor is supplied from a 

frequency converter (also termed inverter system), the supply conditions are different 
from the mains supply conditions and influence the behaviour of the motor. Both inverter 
switching frequencies were set to 8kHz during the initial configuration of the inverters. 
The voltage per hertz control is used as the modulation strategy. 

The performance of the induction motor fed from the PWM inverters was partially deter
mined by the harmonic content of the output voltage. As the motor responds mostly to 

the fundamental harmonic, a higher harmonic content results in a lower operating voltage 

for a particular supply frequency. Variations in the supply voltage applied to the motor 
with supply frequency (or speed) settings are shown in figure 6.3 for both inverters. 

The figure includes the RMS voltage measurements, the fundamental component and the 

total output voltage for the full range of investigated frequencies. It can be seen that 
reducing the supply frequency reduces the Volts per Hertz ratio and consequently lowers 
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Figure 6.3. Variation in motor voltage with frequency for different inverter conditions 

the motor torque production capability. The Moeller inverter seems to better utilise the 

input power, resulting in an improved motor performance. 

The total harmonic and fundamental output voltage levels, expressed as a percentage of 
the RMS output voltage, are depicted in figure 6.4. It is noticeable that the presented 

graphs show an inverse relationship between the total harmonic and fundamental voltage 

levels. Hence, the higher the motor supply frequency (and hence fundamental) the lower 
the voltage distortion. At low supply frequencies the fundamental voltage level falls below 

50%. The fundamental voltage level obtained using the Moeller inverter is approximately 

5% higher than that obtained using the Hydrovar over the entire frequency range. 

The inverter’s output voltage total harmonic distortion (THD) defined in equation 6.1 is 
given in figure 6.5. �

Uh
2
2 + Uh

2
3 + . . . 

T HDU = (6.1)
Uh1 

To illustrate the relationship between the voltage THD and the voltage fundamental har
monic, the THD is shown as a second scaled plot. It can be seen that the PWM modulation 

techniques introduce a large harmonic distortion varying between 50 and 240 % and the 

content is inversely proportional to the frequency supplied to the motor. The superiority 

of the Moeller inverter over the Hydrovar can again be seen from this figure. 
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Figure 6.4. Inverters’ harmonic content


Figure 6.5. Voltage harmonic content and harmonic distortion under V/f operation
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Figure 6.6. Voltage crest and form factors under V/f operation 

Two power quality factors were chosen to assess the power quality of both inverters. 

URMSf f = (6.2)
Uavg 

���Upeak
���

c f = (6.3)
URMS 

A voltage form factor and a crest factor, defined in equations 6.2 and 6.3 respectively, were 

recorded at different supply frequency conditions as shown in figure 6.6. The voltage crest 
factor and the form factor show similar trends during the tests with the values decreasing 

as the supply frequency is increased. The crest factor has a value of 3.5 at low supply 

frequencies and 1.2 at the maximum frequency. The form factor varies from 2.8 to 1.25 as 
the frequency was increased from 15 to 50Hz. 

To complete the motor supply analysis, the efficiency of both inverters was analysed. For 
the same switching frequency and the same modulation technique, the Moeller inverter 
gives better input power utilisation. This can be seen when comparing the output voltages 
at the same supply frequency. The inverters’ harmonic content, the total harmonic dis
tortion and the power factor results further confirm the Moeller superiority. However, the 

better supply conditions provided by the Moeller inverter were produced at the expense 

of higher radio frequency interference (RFI) noise. The power quality and efficiency of 
the two inverters were linked with the faster switching device utilisation in the internal 
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bridge configuration. The faster switching could be the cause of the higher RFI noise as 
stronger ringing effects arise during shorter switching state transitions where current is 
bypassed through freewheel diodes creating a resonance between stray capacitances and 

inductances. 

6.2.2 Motor and pump characteristics 

The electrical motor and pump characteristics were measured and compared with those 

obtained from the models. A range of electrical supply conditions was applied to the motor 
resulting in a family of characteristics. Additionally, the hydraulic system conditions were 

changed by means of the ball valve and as a consequence the pump and motor operating 

points were changed while the data was recorded. 

The pump pressure versus flow rate characteristics measured at different supply frequency 

conditions were compared with the simulation results in figure 6.7. This figure presents a 

family of characteristics for 30, 40 and 50Hz for both the tested inverters. The ball valve 

opening was varied to change the system flow rate and the bypass was used to allow the 

system flow rate to be investigated over a wide range of operating conditions. 

Figure 6.7. Pump pressure-rise flow characteristics 
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The small horizontal gaps in the pressure-rise versus flow rate characteristics, as seen on 

the plots, resulted from a lack of flow regulation when the bypass line was introduced. It 
was not possible to obtain the missing part of the pressure-flow rate characteristics even 

when the combined, the ball valve and the bypass, flow rate regulation was introduced. 
The small differences in the pump performance, when the motor was supplied from both 

the inverters, exist as a consequence of the shaft speed variations. The supply voltage 

applied to the motor input terminals was varied as shown in figure 6.3 resulting in different 
motor operating speeds. However, the characteristics exhibit similar trends. Because the 

pump maximum outlet pressure is a function of the shaft speed, the Moeller inverter 
characteristics are slightly shifted upwards as a consequence of higher speed for the same 

supply frequency. The simulation results show good agreement (5% error) for all the 

investigated cases. The complete pump behaviour analysis is described in the Boyd thesis 
[31]. 

The behaviour of the induction motor used as the source of mechanical power for the 

centrifugal pump has also been investigated. The recorded torque-speed characteristics 
are depicted in figure 6.8 for 30, 40 and 50Hz, respectively. 

The figure includes the recorded motor torque characteristics together with the simulation 

results using both inverters. Different curve slopes can be seen as a consequence of the 

different supply conditions. The higher the supply frequency the steeper the recorded 

characteristic. This is due to the induction motor being very sensitive to the supply 

voltage changes as pointed out in the supply subsection 6.2.1. The simulated data show 

good correlation with the experimental results although it was necessary to adjust the 

model input voltage in order to minimise the errors due to the fact that the motor model 
was supplied from sinewave, compared to a distorted voltage on the rig. At the lower 
supply frequencies the simulated data deviates slightly from the test rig results due to the 

induction motor performance being modelled based on the motor parameters measured at 
50Hz and a correction factor applied at the different supply conditions. 

The induction motor current versus operating speed was also investigated. The current-
speed relationship was changed by means of the load torque, the same as in the motor 
torque case. The measured and predicted characteristics are depicted in figure 6.9. A dis
tinct difference between the measured and predicted results is clearly visible, especially at 
lower frequencies. This is due to model inaccuracies. The resistance changes caused mostly 

by temperature changes were not modelled as it was impossible to measure the motor in
ternal conditions during a test. In addition the lack of modelling of motor non-linearities, 
such as magnetic saturation, air-gap non-sinusoidal flux distribution and skewing of the 

rotor bars, is also likely to have an effect on the results. Although some errors exist, the 

general fit between the simulated and measured data can be seen to be relatively good 

with error less than 10%. 
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Figure 6.8. Induction motor torque versus speed characteristics


Figure 6.9. Induction motor current versus speed characteristics 
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6.3 Hydraulic system characteristics 

The behaviour of the fuel rig was tested at different operating conditions. To analyse 

the system’s steady-state response and transient behaviour, two parameters were varied. 
Because the pump performance is speed-dependent, the supply frequency to the induction 

motor was adjusted to control the pump shaft speed. The supply frequency was changed 

from 30 to 50Hz in 10Hz steps to investigate the system responses to sudden flow rate 

changes and the influence of fluid inertance at different shaft speeds. 

The ball valve was used to introduce a disturbance into the system to change the flow rate. 
The valve operating time was the second variable parameter used to observe the dynamics 
of the system. To investigate the system response, two different modes of valve operation 

were used. User-defined closure and opening profiles were created and supplied to the 

electrically-controlled valve through a specialised controller using 0.5s and 1s operation 

profiles for both valve opening and closure. Each operation profile was used to investigate 

both steady-state and transient behaviour. The valve closure starts at 2s after the profile 

is started. The steady-state condition lasts 2s for a one second operation profile and 2.5s 
for a half second profile. The opening of the valve commences at 7s and is fully open at 
7.5s or 8s depending on the profile. 

To avoid unwanted and undesirable measurements, a data offsetting/compensation tech
nique was applied to the pressure signals. At the time of the acquisition initialisation, the 

data from all channels was read and the channels’ offset evaluated. During normal oper
ation the offsets were subtracted from the test rig readings. In this way the steady-state 

rig sensor errors were removed. 

The data obtained from the valve tests are presented in figures 6.10-6.15 for both 1s 
and 0.5s valve ramp times and both steady-state and transient behaviour are shown. To 

validate the system model, the simulated data is presented along with the rig results. To 

limit the number of figures only the 50Hz motor supply frequency case is shown as the 

transient responses exhibit similar trends and only the steady-state levels were found to 

change depending on the pump operating conditions. The steady-state responses for all 
recorded frequencies are given in tables 6.6 and 6.5, representing the cases where the valve 

was fully open and fully closed, respectively. 

The data presented in all of the figures show some time-shift differences. The time offset 
between the rig and the simulation data is caused by the fact that the valve is controlled by 

a separate Ethernet-connected PC and a communication delay occurs. The communication 

time was found to be variable, and a time shift of up to 0.1s can be visible in the figures 
6.10-6.15 for both valve operation profiles. The differences between the simulated and 

measured data are in most cases very small, showing very good fitting trend between the 

measured and predicted results. 
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The variation in pump pressure as the valve is closed and opened at the two different 
ramp times is shown in figure 6.10. When the valve is fully closed there is no flow and the 

pump pressure rises to its maximum value of approximately 6bar. For the fully-open valve 

case, the steady-state pressure oscillates around the 5.4bar level. There are some visible 

pressure variations caused by the system itself. It is though that pressure harmonics caused 

by the pump dual-stage impeller pumping characteristic are present in in the waveform. 
In addition, any shaft misalignment between the pump and the motor could result in an 

additional cogging torque which was possibly translated into an additional pressure ripple. 
The transient bump visible on both Simulink and Bathfp pressure plots is thought to be 

due to the system natural resonance caused by the inertance term. 

When the valve is closed cavitation occurs resulting in large pressure spikes as shown 

in figure 6.13. Consequently a water hammer effect was created with a pressure wave 

travelling back and forth between the pump and the valve, affecting the fuel test rig 

behaviour. This travelling wave effect is amplified by the valve mounting arrangement, due 

to the valve being able to move. Furthermore, the Gamah couplings can allow movement of 
the pipework. Although the cavitation water hammer effect phenomenon was not included 

in the models the predicted results show similar trends to the measured data. 

The variation in system flow rate versus time when the ball valve is open and closed is 
shown in figure 6.11. The steady-state behaviour is clearly defined and a flow of around 

570 L/min is established when the valve is fully open. There is no flow when the valve 

is fully closed. The measured transient behaviour is characterised by the flow transition 

from maximum to zero flow conditions and by flow spikes that are visible just after the 

valve has closed. The latter phenomenon has arisen as a result of the cavitation water 
hammer effect in the return line and represents a negative flow as vapour column collapses. 
Only positive spikes are visible in the figure due to the way in which the flow readings 
are obtained. Although the turbine flow meter is able to measure positive and negative 

flow rates, a Hall-effect transducer attached to the flow sensor only provides an absolute 

frequency measurement. Thus a negative flow rate was measured as a positive value. This 
effect can be clearly seen on the flow-rate related graphs. During a 0.5s valve operation 

profile, the spikes have higher magnitudes due to the onset of severe cavitation. The peak 

flow rate reaches 325 L/min whereas during the one second closure spikes up to 120 L/min 

are visible. The simulated data do not show any spikes as the cavitation is modelled only 

as a pressure reduction. 
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Figure 6.10. Pump downstream pressure under valve operation
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Figure 6.11. System flow rate under valve operation
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The pressure at the upstream side of the ball valve is shown in figure 6.12. Due to the 

fast valve closure, a pressure surge was created and after a settling time the pressure 

returns to its steady-state value. During the no-flow condition, the steady state pressure 

rises to a maximum of 5.94bar. The visible oscillation on the simulated data following 

valve closure is caused by a numerical oscillation due to the low value of damping present. 
At the maximum flow condition the valve upstream pressure is around 0.43bar and due 

to the pressure losses at the valve (about 0.2 bar) and the pressure losses in the return 

pipeline. The decaying oscillation in the valve upstream pressure during valve closure is 
clearly visible. These oscillations are due to the cavitation water hammer effect mentioned 

previously. 

The transient behaviour was mainly determined by the valve operation time. For a 1s 
valve closing time, the pressure upstream of the valve (fig. 6.12) peaked to 9bar whereas 
at the fast 0.5s closing the peak pressure increased to 14bar. Hence, it is possible that the 

resulting pressure peak could damage the system if the valve is closed too fast. The agree
ment between the modelled and measured results seems to have good correlation, when 

the relatively simple models used for the pump and the valve were taken into account. The 

ball valve was represented by an algebraic equation without an inertance term, while the 

pump inertia was expressed by a simple state variable model which was used to represent 
the pump transient behaviour. It was shown [31][30] that the pipework inertance is the 

dominant term for the system inertance, having a value of 1.84×107 kg/m4, compared with 

the pump term of 1.35×105 kg/m4 and the valve which varies between (5.4−13)×105 kg/m4 

depending on valve angle. 

The valve downstream pressure is presented in figure 6.13 where the steady-state pressure 

responses show good fit with the simulated results. The return line pressure losses are 

around 0.2bar. The transient caused by the fast valve operation is clearly visible for both 

the valve closure and opening profiles, respectively. The 0.5s valve closure led to the on-set 
of more severe cavitation compared to the one second operation. The pressure spikes (up 

to 35bar) seen in the lower plot were limited on the figure to 10bar since the cavitation 

analysis was not the prime focus of the validation. 
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Figure 6.12. Valve upstream pressure under valve operation
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Figure 6.13. Valve downstream pressure under valve operation
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Observing the transient data from the rig, the valve downstream pressure falls to below 

absolute zero pressure (fig.6.13). It is unlikely that such a condition would occur in reality 

and there are a number reasons why it occurred. The pressure sensors mounted on the rig 

were set to measure the gauge pressure with respect to the tank head. The transducers 
fitted downstream of the ball valve were calibrated for a pressure range of 35bar, and 

therefore at low value signals error could result and electrical noise could dominate the 

measured signals. The sensor offsetting technique is responsible for the pressure shift of 
around 0.1bar, since the stationary hydrostatic pressure was also eliminated in this way, 
causing the pressure signals to fall below absolute zero by this value. During cavitation, 
the fluid hammer phenomenon could affect the pressure transducer reading as more strain 

occurred at the time of water hammer propagation. Additionally, the transducer drift 
could have a small effect on the data reading. However the main source of error is likely 

to be due to the electrical noise since noise spikes could be significant compared to the 

low level of a pressure signal. 

The motor torque versus time characteristics are depicted in figure 6.14. The steady-state 

torque produced by the motor is the same as the sum of pump torque demand and motor 
losses. A torque of 28.5Nm is required at the maximum flow condition falling to 18.5Nm 

when the valve is closed. The torque ripples are due to using the transducer at the bottom 

of its measurement range and the effect of electrical noise. The transducer has a 130Nm 

measurement range with 0.25% measurement accuracy error. 

The model and the rig data results seem to have good correlation. However, some error 
can be seen as the load torque is a function of the pump pressure and system flow. The 

fact that the pump torque model is based on fitting equations to the measured data is 
the main source of inaccuracies in the simulated torque predictions. The pump measured 

characteristic of torque versus hydraulic power was approximated by polynomial functions. 
The recorded data is shown in figure 5.9 and is slightly scattered so the fitting results have 

small errors for different operating points. The Simulink torque versus hydraulic power 
model was implemented as a 5th order polynomial function. The Bathfp model is based 

only on a linear fit to the experimental torque-hydraulic power data and thus could lead 

to worse result accuracy. The differences in the data approximation are noticeable and the 

Bathfp simulated torque has a consistent 0.6Nm error compared to the Simulink model 
predictions and rig data. Furthermore, the transducer offsetting has introduced some 

additional measurement error. 

The pump shaft speed data is shown in figure 6.15. Because the torque and speed are 

coupled, the speed changes as a result of the pump torque fluctuations. Thus the torque 

errors were propagated into the speed characteristics and vice verse. A dynamic motor 
model was used in the Simulink simulations and a steady-state model was used in Bathfp. 
The transient differences are visible with the Bathfp predictions responding quicker than 

the Simulink and rig data, especially when the motor speed is reduced . 
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Figure 6.14. Shaft torque under valve operation
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Figure 6.15. Shaft speed under valve operation


134




CHAPTER 6. MODEL VALIDATION 

A series of tests were conducted on the fuel test rig and the data obtained were compared 

with model predictions, showing good general fit between them. To avoid the need for a 

large number of graph plots, the data is presented in tabular form. The simulation data 

and the results from the test rig is divided into two tables. Table 6.6 indicates the steady 

state readings for the case when the ball valve was fully open whereas the closed-valve 

operating conditions are shown in table 6.5. The transient data readings were omitted 

from the tables as the transient trends are the same for different supply conditions as 
previously discussed (figures 6.10-6.15). To show the deviations between the simulated 

and the measured data, the error was calculated and presented in both tables. Since the 

data simulated in both Simulink and Bathfp is consistent, the error calculation presented 

in tables 6.5 and 6.6 is based on the test rig results and the Simulink predictions. 

The tabular data was averaged over the time when the steady state conditions occur. 
The results are presented in a way such that each supply frequency is separated. Good 

data agreement can be seen for all the investigated variables. The calculated errors were 

expressed as a percentage value and are typically in the range of 0 − 1%, although errors 
outside of this band are also present. When the valve is closed, no flow occurs and the 

flow rate and the valve downstream pressure have both been set to zero. 

Both models show consistent results although small differences can be seen for the pressure 

upstream and downstream of the ball valve. The cause of this is that Bathfp uses direct 
iterative methods (eqn. 5.21) for a friction coefficient calculation whereas the Simulink 

model is based on an indirect approximation (eqn. 5.22). Slightly larger errors can be seen 

when the torque and speed are analysed. The sources of these errors can be explained 

by the fact that the motor was supplied from a PWM inverter with a significant level of 
harmonic distortion whereas in the models sinusoidal supply conditions were applied. An 

additional source of error could be introduced by changes in motor parameters, as the 

induction motor responses are very sensitive to the motor parameter fluctuations. The 

motor parameters were evaluated at the 50Hz supply frequency and later were adjusted 

for different supply conditions if required. 

The accuracy and measurement ranges of the transducers are presented in appendix B. 
When the measurements are undertaken at signal levels typically below 10% of the trans
ducer full scale range, the transducer accuracy errors can be significant compared to the 

measured data and the percentage errors will increase. A source of error has also been 

introduced by the zero-off-setting technique. In the case when a channel’s offset changed 

the data correction method is used to compensate for the resulting error. Care must be 

taken when real time analysis or feedback operation is to be conducted as it can affect 
control techniques. 

135 



CHAPTER 6. MODEL VALIDATION 

Supply frequency Q PPdown PVdown PVup T N 

[Hz] [L/min] [Bar] [Bar] [Bar] [Nm] [rev/min] 

50 

40 

30 

rig 
Simulink 
Bathfp 

error [%] 

rig 
Simulink 
Bathfp 

error [%] 

rig 
Simulink 
Bathfp 

error [%] 

0.00 
0.00 
0.00 

− 

0.00 
0.00 
0.00 

− 

0.00 
0.00 
0.00 

− 

5.932 
5.964 
5.968 

0.538 

3.712 
3.787 
3.782 

0.169 

2.103 
2.115 
2.121 

0.570 

0.00 
0.00 
0.00 

− 

0.00 
0.00 
0.00 

− 

0.00 
0.00 
0.00 

− 

5.936 
5.964 
5.968 

0.771 

3.744 
3.814 
3.782 

0.579 

2.084 
2.094 
2.119 

0.486 

18.09 
18.37 
18.36 

1.193 

12.07 
11.82 
12.85 

2.075 

6.914 
6.842 
6.865 

1.049 

2971.4 
2971.6 
2970.1 

0.019 

2366.6 
2364.8 
2363.4 

0.074 

1769.2 
1769.7 
1768.1 

0.024 

Table 6.5. Rig validation for closed valve operation


Supply frequency Q PPdown PVdown PVup T N 

[Hz] [L/min] [Bar] [Bar] [Bar] [Nm] [rev/min] 

50 

rig 
Simulink 
Bathfp 

569.9 
567.8 
569.8 

5.388 
5.403 
5.407 

0.256 
0.259 
0.176 

0.436 
0.484 
0.404 

29.13 
29.26 
29.27 

2947.5 
2945.6 
2945.6 

error [%] 0.372 0.266 1.216 11.208 0.842 0.057 

40 

rig 
Simulink 
Bathfp 

446.9 
445.6 
447.1 

3.401 
3.420 
3.427 

0.158 
0.163 
0.116 

0.279 
0.302 
0.256 

18.65 
18.61 
18.59 

2341.7 
2340.3 
2340.2 

error [%] 0.305 0.574 3.136 8.247 0.233 0.060 

30 

rig 
Simulink 
Bathfp 

326.3 
328.6 
327.9 

1.896 
1.909 
1.920 

0.088 
0.089 
0.070 

0.152 
0.165 
0.145 

10.50 
10.53 
10.53 

1745.3 
1746.2 
1746.0 

error [%] 0.705 0.685 1.394 8.445 0.421 0.051 

Table 6.6. Rig validation for open valve operation
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6.3.1 Model comparison 

The fuel rig system simulations were carried out using the Matlab/Simulink and Bathfp 

simulation packages. Data from the two packages were compared and validated against 
the fuel rig results. It was shown that the simulation data from both models seem to 

have good correlation when compared to each other, although some differences exist due 

to model inaccuracies and limitations. 

The pipe friction factor evaluation was based on different estimation techniques in both 

models. The data from Bathfp employs the Colebrook iterative algorithm presented in 

equation (5.21) whereas the Simulink model uses the direct Halland-method approxima
tion presented in (5.22). Although, the explicit Colebrook method was expected to give 

more accurate predictions, the Halland method gave satisfactory results. The second dif
ference in the modelling approach was the load torque calculation. While the models 
were both based on test rig measurements, different fitting techniques were applied. A 

linear approximation of the pump torque characteristic was used in Bathfp and a 5th or
der polynomial was employed in Simulink. Consequently the Simulink model gave better 
accuracy. 

Although the hydraulic components are better represented in the hydraulic-orientated 

Bathfp package, the control and the electrical component modelling are more easily im
plemented in the Simulink software. Thus the steady-state induction motor model was 
used in the former model and the transient model of the induction machine was imple
mented in the latter, resulting in small behaviour differences and showing a Simulink 

model advantage. 

Although different numerical integration techniques were used for solving the differential 
equations, a stiff integration algorithm was employed in both models. In both cases a 

numerical artificial natural frequency with low damping occurred resulting in ripples and 

oscillations in pipeline models. The Bathfp model used a standard inertial pipe model 
with 10 elements whereas in Simulink only 2 stages were employed. The impact of the 

number of stages was investigated and it is considered that the Simulink implementation is 
sufficiently accurate. The higher number of pipe elements resulted in a significant slowing 

of simulation result computation and the Simulink model solving time was approximately 

10 times faster than the Bathfp. 

The Simulink rig model was created specially for the project by the author. The main 

goal of the model comparisons was to show results consistency as the Simulink is a general 
purpose software package whereas the Bathfp is hydraulic-pneumatic orientated software. 
The simulated results and validation data show that the Simulink-based hydraulic model 
gives satisfactory accuracy and system response. Having proven and validated the model, 
the research can be extended to include different control strategies for the electric motor. 
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6.4 Closure 

In order to simulate the behaviour of the fuel test rig a hydraulic system model was devel
oped. The model comprises of a tank, a centrifugal pump driven by a motor drive system, 
a long section of pipeline containing various bends and couplings, a motor driven ball 
valve and a return line. The complete model was developed in two simulation packages, 
Bathfp and Simulink, which were used to simulate performance during both steady-state 

and dynamic operations. The models were tested for a number of different supply con
ditions and under two developed valve operation profiles. It was shown that the system 

and component models were capable of predicting the rig performance over a variety of 
operating conditions despite a number of simplifying approximations made taken during 

modelling. 

The models developed in two different modelling packages were compared. The differences 
between the simulation packages results were identified. It is clear that the results obtained 

from the models developed in both packages compare well in general and are in close 

agreement with the test-rig data. The Simulink model was chosen for further test-rig 

simulations due to the convenience of model implementation and modifications as well as 
due to the faster solution computation time. 
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Chapter 7 

Open and Closed Loop Control of 

the Motor Drive System 

7.1 Linear Model of Fuel Test Rig 

The fuel test rig is a non-linear system with many independent variables. In order to 

analyse this system using well establish linear modelling techniques, the non-linear system 

was linearised over a restricted operating range. An approximate linear model of the 

system was used to determine system frequency responses and time constants. Control 
of the pump outlet pressure was then investigated using a linear PI closed loop control 
technique with to the motor drive system. 

7.1.1 Linearisation technique 

The Small Perturbation Technique can be used to linearise continuous non-linearities for 
small changes around an operating point. This approach is based on the expansion of 
the non-linear model using the Taylor series about the operating points, neglecting higher 
order terms [64]. 

A non-linear function defined in terms of n variables can be linearised using Taylor series 
[65], where the higher order terms are neglected as follows 

n

f (x1 + Δx1 . . . xn + Δxn) = f 
�
x10 . . . xn0 

� 
+ 

� ∂ f (xi)
����� Δxi (7.1) 

i=1 
∂xi xi=xi0 

139




CHAPTER 7. OPEN AND CLOSED LOOP CONTROL OF THE MOTOR DRIVE SYSTEM 

The linearised equation in proximity of the operating points can be then expressed as 

n

f (x1 + Δx1 . . . xn + Δxn) = c0 + 
� 

ciΔxi (7.2) 
i=1 

where cn is the normalised coefficient for each independent variable. 

7.1.2 Ball valve model 

The flow through a ball valve can be expressed in terms of the flow coefficient Cq, the area 

Av and the pressure drop Δp across the valve as follows 

�
2Δp

Q = Cq(α)Av(α) (7.3)
ρ 

Since the flow coefficient and the valve active area are nonlinear functions of the valve 

angle as shown in section 5.4, the valve angle α is the independent variable used in the 

linearisation. 

Applying the linearisation technique to equation (7.3) yields a linear approximation of the 

valve flow valid around an equilibrium point Q0 and is given by 

Q (Δp, α) = v0 + v1 (α − α0) + v2 (Δp − Δp0) (7.4) 

where the linearised coefficients are calculated from 

�
2Δp0 v0 = Q (Δp0, α0) = Cq (α0) Av (α0) (7.5)
ρ 

∂Q 
�

2Δp0 ∂Cq(α)
������

∂Av(α)
v1 = 

∂α 

�����
Δp0,α0 

= 
ρ 

⎛⎜⎜⎜⎜⎜⎝ ∂α α0 

Av(α0) + 
∂α 

�����
α0 

Cq(α0) 

⎞⎟⎟⎟⎟⎟⎠ (7.6) 

∂Q 
�����

� 
1 

v2 = 
∂p Δp0,α0 

= Cq(α0)Av(α0) 
2ρΔp0 

(7.7) 

where the valve angle dependent variables are as follows 

Cq (α) = vc1α
6 + vc2α

5 + vc3α
4 + vc4α

3 + vc5α
2 + vc6α + vc7 (7.8) 

Av (α) = va1α
6 + va2α

5 + va3α
4 + va4α

3 + va5α
2 + va6α + va7 (7.9) 

∂Cq(α) 
= 6vc1α

5 + 5vc2α
4 + 4vc3α

3 + 3vc4α
2 + 2vc5α + vc6 (7.10)

∂α 

∂Av(α) 
= 6va1α

5 + 5va2α
4 + 4va3α

3 + 3va4α
2 + 2va5α + va6 (7.11)

∂α 

The value of the valve coefficients have been presented previously in tables 5.6 and 5.7.
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Thus the valve linear model in the s-domain can described by a simple gain term. 

The pressure loss Δp across the valve is the pressure difference between the supply line 

outlet pressure pv and the return line pressure prl 

Δp = pv − prl (7.12) 

where pv and prl are described in the following subsections. 

7.1.3 Pipeline model 

It was shown in section 5.2 that the pipe behaviour can be described by the following set 
of non-linear equations that include the compressibility, resistance and inertia of the fluid, 

dp 
Q − Qv = C 

dt 
(7.13) 

dQ 
p − pv = L

dt 
+ RQ |Q| (7.14) 

where the pipe inertance L and the capacitance C can be found from 

l
L = ρ (7.15)

A 
V

C = (7.16)
B 

The pipe resistance R depends on the flow regime and is governed by the pressure-flow 

relationship given in � 
8 f lρ 8Kρ 

�
δp = + Q Q (7.17)

π2d5 π2d4 | | 

The fluid resistance R can be then calculated from 

8ρ
R = 

π2d5
( f l + Kd) (7.18) 

where the friction factor f depends on the flow regime, and is characterised by the complex 

non-linear relationship described previously in section 5.2. 

Since the pipe resistance is described by a non-linear relationship, this has to be linearised 

for use in the linear analysis. 

The linear set of pipe equations are then as follows 

Q − Qv = C
dp 

(7.19)
dt 

p − pv = L
dQ 
+ rp (Q − Q0) (7.20)

dt 
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where the linearised resistance coefficient rp is calculated from 

rp = 
∂

∂

(δ
Q
p)

�����
Q0 

= 2R |Q0| (7.21) 

7.1.4 Return pipeline model 

The pressure loss across the return pipeline fitted between the ball valve and the tank, prl, 
is represented in the model by a non-linear function of the flow in terms of loss factor as 

prl = KrlQ Q (7.22)| | 

where the K factor Krl was found experimentally and a value of 0.729 is used in the model. 

The linearised equation describing the return line pressure loss is as follows 

prl = r0 + r1 (Q − Q0) (7.23) 

where the linearisation coefficients are calculated from 

r0 = KrlQ2
0 (7.24) 

r1 = 
∂

∂

p
Q
rl ����
�

Q0 

= 2KrlQ0 (7.25) 

7.1.5 Centrifugal pump model 

The mathematical model of the centrifugal pump employed in the rig is based on the 

measured non-dimensional pressure-flow characteristic previously presented in figure 5.8, 
which can be approximated by a square function as 

ψ = pd1φ
2 + pd2φ + pd3 (7.26) 

where the coefficients were experimentally determined by Boyd [31] and are presented in 

table 7.1. 

pd1 
pd2 

−73.659 
0.6569 

pd3 2.2476 
γl1 0.6355 
γl2 0.1117 

Table 7.1. Pump fitting coefficients used in linear model 
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Using the Affinity laws and the pressure and flow non-dimensionalised equations given 

in section 5.3 the pump pressure-flow pump characteristics as a function of speed ω was 
determined as 

p (ω, Q) = 
2
ρ

v
r2

2 

�
pd1Q2 + pd2vQω + pd3v2ω2

� 
(7.27) 

This non-linear equation can be approximated by a linear function as follows 

p (ω, Q) = p0 + p1 (ω − ω0) + p2 (Q − Q0) (7.28) 

where the linear proportionality coefficients are calculated from 

p0 = p (ω0, Q0) = 
ρr2 �

pd1Q0
2 + pd2vQ0ω0 + pd3v2ω2

0

� 
(7.29)

2v2 

p1 = 
∂p (ω, Q)

����� = 
ρr2 �

2pd3v2ω0 + pd2vQ0
� 

(7.30)
∂ω Q0,w0 2v2 

2∂p (ω, Q)
�����

ρr
p2 = 

∂Q Q0,w0 

= 
2v2 (2pd1Q0 + pd2vω0) (7.31) 

The pump torque model is based on the measured hydraulic power-torque characteristic. 
The torque model was obtained in a similar way as the pump pressure-flow characteristic 

using the Affinity laws and the torque non-dimensionalised equation (5.62) and is given 

by 

Tl = γl1 
Qp 
+ 

1 
γl2ρvω2r2 (7.32)

ω 2

where γl1 and γl2 coefficients are listed in the table 7.1. The torque equation is a non-linear 
function of the pump pressure rise, the system flow rate and the shaft speed and therefore 

has to be linearised. 

The pump torque can be approximated by the following linear relationship 

Tl (Q, ω, p) = l0 + l1 (Q − Q0) + l2 (ω − ω0) + l3 (p − p0) (7.33) 

where the linearisation coefficients are calculated from 

l0 = γl1 
Q0 p0 

+ 
1 
γl2ρvω2

0r2 (7.34)
ω0 2

l1 = γl1 
p0 (7.35)
ω0 

l2 = −γl1 
Q
ω

0
2 

p0 
+ γl2ρvr2ω0 (7.36) 

0 
Q0l3 = γl1 (7.37)
ω0 
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7.1.6 Motor drive system model 

The steady state induction motor model described in section 3.3 was used in the linear 
analysis because it was assumed that the motor mechanical constant (0.019s) is larger than 

the rotor constant (0.0085s). In addition, the inverter protection features mainly determine 

the motor drive system time response and the resulting signal ramping time (time constant 
of 0.1s) was likely to be significantly larger than either the rotor or mechanical response 

times. 

An induction machine in the steady-state operates in the linear region where the slip s is 
kept at a minimum value (typically s < 5%). Therefore it was also assumed that the rotor 
resistance term Rr/s is significant compared to the other motor impedance terms shown 

in equation 3.26. Ignoring smaller terms of motor impedance, the steady-state torque 

characteristic of an induction motor can be approximated by 

3V2 3V2(ωs − ωr)Te ≈ 
(Rr/s)ωs 

≈ 
Rrω

2 
s 

(7.38) 

It can be seen that the motor torque is a function of the supply voltage V, the supply 

angular frequency ωs and the motor operating speed ωr. 

The induction motor employed in the fuel rig is driven by a PWM inverter under the 

Volt per Hertz control strategy. The V/f proportionality coefficient kΨ which determines 
the relationship between the output voltage and supply frequency fe, or supply angular 
frequency ωs, is defined as 

V 2πV
kΨ = = (7.39)

fe ωs 

Substituting (7.39) into (7.38) yields the steady-state induction motor torque approxi
mation as a function of the motor synchronous speed and the rotor operating speed as 
follows 

Ψ ΨTe ≈ 
2
3 
π 

k2 

R
f

r

es ≈ 
4
3 
π2 

k2 (ω
R
s

r 

− ωr) 
(7.40) 

For small changes around the operating speed, the torque relationship can be expressed 

as a linear function of the synchronous and rotor speeds using 

Te (ωs, ωr) = m0 + m1 
�
ωs − ωs0 

� 
+ m2 

�
ωr − ωr0 

� 
(7.41) 
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where the proportionality coefficients are calculated from 

k2 
Ψ

�
ωs0 − ωr0 

� 

Rr 
= Te 

�
ωr0 , ωs0 

� 
= 

3 
(7.42)
m0 4π2 

k2 

∂ωr ωr0 ,ωs0
4π2 Rr 

Ψ∂Te 3

(7.43)
m1 == 

∂Te k2 
Ψ 

Rr 

3

(7.44)
m2 = −

4π2 =

∂ωs ωr0 ,ωs0 

The PWM inverter is the source of power to the induction motor. The inverter is con
trolled by an analogue input signal within a range of 0-10V. This highly nonlinear system 

determines the motor time response due to protection features which slow down the in
verter response. Owing to the relatively fast response of the inverter, it was assumed that 
a first-order lag model would approximate the inverter dynamics adequately. The transfer 
function used to describe the inverter is a function of 

KiI(s) = (7.45)
ti s + 1 

the inverter gain Ki and the inverter dominant time constant ti, which was determined by 

the maximum ramp time of the analogue input control signal. The s is Laplace-domain 

operator. 

7.1.7 Linear model of the fuel test rig 

Based on the linear component models determined in the previous sub-sections, a linear 
model of the complete fuel test rig was developed in Simulink. The aim of the linear 
analysis was to determine the system transfer function, from which the system gains and 

time constants could be determined. The system diagram of the linear fuel test rig is 
presented in figure 7.1. The inputs to the system are the inverter analogue control signal 
and the ball valve position control signal and the model output is the pump outlet pressure. 
The linear model analysis is based on the physical properties of the component models 
listed in table 7.2. 

In order to validate the fuel test rig linear model, the model was linearised about the 

operating points given in table 7.3 and the results compared with the non-linear fuel test rig 

model described in chapter 6. Unit step control signals were applied to the inputs, each at 
a separate time and the change in pump output pressure determined. The results obtained 

are shown in figure 7.2. As can be seen from the figure the linear model predictions seem 

to be in good agreement with its nonlinear counterpart despite the assumptions made 

during the model linearisation. 

145 



CHAPTER 7. OPEN AND CLOSED LOOP CONTROL OF THE MOTOR DRIVE SYSTEM 

Figure 7.1. Linear model of the fuel test rig 
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Parameter symbol unit value


Inverter gain Ki - 31.41 
Inverter time constant ti s 0.1 
Inverter V/f constant kΨ V/Hz 8 
Rotor resistance Rr Ω 0.909 
Motor Inertia Jm kgm2 0.019 
Load Inertia Jl kgm2 0.020 
Pump impeller radius r m 0.0735 
Water density ρ kg/m3 998 
Pump volume displacement υ m3 6.0686 × 10−4 

Pipe length l m 16.6 
Pipe relative roughness �/d - 5.5 × 10−5 

Pipe diameter d m 0.0344 
Fluid bulk modulus Bf Pa 8.17 × 109 

Minor losses K factor K - 1.7 
Return line K factor Krl - 0.729 

Table 7.2. Fuel test rig coefficients and variables used during linearisation 

f0 50 Hz 
N0 2944 rpm 
Q0 568 L/min 
α0 0 deg 

Table 7.3. Operating points used for the model linearisation to validate the model 

The transfer function of this system was determined from the linear model developed for 
the fuel test rig. Since there are two inputs to the system and one output, the transfer 
function can be expressed in the form of 

Pp(s) = Pmp(s) + Pvp(s) (7.46) 

where Pmp(s) and Pvp(s) are the transfer functions defined between the inverter, the valve 

inputs and the pump output pressure, respectively. 
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Figure 7.2. Comparison of linear and non-linear fuel rig model responses 

The Simulink control system toolbox was used for the transfer function determination. 
By applying the appropriate linear analysis tool to the developed linear model at different 
operating points, both transfer functions were determined as follows 

Kmp 
Pmp(s) = 

(s + pm1) (s + pm2) 
(7.47) 

Kvp (s + zv)
Pvp(s) = 

(s + pv1) (s + pv2) (s + pv3) 
(7.48) 

where Kmp and Kvp are the steady state (DC) gains and p and z are the poles and the zero 

of the transfer functions, respectively. The values for the poles and the zero are dependent 
on the system operating conditions. 
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Transfer function modelling approach was used to determine the system responses for 
different supply and valve angle operating conditions. Frequency response analysis was 
performed on each of the developed transfer functions and a dominant time constant and 

a DC gain were determined for each case considered. The data obtained is presented in 

tables 7.4 and 7.5 for the inverter-pump and valve-pump transfer functions, respectively. 

From both tables it is clear that the system response exhibits similar trends, depending 

upon the operating conditions. The inverter-input dominant time constant is independent 
of the supply frequency and valve angle changes, whereas the valve-input dominant time 

constant increases when the supply condition decreases. The valve angle changes also affect 
the system time response, because the dominant time constant increases when the ball 
valve closes, reaching a maximum value when the valve is fully closed. The inverter-pump 

transfer-function steady state gain is fairly constant during valve angle changes but reduces 
slightly when the supply frequency is reduced. The DC gains obtained for the valve-pump 

transfer functions also exhibit a similar pattern. The steady-state gain increases when the 

motor supply frequency is reduced, however, and during valve operation the gain shows 
some variation with valve angle. It has its maximum value at 0◦, which decreases when 

valve angle is increased up to 45◦, when it reaches a minimum. The value then increases 
at larger value angles. 

The families of Bode plots developed for the transfer functions at different supply con
ditions are presented in figures 7.3 and 7.4 for the inverter-pump and the valve-pump 

transfer functions, respectively. Since both families of the transfer functions exhibit simi
lar frequency response patterns, only changes in the motor supply frequency obtained at 
a 0◦ valve angle are shown on the figures. 

As can be seen from figure 7.3, the inverter-pump frequency characteristics can be modelled 

as two first-order lags. It is evident that the system time response is determined by a 

dominant time constant, which is due to the inverter. The valve-pump transfer function 

frequency responses (7.4) can also be described by a two first order lag model, although 

mathematically this system is expected to have three poles as indicated in equation 7.48. 
However, one pole is cancelled by the zero resulting in the response shown in figure 7.4. 
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Figure 7.3. Bode plot of inverter-input transfer functions at 0◦ valve angle linearisation 
point 

Supply Valve angle [deg] 

Hz 0 30 45 60 

50 

40 

30 

20 

Gain [dB] 
Time constant [s] 

Gain [dB] 
Time constant [s] 

Gain [dB] 
Time constant [s] 

Gain [dB] 
Time constant [s] 

1.328 
0.1 

−0.597 
0.1 

−3.076 
0.1 

−6.523 
0.1 

1.308 
0.1 

−0.563 
0.1 

−3.005 
0.1 

−6.4745 
0.1 

1.275 
0.1 

−0.584 
0.1 

−3.020 
0.1 

−6.4961 
0.1 

1.236 
0.1 

−0.605 
0.1 

−3.0416 
0.1 

−6.5225 
0.1 

Table 7.4. Inverter-input transfer function dominant time constants and the DC gains 

150 



10
−2

10
−1

10
0

10
1

10
2

10
3

10
4

10
5

−220

−200

−180

−160

−140

−120

−100

−80

−60
M

a
g

n
it
u

d
e

 [
d

B
]

Frequency [Hz]

Valve input open loop magnitude response

10
−2

10
−1

10
0

10
1

10
2

10
3

10
4

10
5

0

20

40

60

80

100

120

140

160

180

P
h

a
se

 [
d

e
g

]

Frequency [Hz]

valve input open loop phase response

 

 
50Hz
40Hz
30Hz
20Hz

20Hz

20Hz

50Hz

50Hz

CHAPTER 7. OPEN AND CLOSED LOOP CONTROL OF THE MOTOR DRIVE SYSTEM 

Figure 7.4. Bode plot of valve-input transfer functions at 0◦ valve angle linearisation point 

Supply Valve angle [deg] 

Hz 0 30 45 60 

50 

40 

30 

20 

Gain [dB] 
Time constant [s] 

Gain [dB] 
Time constant [s] 

Gain [dB] 
Time constant [s] 

Gain [dB] 
Time constant [s] 

−67.089 
0.156 

−70.867 
0.192 

−76.31 
0.251 

−82.24 
0.364 

−26.38 
0.185 

−30.748 
0.226 

−36.402 
0.293 

−44.003 
0.425 

−24.352 
0.260 

−28.84 
0.314 

−32.549 
0.406 

−40.493 
0.582 

−33.232 
0.505 

−37.96 
0.611 

−43.922 
0.779 

−52.258 
1.095 

Table 7.5. Valve-input transfer function dominant time constants and the DC gains 
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7.2 Closed Loop Control of the Induction Motor 

The prime aim of this section of the thesis is to maintain a constant pump outlet pressure 

irrespective of the pump speed and valve position. It is likely that the fuel rig behaviour 
is determined mainly by the inverter operation. Nonetheless, the system is also dependent 
to some extent on the position of the ball valve. In this study, changes in the valve angle 

control are considered to be an external disturbance to the pump controller. The control of 
the pump output pressure was implemented using an analogue control card and a pressure 

transducer connected to an external Labview-based controller. 

Open-loop system responses were determined for standard control inputs including step, 
ramp and sinusoidal control signals. The disturbance, due to the valve operation, was 
introduced into the system during constant level and sine control. During sudden valve 

closure the pump pressure increased to a maximum. 

The open-loop characteristics of the system were recorded and are shown in figure 7.5 

with the non-linear simulation results. As can be seen from the figure, some noise is 
superimposed on the experimental results. From the step-input response it is evident that 
a pressure overshoot is present in the system during sudden changes. However during 

slower control signal changes (ramp and sine signals) the pump outlet pressure responses 
follow the pressure reference signal. The pump pressure change during valve closure was 
also recorded, where the reference signal was maintained at a constant level of 5bar. 
Similar valve closures, as a disturbance to the system, were implemented when a sinusoidal 
reference signal was applied to the inverter controller. Although the simulation data show 

less oscillations, the overall agreement between the measured and predicted results are 

generally good. A small steady state error exists between the experimental and predicted 

results when a constant-level reference signal is applied to the inverter controller. 

The closed loop control of the pump output pressure was also implemented using the 

analogue control card. A Proportional plus Integral (PI) controller was used for this 
purpose. The main requirement for the controller was that the system must be capable of 
meeting the specified steady-state and dynamic characteristics whilst providing adequate 

stability margins. The schematic diagram of the proposed control technique is shown in 

figure 7.6. 

Based on the linear rig model discussed in section 7.1, the transfer function was determined 

and used in the controller design. The optimum PI controller gain values were found based 

on the well-established 5% overshoot tuning method from the linear simulation model. 
Once the PI controller was tuned, the non-linear rig model validated in chapter 6 was 
used for the pump pressure control simulation. In the actual non-linear model the PI gain 

values were slightly changed, because of non-linearities that were not accounted for in the 

model. A values of 5 and 6 were used for the proportional and the integral gains. 
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Figure 7.5. Open loop responses for various motor input demands 
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Figure 7.6. Closed loop control diagram 

On the actual test rig it was impossible to use the PI controller settings obtained from 

the simulations as these gave unacceptable responses. The pump pressure overshoot was 
too large and not within the specified limit, resulting in a large controller error causing 

the inverter protection to be triggered. The reason for this is thought to be due to a 

hidden gain in the controller that was not accounted for in the model. Due to the control 
and acquisition system complexity, it was impossible to determine this gain and as a 

consequence differences between the simulation and actual controller gains are present. 
As significant ripples were superimposed on the measured pump outlet pressure, a 20Hz 

low-pass filter (LPF) was introduced into the feedback line, adding an additional delay. 
The simulated and actual PI controller gains are listed in table 7.6, indicating a ’hidden 

gain’ setting of around 8. 

Gain Test rig Model 

KP 0.6 5 
KI 0.7 6 

Table 7.6. Analogue PI controller gains used in the model and the test rig 

To evaluate the performance of the designed PI controller, the closed-loop responses were 

simulated using the full non-linear model and compared with the experimental results. 
The results are compared in figures 7.7 - 7.11. Each figure includes the pressure and 

the speed responses. The results were obtained following the introduction of change in 

demand pressure. 

The closed loop 1bar step responses are presented in figure 7.7. The step-up and step-
down control signals were implemented to show the system behaviour during positive and 

negative step changes, when the ball valve was fully open. It can be seen from this figure, 
that the pump output pressure follows the control signal with good accuracy, although 

pressure overshoots are present in both investigated cases. It is evident that the predicted 
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Figure 7.7. Closed loop responses for step demand at the inverter input when the valve is 
fully open 
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system response is well-damped. The test rig speed responses show also good fit with the 

simulated results (error < 5%). 

The closed loop system responses for a unit-ramp input are given in figure 7.8. Similar 
to the step responses, a 1bar ramp-down and ramp-up were investigated. From the figure 

it is evident that the pump pressure follows the reference signal with good accuracy and, 
due to the fact that the system is well damped, the dynamic response is very good. The 

simulated results shown good agreement with the rig data for both the pressure and the 

speed responses. 

The controller behaviour during sudden valve closure at two different reference levels of 
3bar and 5bar is shown in figure 7.9. In addition, the valve signal profile is shown on 

the figure to give an indication of the valve angle. During valve closure, the pump outlet 
pressure was prevented from rising to its maximum level shown in figure 7.5, due to the 

controller reducing the pump speed as shown by the speed response included in figure 

7.9. In this way the pump pressure is maintained at the required reference level. Again 

the simulation results predict the rig behaviour with error less than 5% compared to the 

experimental data. 

The pump outlet pressure response to a sine reference signal with closed loop control is 
shown in figure 7.10. The left graph shows how the pressure follows a 0.5Hz sine control 
signal and the right graph shows the same sine reference signal when the valve was closed 

as indicated on figure 7.10. It is evident that the controller is capable of maintaining 

the pump outlet pressure at the reference signal even though a disturbance is present 
in the system. During valve closure, when the disturbance is entered into the system, 
the controller reduces the motor speed as shown on the speed responses. The simulation 

results show good agreement (less than 5% error) with the rig data. 

To show the limitation of the controller, higher frequency sine reference signals were ap
plied. The controller was tested using 1Hz and 2Hz control signals as shown in figure 

7.11. During the 1Hz input signal the controller is at the boundary of accurate control 
performance, and a small steady-state pressure error is present. The 2Hz case shows that 
the controller is unable to maintain the pump output pressure at the reference signal. 
Although the system is stable, a steady-state pressure error exists with some phase shift. 
It can be seen from figure 7.11, that the model is unable to accurately predict the rig 

behaviour at this frequency. However achieving fast acting control is not main objective 

of this project. The model was shown to relatively accurately predict the rig behaviour 
with sufficient accuracy at frequencies below 2Hz. 
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Figure 7.8. Closed loop responses for ramp demand at the inverter input when the valve 
is fully open 
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Figure 7.9. Closed loop responses during valve operation 
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Figure 7.10. Closed loop responses for sine demand at speed controller and during valve 
operation 
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Figure 7.11. Closed loop responses for sine demand at speed controller when the valve is 
fully open 
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7.3	 Open Loop Valve and Pump Simultaneous 

Control 

During sudden valve closure, significant pressure transients can be generated in the system, 
especially in the case when the pipeline is long. A second important problem is the flow 

overshoot during valve closure. Flow overshoot is defined as the fluid volume passed by 

the ball valve during valve closure. Clearly, the overshoot will be small when the closure 

is rapid, but this will accompanied by a significant pressure surge. 

In order to deal with the complex interaction between pressure surge and flow overshoot, a 

suitable control strategy was investigated as part of the Active Valve and Pump technology 

project. An optimised-time control strategy is presented in another thesis dealing with 

the valve control [30]. This approach is extended here to include the simultaneous control 
of the valve. The schematic layout of the pump and valve control is shown in figure 7.12. 

Figure 7.12. Open-loop instantaneous control of pump and valve strategy - diagram 

The proposed control strategy uses a master controller which in turn generates control 
signals for both the pump and the valve controllers. The pump controller can operate in 

the motor operation mode which maintains the pressure at the set reference point thus 
eliminating the pressure disturbances in the system. The second mode is termed valve 

mode where the pump speed is reduced to decrease the flow in the system with a view to 

reducing the surge pressure during subsequent sudden valve operations. 
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In the valve mode the pump speed is maintained at the reference point until valve closure 

is about to begin. During the valve closure, the pump speed is reduced using a ramp 

profile where the start time and speed of pump operation depends on a chosen profile. 
Several different pump profiles were implemented as shown in figure 7.13. A ramp control 
signal was chosen as the demand control signal, due to the ease of implementation and 

potential system shock reduction present during step and exponential time-constant-based 

changes. 

Figure 7.13. Open-loop instantaneous control of pump and valve strategy - results of pres
sure surge reduction 
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Figure 7.13 includes four different pump control profiles combined with valve closing and 

opening. In addition, sudden valve closure at a pump constant speed ’no-pump’ is given to 

show the benefits of the proposed control strategy. The speed reduction level was chosen 

based on the pump operation time and the inverter safety requirements. A value of 0.5s 
was chosen as the fastest time for the reducing the pump speed, during which the speed 

could be reduced by a factor of two-thirds. Therefore, during the simultaneous pump and 

valve control tests, the speed was reduced from its maximum level of 3000rpm to 1000rpm. 
The closure/opening time of the ball valve was set to 1s. 

The ’pump1x’ profile is based on the same pump and valve operating and starting and 

finishing times. The profile ’pump2x’ represents the operation where the pump and valve 

start at the same time but the pump speed reduction time is two times faster compared 

to the valve closing time. It is evident that the faster speed reduction gives a lower surge 

pressure falling(from 9bar to about 3bar) compared to ’pump1x’ (from 9bar to about 5bar), 
due to the fact that for half of the valve closure profile the pump speed is at its minimum 

setting with the pump operating at a reduced flow rate. In order to further minimise 

the transient system conditions, delayed pump profiles were created. The pump double-
speed profile, based on the system dominant time constant delay, is shown as ’pump2x 05s 
delay’. Here the pump speed reduction is introduced at about a half second before valve 

closure begins. In this case the valve starts to closed when the pump is operating at its 
minimum speed setting. Although the characteristic pressure surge bump is still visible 

its magnitude is now reduced to about 2.5bar. The two second delay profile ’pump2x 2s 
delay’ has also been implemented to investigate the benefits to be gained from a longer 
delay. It is evident that the longer delay does not introduce a further reduction of the 

pressure surge. The speed behaviour using different pump operating profiles is shown in 

the lower part of figure 7.13. It is evident that the developed model predicts accurately 

the test rig behaviour using the proposed control strategy . 

The predicted flow overshoot for all the investigated closure profiles is depicted in figure 

7.14. Two graph are shown where the upper indicates the flow overshoot calculated with 

respect to the valve operation time, whereas the lower graph shows the flow overshoot 
related to the pump operation time. The valve flow overshoot is always referenced to the 

valve operation time (1s) while the pump operation time varies and depends upon the 

pump start time as can be seen from figure 7.14. 

Looking at the flow overshoot with respect to the valve operating time, a minimum value 

is obtained for the profile using a 2s delay. This reduces the overshoot volume from 6.5L 

to 2.5L, with an overall operation time of 3s. Looking at the overshoot with respect to 

the start of the pump operation, the same profile generates a maximum flow overshoot of 
12L, approximately two-times higher that the original value. The best results are obtained 

using a 0.5s delay profile. Although the pump volume overshoot is slightly higher than 

the original, the valve overshoot volume is reduced by 50% and the operating time is also 
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Figure 7.14. Open-loop instantaneous control of pump and valve strategy - results of flow 
volume overshoot reduction 

reduced by a factor of 2 (1.5s). If no-delay is used, the ’pump2x’ profile is recommended 

since in both cases the overshoot volume is reduced. In general, the longer the pump delay 

the higher the flow overshoot will be generated with respect to the pump operation and 

the lower the valve overshoot with respect to the valve operating time. 
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The summarised results of the proposed control technique are given is table 7.7. Consider
ing both pressure reduction and flow volume overshoot, the best results are achieved when 

the pump speed is reduced two times faster than the valve closure time. The further pres
sure surge reduction is obtained when the profile with the system maximum time constant 
delay (’pump2x 05s delay’) is applied but it requires extra time (maximum system time 

constant) which extends the complete operating time. As a result, the corresponding flow 

volume overshoot with respect to the complete operating time is increased. Additional 
tests with longer delays were undertaken (e.g ’pump2x 2s delay’ profile) but the results 
obtained do not show the improvement of the pressure surge reduction. 

Profile unit no-pump pump1x pump2x pump2x pump2x 
0.5s delay 2s delay 

Operation time s 1 1 1 1.5 3 

Pressure value bar 8.7 4.4 2.6 2.4 2.3 
Pressure reduction % - 49.4 70.1 72.4 73.5 

Valve volume overshoot L 6.35 5.55 5 3.15 2.27 
Pump volume overshoot L 6.3 5.56 5 7.25 12.1 

Table 7.7. Pressure surge and flow volume overshoot reduction - summary 

7.4 Closure 

In order to identify the fuel system behaviour in terms of well-established linear analysis 
techniques, a linear model was developed for the fuel test rig. The linearised responses 
obtained were then compared with the full non-linear model behaviour and the results show 

good agreement when the pressure curves are compared. The system was described by 

transfer functions and the frequency responses obtained were presented on Bode diagrams. 
The system was linearised at different operating conditions and is characterised by a 

dominant time constant and DC gain for each considered case. 

The open-loop responses of the system were investigated experimentally including unit-
step, unit-ramp, valve disturbance and sinusoidal signals. The closed-loop control of the 

pump outlet pressure was implemented using an analogue PI controller. This study 

demonstrated that the PI control system can achieve acceptable tracking performance 

and anti-disturbance rejection for the pump outlet pressure control. Acceptable controller 
performance is achieved up to 1Hz. Moreover, the resulting pressure overshoots using the 
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PI control are small during sudden system changes as shown by the step responses. From 

the simulation results it was found that the model can predict the fuel rig behaviour dur
ing both open-loop and closed-loop control. Therefore, the model can be used to design a 

more efficient and robust controller for the pump outlet pressure. However, it is necessary 

to improve the model if control signals faster than 2Hz are to be applied since the model 
is limited to this bandwidth. 

The simultaneous control of the ball valve and the pump strategy to minimise the pressure 

surge and reduce flow volume overshoot is presented. A number of valve-pump control 
profiles are proposed. It is evident that the proposed strategy can significantly reduce 

the pressure surge and minimise the flow overshoot in the fuel rig. It was concluded that 
if the pump speed reduction time is half of the valve operation time the best results are 

achieved. 
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Chapter 8 

Digital Controller for the 

Induction Motor Drive System 

8.1 Introduction 

Recent developments in power electronics and microelectronics allow modern control tech
niques to be used in electric motor and motion control systems. The use of digital signal 
processors (DSP) has permitted the implementation of fast, efficient and accurate control 
techniques for induction motor drive systems in real time. In addition, these embedded 

systems can be readily reprogrammed for different configurations and applications, adding 

a degree of flexibility that cannot be achieved using analogue counterparts. 

The behaviour of the analogue PI controller presented in chapter 7 can be affected by 

system changes. Furthermore, it is difficult to optimise the controller performance due 

to system parameter uncertainty and non-linearities. A real-time digital controller for 
controlling the fuel pump outlet pressure is presented in this chapter. Different control 
techniques are investigated and compared in a closed-loop configuration for the pump out
let pressure control, including a discrete PID controller with gain scheduling, an adaptive 

real-time PID controller and a fuzzy-logic-based digital controller. 

The controller design and implementation presented in this chapter is limited to a simula
tion study only, since it was not possible to undertake the controller performance validation 

due to hardware problems encountered during the testing. It had been intended to use 

the DSP-based embedded controller (TMS320C6713 DSK) for the real-time control strat
egy development. However, due to a hardware failure, the real-time testing was stopped 

and the real-time control implementation was postponed and assigned to future work. 
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A major part of the software for the embedded controller had already been created in 

the C-programing language for the investigated controllers prior to the problem with the 

implementation and this is included in appendix D. The success obtained for the im
plementation of the analogue PI controller presented in chapter 7, where the simulation 

results were successfully validated using the experimental data, gives confidence that the 

findings obtained from the simulation study presented in this chapter could be successfully 

implemented on the fuel test rig. 

Figure 8.1. Digital controller 

The block diagram of the overall digital control system is shown in figure 8.1. The system 

operates in continuous mode with a digital controller. The input signals to the controller 
are discretised using a 8kHz sampling frequency, resulting in 0.125ms time intervals be
tween samples. As seen on the diagram, the input to the digital controller is the discrete 

reference signal r(z) and the digitally filtered system output y(z). The discrete controller 
C(z) determines the control signal for the inverter input to the fuel system test rig (plant 
G(s)). A disturbance to the system d(s) can be applied using the ball valve. The pressure 

sensor, described as H(s), included in the feedback to the controller, has been modelled as 
a first order lag having unity gain and a sensor time constant of 5ms. 

8.1.1 Digital filter 

In order to eliminate electrical noise and any other undesired high frequency interferences, 
the pressure feedback signal is filtered. A finite response filter (FIR) has been designed 

and implemented to suppress the undesired components and noise. A 256 point kernel, 
h, having a 10Hz cutoff frequency was designed using the Matlab filter design toolbox 

(FDATool) and its transfer function described in the z-domain can be expressed as follows 

256

F(z) = 
� 

h(i)z−i (8.1) 
i=1 
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The filter was designed using the Windowed-Sinc method using a Hamming window. The 

resulting filter impulse response and its frequency response characteristics are presented 

in figure 8.2. 

Figure 8.2. 10Hz low-pass digital filter characteristics 

The filter has been implemented in the time domain using the following convolution equa
tion 

256

y(n) = 
� 

h(i)x(n − i) (8.2) 
i=1 

where x(n), h(n) and y(n) are the input signal, the filter impulse response and the output 
signal, respectively. This low-pass filter was used for filtering the feedback pressure signal. 
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8.2 Discrete PID controller 

A conventional discrete Proportional-Integral-Derivative (PID) controller has been de
signed to control the pump outlet pressure. The classical parallel PID structure was 
chosen instead of the feed-forward control strategy used in the analogue PI controller pre
sented in chapter 7. A discrete PID controller can be implemented in the z-domain using 

a transfer function in the following form [66] 

C(z) = Kp + Ki
T z + 1 

+ Kd
z − 1 

(8.3)
2 z − 1 Tz 

where T is the sampling time and Kp, Ki and Kd are the proportional, integral and deriva
tive gains, respectively. 

To improve the controller performance and to limit the nonlinear effects of the inverter 
saturation present during sudden reference changes or system disturbances, an integral 
anti-windup strategy has been incorporated into the controller. The implemented anti-
windup technique is based on back-calculation. During saturation, the integral term in the 

controller is re-computed, setting the controller output slightly over the saturation limit 
and as a consequence the inverter control signal can react rapidly to the control error 
changes [67]. The rate at which the controller output is reset is governed by the feedback 

gain coefficient Kb. The inverse of the back calculation coefficient Kb, which determines 
how quickly the integral is reset, called the tracking time constant Tt, has been calculated 

as a function of the integral and derivative gains as follows [67] 

1 
� 

KiKb = = (8.4)
Tt Kd 

The block diagram of the discrete PID controller with the anti-windup system is depicted 

in figure 8.3. The extra feedback path is created for the anti-windup to reset the integrator 
dynamically. During saturation limits the control error signal is generated and fed to the 

integrator input through the back calculation gain Kb, otherwise the PID controller works 
in the normal mode [68]. 

The controller was tuned using the Matlab PID tuning toolbox and the gains set to obtain 

a 5% overshoot. Due to the fuel rig system non-linearities, the system gains and the time 

response variations at different operating conditions, shown in section 7.1.7, were used to 

determine the PID gains at different operating points. The gains obtained are shown in 

figure 8.4. 

The discrete PID controller was tuned for the system condition at a given operating point 
where the gains have adapted to the dynamic properties of the fuel test rig. If the fuel sys
tem conditions vary, the control system stability is reduced or the responses becomes more 

sluggish and the gains of the controller have to be re-set to obtain optimum performance. 
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Figure 8.3. Discrete PID controller 

The gains obtained at different operating conditions can be approximated/interpolated 

[69], thus allowing a systems’s performance to be improved over a range of operating 

conditions. The use of a PID controller incorporating scheduled gains improves both the 

stability and the time responses of the system. The values of gains over a range of oper
ating conditions were approximated by interpolating discrete data using a linear function 

and the results are shown in figure 8.4 along with the discrete tuned gain values. 

8.2.1 IIR based PID controller 

The discrete PID controller was implemented using the Infinite Impulse Response (IIR) 
filter. The controller equation given in (8.3) can be rewritten as the IIR filter transfer 
function expressed in the z-domain as [70] 

a0 + a1z−1 + a2z−2 
C(z) = (8.5)

1 − z−1 

where the numerator coefficients can be found from the following 

a0 = Kp + 
KiT 

2 
+ 

Kd 

T 
(8.6) 

a1 = −Kp + 
KiT 

2 
− 

2Kd 

T 
(8.7) 

a2 = 
Kd 

T 
(8.8) 

It is clear from equation (8.5) that the PID controller has one fixed pole and two flexible


zeros. The IIR filter implementation of the discrete PID controller does not suffer from
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Figure 8.4. Discrete PID controller gains 

integral windup, since it does not make use of a sum of the errors to generate the integral 
action. Even if the control signal is constrained, only the three last samples are taken for 
the controller output calculation. 

By taking the inverse z-transformation of equation (8.5), the difference equation is obtained 

resulting in a real-time IIR algorithm [71] for the discrete PID controller, which is easy to 

implement in an embedded system. Equation (8.5) can be expressed as 

M (z) Y (z)
D (z) = D (z) (8.9)

M (z) X (z) 

where X(z) and Y(z) are the input and output of the controller, respectively and M(z) is a 

dummy transfer function. 
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Performing the inverse Z-transform on the following terms 

Y (z) = 
�
a0 + a1z−1 + a2z−2

� 
M (z) (8.10) 

X (z) = 
�
1 − z−1

� 
M (z) (8.11) 

the real time discrete PID controller difference equations can be obtained as follows 

y (n) = a0m(n) + a1m(n − 1) + a2m(n − 2) (8.12) 

m (n) = x(n) + m(n − 1) (8.13) 

8.3 Adaptive PID controller 

Some parameters of the fuel test rig are expected to change with time, but the exact nature 

of the change is not predictable. Therefore, the standard PID controller with fixed gains 
does not consistently regulate the system’s dynamic behaviour. A method of changing the 

PID gains is required such that the gains can adapt to meet the requirements of the test 
rig. The adaptive PID controller can be used for this purpose. Using this control strategy, 
the gains of an adaptive controller are adjusted to compensate for changes in input signal, 
output signal, or the system parameters. In this way, an adaptive system can learn the 

signal characteristics and track slow changes. 

The adaptive PID controller was designed and implemented in Matlab/Simulink using 

the adaptive control strategy shown in figure 8.5. The adaptive control scheme can be 

considered as a two stage controller. The first part is a real time IIR PID controller, which 

calculates the controller output for given a control error e1 using initial or updated PID 

parameters. The adaptation stage follows the PID operation and the controller gains are 

updated based on the control error and the performance error e2. This process continues 
until the error e2 approaches zero. 

Figure 8.5. Adaptive PID controller 

173 



CHAPTER 8. DIGITAL CONTROLLER FOR THE INDUCTION MOTOR DRIVE SYSTEM 

In order to optimise the controller behaviour the performance function e2(z) is determined 

as the difference between the reference signal r(z) and the adaptive controller output u(z) 

[72], ie 

e2(z) = r(z) − u(z) (8.14) 

The mean squared error function E[e2(z)] is used to minimise e2(z) with respect to the con
troller parameters and to adjust the controller coefficient, where E represents the expected 

value. 

A quadratic objective function Jo was created based on the minimum value of the E 

function with respect to the controller parameters [72], 

Jo (a0, a1, a2) = 
1
2 

(E[e2(z)])2 = 
1
2 

� 
r(z) − 

�
a0 + a

1
1z
−
−1 

z−
+ 
1 

a2z−2 � 
e1(z)

�2 

(8.15) 

The first derivative (gradient) of the mean squared error function is used to find the 

minimum of the Jo function with respect to the controller coefficients [71], 

∂ Jo 
� 

1 
� �

a0 + a1z−1 + a2z−2 � � 1 
� 

2 
∂a0 
= −2r(z)

1 − z−1 e1(z) + 2
1 − z−1 1 − z−1 e1(z) (8.16) 

∂ Jo 
� 

z−1 � �
a0 + a1z−1 + a2z−2 � � z−1 � 

2 
∂a1 
= −2r(z)

1 − z−1 e1(z) + 2
1 − z−1 1 − z−1 e1(z) (8.17) 

∂ Jo 
� 

z−2 � �
a0 + a1z−1 + a2z−2 � � z−2 � 

2 
∂a2 
= −2r(z)

1 − z−1 e1(z) + 2
1 − z−1 1 − z−1 e1(z) (8.18) 

The above first-order approximations indicate that the gradient is basically the product of 
the reference signal r and the control error signal e1. Better convergence can be obtained 

when the performance error e2 is used instead of the set-point signal with the control error 
[71]. 

The general adaptive mechanism is used to update the PID coefficients [73] as follows 

an(k + 1) = an + βe2(k)e1(k − n) (8.19) 

where k is the current sample for a given sample period T , β is an adaptation rate and 

n = 0, 1, 2, respectively. 

The adaptive controller was tested on the nonlinear fuel test rig model at different operat
ing conditions. The adaptation rate β was chosen based on the stability and performance 

tests and a value of 5 × 10−8 was used. A large adaptation rate makes the system unstable 

whereas a small value makes the controller incapable of achieving the gain adaptations. 
The adaptation algorithm starts with the controller coefficients (a0, a1, a2) based on a prior 
knowledge of the fuel system dynamics and an average value of the fixed PID gains. 
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8.4 Fuzzy logic controller 

Despite their advantages, conventional PID controllers suffer from the fact that the con
troller must be re-tuned when the operating conditions change. When a process becomes 
too complex to be described by analytical models, it is unlikely to be efficiently controlled 

using conventional approaches. 

An alternative method for controlling the fuel pump outlet pressure is an intelligent process 
control method such as fuzzy logic. The fuzzy controller (FLC) operates in a knowledge-
based way, and its knowledge relies on a set of linguistic if-then rules, like a human 

operator. Fuzzy logic controllers are independent of plant modelling and can therefore 

deliver good output control despite the existence of severe non-linearity and parameter 
variation and uncertainty in a system [74]. 

The fuzzy logic controller has been designed to control the pump outlet pressure using 

the Matlab Fuzzy Logic Toolbox [75]. A schematic view of the controller is shown in 

figure 8.6. The reference signal is compared with the feedback signal and a control error 
is produced. The backward difference operation is used to approximate the derivative of 
the error control signal. These two signals constitute the input to the fuzzy logic block 

(FLC) where a voltage change/increment is produced. The output of the fuzzy logic engine 

represents the voltage increment to the inverter. The voltage increments are summed to 

produce the inverter control voltage [76]. In order to eliminate windup, the backward 

calculation anti-windup technique is used. 

Figure 8.6. Fuzzy logic controller


The FLC includes three major blocks: fuzzification, an inference mechanism, and de

fuzzification. The FLC controller uses two crisp (clear value) inputs, control error and


derivative of control error, to produce an output. The pressure control error is calculated
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by comparing the reference and the feedback pressure signals, 

e(n) = r(n) − y(n) (8.20) 

whereas the error rate of change is calculated as the difference for given sampling time T , 

de(n) = 
e(n) − e(n − 1) 

(8.21)
T 

The FLC input signals are converted to degrees of membership (fuzzification) by a lookup 

table in one or several membership functions. The grade of membership for all its members 
describes a fuzzy set. Every element x, in the universe of discourse (all the possible values) 
µ(x), is a member of a fuzzy set A with a grade of membership, including zero, that can 

be expressed as 
A = (x, µ (x)) (8.22){ } 

The fuzzification block maps crisp variables to the fuzzy sets within a certain degree of 
membership. The membership functions for both the control error and change in the 

control error have been created. Fuzzy sets for each membership functions (MF) are 

described by linguistic variables. The linguistic variables with the corresponding fuzzy sets 
and describing shape functions of each membership function are given in tables 8.1 and 8.2 

for the control error and rate of change of control error, respectively. The corresponding 

output member function is given in table 8.3. 

Figure 8.7 shows all of the membership functions for the input and output variables created 

for the fuzzy logic controller for the fuel pump outlet pressure control. All the MFs are 

asymmetrical because near the origin, the signals require more precision. There are five 

MFs for the control error e and three for the error rate of change de, whereas there are 

seven for the output Δu. All the MFs are symmetrical for positive and negative values of 
the variables. 
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Fuzzy set Linguistic variable Shape Values 

ENL 
ENS 
EZ 
EPS 
EPL 

negative large 
negative small 
around zero 

positive small 
positive large 

trapezoidal 
triangular 
triangular 
triangular 
trapezoidal 

[-5 -5 -4 -1] 
[-2 -1.5 0] 
[-1 0 1] 
[0 1.5 2] 
[1 4 5 5] 

Table 8.1. Fuzzification of control error signal


Fuzzy set Linguistic variable Shape Values 

DN 
DZ 
DP 

negative 
around zero 

positive 

triangular 
triangular 
triangular 

[-0.01 -0.01 -1e-5] 
[-0.002 0 0.002] 
[1e-5 0.01 0.01 ] 

Table 8.2. Fuzzification of rate of change of control error


Fuzzy set Linguistic variable Shape Values 

VNL 
VNM 
VNS 
VZ 
VPS 
VPM 
VPL 

negative large 
negative medium 
negative small 
around zero 

positive small 
positive medium 

positive large 

trapezoidal 
triangular 
triangular 
triangular 
triangular 
triangular 
trapezoidal 

[-0.04 -0.035 -0.030 -0.025] 
[-0.02 -0.015 -0.01] 
[-0.01 -0.005 -0.0 ] 
[-0.003 0 0.003] 
[0.0 0.005 0.01 ] 
[0.01 0.015 0.02 ] 

[0.025 0.030 0.035 0.04 ] 

Table 8.3. Controller output fuzzy set
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Figure 8.7. Fuzzy logic membership functions
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A fuzzy logic operation is based on the rules formed for the controller. The basic function 

of the fuzzy inference engine is to compute the overall value of the control output variable 

based on the individual contribution of each rule in the rule-base. Once the inputs have 

been fuzzified, the degree of membership of each input variable is known and the rule 

evaluation takes place. The Mamdani fuzzy inference mechanism [74] has been used to 

evaluate the consequent (output) fuzzy sets based on the antecedent fuzzy sets (inputs). 

A set of rules were obtained from observation of the operation of the fuel rig system. 
The developed rule-base has two inputs (the error and the error change) and one output 
(voltage increment) as a control action. A linguistic controller contains rules based on the 

if - then format. Examples of the rules formulated and used for the FLC controller are 

given below. 

if error is EZ and rate of error is DZ then output is VZ 

if error is EPL then output is VPL 

As each input-output data pair, which consists of a crisp numerical value of the control 
error and the rate of change of control error, is processed, fuzzy rules are fired and a 

corresponding output is generated. Each rule defines the output value for the fuzzified 

input values. If two or more conditions are used the fuzzy logic operator AND (min) is 
used to find the output. 

The fuzzy logic controller operation is based on rules for the control operation as shown 

in the two-dimensional table 8.4. The rules of the fuzzy system show how the two fuzzy 

inputs are related to the fuzzy output. The inputs and output results can be plotted as a 

surface for visual inspection as shown in figure 8.8. 

control 
error 

rate of change 
of error 

voltage 
increment 

ENL VNL 

EPS DN VNM 

ENS VNS 

EZ DZ VZ 

EPS VPS 

ENS DP VPM 

EPL VPL 

Table 8.4. Fuzzy controller rules 

There is an output fuzzy set value for each rule. To obtain the crisp output from the 

controller, all the rule outputs are summed. The aggregated output has to be defuzzified 

and the centre of gravity method has been used in the FLC controller design for this 
purpose. 
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Figure 8.8. Surface view of fuzzy controller output 

The centroid defuzzification used [74] is calculated as follows 

�
i µ(xi)(xi)

Δu = �
i µ(xi) 

(8.23) 

The output from the fuzzy logic controller is the voltage increment based on the controller 
input signals. To obtain the actual voltage to control the inverter, the voltage increments 
are summed. Since the output of the controller is a memory stage, during prolonged control 
periods large errors can be generated and a windup phenomenon can be created. The 

backward counting anti-windup technique has been applied to keep the inverter voltage 

in the required operating region. The backward counting coefficient has been set to unity 

to obtain the direct elimination of saturation error. 

8.5 Closed loop digital control 

The controllers have been implemented in Matlab/Simulink and incorporated into the fuel 
test rig non-linear model described and validated in chapter 6. The controller closed loop 

performance has been simulated for different reference signals when the the ball valve is 
operated. The closed-loop responses obtained for all the digital controllers are compared 

and discussed in the following section. 
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The simulation results obtained for all the controllers are shown in figures 8.9 - 8.12. These 

results were obtained following the introduction of a change in demand pressure and the 

disturbance condition caused by the operation of the ball valve. Each figure includes 
the pump outlet pressure responses at two different operating conditions for the applied 

control pattern. The open loop responses and pressure demand signals are included along 

with the controller responses to show the controller performance. In addition, the valve 

closure profile is given to indicate the valve operation. The valve is initially open and is 
ramped fully closed, held closed for a period of time before being ramped fully open again. 

The controller’s behaviour during sudden valve closure at two different constant-pressure 

reference levels of 3bar and 5bar is shown in figure 8.9. During valve closure, the pump 

outlet pressure was prevented from rising to its maximum level as shown on the open loop 

response due to the controllers reducing the pump speed. In this way the pump outlet 
pressure is maintained at the required reference level. The simulation results obtained from 

all the control techniques show good pressure regulation. However, the fuzzy logic pressure 

response is slightly faster due to the non-linear ’bang-bang’ control strategy scheme used, 
although very small (less than 50 mBar) oscillations exist. Both fixed and adaptive PID 

controllers exhibit good pressure regulation (with error less than 2.5% in relation to the 

reference signal) with slightly superiority of the adaptive PID. 

The closed loop responses for a step demand in pressure are presented in figure 8.10. The 

step-up and step-down control signals were implemented to show the system behaviour 
during positive and negative step changes. Two different pressure demand signals have 

been tested, 5-4-5 and 3-4-3 bar steps, and the valve closure was applied to introduce some 

pressure disruption. It can be seen from the figure, that the pump output pressure follows 
the control signal with good accuracy, although very small pressure overshoots are present 
in all the investigated cases. It is evident that the predicted controller responses are 

well-damped. All the controller responses are in close agreement and compensate for the 

pressure variations caused by the ball valve closure. Although the fuzzy controller exhibits 
small steady state oscillations, the pump outlet pressure response is stable. The adaptive 

PID controller performs slightly better than the fixed gain schedule PID controller. 

The closed loop responses when a 1s unit ramp signals (5-4-5 and 3-4-3) are applied as 
the reference pressure are given in figure 8.11. From the figure it is evident that the pump 

pressure follows the reference signal with good accuracy for all the investigated control 
techniques and, due to the fact that the system is well damped, the dynamic response 

is very good. The simulated results obtained for all the controllers show that all the 

investigated controllers successfully keep the pump outlet pressure on the reference level, 
although the fuzzy logic controller compensates for pressure changes at a faster speed and 

a smaller steady error during the ramping periods. The fixed scheduled gains has the 

highest steady-state error and the slowest time response. 
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Figure 8.9. Pump outlet pressure responses during valve closure
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Figure 8.10. Pump outlet pressure responses for step demand during valve closure


183




1 2 3 4 5 6 7

3

3.5

4

4.5

5

5.5

6

Time [s]

P
re

ss
u

re
 [

B
a

r]

Pump outlet pressure closed loop responses for ramp demand 

 

 

reference

open loop

valve profile

digital PID

adaptive PID

fuzzy Logic

1 2 3 4 5 6 7

2.5

3

3.5

4

4.5

Time [s]

P
re

ss
u

re
 [

B
a

r]

Pump outlet pressure closed loop responses for ramp demand 

 

 

reference

open loop

valve profile

digital PID

adaptive PID

fuzzy Logic

CHAPTER 8. DIGITAL CONTROLLER FOR THE INDUCTION MOTOR DRIVE SYSTEM 

Figure 8.11. Pump outlet pressure responses for ramp demand during valve closure
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Figure 8.12. Pump outlet pressure responses for sine demand during valve closure
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The pump outlet pressure responses to a sine reference signal in closed loop control are 

shown in figure 8.12. The upper graph shows how the pressure follows a 0.5Hz sine control 
signal and the lower graph shows the responses obtained at 1Hz. In both cases the ball 
valve was operated in accordance with the profile shown on the figures. It is evident 
that the controllers are capable of controlling the pump outlet pressure to closely follow a 

reference signal even though a disturbance is present in the system. During valve closure, 
when a disturbance is entered into the system, the controllers reduce the motor speed to 

compensate for pressure changes. The simulation results obtained for all the controllers 
show good performance, although the fixed gain PID control tends to lag most behind the 

demand signal and exhibits the largest steady state error. The fuzzy logic control strategy 

exhibits the best time responses with the smallest steady state error. The adaptive PID 

controller performance is better than its fixed gain counterpart due to the ongoing gain 

optimisation involved. However, the gain adaptation is not sufficient to eliminate the 

steady state error, due to the small adaptation rate used. Including a higher adaptation 

rate, however, makes the system response oscillatory when sudden reference changes are 

applied to the controller input. 

8.6 Closure 

Different digital control strategies were investigated for controlling the pump outlet pres
sure. A discrete PID controller with scheduled gains is described and successfully imple
mented in the fuel test rig nonlinear simulation model. Two different implementations of 
this controller are presented including the classical parallel structure with integrator anti-
windup and a real time algorithm based on a IIR filter. The gain scheduling method was 
added to the classical PID to improve the pump pressure responses at different operating 

conditions. 

The adaptive PID control scheme was implemented using a IIR filter based PID algo
rithm. The adaptation algorithm is based on the general adaptation scheme, where two 

error signals are the inputs to the controller. The controller performance error has been 

determined and based on this the adaptation rate chosen. A fuzzy logic type controller 
was also designed to control the pump outlet pressure. The fuzzy logic operation is ex
plained and the control surface for the developed controller presented. This control scheme 

does not require any knowledge of the plant and nonlinear control characteristics and was 
shown to work very well. 

The controllers’ performance is compared using the nonlinear model of the fuel test rig. 
The test results indicate that all the controllers perform satisfactorily, although some dif
ferences exist. An overshoot is not present on any of the investigated controllers and the 

settling times are also satisfactory. It was found that the fixed gain PID with scheduled 

gains is the worst option for the pump pressure control due to its design assuming fixed, 
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linear system dynamics. The adaptive PID controller was shown to control and regulate 

the pump outlet pressure with good accuracy. However, the performance of this con
troller is largely dependent on the chosen adaptation rate since this factor influences the 

controller stability and time responses. For sudden control error changes the controller’s 
gains adapt quickly, however during small changes the adaptation is less good. Although 

the adaptation rate could be increased, this may increase the pressure overshoot during 

sudden changes in control error. The adaptive controller parameters converged to optimal 
values and the pump outlet pressure followed the demand signals. 

The fuzzy logic control strategy give the fastest response due to the nonlinear technique 

used for the fuzzy set implementation. Some oscillations exist in steady state, due to the 

bang-bang type of operations involved in the fuzzy set evaluation. However, the controller 
performance is stable and the oscillation peaks are less that 50mBar. The peaks are 

independent of the level of reference control signal applied to the controller. It was shown 

that this type of control strategy works very well for different pressure demand signals and 

can also compensate for sudden system pressure changes, despite the lack of knowledge of 
the investigated system dynamics. 

As was mentioned at the beginning of the chapter, the controller design and implementa
tion is limited to a simulation study, due to problems with the hardware. Therefore, it was 
not possible to validate the simulated data using the experimental test results. However, 
based on the successful design of the analogue PI controller presented in chapter 7, where 

the simulation data is validated using the test rig experimental results, it is assumed that 
the simulated results provide an accurate assessment of the controller performance. Based 

on the simulation study, the fuzzy logic control technique is recommended for future fuel 
test rig pump pressure regulation and development, because it offers the best accuracy 

and the fastest responses despite not using precise knowledge of the plant behaviour. 
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Conclusions 

The fuel systems fitted to the current generation of civil transport aircraft are rather 
complicated, due to the presence of multiple tanks, pumps, valves and consequently a 

complex pipeline structure. During fuel transfer between tanks for the centre of gravity 

control or for engine feed, and re-fuel operations, a number of pumps and valves are 

involved resulting in complex pressure and flow interactions. When transfer of fuel between 

tanks is employed, high pressure surges can occur when the valves are closed very rapidly. 
This leads to serious pressure surge problems which could damage the fuel system. In re
fuel operations the quantity of the fuel transfer to the tanks has to be controlled in order 
to avoid a volume overflow and, as a consequence, pressure surges are produced. Electric 

motor drive system control techniques have been investigated in this thesis to minimise the 

pressure surges during sudden system changes and the flow overshoot during fuel transfers 
and re-fuel operations. It is proposed that the current control method of electrically driven 

centrifugal-type pumps could be replaced by improved open and closed loop strategies, 
where the flow overshoot can be minimised and the pressure surges reduced. 

A research overview into new technology in aerospace has been conducted and new trends 
are presented. This indicates that it is likely that existing non-electric power systems, and 

drives and actuators will be replaced by electrical equivalents. To make this transition 

possible a number of new or improved motor drive systems will be required, such as more 

sophisticated induction- motor-based drive systems to drive centrifugal pumps in the fuel 
system. The control operation and performance of an improved control system for an 

induction-motor fuel-pump drive system has been investigated in this thesis by developing 

simulation and experimental models of the drive systems and aircraft fuel line. 

The simulation results obtained have been validated by comparison with experimental 
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data acquired from the fuel-line test rig. The test rig was originally designed and built 
to determine the operating characteristics of an AC induction motor and the fuel test rig 

developed for the Active Valve and Pump Technology Project has been modified to include 

appropriate control and data acquisition software. Analytical and numerical methods have 

been applied to determine the test rig parameters and working fluid properties. 

The steady-state and dynamic modelling methods for a typical fuel-pump drive AC induc
tion motor are discussed and presented. The methods were applied to a Lowara induction 

motor used to drive the centrifugal pump fitted in the fuel test rig. A second identical 
Lowara induction motor was purchased and tested, and the experimental data obtained 

from the induction motor test rig was used for model validation. 

A method for measuring the parameters of an induction motor is described and applied to 

the Lowara induction motor and three sets of tests have been performed. The measured 

data are compared to the values obtained from the manufacturer and two sets were shown 

to give good agreement. 

A steady-state AC induction motor model has been developed using the equivalent circuit 
lumped-parameter approach. The model can predict torque, current, power components, 
power factor and efficiency and has been applied to the motor in the test rig. Based on 

the parameter values obtained from the manufacturer and those data measured on the 

test rig, the motor steady-state characteristics have been evaluated. Results from motor 
simulation have been validated using the experimental data from the induction motor test 
rig. It is shown that the model and the test rig data are in close agreement (error less 
than 10%). However, the model predictions are limited to the linear region due to the 

assumptions made including lack of magnetic saturation and skin effect. The simple torque 

approximation equation, called the Kloss formula, has been presented and validated using 

the developed steady-state torque model. 

Methods of simulating the dynamic behaviour of an induction motor have been investi
gated. Generalised machine theory has been applied to analyse transient behaviour. A 

transient model developed using an arbitrary rotating reference frame is described and 

validated using published data. The transient torque-speed characteristics of the Lowara 

motor have been determined using measured parameters. It has been shown that both the 

steady-state and transient models predict the behaviour of the Lowara induction motor 
consistently well by comparing simulation model results with practical measurements. 

A Finite Element model of the induction motor has been developed using the in-house 

MEGA simulation software package. The dimensions of the Lowara induction motor were 

measured and separate meshes for the stator and the rotor were created independently 

before being joined together to form the complete model. The complete motor cross-
section was configured and the physical material properties of the motor assigned to the 

model, forming a two-dimensional model of the Lowara motor. A separate FEM model 
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of the end of the motor was created in order to determine the stator end-turn and the 

rotor end-ring external parameters required for the complete FEM analysis. The data 

obtained were compared to the end-ring resistance determined using analytical methods 
and good agreement was obtained. The two dimensional analysis of the FEM model was 
performed and it was found that the 2D model is insufficient to simulate the complete 

motor behaviour due to torque variations with angular displacement. Therefore, a two 

dimensional multi-slice 2 1/2 D version was created, where four slices were joined together 
and configured to obtain an approximation to a full 3D model. 

The steady-state motor characteristics were predicted using the 2 1/2 D model and the 

results compared with the results obtained from a Simulink model and experimental data. 
The locked rotor characteristics of the starting torque and current were determined from 

measurements at the rated conditions. The data obtained from the MEGA simulations 
show generally good trend with the Simulink predictions and the test-rig results. The 

steady-state torque and current versus operating speed characteristics were also deter
mined. Although the results obtained from MEGA are slightly different from the Simulink 

data, acceptable data correlation (in the normal low-slip operating linear region) is ob
tained when compared to the experimental results. The transient characteristics of the 

motor were investigated. A practical free-running motor test was performed and the ob
tained torque-speed characteristics have been compared with the Simulink predictions. 
These show a similar pattern of variation, but different peak values. A practical motor 
acceleration test with a load connected to the shaft was also performed. The torque re
sults obtained generally compared well with the Simulink counterpart, but, as found for 
the free-run test, the peak values differ slightly. However, both transient models reach the 

same steady state operating points, resulting in good agreement (error less than 10%) in 

the linear region. 

The MEGA and Simulink models were compared for both steady state and transient be
haviour. However, a transient experimental validation has not been undertaken because 

of current safety constraints. The model performance differences are thought to be caused 

by model inaccuracies, since the MEGA model is only a 2 1/2 D approximation to the real 
motor geometry and the precise material properties were not known, whereas the Simulink 

model is based on the lumped parameter approach, where the skin effect, magnetic sat
uration and thermal effects are not taken into account. The 3D model of the Lowara 

induction motor has not been studied since the computation time needed to obtain the 

motor characteristics was extremely long. Due to difficulties related to the FEM model 
incorporation into the complete fuel test rig the MEGA results have been used as the 

alternative way to validate the Simulink model. 

The mathematical methods of modelling the hydraulic components used in the fuel test 
rig are described and the component models developed. The centrifugal pump model de
veloped by Boyd [31] has been modified to represent the actual centrifugal pump used 

190




CHAPTER 9. CONCLUSIONS 

in the fuel test rig. The pump model is based on the measured and then normalised di
mensionless pressure-flow and hydraulic power-torque characteristics of the pump. This 
approach allows the pump behaviour to be predicted at different operating conditions 
including variable speeds when connected to motor drive system. The mathematical mod
elling approach developed by Roberts [30] for the ball valve simulation, has been used to 

create the valve model in Simulink. This model is based on experimental measurement. 
These allow the valve relationships, such as the flow coefficient and the valve area, to be 

determined and expressed as a function of valve angle. 

The flow in a long pipeline has been characterised and appropriate pipe models have been 

created based on Darcy’s equation. At low-values of Reynolds number, laminar flow is 
employed. Turbulent flow (Re > 2300) is modelled using a nonlinear friction factor rela
tionship known as Halland’s equation or using a dimensionless head relationship. Both 

approaches have been used in the pipe modelling with the former approach used to repre
sent the main pipeline and the latter for return line back to tank. 

The steady-state pressure losses associated with the various rig components have been 

included in the analysis. The couplings, bends and the return line measured losses have 

been expressed as K factors and have been represented as equivalent length of straight 
pipe in the pipe model. The compressibility of the fluid has been taken into account and 

presented as a function of the fluid volume and the effective bulk modulus. An inertia 

model has been developed, where the fluid inertance is expressed in terms of the fluid 

properties and the pipeline dimensions. In addition, cavitation and air release in the fluid 

has been modelled using a reduced bulk modulus. 

In order to simulate the behaviour of the fuel test rig a nonlinear model has been cre
ated, based on the mathematical models developed for the individual components. These 

components have been modelled as individual blocks and linked together to create the 

complete system model. The complete model includes sub-models for the electric drive 

system, the centrifugal pump, the long section of pipeline with included minor losses, the 

tank, the motor driven ball valve used to the control flow, and a return line. 

The system model has been developed using two different model/simulation packages 
and the results obtained have been compared with measured data. Bathfp (fluid power 
simulation package) and Simulink have been used to simulate the performance of the 

test rig during both steady-state and dynamic operations. The differences between the 

simulation packages have been discussed and the results obtained from both packages 
compare well in general and show good trend with the rig data. The Simulink model 
has been chosen for further test rig simulations as the main simulation tool due to the 

convenience of model implementation and modifications as well as due to the faster time 

of the solution. 

The performance of two different inverters connected to the motor have been investigated 
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showing their impact on the pump behaviour. It is clear that the Moeller inverter can 

deliver better quality three-phase power to the motor, compared to the Hydrovar inverter 
used by Lowara for controlling the speed of their pump. 

Simulations of the fuel test rig have been performed using both simulation packages and 

the results obtained compared to practical results. The pump pressure-flow characteristics 
have been validated using the complete test rig model for different supply conditions. It 
is shown that the pump model is capable of predicting the actual pump behaviour. The 

experimental responses of the induction motor for torque and current are compared with 

sets of simulation model results. The torque model predictions match the measured data 

well, however, the current results differ by a few percent most likely due to error in the 

estimation of the motor parameters. 

The steady-state and transient simulations versus time have been performed for the com
plete model and validated against experimental data. The models have been tested for a 

number of different supply conditions and under two developed valve operation profiles. 
It is shown that the system and component models are capable of predicting the rig per
formance over a range of operating conditions, despite the modelling assumptions made. 
Acceptable fits between practical rig results and simulation results are obtained for the 

pump outlet pressure, the system flow rate and the valve upstream and downstream pres
sures responses. The shaft speed and torque models have also been validated and small 
differences of up to a few percent were found between model and rig results, most likely 

due to imperfect motor parameter estimation, especially for the Bathfp model where a less 
accurate model was used for the torque prediction. Nevertheless, by comparing the mea
sured and simulated data it is clear that the Simulink nonlinear model is able to predict 
the fuel rig behaviour and could therefore be used to investigate different control strategies 
for the pump outlet pressure regulation. 

In order to evaluate the fuel system behaviour predictions using linear control techniques, 
linear models of the test rig components were developed and inter-connected to constitute 

the complete fuel test rig. The obtained linearised-system responses were then compared 

with the full non-linear model behaviour and acceptable pressure curve fit was obtained. 
The system was described by transfer functions and the obtained frequency responses 
presented on Bode diagrams. The model was linearised at different operating points and 

characterised by a dominant time constant and DC gain for each case. The system per
formance was analysed at three different valve angles and four different operating speeds, 
showing that the inverter-disturbed pump outlet pressure responses are fairly constant 
regardless of the pump speed. The valve-disturbed pump pressure responses, however, de
pend on the valve angle position and the responses obtained become slower with increasing 

valve angle. 

The open-loop responses of the system have been investigated experimentally using dif
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ferent input references including unit-step, unit-ramp, valve disturbance and sinusoidal 
signals. The system simulation-model results match the measured behaviour well, al
though the best results were obtained with low frequency control signals. The closed-loop 

control of the pump outlet pressure was implemented using an analogue PI controller, 
where the controller gains were determined using the transfer function approach. How
ever, in the actual fuel test rig a hidden gain was found to be present in the controller 
and as a consequence, the PI controller gains were adjusted to achieve acceptable perfor
mance level. The simulation responses have been compared with experimental data and 

agree well. By applying a simple proportional plus integral (P+I) controller to the pump 

drives, the pump outlet pressure was controlled to match the required set-point/reference 

value. This study has demonstrated that the PI control system can achieve acceptable 

tracking performance and anti-disturbance rejection for the pump outlet pressure control. 
Acceptable controller performance is achieved up to 1Hz. Moreover, the resulting pressure 

overshoots using the PI control are small during sudden system changes as shown by the 

step responses. From the simulation results it was found that the model can predict the 

fuel rig behaviour during both open-loop and closed-loop control. Therefore, the model 
can be used to design a more efficient and robust controller for the pump outlet pressure. 
However, it is necessary to improve the model/system if control signals with frequency 

content above than 2Hz are to be applied since the model output ceases to accurately 

follow higher frequency inputs. 

The simultaneous use of the ball valve and the pump control strategy is proposed to 

minimise the pressure surge and reduce flow volume overshoot. Simulations were developed 

to investigate the impact of the shaft speed reduction on the valve upstream pressure and 

the flow overshoot during a sudden valve closure. A number of valve-pump control profiles 
were developed and compared with measured data, showing good plot fit. It is evident 
that the proposed strategy can significantly reduce the pressure surge and minimise the 

flow overshoot in the fuel rig. It was concluded that the best results are achieved when 

the pump speed reduction time is two times faster than the valve operation time. The 

results of the simulations have shown that, in this case, such a control technique had a very 

significant impact on the system pressure. In addition a reduction in the flow overshoot 
is achieved, although better results have been obtained when the pump starts operation 

prior to valve operation. Other benefits of the proposed control technique over the current 
on-off system include a minimisation of cavitation at the downstream side of the valve and 

a reduction of the stresses acting on the valve and the fuel system. 

Different digital control strategies have been investigated for controlling the pump outlet 
pressure. A discrete PID controller with scheduled gains is described and successfully im
plemented in the fuel test rig nonlinear simulation model. Two different implementations 
of this controller are presented including the classical parallel structure with integrator 
anti-windup and a real time algorithm based on an IIR filter. The gain scheduling method 
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was added to the classical PID to improve the pump pressure responses at different op
erating conditions. The adaptive PID control scheme was implemented using a IIR fil
ter based PID algorithm. The adaptation algorithm is based on the general adaptation 

scheme, where two error signals form the inputs to the controller. The controller perfor
mance error has been determined and based on this the adaptation rate chosen. A fuzzy 

logic type controller was also designed to control the pump outlet pressure. The fuzzy 

logic operation is explained and the control surface for the developed controller presented. 
This control scheme does not require any knowledge about the plant and nonlinear control 
characteristics and was shown to work very well. 

The controllers’ performances are compared using the nonlinear model of the fuel test 
rig. The test results indicate that all the controllers perform satisfactorily, although some 

differences exist. An overshoot is not present on any of the investigated controllers and the 

settling times are also satisfactory. It was found that the fixed gain PID with scheduled 

gains is the worst option for robust pump pressure control. The adaptive PID controller 
was shown to control and regulate the pump outlet pressure with good accuracy. However, 
the performance of this controller is largely dependent on the chosen adaptation rate since 

this factor influences the controller stability and time responses. For sudden control error 
changes the controller’s gains adapt quickly, however during small changes the adaptation 

is less good. Although the adaptation rate could be increased, this may increase the pres
sure overshoot during sudden changes in control error. The adaptive controller parameters 
converged to optimal values and the pump outlet pressure followed the demand signals. 

The fuzzy logic control strategy gives the fastest responses due to the nonlinear technique 

used for the fuzzy set implementation. Some oscillations exist in steady state, due to the 

bang-bang type of operations involved in the fuzzy set evaluation. However, the general 
controller performance is fast and stable, and the low-level hunting oscillation peaks are 

less that 50mBar. The peaks are independent from the reference control signal applied to 

the controller. It was shown that this type of control strategy works very well for different 
pressure demand signals and can also compensate for sudden system pressure changes. 
It has the great advantage of requiring relatively little knowledge of the system transfer 
function. 

9.1 Recommendations for Future Work 

The developed simulation models reported in this thesis provide a useful tool for evaluating 

both system components and system control design for fuel systems. Such simulations 
could be extended to form the basis of a fault detection/prediction tool or be a tool 
for system stability/reliability improvement. Additional work is required to improve the 

specific controller developed for the fuel test rig. It is shown that the control system 

response is limited to about 2Hz bandwidth. Hence, further work is required to allow 
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control the system to be extended to higher frequencies. The induction motor model 
needs to be developed further to include skin effects, magnetic saturation and thermal 
effects. There is scope to improve the predicted dynamic behaviour of the centrifugal 
pump by extending the model to include more than one lumped stage. The pipelines are 

modelled using the lumped parameter approach where the cavitation is expressed as a Bulk 

modulus reduction. The implementation of a more detailed representation of cavitation 

hammer effect is required to improve the pipe model accuracy. A distributed-parameter 
pipe model could also improve accuracy and transient response of the pipeline. 

Experimental validation of the digital controllers’ simulated performance should be con
ducted using the fuel test rig experiments. The proposed fixed gain, adaptive PID and 

fuzzy logic control algorithms for the pump outlet pressure control should be implemented 

on a digital controller. It is recommended that this be undertaken using a DSP-based con
trol card. An integrated algorithm for the simultaneous valve and pump control should 

be considered as an alternative to the master and slave control approach currently used. 
This could be implemented on the single DSP control board along with the pump outlet 
pressure controller. 

A further extension to the proposed control techniques is suggested where the faster valve 

closures could result in large pressure peaks. An additional technique is required to com
pensate for the time delay caused by the transport lag of the pipeline. The valve closure 

profiles should be optimised for the shaft speed reduction in order to minimise the fuel 
transfer quantity overshoot. 
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Appendix A 

Parameters and Properties of the 
Fuel Test Rig Nonlinear Model 

(a) Pressure - flow 

Name value


β1 

β2 

β3 
β4 
β5 
β6 

1.0835 × 107 

1.1643 × 106 

3.436 × 104 

17.8113 
−10.4845 

2.1193 

(b) Torque-hydraulic power 

Name value


γ1 9711 
γ2 −3018 
γ3 253.09 
γ4 0.3901 
γ5 0.1263 
γ6 0.1153 

Table A.1. Pump - fitting polynomial coefficients


(a) Flow coefficient 

Name value


vc1 −2.192 × 107 

vc2 5.395 × 10−8 

vc3 −5.326 × 10−6 

vc4 2.648 × 10−4 

vc5 −6.452 × 10−3 

vc6 4.0456 × 10−2 

vc7 1.398 

(b) Orifice area 

Name value


va1 

va2 

va3 

va4 

va5 
va6 
va7 

1.564 × 10−9


−5.328 × 10−7


7.206 × 10−5


−5.512 × 10−3


2.969 × 10−1


1.085

0


Table A.2. Valve - fitting polynomial coefficients
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APPENDIX A. PARAMETERS AND PROPERTIES OF THE FUEL TEST RIG NONLINEAR 
MODEL 

Parameter Symbol Value Unit 

Stator resistance Rs 0.776 Ω 
Stator leakage reactance Xs 1.780 Ω 
Rotor resistance Rr 0.908 Ω 
Rotor leakage reactance Xr 2.667 Ω 
Magnetizing reactance Xm 93.94 Ω 
Inverter gain Ki 31.41 -
Inverter time constant ti 0.1 s 
Inverter V/f constant kΨ 8 V/Hz 
Motor Inertia Jm 0.019 kgm2 

Load Inertia Jl 0.020 kgm2 

Table A.3. Motor drive system


Name symbol value unit


fluid bulk modulus Bf 8.17 × 109 Pa 
pipe Young modulus E 69 × 109 Pa 
fluid density ρ 998 kg/m3 

gravity acceleration g 9.81 m/s2 

fluid kinematic viscosity ν 1.004 × 10−6 m2/s 
fluid dynamic viscosity µ 1.002 × 10−3 kg/ms 

Table A.4. Fuel system fluid properties


Name symbol value unit 

pipe length l 16.6 m 
pipe relative roughness 
return line length 

�/d 
lrl 

5.5 × 10−5 

4 
-
m 

return pipe diameter drl 0.05 m 
pipe diameter d 0.0344 m 
valve internal diameter dv 0.036 m 
pipe wall thickness tw 0.0025 m 
pump impeller radius r 0.0735 m 
pump positive displacement 
minor losses K factor 

υ 
K 

6.0686 × 10−4 

1.7 
m3 

-

Table A.5. Fuel test rig dimensions 
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Appendix B 

Test Rig Sensors and Acquisition 
Data 

Data Translation - DT9834-1604-16 series


analogue inputs - 16 
analogue outputs - 4 

sampling rate kS/s 500 
accuracy % full scale 0.05 

Table B.1. Data acquisition module -ADC and DAC


Lem/Fluke Norma - 5000 series


inputs - 6 
bandwidth Hz DC to 10M 

sampling rate S/s 1M 
accuracy % full scale 0.05 

Table B.2. Power analyser
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APPENDIX B. TEST RIG SENSORS AND ACQUISITION DATA 

Gems Sensors - 2200AGB series


pressure range bar 0-10 
bandwidth kHz unspecified 
accuracy % full scale 0.25 

Druck Ltd. - PDCR 10/35L series


pressure range bar 0-20 
bandwidth kHz unspecified 
accuracy % full scale 0.1 

Table B.3. Static pressure transducers - SGPTs


Entran - EPX N03 series


pressure range bar 0-35 
bandwidth kHz < 35 
accuracy % full scale 0.25 

Table B.4. Dynamic pressure transducer - PRPTs


Bestobell Meterflow Ltd - M9/2000/250B series


flow rate range L/min 50 to 1100 
response time ms 50 

accuracy % full scale 0.22 

Table B.5. Turbine flow meter 
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APPENDIX B. TEST RIG SENSORS AND ACQUISITION DATA 

Westland Aircraft Ltd - S2 series


load range Nm 0 to 160 
speed range rev/min 0 to 6000 
bandwidth Hz unspecified 
accuracy % full scale 0.11 

TorqueSense - E300 RWT1 series


load range Nm 0 to 100 
speed range rev/min 0 to 15000 
bandwidth Hz 1600 
accuracy % full scale 0.15 

Table B.6. Torque transducers


Toothwheel Hall transducer


teeth number - 60 
speed range rev/min 0 to 6000 
bandwidth Hz unspecified 
accuracy % full scale 0.15 

Table B.7. Speed transducer


Thermocouple


temperature range � -40 to +125 
bandwidth Hz unspecified 
accuracy % full scale 0.5 

Table B.8. Thermocouple 
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Appendix C 

Fuel Test Rig - Nonlinear Model 

Figure C.1. Nonlinear model of the fuel test rig
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APPENDIX C. FUEL TEST RIG - NONLINEAR MODEL 

Figure C.2. Tank 

Figure C.3. Inverter 

Figure C.4. Analogue PI controller
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APPENDIX C. FUEL TEST RIG - NONLINEAR MODEL 

Figure C.5. Fuzzy logic controller 

Figure C.6. Fixed gain PID controller 

Figure C.7. Adaptive gain PID controller
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APPENDIX C. FUEL TEST RIG - NONLINEAR MODEL 

Figure C.8. Induction Motor 
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APPENDIX C. FUEL TEST RIG - NONLINEAR MODEL 

Figure C.9. Ball valve


Figure C.10. Centrifugal pump
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APPENDIX C. FUEL TEST RIG - NONLINEAR MODEL 

Figure C.11. Pipeline - one lumped segment
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Appendix D 

C/C++ Controller 
Implementation 

/* FIR LOWPASS FILTER */ 
f loat f i l t e r ( f loat input , f loat *dly ) 
{	

short i ; 
f loat yn ; 

dly [N−1] = input ; //newest sample to b u f f e r 
yn = dly [ 0 ] * h [N− 1 ] ; //y(0)= x (n−(N−1))*h (N−1) 
for ( i = 1 ; i < N; i++) // loop f o r the r e s t 
{	

// convo lu t i on − y (n)=x [ n−(N−1− i ) ] * h [N−1− i ]

yn += dly [ i ] * h [N−( i +1) ] ;

// update de l ay s 
dly [ i −1] = dly [ i ] ; 

}	
// re turn sample from f i l t e r 
return yn ; 

} 

Listing D.1. FIR filter C-based code listing 
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APPENDIX D. C/C++ CONTROLLER IMPLEMENTATION 

/* CONTROLLER MAIN ROUTINE */ 
#define N 256 
// f i l t e r c o e f f i c i e n t f i l e − h [N] k e rne l 
#include ” f i l t e r . c o f ” 
// f i l t e r de lay samples f o r r e f r ence and f e edback 
stat ic f loat a r r a y r e f [N]={0} , a r r ay f e d [N]={0} ; 
// con t r o l e r ro r s and PID c o e f f i c i e n t s arrays 
stat ic f loat e r r o r [ 3 ] ={ 0 } , a [3 ]= { 0} , adapt e r ro r [ 3 ] = { 0 } ; 
// s e t sampl ing ra t e 
Uint32 f s=DSK AIC23 FREQ 8KHZ ; 
// convergance f a c t o r 
#define beta 5e −8 
// f unc t i on d e c l a r a t i on 
f loat f i l t e r ( f loat input , f loat *dly ) ; // F i l t e r 
f loat p i d c o n t r o l l e r ( f loat r e f , f loat f e ed ) ; // PID 
void p id adaptat i on ( f loat r e f , f loat f e ed ) ; // Adaptation 
// main rou t ine f o r adap t i v e PID 
void main ( ) 
{ 

// v a r i a b l e s d e c l a r a t i on 
f loat r e f e r en c e , feedback , output ;

short i ;

// i n i t DSK, codec f o r p o l l i n g opera t ion 
i n i t DSK po l l ( ) ; 

while (TRUE) 
{ 

// ge t input data from the ADC 
r e f e r e n c e = ReadDataADCL ( ) ;

f eedback = ReadDataADCR ( ) ;

// f i l t e r data 
r e f e r e n c e = f i l t e r ( r e f e r enc e , a r r a y r e f ) ;

f eedback = f i l t e r ( feedback , a r r ay f e d ) ;

// IIR PID c o n t r o l l l e r 
output=p i d c o n t r o l l e r ( r e f e r en c e , f eedback ) ; 
// update PID ga ins 
p id adaptat i on ( r e f e r enc e , f eedback ) ; 
// send data to ADC 
WriteDataDAC( output ) ; 
}

} 

Listing D.2. Controller C-based code listing 
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APPENDIX D. C/C++ CONTROLLER IMPLEMENTATION 

/* PID ROUTINE BASED ON REAL−TIME IIR ALGHORITM */ 
f loat p i d c o n t r o l l e r ( f loat r e f , f loat f e ed ) 
{ 

f loat e , y ; 
// Contro l error 
e = r e f − f e ed ; 
// Ca l cu l a t e PID output 
e r r o r [ 0 ] = e + e r r o r [ 1 ] ;

y = a [ 0 ] * e r r o r [ 0 ] + a [ 1 ] * e r r o r [ 1 ] + a [ 2 ] * e r r o r [ 2 ] ;

// Update error de lay samples 
e r r o r [ 2 ] = e r r o r [ 1 ] ;

e r r o r [ 1 ] = e r r o r [ 0 ] ;

return y ;


} 

Listing D.3. Real time PID C-based code listing 

/* PID COEFFICIENT ADAPTATION */ 
void p id adaptat ion ( f loat r e f , f loat f e ed ) 
{ 

f loat p e r f e r r o r ; 
// Find the adaptor de lay 
adapt e r ro r [ 0 ] = r e f f e ed ;−
p e r f e r r o r = beta * adapt e r ro r [ 0 ] ; 
// Update PID numerator c o e f f i c i e n t s 
a [ 0 ] = a [ 0 ] + ( p e r f e r r o r * adapt e r ro r [ 0 ] ) ;

a [ 1 ] = a [ 1 ] + ( p e r f e r r o r * adapt e r ro r [ 1 ] ) ;

a [ 2 ] = a [ 2 ] + ( p e r f e r r o r * adapt e r ro r [ 2 ] ) ;

// Update the adaptors de l ay s 
adapt e r ro r [2 ]= adapt e r ro r [ 1 ] ; 
adapt e r ro r [1 ]= adapt e r ro r [ 0 ] ; 

} 

Listing D.4. PID gains adaptation C-based code listing 
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