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Abstract 
 

This thesis describes an investigation by computer simulation of the performance of 

two semiconductor device types at the heart of optical high speed data 

communications, namely the PIN photodiode and the electroabsorption modulator.  

Both device types operate by light absorption and are therefore likely to have 

similar factors that limit their performance at high speed. 

 

In order to have high speed detection, the PIN photodiode has been investigated 

through varying the materials, and used a photodiode structure to improve its 

bandwidth. If output signals beyond the 3dB frequency limit can be well detected 

by the photodiode, then significant improvements in the detection speed can be 

achieved. This possibility is a motivation of this thesis. In this study the 

InP/InGaAs/InP PIN photodiode is chosen because the light at 1.55m wavelength 

can be absorbed by InGaAs. At 1.55m, the fibre is on low dispersion and low loss.  

 

A numerical model of a PIN photodiode has been written in C. Comprehensive 

modelling of the PIN photodiode requires a self-consistent solution of the Poisson’s 

equation for calculating the electrostatic potential and the continuity equations for 

the electron and hole currents. The PIN photodiode model has included the 

thermionic current over the hetero-junction, drift current and diffusion current that 

other models often ignore.  

 

After completing an extensive study of the large signal performance of PIN 

photodiodes at data rates much higher than the conventional 3dB bandwidth, the 

model was extended to investigate InP/InGaAsP/InGaAs MQW-EAM under high 

speed applied bias pulses. The numerical modelling of the MQW-EAM requires a 

self-consistent solution of the Poisson’s equation, the Schrödinger’s equation and 

the current continuity equation. The Schrödinger’s equation is for the estimation of 

carrier concentration in the quantum wells. The MQW-EAM numerical model has 

applied a special technique for adding the carrier concentration in the quantum 

wells to the charge density.  
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Large performance has been successfully analysed on PIN photodiode to reveal that 

optical pulses at repetition frequencies are substantially higher than the 

conventional 3dB limit can detect (1ps FWHM and up to 240Gb/s repetition rate) to 

give photocurrent pulses with an open eye diagram even in the presence of 

simulated noise, however, these output current pulses tend to spread and merge 

together sometimes. This tendency can be counteracted to a reasonable extent by 

using a suitable repetition time, and a large input average power. Similar Gaussian 

shaped applied bias pulses have also applied to the MQW-EAM, in order to 

generate fast Gaussian shaped light power, however; the output light pulses spread 

out nearly 3 times compared with its applied bias pulses under 5ps FWHM and 

48Gb/s repetition rate. Thinner I-layer and less quantum wells in the MQW-EAM 

might be the solution.    
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1.1 Background   

Over the last decade, the information age has changed the way people live their 

lives. Third or fourth generation of mobile phone technology enable the phones to 

do many different things [1]. That includes instant messaging platforms such as 

MSN, to personal web space offered by Myspace and on to social networking sites 

such as Facebook and Bebo [1]. What is more, the broadband connection to each 

dwelling is becoming commonplace in most countries. All of these technologies 

mean there is a trend in optical fibre systems to deliver upgraded broad band 

services to the home via fibre-to-the-home (FTTH) or fibre-to-the-kerb (FTTK) 

systems. Speeds of hundreds of Mb/s to each subscriber can reasonably be 

achieved in the foreseeable future [1]. This brings a need to rethink how broadband 

services can be delivered by optical technology at reasonable cost. Previously, 

FTTH was also limited by high cost, but in recent years, the cost has fallen because 

of huge service demand, thus it becomes cost effective in more and more situations 

[2]. The on-going pressure to reduce the cost of integrated circuits or devices can 

also contribute to lower the cost of FTTH [2].  

 

Fast speed and low cost semiconductor devices are required for the improvement of 

all these new applications. This thesis is mainly concerned with analysing the PIN 

photodiode and multiple quantum well electro-absorption modulators 

(MQW-EAM), core devices in optical fibre communications networks.  

 

Much research has already been carried out to develop photodiodes to improve their 

speed of operation [3, 4, 5, 6]. The premise at the core of the research described in 

this thesis is that the greater resilience of digital signalling to distortion compared 

with analogue methods should enable device operation at frequencies higher than 

the conventional 3dB bandwidth limit. Then the speed of a photodiode or a 

MQW-EAM will be improved by using the output signal beyond the 3dB frequency 

limit. No numerical simulation has been done on the performance of such photonic 

devices beyond 3dB frequency limit before. The numerical simulation of 

InP/InGaAs/InP PIN photodiodes and MQW-EAMs under different conditions has 

been set up for this purpose. The InP/InGaAs/InP PIN photodiode is an important 

component for long-wavelength (1.3m or 1.55 m) wideband microwave optical 
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links . That is because the low-loss and low-dispersion or zero-dispersion of optical 

silicon fibre at 1.55 m wavelength [7, 8]. The expected growth in these application 

areas and the need to control infrastructure costs by extending the performance of 

existing optical communications links provide the motivation for examining the 

scope for component operation beyond the 3dB bandwidth limit.   

 

Past numerical models often ignored both the carrier diffusion and recombination 

terms when simulating transport in the I-layer and the thermionic emission effect 

across the hetero-junction interference [9, 10]. The PIN photodiode model 

described here includes all the above terms and the important effects of 

field-dependent-diffusion and field-dependent-drift velocity. The band filling effect 

and the electric field will both affect the absorption rate in a PIN photodiode. 

Analysis of frequency response for a PIN photodiode has been performed in the 

past [11, 12], however, a numerical model has never been set up to analyse different 

types of signal notably large amplitude signals in the time domain before. This is a 

very powerful analytical numerical tool, especially for signals beyond the 3dB 

frequency limit. The similar material InP/InGaAsP/InGaAs MQW-EAM is also 

modulated to analyse if this device is able to generate the very fast repetition rate 

for digital optical signals.  

1.2 Importance of Simulations of Device Performance  

Nowadays, numerical modelling plays an important role in the development of 

semiconductor devices and understanding their operation. Device modelling 

techniques can substantially reduce the time and costs required for developing a 

specific device [13]. Comprehensive modelling of the PIN photodiode requires a 

self-consistent solution of the two equations: the Poisson’s equation for calculating 

the electrostatic potential and continuity equations for the electron and hole 

currents. Numerical modelling of the MQW-EAM requires the additional 

complication of a self-consistent solution of the Poisson’s equation, the 

Schrödinger’s equation and the current continuity equation. The Schrödinger’s 

equation is for the estimation of the carrier concentration in the quantum wells. 

Further, the presence of hetero-junction barriers in the PIN photodiode and 

MQW-EAM means that the thermionic and tunnelling contributions to the current 

flow need to be taken into account [14, 15, 16]. Finally, a true estimation of the 
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effective absorption coefficient requires the inclusion of the band filling effect in 

order to satisfy the quantum mechanical condition of an occupied initial electron 

state in the valance band and an unoccupied final electron state in the conduction 

band.  

1.3 Aims and Objectives 

The aim of this project is to test if the individual Gaussian output current pulses 

beyond the 3dB point can be clearly detected by the InP/InGaAs PIN photodiode 

and what might improve the quality of Gaussian current pulses beyond 3dB 

frequency limit. In this work, a means of using the eye diagram is devised to judge 

the quality of output Gaussian current pulses from a PIN photodiode obtained from 

a detailed device simulation. The model and concept has been extended to 

simulations of InP/InGaAsP /InGaAs MQW-EAMs, which have also been tested 

under different Gaussian pulses applied bias, in order to test how high the data rate 

can be operated at, in partnership with the photodiode performance.  

 

Two separate programs for InP/InGaAs PIN photodiode and InP/InGaAsP /InGaAs 

MQW-EAM are required; each in turn needing the material parameters and optical 

parameters of different InGaAs Alloys in order to investigate the properties for 

these two devices. Both of the numerical models should include the most important 

physical principles in order to accurately investigate the fast repetition Gaussian 

pulses. Much of this physics is time dependent, and therefore a time dependent 

model is necessary. Both of the models should be flexible enough to modify the 

input optical power pulses shape for a PIN photodiode or applied bias pulses shape 

for MQW-EAM, as well as their interval between pulses. The PIN photodiode 

model also needs to be numerically robust to handle large signal operation, i.e. high 

input optical power. That is because the high input optical power might improve the 

quality of output current beyond the 3dB frequency limit.   

1.3.1 InP/InGaAs PIN Photodiode Simulation  

The InP/InGaAs PIN photodiode has been analysed beyond the 3dB limit of its 

frequency response with different types of time dependent input light wave 

stimulation. In particular for digital optical communication, it needs to be proven 

that the PIN photodiode can still produce recognizable pulse current waveform 
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when it is operated at frequencies higher than the 3dB point. The PIN photodiode 

will be tested under different conditions (such as applied bias, I-layer width, doping 

density and input light method) to investigate their influences on the 3dB limit. For 

this purpose, a one dimensional numerical model for a PIN photodiode has been 

written in C. The potential energy profile and electric field are estimated by 

Poisson’s equation, and the time and position dependent carrier concentrations are 

obtained by solving the current continuity equation. For Poisson’s equation 

modelling, the variation in the occupancy of the donor or acceptor impurity levels 

and in the position of the quasi-Fermi energy with distance lead to the band bending 

in the potential energy profile is considered, however; the quasi-Fermi energy can 

only be solved by the current continuity equation. Beside the drift current, the 

current continuity equation model also includes diffusion current across the device, 

a significant factor when the densities of photo-generated carriers are large, 

recombination in the I-layer and thermionic emission current over hetero-junction. 

Previous one dimensional PIN photodiode numerical models tended to exclude one 

or more of these key aspects [9, 10, 12]. Thus, the model will give a more complete 

physics diagram when a PIN photodiode is applied with bias. Since carrier 

distributions are time dependent, these effects may influence device behaviour at 

very high frequencies considered in this work. What is more, the generation term 

includes the band filling effect, because the absorption coefficient appears in the 

generation term which depends on the electron and hole Quasi-Fermi levels. The 

solution of Poisson’s equation and the current continuity equation then need to be 

converged. 

1.3.2 MQW-EAM Simulation  

The numerical model for the MQW-EAM is also written in C. Besides the band 

filling effect, the absorption coefficient for MQW-EAM is strongly bias dependent. 

That is because it depends on the Quantum Confined Stark Effect (QCSE) 

specifically overlap of electron wavefunction and hole wavefunction. The overlap 

becomes smaller when the applied bias increases. Both of the band filling effect and 

QCSE are included in the absorption coefficient estimation in the MQW-EAM 

model. The carrier generation is assumed to only occur in the quantum well and the 

model must include the effect of the quasi-Fermi level variation through a multiple 

quantum well (MQW) structure.  
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1.4 Outline of Methods       

In this thesis, two different light absorbing devices (PIN photodiode and multiple 

quantum wells electro-absorption modulator (MQW-EAM)) numerical models are 

presented. Firstly, the PIN photodiode model requires a time dependent 

self-consistent solution of the Poisson’s equation for calculating the electrostatic 

potential and continuity equations for the electron and hole currents. The full model 

of the PIN photodiode is shown in Fig.1-1.  

At t = -Δt,                                         , Efn (t)=0 and G = 0 

Solve Poisson’s equation under zero bias

Output p0 and n0 

Self-consistent Solver of Current continuity 

equation and Poisson’s equation

Output Efp(t), Efn(t), p(t) and n(t)

Loop = 1 and at t = t + Δt optical light 

shines on the device, G ≠ 0 

Self-consistent Solver of Current continuity 

equation and Poisson’s equation

Output Iout(t), Efp(t), Efn(t), p(t) and n(t)

Loop= Loop + 1and t = t +Δt

bias

B

fp V
Tk

q
tE )(

 

Figure 1-1 Flow chart of modelling the PIN photodiode. 

 

The solution of Poisson’s equation is based on a shooting method which uses the 

Runge-Kutta method to solve the electric field and potential distribution across the 
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photodiode device [17]. Then the current continuity equation is solved using an 

inverse matrix method and finite different method to estimate the position and time 

dependent carrier concentration. Details of a self-consistent solution for Poisson’s 

equation and the current continuity equation solved by C program developed will 

be discussed in Chapter 5. The developed software can be used to estimate the 

electric field, potential, quasi-Fermi level and output electric current.  

 

The second model is set up for the MQW-EAM. Beside the Poisson’s equation and 

current continuity equation, the Schrödinger’s equation is added specially for 

solving the carrier concentration in quantum well structure. The flow chart of 

solving the three equations self-consistently for the MQW-EAM on a step wise time 

basis is shown in Fig. 1-2. 

At t = -Δt, no optical light shines on the device, G = 0

Solve the C-P-S equations under zero bias self-consistently

Output Jcap,  p0 and n0

Solve the C-P-S equations under reverse bias self-consistently

Output  Efp(t), Efn(t),  Jesc(t), n(t) and p(t)

Loop = 0 and at t = 0, optical light  

shines on the device,G ≠ 0

Solve the C-P-S equations under reverse bias self-consistently

Output αeff_QW(t), Pout(t), Efp(t), Efn(t), Jesc, n(t) and p(t)

Loop = Loop + 1 and t = Loop × Δt

 

Figure 1-2 Flow chart of solving MQW-EAM model. 
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The Poisson’s equation and current continuity equation are based on the numerical 

methods used in the PIN photodiode device model. The Schrödinger’s equation is 

solved by applying a transfer matrix method to obtain the eigen-state energies and 

the carrier concentration in the quantum well. The time dependent MQW-EAM 

Solver is also written in C, and the numerical methods details will be discussed in 

Chapter 6. The developed software can be used to estimate electric field, potential, 

quasi-Fermi level, time dependent absorption coefficient and output optical power.  

1.5 Layout of Thesis   

This thesis investigates the physical properties of InP/InGaAs/InP PIN photodiode 

and InGaAsP/InGaAs MQW-EAM. The research background and its objective 

were introduced in this chapter. Then a brief introduction on numerical methods for 

both the PIN photodiode and MQW-EAM modelling was presented.  

 

The background and basic physics of a PIN photodiode will be introduced in 

Chapter 2. In bulk semiconductor material, the red shift is caused by the electric 

field, and this is defined as the Frank-Keldysh effect [18]. The excitonic effects can 

be neglected due to the thermal dissociation at room temperature, and the decreased 

overlap between electrons and holes caused by the applied electric field [18].III-V 

materials are used for PIN photodiodes which are used in 1.3m and 1.55m 

wavelength optical communications systems. In particular InGaAs(P) is used since 

its bandgap is able to absorb the light corresponding to zero material dispersion 

( m3.1 ) or lowest loss ( m55.1 ) in silica optical fibres [19]. The performance of a 

photodiode can be characterized by its responsivity. This parameter is related to the 

quantum efficiency and bandwidth [20]. For analysing a sequence of Gaussian 

input light pulses, the eye diagram gives a more accurate analysis of digital system 

performance than responsivity. The reason will explained further in Chapter 2. The 

bandwidth of the PIN diode is limited by transit time and the RC time constant [21]. 

Both factors are dealt with in this thesis.  

 

Chapter 3 discusses the multiple quantum wells electroabsorption modulator 

(MQWs-EAM). Unlike the bulk semiconductor material, the exciton effects 

remains strong in the quantum well under applied bias at room temperature, due to 

the carriers being confined in the well [18]. Therefore, the excitonic effects can 



Chapter 1                                                             Introduction 

9 

have a strong effect on the absorption for quantum wells structure. As well as the 

excitonic effects, the applied field decreases the effective bandgap, then a red shift 

in the absorption edge is realized [22]. This is referred to as quantum confined Stark 

effect (QCSE). In InGaAsP/InGaAs quantum wells, the exciton peaks are 

broadened under applied bias and the QCSE is more significant to the absorption 

changes. When a photon is applied to the quantum wells, an optical transition can 

occur. Optical transitions in quantum wells take two forms: inter-band transitions 

and inter-subband transitions. The inter-band optical transition is the dominant 

mechanism for the optical light in MQW-EAM [23]. The numerical model of 

quantum wells that has been set up in our MQW-EAM model is for InGaAs(P) 

alloys, which are very attractive for optical fibre communication systems.   

 

Chapter 4 contains the method of estimating and determining the optical parameters 

for light absorbing semiconductors, such as the absorption coefficient, optical 

confinement factor, input light wavelength selection and the carrier generation term 

calculation. The simple estimations of effective absorption for bulk material and 

quantum wells are set up in the model. For a waveguide device, the absorption 

coefficient will be influenced by the confinement factor. Semiconductor devices 

can usually only perform normally within a range of optical light wavelength. The 

detailed selection of input light wavelength for both devices has been introduced in 

this chapter. The generation rate calculation for different input light methods, 

denoted here as top-entry mode and waveguide mode or edged-coupled is 

introduced in this chapter too.  

 

In Chapter 5, a detailed definition of the modelling methods for a PIN photodiode is 

presented. Comprehensive PIN photodiode modelling requires a self-consistent 

solution of the Poisson’s equation for calculating the electrostatic potential and of 

the continuity equations for the electron and hole currents. For a clearer 

understanding of both equations, the definitions of the equations have been 

introduced before applying the numerical method. A modified version of shooting 

method and Runge-Kutta method are applied to solve the Poisson’s equation and 

the inverse matrix method and finite difference method are also used to solve the 

current continuity equation. Our model includes both the diffusion and 

recombination terms in the intrinsic region, and the thermionic emission effect 
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across the hetero-junction, factors that are often ignored [9, 10, 12]. The model also 

takes into account the effect of band filling on the effective absorption coefficient. 

A flow chart for obtaining the self-consistent solution of Poisson’s equation and 

current continuity equation is listed in the last section of the chapter.  

 

Chapter 6 contains a detailed definition of the modelling theory for the MQW-EAM. 

Comprehensive modelling of the MQW-EAM, requires self-consistent solutions of 

Poisson’s equation, the current continuity equation and Schrödinger’s equation [9]. 

The charge density term in Poisson’s equation needs to include the carrier 

concentration in the quantum well [24], and the current continuity equation has 

separate forms for bulk material and quantum wells material. The solution to 

Schrödinger’s equation leads to evaluating the single particle to give an 

approximate quantum mechanical description of the system [25]. The numerical 

methods for solving Poisson’s equation and current continuity equations that are 

introduced in Chapter 5 can be still applied here. The transfer matrix method and 

single particle effective mass equation are presented to solve the Schrödinger’s 

equation. Our model includes both the diffusion and recombination terms in the 

intrinsic region, the current transport in between quantum well and bulk material, 

and the thermionic emission effect across the hetero-junction. A special technique 

of adding the carrier concentration in the wells to the Poisson’s equation to make a 

better rational approximation is used in the model. A flow chart for obtaining the 

self-consistent solution of Poisson’s equation and Schrödinger’s equation and a 

complete self-consistent solution of three equations are listed in the last section of 

the chapter.  

 

Chapter 7 describes the results of PIN photodiode modelling. Specifically 

InP/InGaAs/InP PIN photodiodes under different external conditions have been 

simulated. Firstly, different shaped input optical signals have been tested. 

Furthermore, a more detail analysis of single and sequences of Gaussian shaped 

input optical waves have also been discussed in this chapter. Finally, the eye 

diagram ratio of a received signal current arising from Gaussian shaped light pulses 

has been estimated and compared under different conditions, such as I-layer width, 

applied bias, input average power, doping density and input light method (top entry 

or edge coupled). The signals beyond the 3dB frequency point have a detailed 
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analysis under the above mentioned conditions. 

 

Chapter 8 shows the results of MQW-EAM modelling. The model has been tested 

under different types of applied bias. The calculated absorption coefficients are too 

noisy to analyse. Thus, a data smooth function is applied to the absorption 

coefficient data throughout the chapter. For square shaped pulses applied bias, 

different input average power and different on/off time has been tried on the device 

to investigate their influences on the absorption coefficient of the device. The 

estimated output power for the Gaussian shaped applied bias pulses has also been 

analysed under different FWHM.  

 

Chapter 9 presents a conclusion for this thesis and future work for further research.  
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2.1 Review of PIN Photodiodes  

A photodiode is one of the significant components in the optical receiver, and its 

performance has a large influence on the receiver [26]. It is normally used to 

convert the modulated optical light signal that is transmitted by the optical fibre into 

an electronic signal (electrical current) [27]. There are many different types of 

photodiode, such as the PIN photodiode the avalanche photodiode (APD), the 

optically pre-amplified PIN detector and the uni-traveling-carrier photodiode [26, 

28]. The PIN photodiode is perhaps the simplest detector as shown in Fig.2-1, the 

basic telecommunications PIN photodiode structure consists of a wide bandgap 

P-type semiconductor material followed by a low-doped narrow bandgap intrinsic 

layer (I-layer) and next a section of N-type semiconductor of either the same 

bandgap as the I-layer or wider bandgap to prevent absorption in this region.  

 

Figure 2-1 A example of p-i-n InGaAs/InP photodiode. 

 

The device has to be reverse biased in the photoconductive mode [29]. When the 

device is biased, the low-doped I-layer has relatively higher resistance. Therefore, 

the I-layer has most of the applied voltage and electric field across it [29]. If 

photons are incident on the I-layer, electron-hole pairs are created. Then the very 

strong field in the I-layer will sweep these carriers to the ends of device [26]. Some 

parameters of PIN photodiode must meet the requirements of optical fibre 

transmission; responsivity at the required wavelength, and a response time 

consistent with the electrical bandwidth of the signal [27]. 

 

Nonlinear processes are introduced by the Franz-Keldysh effect and band-filling 

effect in the PIN photodiode [30]. The Franz-Keldsh effect causes a red shift in the 

absorption spectrum of a semiconductor depending on the applied electric field [31], 

and it can also change the refractive index due to the applied electric field [22]. The 

change in refractive index is not developed in this work, however, the electric field 

dependent absorption coefficient is applied to the model and it will be introduced in 

P I N 

InGaAs intrinsic N
+
InP P

+
InP 

Electric field 

−  + 
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Chapter 4. The detail of Franz-Keldysh effect will be introduced later in section 2.2. 

The band-filling effect will be also taken account in the modelling and the details of 

the band-filling effect will also be described in Chapter 4.  

 

Comprehensive PIN photodiode modelling requires a self-consistent solution of the 

Poisson’s equation for calculating the electrostatic potential and continuity 

equations for the electron and hole currents. The PIN photodiode numerical model 

has been set up by many people before [9, 10, 12], however; the new model 

includes both the diffusion and recombination terms in the intrinsic region and the 

thermionic emission effect across the hetero-junction, factors that are often ignored. 

The model also takes into account the effect of band filling on the effective 

absorption coefficient. The optical parameters calculations and numerical methods 

of solving Poisson’s equation and the current continuity equation for a PIN 

photodiode will be introduced in Chapter 4 and Chapter 5 respectively. 

2.2 Franz-Keldysh Effect  

The Franz-Keldysh effect occurs in bulk semiconductor materials. It is caused by an 

electric field which includes a change in the complex dielectric constant of a direct 

band gap semiconductor, occurring at photon energies close to the band edge [22]. 

It describes the primary shift and broadening of the band edge absorption when an 

electric field is applied [32, 33], and can be thought of as a photon assisted 

tunnelling effect [34]. Schematically, the Franz-Keldysh effect can be illustrated as 

the conduction band Ec and valance band Ev being tilted by the applied electric field 

as shown in Fig. 2-2 [35], then the wavefunctions of carriers in the bands tunnel into 

the tilted band gap so that photons need a lower energy ћ to excite an electron into 

the conduction band [36].  

 

Figure 2-2 Schematic diagram of Franz-Keldysh effect. 

Ec 

Ev 

Eg-ћ 

ћ 

Wavefunction for hole 

Wavefunction for 
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tunnelling into bandgap 
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This effect induces an effective red shift in the bandgap energy, it changes both the 

absorption constant of the semiconductor and its refractive index [37] and has been 

used as basis for optical modulation [38, 39].  

2.3 III-V Materials for PIN Photodiode 

III-V semiconductor materials are commonly used in semiconductor devices due to 

their usually direct bandgap, which is favourable for optoelectronics [40] and 

excellent electron velocity characteristics that permit the operation of devices at 

very high frequencies [41]. InGaAsP, InAlAs and InGaAs alloys are very attractive 

for optical fibre communication systems, near infrared multichannel spectroscopy, 

radiant thermometry and non-destructive inspection system [42], because their 

bandgaps are such that these semiconductors emit or absorb light having 

wavelengths corresponding to those at which zero dispersion (1.3m) or lowest 

loss (1.55m) occurs in silica optical fibres [19]. For In0.53Ga0.47As, a direct 

bandgap semiconductor with high saturation drift velocity, the absorption 

coefficient at 1.3m and 1.55m is about 10
4
cm

-1
 and 0.7×10

4
cm

-1
 respectively 

making it an excellent choice as the I-layer in a PIN photodiode [43]. In0.53Ga0.47As 

lattice matched to InP is able to detect all the light emitted by InGaAs(P) and 

In(Al)GaAs materials matched to InP. Therefore, In0.53Ga0.47As is most widely used 

as a light absorber in optical-fibre communications [44].  

2.4 Quantum Efficiency and Responsivity 

The effective absorption coefficient is related to the quantum efficiency (QE) which 

is the number of the electron-hole carrier pairs generated per incident photon of 

energy ћ [45] or can be defined as, 

 









in

out

Pq

I
QE


 (2-1) 

where Iout is the photocurrent,

inP

is photo flux and Pin is the optical power that 

incident on the device.   

 

The responsivity is the ratio of the generated photocurrent and the input optical 

power [21], 
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Therefore, QE can be related to the responsivity by,     
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The larger the responsivity is, the better the photodiode performs. For the same 

amount of the input optical power, if the I-layer width increases, in other words, the 

light absorption volume increases, the output photocurrent will rise as well. 

Therefore, the wider the I-layer is, the larger the responsivity will be, however; the 

response time will be extended as the I-layer width increases. The response time is 

introduced in the section 2.6.  

2.5 Eye Diagram Analysis 

The responsivity only provides a measure of the average or the peak value of output 

photocurrent, however; it cannot measure the quality of the signal, especially for a 

sequence of Gaussian shaped pulses. For accurate analysis of a sequence of 

Gaussian pulses in the PIN photodiode, an eye diagram analysis is applied [46]. An 

eye diagram is formed by superimposing oscilloscope traces of the receiver filter 

output [47]. Each trace is triggered at the same phase within a symbol interval and 

lasts for a few symbols [47]. The eye diagram pattern of perfect sine wave as seen 

on the oscilloscope is shown in Fig. 2-3 [48]. 

 

Figure 2-3 Eye diagram as seen on the oscilloscope. 

 

When a sequence of Gaussian shaped input light pulses is applied to the PIN 

photodiode device, a sequence of Gaussian shape current should be generated. 

When the repetition time gets faster (i.e. time interval between pulses get shorter), 

the current pulses tend to merge together. This effect will limit the ability of a 

system to distinguish pulses in the following way. First an eye diagram area ratio is 

defined. This is given by, 

 
p

c
Aeye

A

A
 _  (2-4a) 
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where Ap is the cross-hatched area in Fig.2-4(a), it is the area between forward half 

period power and actual input optical power. The same definition is applied to Ac 

for output current, and it is the cross-hatched area in Fig.2-4(b). The eye diagram 

height ratio is defined by, 

 
p

c
Heye

H

H
 _  (2-4b) 

Hp is the height between the peak point of forward half period power and 

corresponding point of actual power as shown in Fig.2-4(a). The same definition 

applied to Hc for output current and is shown in Fig.2-4(b) 
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Figure 2-4 The eye diagram of (a)input power and (b)output current. 
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2.6 Time Dependent Behaviours 

The response time is the time required for the photodiode to respond to input optical 

input power and then produce an output current [49]. The response time of the 

photodiode is set by two different contributions mainly: the transit time and the RC 

time constant [27]. The response time of the diode is related to its usable small 

signal bandwidth [49]. The bandwidth of the PIN photodiode is conventionally 

defined as [46], 

 
22

11

1





















tRC ff

BW  (2-5) 

where 
RC

RCf
2

1
  , 

t
tf

2

1
 , RC is the RC time constant and t  is the 

carrier transit time. 

2.6.1 Transit Time Effect 

In small area photodiodes the response time primarily depends on the transit time 

[50]. The definition of the transit time for the photodiode is the time taken for 

photo-generated carriers to travel through the I-layer. One of two factors decides 

the response speed of the photodiode. Apparently, the shorter I-layer width results 

in a shorter transit time and faster response speed, however; the responsivity will 

fall as the I-layer width decreases [43]. To avoid the trade-off between responsivity 

and transit time, the light can be edge-coupled into the device which then acts like a 

waveguide [43].  Details of waveguide mode will be introduced in Chapter 4 

section 4.4.2. The transit time is often approximated as [51], 

 
d

i
t

v

W
  (2-6) 

where Wi is the width of the intrinsic layer and vd is the carrier drift velocity. The 

transit time can be directly obtained by estimating the delay time between output 

current and input optical power, as shown in Fig. 2-5. In this example, the output 

current has 2ps time delay, so the transit time is 2ps. 
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Figure 2-5 The 20ps FWHM 1mW optical power input optical power (black dot) and output current 

(circle). 

 

When a sequence of input optical pulses are applied to the device, an output current 

broadening effect can occur if the electrons that are generated by the first optical 

pulse are still in the I-layer when the second pulse has arrived at the same region. 

Then the electrons generated by the second pulse will merge with those that are 

generated by the first pulse [43].  

2.6.2 RC Time Constant 

The RC time constant is related with the circuit parameters that include junction 

capacitance (CJ), diode resistance (RJ), external load (RL) and series resistance (RS) 

[52]. The series resistance is bulk and contact resistance and is often neglected due 

to being usually only a few ohms [46, 52]. The equivalent circuit of PIN photodiode 

that includes all of circuit parameters is shown in Fig. 2-6. 

2ps 
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Figure 2-6 Equivalent circuit of PIN model. 

 

The equivalent junction capacitance is defined as,  

 
Dep

r
J

W

A
C

 0  (2-7) 

where o is the permittivity in vacuum, r is the relative permittivity of the 

semiconductor, A is the area of the I-layer, and WDep is the depletion width. The 

diode resistance RJ can be found by Ohm’s law, 

 
out

bias
J

I

V
R   (2-8) 

where Vbias is the applied voltage across the device and Iout is the current through 

I-layer. The external load resistance (RL) represents the loading effects of any 

following circuit. The standard impedance 50 is chosen to be the load resistance. 

Therefore, the total resistance of the equivalent circuit is given as,  
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  (2-9) 

Then the photodiode capacitance also has significant influence on the overall 

response time via the RC time constant is defined as [46], 

 JTRC CR  (2-10) 

2.7 Summary 

This chapter has introduced the basic physics of a PIN photodiode. The absorption 

coefficient is influenced by the band filling effect and the Franz-Keldysh effect. 
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The reason for choosing InGaAs as the I-layer for the PIN photodiode is because it 

can absorb the wavelengths corresponding to those at which zero dispersion 

(1.3m), or lowest loss (1.55m), occurs in silica optical fibres. The quality of the 

output current pulses in this thesis will be measured by eye diagram ratio rather 

than responsivity. Eye diagram ratio is a better measurement for a sequence of 

pulses because its value is reduced when the output pulses start merging, a 

condition that represents the true limiting conduction for unambiguous data 

interpretation in the case of large amplitude pulse operating conditions. That means 

the eye diagram ratio can detect if the output pulses start merging, however, the 

responsivity value does not fall since it only measures the peak value of output 

pulses. The eye diagram also can lead to an analysis of the pulse time spreading 

ratio that will be introduced in Chapter 7. The transit time effect and the RC time 

constant are the two major factors to the bandwidth of the photodiodes.  
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3.1 Review of the MQW-EAM 

Multiple Quantum Well Electroabsorption Modulators (MQW-EAM) are important 

components for long haul, large capacity optical fibre communications systems 

[53]. The MQW-EAM has been utilized in pulse generation, de-multiplexing, 

wavelength conversion and signal generation [54]. As data rates increase, they 

become more and more important in optical communications systems because of 

their large absorption change and hence large modulation depth and their broad 

modulation bandwidth.  

 

Band filling and the Quantum Confined Stark Effect (QCSE) will both affect the 

absorption rate. The QCSE is the basis of the functionality of an MQW-EAM [54]. 

Typically, a MQW is embedded in the intrinsic layer of a hetero-junction PIN diode 

structure, see Fig. 3-1. 

 

Figure 3-1 Conduction band edge profile (neglecting band bending) in the basic structure of 

multiple quantum well electroabsorption modulators (MQW-EAM). 

 

As a reverse bias is applied, the depletion field in the intrinsic layer increases, 

causing the effective absorption edge of the MQW to shift to lower energy, or in 

terms of light wavelength, red shift. If the incident light is only weakly absorbed 

when the MQW-EAM is in the unbiased state, the light becomes strongly absorbed 

when the reverse bias is applied, modulating the intensity of the light beam passing 

through the device. The QCSE is discussed more in section 2.2. When the wells are 

filled by the excited carriers the absorption becomes reduced, and this is called band 

filling [55]. 

 

Having a short photo-generated carrier escape time is very important for the 
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modulator, otherwise the device will perform poorly at high speed due to the 

building up of charge in the wells or in the intrinsic layer of the overall device 

structure. Short escape times can be obtained by reducing the wells depths or 

increasing the applied field [54].   

 

For telecommunications applications, the basic structure of MQW-EAM takes the 

form of a dielectric waveguide which includes cladding layers, guiding layers with 

the multi-quantum well layers (wells and barriers) contained in the waveguide core. 

The chosen structure in the modelling described latter is assumed to be comprised 

of InP/InGaAsP/InGaAs. Its generic structure is shown in Fig 3-1. 

 

The dynamic properties of MQW-EAM are to be investigated by setting up an 

appropriate numerical model. The dynamic properties to be modelled include 

changes in absorption under QCSE, field-dependent escape from and capture into 

the wells, optical generation and recombination of carriers and thermionic emission 

requires a detailed model [56]. For carrier transport in the MQW-EAM, the 

pertinent basic equations are Poisson’s equation, the current continuity equation 

and Schrödinger’s equation. Poisson’s equation relates the potential to the charge 

distribution [9]. The continuity equations for holes and electrons control the 

conservation of carriers in any volume [9]. Schrödinger’s equation gives the carrier 

density in terms of electron and hole eigen-state in hetero-junction devices [57]. An 

accurate carrier transport model requires the self-consistent solution of all three 

equations. 

3.2 Quantum Confined Stark Effect (QCSE) 

The Quantum Confined Stark Effect (QCSE) is related to the Franz-Keldysh effect 

[58]. The QCSE refers to the variations that occur in the electronic and optical 

spectra of a quantum well when the electric field is applied [33]. Based on this 

effect, optical modulators are able to have high modulation contrast and high speed 

at low bias voltage [59].  

 

The QCSE effect occurs when an electric field is applied perpendicular to the 

quantum well layers [60]. This has two effects. First, the density of states edges 

undergoes a red shift, as shown in Fig. 3-2, the quantum confined equivalent of the 
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Franz-Keldysh effect. In addition, the effect of the applied field on exciton 

formation must be considered. The binding energy of an exciton decreases due to 

the applied field tending to ionize the exciton by pulling the electron – hole pair 

apart [61].  

Figure 3-2 Parabolic three dimensional density of state with (grey solid line) or without (black solid 

line) Franz-Keldysh effect and two dimensional density of states with (grey dash line) or without 

(black dash line) quantum confined Franz-Keldysh effect. 

 

When the electric field is applied perpendicular to the layers, the ground state 

wavefunction of the electron and hole are pushed towards opposite sides of the 

quantum wells. Fig. 3-3 illustrates this effect.   

 

Figure 3-3 Quantum well energy bands and wavefunction (a) with no field (b) with applied field. 

 

Figure 3-4 Electroabsorption spectra for a 94Å AlGaAs/GaAs quantum well under electric field of 

(i) 0V/m, (ii) 6V/m, (iii) 11V/m, (iv) 15V/m, and (v) 20V/m (Data from Schmitt-Rink et 

al.,1989). 
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The field induced absorption changes in typical quantum wells are shown in Fig.3-4 

[62]. These changes are much larger than that of the Franz-Keldysh effect [63]. In 

Fig.3-4, it is obvious that the absorption coefficient has been reduced, broadened, 

and shifted, to lower energy after the electric field is applied [64]. Thus, the optical 

absorption is strongly electric field dependent. 

 

The reasons for the causes of the changes in the absorption coefficients are listed 

below.  

1. The effective bandgap energy en

hmE falls with the increasing electric field. 

Notice that the separation of the ground state conduction subband and 

valence subband has become smaller and the binding energy of excitons 

decreases, therefore the absorption coefficient has a red shift and the peak 

value has reduced after the field is applied [45]. The change in effective 

bandgap energy is mainly related to the exciton contribution to the 

absorption in InGaAs/AlGaAs quantum wells [65]. In InGaAsP/InGaAs 

quantum wells disorder introduced by random fluctuations in the 

composition of the layers causes the exciton peaks to broaden [66] and the 

relative contribution of the density of states shift to the absorption change 

becomes more significant [54, 67].    

2. The exciton absorption line also broadens because of field induced carrier 

tunnelling [64].  In addition, the peak of absorption spectrum obviously 

gets smaller and smaller and even nearly disappears when the field 

increases to 20Vm
-1

. The disappearance of absorption peak coincides with 

the condition of complete exciton ionization [61]. Fig.3-5 shows a 

schematic diagram illustrating the effect of with and without applied field 

on the excitons and density of states contribution to the QCSE. In this work, 

on InGaAsP/InGaAs quantum wells only the density of states contribution 

to the absorption edge red shift is calculated.   
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Figure 3-5 Absorption spectra against photon energy: 

area under dashed line – excitonic contribution to absorption spectrum 

area under dashed point line – density of states contribution to absorption spectrum  

3.3 Optical Transition in Quantum Wells 

Optical transition can occur between states in quantum wells, since potential wells 

are formed in both conduction band and valance band, various transitions can be 

envisioned [68]. In the quantum wells, two different types of transition may take 

place, these are intersubband and interband transition depending on if the initial and 

final states belong to the same band or not [69]. 

3.3.1 Interband Transition 

Interband transitions are observed in all solids [70]. The process that creates the 

electron and hole pairs in conduction band and valance band is defined as interband 

absorption [71]. The opposite process interband luminescence means an electron 

drops from a conduction band state to a valence band state by an emitting photon 

[70].  

 

Figure 3-6 The inter-band transition between valance band and conduction band. 
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In a quantum well, an interband transition is a vertical transition from the bound 

states in valance band to the bound states in conduction band, as shown in Fig. 3-6. 

When a photon comes in, an electron will be excited from a valance subband to a 

conduction subband. Using the labelling of the subbands shown in Fig. 3-6, the 

transition between the bound states, (m1, n1), (m2, n2) and (m3, n3) are the strongest 

transitions, whilst the transitions between the bound states, (m1, n3) and  (m3, n1) 

are weaker because transitions between bound states of odd-even or even-odd index 

are not allowed in symmetric quantum wells [58]. The transition rule follows from 

the fact that the optical absorption strength is proportional to the overlap integral 

of the conduction and valence wavefunction [72]. The interband absorption 

calculation will be discussed in Chapter 4 section 4.2.2. A quantum well is known 

as a symmetric well when it has full inversion symmetry about its central axis. 

When the electric field is applied to a symmetric quantum well, the well changes to 

an asymmetric well [73], as shown in Fig.3-7.   

 

Figure 3-7 (a) Symmetric well changes to (b) asymmetric well when an electric field is applied. 

 

3.3.2 Intersubband Transition 

An intersubband transition occurs when electrons or holes are excited between 

levels (or subbands) within the same potential well. Intersubband absorption in the 

conduction band is shown in Fig.3-8 [70].  
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Figure 3-8 An inter-subband transition between in conduction subbands. 

 

The transition between (n2, n3) is the strongest transition, transition (n1, n2) has 

slightly weaker strength, and transition (n1, n3) is forbidden by the parity selection 

rule in a symmetric well [58]. The transition rule for intersubband still follows 

from the fact that the optical absorption strength is proportional to the overlap 

integral of the conduction and valence wave function [72].   

 

Intersubband transitions have an extremely short absorption recovery time as the 

photo-excited carriers rapidly lose energy to phonons [74, 75]. What is more, 

intersubband transitions usually occur at much lower photon energy than interband 

transitions [76], so it potentially allows photon emission energies in the terahertz 

region of the spectrum by using band gap engineering [77]. Intersubband transitions 

are of growing interest in THz technology [78, 79] because of the advantages 

mentioned above.  

3.4 InGaAs(P)/ InGaAsP Multiple Quantum Wells 

As introduced in Chapter 2, the InGaAs(P) alloys are very attractive for optical 

fibre communication systems, because their bandgaps are such that these 

semiconductors emit or absorb light, having wavelengths corresponding to those at 

which  zero dispersion ( m3.1 ) or lowest loss ( m55.1 ) occurs in silica optical 

fibres [19].  InGaAsP/InGaAsP quantum wells that operate in the long wavelength 

[55] region tend to confine electrons less strongly in the conduction band well 

because of the lower conduction band offset between the outer barriers and the 

quantum wells. As a result, the valance band offsets tend to be larger, and the 

valance band wells deeper [80], making it harder for holes to escape. This has the 

consequence that the barrier material must be carefully chosen to prevent 

photo-generated holes from piling up in the wells, especially at high input optical 
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intensities, for successful modulator performance [81]. On the other hand, the time 

dependence of this build-up of photo-generated charge may contribute to the 

ultra-fast response of the device.      

3.5 Electroabsorption Effects of MQW-EAM 

Electroabsorption effects for MQW-EAM have been an interesting research subject 

for many years, and the quantum wells have shown to have a more significant 

change of the absorption with the applied voltage than the bulk semiconductor due 

to quantum confined stark effect (QCSE) [82]. The one dimensional calculation 

model of electroabsorption coefficient was set up by Qin Chen (Chinese Academy 

of Science). 

3.6 Time Dependent Behaviour  

An MQW-EAM modulates the amplitude of an optical input signal with an 

electrical signal of much lower frequency. The Fig. 3-9 shows the modulation 

process. 

 

Figure 3-9 MQW-EAM modulates the input signal from high frequency to lower frequency that can 

be responded by the device. 

 

In Fig.3-9, an optical signal Pin(t) = P0sin(t) at really high frequency (i.e. the 

optical field frequency) is the optical input to the EAM, and the voltage applied to 

EAM is time varying, for example a square wave or sine wave pulse. In the case of 

the latter, the output signal will be Pout(t) = Pin (t) + P0sin(mt). Further along the 

system, any detecting device generates a photocurrent with time dependence that 

detects at frequency m not , where m < . This represents ideal optical intensity 

modulation.  

 

Other factors can give rise to deviations from this ideal. Firstly, from a circuit 

Continuous   

Wave 

Laser 

(CW laser) 

 
MQW-EAM 

Laser beam pulse Pin 

Output light pulse Pout 

 Time varying applied voltage 



Chapter 3          Multiple Quantum Well Electroabsorption Modulators (MQW-EAM) Basics 

31 

point-of-view an MQW-EAM behaves like a capacitor with a resistor in parallel 

(neglecting the resistance contributions from the electrodes, and neutral n-type and 

p-type cladding regions). Consequently, when driven by a voltage source of finite 

output impedance, the electrical bandwidth of a MQW-EAM will be RC time 

constant limited. At modulation frequencies close to or exceeding the 3dB cut-off 

frequency, the modulation depth of the slow periodic amplitude variation imposed 

on the light beam will be reduced. 

3.7 Absorption Saturation 

Absorption saturation arises from the finite escape time of photo-generated 

electrons and holes from the quantum well [83]. The requirements for interband 

optical absorption to take place in a quantum well that an electron must occupy a 

valance subband and that an unoccupied state exists in a conduction subband at the 

same value of electron k-vector and at an energy separation from the occupied 

valance subband state exactly equal to the photon energy. (These requirements 

exclude the effect of exciton formation.) In a MQW-EAM, the effective absorption 

edge derives from an electron transition from the h level (in the valance subband) to 

the e level (in the conduction subband), the very levels most likely to be occupied 

by photo-generated electrons and holes. If the top of the h1 subband is largely 

occupied by holes and/or the bottom of the e1 subband is occupied by electrons, the 

requirement for absorption is that the ground (h1) is occupied by an electron and 

excited (e1) is unoccupied, cannot be met. Under these circumstances the 

probability of absorption is negligible. This effect is known as absorption saturation 

of phase space (k-space) quenching. This effect is exploited in a device known as a 

saturable absorber [84].   

 

Therefore, when the MQW-EAM absorbs a certain amount of light, the charge 

carriers generated in the quantum wells need to be swept out by the depletion field 

(i.e. bias field) of the PN or PIN junction. Charge carriers that are trapped in the 

QW also distort the external electric field by the local charge screening effect, 

causing the applied electric field across the quantum well to fall. This is illustrated 

schematically in Fig. 3-10.   
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Figure 3-10 Effect of dipole field inside the quantum well.  

solid line – band edges with no photogenerated charge in quantum well 

dashed line – band edges with photogenerated electrons and holes creating a dipole  

field Fdipole across the quantum well in a direction that opposes applied field Fbias  

 

The dipole field arising from trapped photo-generated carrier is in the opposite 

direction to the bias field used to shift the absorption edge by QCSE to a spectral 

position where the incident light is strongly absorbed. The net electric field across 

the well is reduced causing the absorption edge to shift to higher photon energy, 

hence the absorption decreases and the modulation depth of the optical signal 

decreases, as shown in Fig. 3-11. 

 

Figure 3-11 Applied voltage and output light intensity against time. 
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the MQW-EAM and the contrast ratio between binary “0” and binary “1” decreases. 

Two effects contribute to absorption saturation: (a) high input optical intensity and 

(b) the time interval between adjacent voltage pulses being shorter than the escape 

times of the photo-generated carriers from the wells. The first effect can be 

counteracted by operating the MQW-EAM with low incident optical intensity and 

the second by operating at a high bias field to help sweep out the photo-generated 

carriers. On the other hand, the escape times of electrons and holes from the wells 

determine the fastest data rate achievable using a MQW-EAM. One simple 

approach to increase operating speed of an MQW-EAM is to use shallow barriers to 

facilitate the carriers escaping from the well [85]. The saturation effect can be larger 

in the MQW-EAM than the bulk devices, due to the larger number of 

hetero-interfaces [86]. 

3.8 Summary 

Chapter 3 presented a brief review of the physical properties involved in a 

MQW-EAM when it is operated. The basic functionality of MQW-EAM, the 

quantum confined Stark effect (QCSE) was introduced in section 3.2. The QCSE 

leads to a red shift in the absorption coefficient. Besides the QCSE, the absorption 

coefficient is also affected by band filling and excitonic effects. If the device 

absorbs a large amount of optical power, then absorption saturation might occur in 

the MQW-EAM. The trapped carriers in the well can screen the electric field. 

Therefore, a reduction in absorption coefficient and modulation depth can take 

place in the device. The estimation of absorption coefficient in the numerical model 

will include the QCSE and band filling, but no excitonic contribution will be 

involved in the absorption coefficient calculation.  
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4.1 Two Different Devices Models 

In this chapter, the methods for estimating the optical parameters are introduced. 

Poisson’s equation and the current continuity equation are both used in the PIN 

photodiode and MQW-EAM modelling, however; the optical parameters are 

defined differently because the PIN photodiode is a bulk material structure, and the 

MQW-EAM has the multiple quantum wells in the intrinsic layer. The optical 

parameters introduced in this chapter include the absorption coefficient, input light 

wavelength selection, and the photo-generation term.  

4.2 Effective Absorption Coefficient   

4.2.1 Bulk Material 

Under thermal equilibrium, the absorption coefficient can be calculated by [82], 

  2
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0 gEA     (4-1) 
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mass of hole. 

 

If ћ < Eg, then the light will only pass through the material; in other words, the 

semiconductor is transparent for this light. If ћ > Eg, and the light may still not be 

absorbed by the device owing to the requirements that the initial state must be 

occupied by an electron and the final state unoccupied, as shown in Fig.4-1 [87]. 

 

Figure 4-1 A semiconductor with direct bandgap, the input light energy is smaller than the Fermi 

level difference. 
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That means states in the accessible conduction band states are full, and accessible 

states in the valence band are empty. Transition blocking occurs and the absorption 

coefficient decreases. This is called band filling [88]. By considering the band 

filling effect, the absorption coefficient should be defined as [89], 

  cvFD ff  0  (4-2) 

where cf and vf are the Fermi distributions for electrons and holes respectively and 

are given by [90], 
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where gEE   , Efp and Efn are the quasi-Fermi energy of holes and electrons 

respectively, kB is the Boltzmann constant and T is the temperature. If transition 

blocking occurs, when )( fpfn EE  , photons cannot be absorbed by the 

material and recombination of the electron and hole causes a photon to be emitted 

(radiative recombination) and the radiation can be amplified by stimulated emission 

[87]. Therefore, the photon can only be absorbed by the semiconductor if the 

photon energy is larger than the band gap energy and there are available vacant 

states in the conduction band. That means )( fpfn EE   is the condition for a 

photon to be absorbed.  

4.2.2 Quantum Well  

Interband absorption in the quantum well is discussed in this section. For simple 

calculation, the exciton effect between holes and electrons due to Coulomb 

interaction is ignored. The absorption spectrum at thermal equilibrium is [82],  
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as the overlap integral. The term 
2

ˆ
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Appendix I),
w
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r
L

m
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  is the two dimensional reduced density of states and 

 en

hmEH   is the Heaviside step function. The term en

hmE is the transition energy 

and is defined as  

 hmen

en

hm EEE  ,  0hmE . 

Where Een is eigen-energy for electrons and Ehm is the eigen-energy for holes. In a 

quasi-equilibrium state, the absorption depends on the quasi-Fermi level, so the 

absorption coefficient is given by, 
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vf are the Fermi-Dirac population inversion factor, they are defined 
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where en

hmt EE   . 

4.2.3 Waveguide devices 

The effective absorption coefficient for a MQW-EAM in a waveguide device is,  

 



ki

iiFDQWeff

,...2,1

__   (4-9) 

where i is the optical confinement factor and FD_i is the absorption coefficient of 

the i-th well. The confinement factor i is defined as the optical power contained in 

the i-th quantum well to the total power carried by a given waveguide mode [91]. 

There are two common propagation modes: the transverse electric mode (TE mode) 

and the transverse magnetic mode (TM mode), as shown in Fig.4-2.  
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Figure 4-2 TE and TM polarisation light propagation in the MQW-EAM. 

 

Therefore, for a TM mode, the optical confinement factor for a single quantum well 

lying between an interface at x and an interface at x + LQW is defined as, 
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where for a slab waveguide mode 
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For a TM mode, the Hs field has only a transverse component and does not have a 

component in the propagation direction [92]. It can be represented by [93] 

 0 zsxsys HHE  (4-12a) 

   ysxs HE  /  (4-12b) 

   xHjE yszs  //  (4-12c) 

Where  is the permittivity. 

 

From similar consideration, the confinement factor for slabs TE mode is given by 
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where for a slab waveguide mode 
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 )]exp()exp([ xjkBxjkAH ssssxs 



 (4-14) 

TE mode means the Es field does not contain any component in the direction of 

propagation [92]. Thereby for a TE mode [93], 

 0 zsxsys EEH  (4-15a) 

   ysxs EH  /  (4-15b) 

   xEjH yszs  //  (4-15c) 

where  is the propagation constant,  is the permeability and  is angular 

frequency. 

 

Similarly, the effective absorption coefficient for PIN photodiode in a waveguide 

device is,  

 IbulkFDeff  _  (4-16) 

where I is the optical confinement factor of I-layer and FD_bulk is the absorption 

coefficient of the I-layer taken in the band filling effect. The confinement factor I 

can be calculated by using similar equations as Eq.(4-10) or Eq.(4-13). There are 

also different equations for confinement factor under TE mode and TM mode, as 

shown in Fig.4-3.  

 

Figure 4-3 TE and TM polarisation light propagation in the PIN photodiode. 

 

For a TM mode, the optical confinement factor for PIN photodiode lying between 
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where Exs is defined by Eq.(4-11). The confinement factor for slabs TE mode is 

given by 
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where Hxs is defined by Eq.(4-14). 

4.3 Input Light Wavelength Selection 

4.3.1 PIN Photodiode 

The energy of an input photon needs to be bigger than the bandgap energy, in order 

for absorption to take place. For better efficiency of an InP/InGaAs/InP PIN 

photodiode, the absorption region should be only in the I-layer, whilst the P-layer 

and N-layer (wide bandgap layer) serve as transparent layers for the specific input 

light [94]. It is because the electron-hole pairs generated in the wide bandgap layers 

will first diffuse into the I-layer before they can be swept by the field, this carrier 

action will result in increased transit time [29]. Therefore, the energy of input light 

should be in the range of EIg < ћ < EPg, where the EPg is the energy bandgap of the 

InP (P-layer) and the EIg is the energy bandgap of the InGaAs (I-layer), as shown in 

Fig.4-4. 
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Figure 4-4 Potential profile under -3V bias. 

 

In Fig.4-4, the input light energy range is eVeV 35.1752.0   , therefore the 

wavelength of the input light should be in the range of mm  6487.192647.0  . 

For zero dispersion ( m3.1 ) or lowest loss ( m55.1 ) occurs in silica optical fibres 

[19], so both of these wavelength are chosen for use in the numerical model.  

4.3.2 MQW-EAM  

Light absorption is assumed to only occur in the quantum well in our model. Light 

absorption control is essential in MQW-EAM. The absorption process only can take 

place if the device is under reversed bias, and it ceases when the applied bias stops 

and is removed from the device. By example, Fig.4-5 shows that the InGaAs well 

band-edge transition energy is 0.784166eV under 0V bias, and decreases to 

0.775622eV if -1V is applied. The band-edge transition energy is given by [82], 

 hmen

en

hm EEE  ,  0hmE . 

where Een is the eigen-state in the conduction band well and Ehm is the eigen-state in 

the valence band well. Therefore the quantum wells will absorb light if optical 

photon energy is equal to or larger than en

hmE .  
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Figure 4-5 Potential profile under 0V bias and -1V bias. 

 

For realizing large light absorption under -1V bias and no absorption under 0V bias, 

the input light energy can be chosen to be a little bit smaller than the smallest 

band-edge transition energy of all wells under 0V applied bias, however; for a 

InGaAs quantum well MQW-EAM device is usually operated under 1.55m 

wavelength input optical light [19]. That is because at this wavelength, the 

absorption coefficient drops to a very small value under 0V bias, however; the 

value of absorption coefficient increases as the reverse applied bias value increases. 

This is as shown as Fig. 4-6 [54].  

 

Figure 4-6 Measured (solid line) and calculated (dashed line) TE spectra for modal Absorption. 

Data is taken from reference [54]. 
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4.4 Effects of Carrier Generation on Effective Absorption 

4.4.1 Vertical Entry Devices 

Fig.4-7 illustrates the direction of light propagation relative to the layer structure of 

a PIN photodiode for a vertical entry device light generation should only take place 

in the intrinsic layer for a good efficient photodiode [95]. There are two types of 

vertical entry device. If light shines on the device from the P side, it is defined as 

top-illumination or top-entry, and if light illuminates from the N side, it is called 

sub-illumination or sub-entry [12].  

 

 

Figure 4-7 Vertical entry PIN InGaAs/InP photodiode under two types of illumination and its 

external circuit. 

 

The generation term in the intrinsic region under vertical entry is defined as [12], 
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where P(t) = P0mIlight(t), FD is the optical absorption coefficient, Srecep is the 

reception surface of the PIN photodiode,  is the optical wavelength, WI is the 

width of I-layer, h is the Planck’s constant, c is the light speed, m is the modulation 

depth, P0 is the average optical power and Ilight (t) is the power intensity profile. The 

power intensity profile can be a normalized Gaussian function, normalized sine 

function or cosine function according to need.  
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4.4.2 Waveguide Mode or Edge-Coupled Structure 

Another type of illumination is named as edge-coupled illumination or waveguide 

illumination. Edge-coupled illumination is gaining favour in high data rate systems 

because the device can have a greater chance to absorb light. The input light beam 

is perpendicular to the applied electric field [96]. The input light beam usually can 

be either TE polarisation or TM polarisation as shown in Fig.4-8.  

 

Figure 4-8 TE and TM polarisation light propagation in the edge-coupled device. 

 

Therefore, the generation term is defined as [97], 
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where Sabsorp is the cross-sectional area of the absorption layer, Ldev is the device 

length,  is the absorption coefficient and  is the optical confinement factor that 

were both introduced in section 4.2 before.  

 

For the quantum wells in the intrinsic layer, the Eq. (4-18) can still apply to 

generation term, but it only has value in the quantum well, with zero generation 

term in the other part of the material.  

4.5 Summary 

This chapter introduced estimation of the absorption coefficient calculation for 

bulk semiconductor structures and quantum wells structures. The band filling effect 

was defined in this chapter. This is a very important effect in the absorption 

coefficient for a photodiode and MQW-EAM. The confinement factors are 

included in the absorption coefficient estimation when the light input method is 

edge-coupled. A reasonable range of input light wavelength was chosen under the 
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consideration of the semiconductor device bandgap and red shift in the absorption 

coefficient. The method for the generation rate calculation is varied for different 

input light methods. 
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5.1 Poisson’s Equation 

The Poisson’s equation is commonly used to determine the potential and 

electrostatic field distribution across the structure, caused by a charge density  

within the depletion layer [98].The Poisson’s equation is introduced from the below 

Maxwell’s equations, 

  D  (5-1) 

 biasbias B
t

F



  (5-2) 

When there is no external magnetic field (Bbias = 0) applied to the device, the 

solution of electric field is represented by the electrostatic potential EPV [45], 

 EPbias VF   (5-3) 

Eq.(5-3) with biasFD 0 can modify Eq. (5-3) into,  

    EPV0  (5-4) 

 is the charge density and it can be written as 

 ))()()()(( xNxNxnxpq AD

   (5-5) 

where q is the magnitude of a unit charge, p(x) is hole concentration, n(x) is electron 

concentration, )(xND

 and )(xNA

 are the ionized donor and ionized acceptor 

concentration respectively. The concentrations of the different carriers that are 

mentioned in the Eq.(5-5) will be introduced in more detail in the following 

sections.  

 

The Poisson’s equation can only be applied when the device is in an electrostatic 

state or quasi-static state [99]. 

5.1.1 Electron and Hole Concentration in Bulk Semiconductor 

Each of the charge distributions on the right-hand side of Eq.(5-4) depends on the 

occupancy by electron of the energy states at the valence and conduction band 

edges (p(x) and n(x) respectively), and the acceptor and donor energy levels 

( )(xND

  and )(xNA

 respectively). In the bulk semiconductor, the concentration of 

electrons is obtained by the integration of the density-of-state function D(E) 

multiplying by the equilibrium probability distribution function fp(n)(E) over the full 

energy range of the conduction band [100], 
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integration is bound in between of the top and the bottom of the conduction 

band[100].  

 

For the hole concentration, the probability distribution is )(1)( EfEf np  [101], 

and it integrates in between of the top and the bottom of the valance band, 
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The Fermi-Dirac distribution function )(Efn  and )(Ef p  is used to describe their 

probability of occupying a given set of energy levels at thermal equilibrium [102] 

and the value always varies in the range between zero and one [103]. Fermi-Dirac 

integral of order ½ is defined as the following [104] 
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. Thus, Eq.(5-6a) and Eq.(5-6b) 

can be modified into,           

  cCFNn 2/1  (5-8a) 

  vV FNp 2/1  (5-8b) 

where vc  , are the reduced potentials, 

   TkEE Bcfnc /  (5-9a) 

   TkEE Bfpvv /  (5-9b) 

Fermi-Dirac integrals  2/1F must be integrated numerically, with the consequence 

for device modelling that either computationally inconvenient look-up tables must 

be used or computationally efficient approximate functions used instead. Several 

researchers have developed approximations for Fermi-Dirac integral of order ½ 
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[105]. The approximation used in this work is that developed by Roberts F. Pierret 

in 1988, due to its maximum error being within a reasonable range ( %5.0 ) for 

different reduced potentials [101]. Pierret’s approximation is,  

      1

2/1

   eF  (5-10) 
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from its reverse function, 
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5.1.2 Doping Carrier Concentration Calculation 

In extrinsic semiconductors, impurities are deliberately introduced to produce 

materials and devices with desired properties [106]. The dopants are depending on 

the impurity energy level and the lattice temperature, not necessarily all ionized 

[98]. The ionized concentration for donors 

DN  related to the total donor 

concentration DN  is given by [98, 106], 

 
  TkEEg

N
N

BDfnD

D
D

/exp1 


 (5-12) 

where Dg  is the ground-state degeneracy factor of the donor impurity level. In 

compound semiconductor, the donors can accept electrons with either spin, thus gD 

is equal to 2 [107]. The ionized acceptors concentration 

AN  can also be written in 

form of the total acceptor concentration AN  [98, 106], 

 
  TkEEg

N
N

BfpAA

A
A

/exp1 
  (5-13) 

where Ag  is the ground-state degeneracy factor of the acceptor impurity level. Ag  

is equal to 4, because each acceptor accept one hole with either spin, and the 

impurity level doubly degenerate [107]. 

5.1.3 Boundary Condition 

The Poisson’s equation needs boundary conditions to obtain a unique solution. 

What is more, it is also required for first value calculation of the quasi static electric 
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field and reduced potential in Poisson’s equation.  

A requirement that the net charge is required to be zero at the extreme end of the 

device (i.e. as x ) then the current flow is zero is one boundary condition. If the 

calculation starts from the p junction, the carrier density should satisfy the 

following condition 

       0  ANnp  (5-14)                  

These charge distributions all depend on the reduced potential. A series trial values 

of  can be used to make the net charge density achieve the neutrality condition at 

the end of the device. This  value, determined by the neutrality condition, provides 

a reference value, however; it cannot become the starting value, since it makes the 

field constant across the structure. Therefore, adding-in a really small number to 

this value is necessary. This small number is determined by the shooting method 

that is introduced in the next section. 

 

Another boundary condition is the field is zero at the two extreme ends, that 

means 0
dx

d
. 

5.2 Numerical Methods for Solving the Poisson’s Equation 

5.2.1 Shooting Method 

The shooting method is an established tool for solving two boundary values 

problems [108]. The two boundary values problem means the values need to be 

satisfied at two points, usually starting and ending values of the integration [108]. A 

shooting method narrows the number of solutions that satisfies one boundary 

condition at one point to one solution that satisfies both of them.  

 

The general shooting method is illustrated schematically in Fig. 5-1. If the 

boundary conditions, y(a) and y(b) are known for the function, the calculation 

proceeds with trialyayy  )( and gradient 0
dx

dy
. When the calculation reaches 

the x = b point, the calculated value yc(b) is then compared with the boundary value 

y(b). If the tolerance  = yc(b) - y(b) does not meet the pre-defined accuracy, the 
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value of 
trialdx

dy
at point a is adjusted iteratively until  equals or is less than the 

required tolerance.  

 

Figure 5-1 An example of using shooting method in the second derivative equation. 

 

Only a few people have solved Poisson’s equation based on the shooting methods 

in recent years, such as Sambell et al [109] and Malagu et al [110]. This is because 

they are occasionally unstable in finding computed values of the trial function that 

match the target value [111]. In our model, the shooting method encounters 

problems when the width of the intrinsic layer is over 0.6m or the P layer and N 

layer is over 1m, however; the modification for the shooting method devised in 

this thesis can solve the instability in finding the end value. 

 

In Fig. 5-2, if the boundary condition, y(a) and y(b) are known for the function, start 

the calculation with trialyayy  )( and gradient 0
)(


dx

ady
. When the calculation 

reaches the midx  point, the value of )(midya  is memorized. Then calculating the 

function with trialybyy  )( and gradient 0
)(


dx

bdy
, and when it reaches to x = 

mid point, yb(mid) is then compared with the boundary value ya(b). If the tolerance 

 = yb(b) – ya(b) does not meet the pre-defined accuracy, the value of ytrial at point a 

is adjusted iteratively until  equals or is less than the required tolerance. The 

mid-point can be altered under different conditions, however, it must be converged 

before starting the calculation.  
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Figure 5-2 An example of using shooting method in the second derivative equation. 

 

This double shooting numerical method of Poisson’s equation extends the width of 

layer, however, there will be a little step in the m point of y(m). Single shooting 

method will be a better choice if the width of the I-layer is not too great.  

 

One approach is applying the shooting method along with the Runge-Kutta method 

to solve Poisson’s equation from both sides from p junction and n junction, for a 

given boundary condition  0x , given by Eq. (5-14) and by applying the bisection 

method to root-finding is introduced in the next section.   

5.2.2 Runge-Kutta Method 

The Runge-Kutta method can be used for solving second order differential 

equations and it obtains the solution by combining the information over the interval 

from Euler style steps [108]. Once the initial value  0x  and its first derivative 

 0' x  are settled from the shooting method,  x  and  x'  can be calculated 

from the Runge-Kutta method.  

 

Applying the Runge-Kutta formula to calculate reduced potential  x and its 

differential )(' x , the following formulas are used, 
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From Eq.(5-16) and Eq.(5-17), if the reduced potential  0x and its derivative 

)(' 0x  are known, the next step value  1x  and  1' x  can be calculated by 

applying Runge-Kutta method. 

5.3 Current Continuity Equation for PIN Photodiode 

When a bias voltage is applied, the semiconductor device is under a 

non-equilibrium condition. The processes of generation and recombination exist in 

order to restore the system to equilibrium [98]. The current continuity equation is 

position and time dependent. In the structure, it describes the carrier concentration 

at one point with the adjacent one at a given time [101]. It contains all the main 

carrier actions within the semiconductor, such as drifting, diffusion, generation, and 

recombination under bias [112], as shown in Fig.5-3.When a hetero-junction is 

present, the model also includes the thermionic emission current estimation. The 

thermionic emission current will be discussed in this section.  

 

Figure 5-3 Carrier actions in the PIN Photodiode under reverse bias. 
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The carrier flux continuity equations are [82] 
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 1
 (5-18a) 

 RG
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 1
 (5-18b)                         

where G is the generation rate that has been defined in Chapter 4 section 4.4, R is 

the recombination rate, Je and Jh are the electron and hole fluxes respectively given 

by [82], 

 
dx

dn
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qDpFqJ hbiashh    (5-19b) 

The first term on the right-hand side of Eq.(5-19a) and Eq.(5-19b) describes carrier 

drift, and the second term is the carrier diffusion. Fbias denotes the electric field and 

it can be represented by the derivative of the reduced potential , 
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5.3.1 Drift Current 

Drift is charged-particle motion in response to an applied electric field. When the 

electric field F is applied across the semiconductor device, the positive charged 

holes tend to accelerate in the same direction of the electric field and the negative 

charged electrons tend to accelerate in the opposite direction [113]. The drift 

current is represented mathematically by the following equations [114] 

 biasedrifte nFqJ   (5-21a) 

 biashdrifth pFqJ   (5-21b) 

where h(e) is the mobility and under steady state, the mobility can be defined as  
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where c is collision time between two particles. If under non-steady state, the 

mobility is field-dependent and it is given by [9], 
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where 0

)(eh is the carrier low-field mobility, hfehv )( is the carrier saturated velocity 

and fitv is the electron velocity fitting parameter. The field dependent carriers 

velocity for InGaAs is shown in Fig.5-4 [9].  

 

Figure 5-4 Field dependent hole and electron velocities for InGaAs based on Eq.(5-23a) and 

Eq.(5-23b).  

5.3.2 Diffusion Current 

Carrier diffusion is due to thermal energy kBT. It causes the carriers to migrate from 

a region of higher concentration to a region of low concentration even when no 

field is applied [115]. The electron and hole diffusion currents are given by [114] 

 
dx

dn
qDJ ediffe   (5-24a) 

 
dx

dp
qDJ hdiffh   (5-24b) 

where De and Dh are respectively the diffusion coefficients or diffusion constants 

for electrons and holes.  

 

The diffusion constant is defined as the product of the thermal velocity and the 

mean free path [115] 

 thMFPeh vlD )(  (5-25) 

where 
meanc

MFP
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l
v

_
  and meanc _ is the mean time between collisions among the 

particles. From thermodynamics, electrons (holes) carry a thermal energy equal to 
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2

TkB for each degree of freedom [115], 
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Combining these equations with Eq. (5-22) yield, 
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Therefore, 

 )()( eh
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q
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This is defined as Einstein relation and strictly speaking it is only valid under steady 

state [115].   

5.3.3 Recombination  

When the physical mechanisms are considered, recombination includes primarily 

phonon transitions (Shockley-Read-Hall process), photon transitions, Auger or 

three particle transitions and impact ionization [116]. The SHR recombination and 

Auger recombination are considered in the model.    

 

The SRH process involves four processes: electron capture, hole capture, electron 

emission and hole emission. These four processes are shown in Fig.5-5. 

 

Figure 5-5 SRH recombination and generation in semiconductor device. 
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where tn and tp are dependent on the position and occupancy of the traps, and the 

most effective trap centre occurs in the middle of the gap [118]. h(e) is the carrier 

life time and nIn is the intrinsic carrier concentration.  

 

The Auger recombination means when the electron recombines with the holes in 

the valence band, the resulting energy is given off to another electron or hole [115]. 

The model is defined as [89] 

 )( 2

InAugAug nnpnCR   (5-30) 

where CAug is the Auger coefficient. 

 

The recombination terms can be simplified to the following form [115],  
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where the subscript “n” and “p”  indicate the type of semiconductor and subscript 

“o”  refers to the thermal equilibrium condition. The above equations are only 

valid for minority carriers in quasi-neutral semiconductors. Recombination in the 

depletion region cannot be described by these simple equations and the more 

elaborate expressions for the individual recombination mechanisms must be used 

[115]. 

5.3.4 Thermionic Emission Current across Hetero-junction  

Thermionic emission is the process that the electrons are emitted across a 

barrier[119], as shown in Fig.5-6.  

 

Figure 5-6 Electron flux comes across the hetero-junction. 
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It means that the drift and diffusion model cannot describe the carrier motion 

accurately anymore. The current density across the hetero-junction must now be 

defined by thermionic emission current. The thermionic emission current can be 

modelled as the boundary condition [15] and it is defined by, 
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5.4 Numerical Methods for Solving the Current Continuity Equation 

5.4.1 Matrix Transform Method Steady State Solution 

The steady state condition means the status quo is maintained by a trade-off 

between the electrons and holes shown in Fig.5-7 [101]. It also means that the 

average values of all macroscopic observables within the system are time 

independent [101]. In other words, in the current continuity equations 
dt

dn
and 

dt

dp
 

are both zero.  

 

Figure 5-7 Conceptualization of activity inside the semiconductor under steady-state conditions. 

 

cE
 

vE
 



Chapter 5                                               Theory of Modelling PIN Photodiode 

59 

In this circumstance, Eq. (5-18a) becomes 

  
dx

xdJ
xGxRq e )0,(

)0,()0,(   (5-35) 

Eq. (5-35) with Eq. (5-19a) can be expanded to, 
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By Appling the finite difference method to first derivative and second derivative 

terms, Eq. (5-36) can be expressed as, 
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Rearranging Eq. (5-37) and defining a, b and c as,  
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and applying these definitions across the whole structure results in the following 

matrix equation, 
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   mmm nmatrix   (5-42) 

   1
 mmm matrixn   (5-43) 

The electron density can be calculated from Eq. (5-43), the known inverse matrix 

multiple by the known number m. The boundary conditions 01 nn  and 

kk nn 1 are estimated from Eq.(5-8a) under zero bias, and they both going to be 

equal to zero. The same method applies to holes. 
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5.4.2 Time Dependent Solution 

The general time dependent equation )(yfun
t

y





 can be solved by, 
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The best result can be obtained for a decoupled semiconductor equation when 1A  

[121]. Therefore, the Eq.(5-18a) changes to,  

 ),(
1

),(),(
)()(

ttxJ
q

ttxRttxG
t

xnxn
e

ttt 



  (5-45) 

If we assume no light shines on the device at 0t , then 
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xn will be known by 

the steady-state calculation that has been analysed in section 5.4.1, therefore 
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)( can be calculated by using the same numerical method as that applied for 
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where 
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a, b and c are the coefficients of the electron density. The electron density can then 

be calculated by inverse matrix method defined in Eq. (5-43). The boundary 

conditions 0,1 nn t   and ktk nn  ,1 are estimated from Eq.(5-8a) under zero 

bias and they both cannot be equal to zero. The same method can be applied to 

holes. 
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5.4.3 Thermionic Emission Current across Hetero-junction 

The current near the hetero-junction and across the junction is shown in Fig.5-8,  

 

Figure 5-8 Current near the hetero-junction and across the hetero-junction. 

 

The continuity equations on the material #1 side of the hetero-junction can be 

written as, 

 
x

JJ

q
GR

meme

ii





1,,1
 (5-47) 

where Je,m is the thermionic emission current and Je,m-1 is the drift and diffusion 

current. Replace them by using Eq. (5-32) and Eq.(5-19a), 
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Then the coefficient of electron density is e
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The continuity equation on the material #2 side of the hetero-junction is, 
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where Je,m is the thermionic emission current and Je,m+1 is the drift and diffusion 

current. Replace them by using Eq.(5-32) and Eq.(5-19a), 
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therefore, the Eq.(5-51) can be modified as, 
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The coefficient of electron density is 
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5.4.4 Estimation of Error Term in the Quasi Fermi Level 

The Quasi-Fermi levels are found by using the inverse Dirac Fermi integral Eq. 

(5-11). The carrier concentration are calculated by using Eq. (5-9a) and Eq. (5-9b), 
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where realfE  represents the actual Fermi level. The approximation to the Fermi 

Dirac integral used in Eq.(5-10) has an accuracy of %5.0 [101]. The inverse 

Fermi Dirac integral gives another %5.0 error.  
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Therefore, the total error in the quasi-Fermi level calculation is %1 . Fig.5-8 

shows an example of the difference between the real quasi-Fermi level and the 

approximated quasi-Fermi level. In Fig.5-9, the real Fermi level is equal to zero, the 

method of calculating Fermi levels both gives approximately 0.015Joules (J) error 

from the actual value and it is about %1  from the actual value. It is thought to 

originate from the accumulation of the errors in the approximation used for the 

Fermi-Dirac integral and its inverse function. 

Figure 5-9 Approximation Fermi level by using inverse Fermi Dirac integral and the actual Fermi 

level. 

 

Since this offset potential appears to be systematic, the error in calculation of the 

Fermi energy leads to an offset value from the true value. Therefore, errorfE  is 

added to the estimated quasi-Fermi levels, when calculating the positions of the 

quasi-Fermi levels.   

5.5 Self-Consistent Calculations for Current-Poisson’s Equations 

The flow chart of self-consistent calculations of the current continuity equation and 

Poisson’s equation is shown in Fig.5-10. For starting the calculation, the 
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quasi-Fermi levels Efp and Efn are assumed to take two constant values at 

bias

B

V
Tk

q
 and 0. The potential profile and field are obtained by calculating the 

Poisson’s equation under bias, and storing the potential profile in the value old. 

Using these known values, the carrier densities can be found by solving the 

continuity equations. Updated values of the quasi-Fermi levels Efp and Efn can now 

be obtained to solve the Poisson’s equation again, this time storing the potential 

profile in the value new. Calculate the ratio
old

newr



 , if it is smaller than the 

required value, then the calculation is self-consistent. If not, the value of new will 

replace the value of old. Then calculation of two equations will not stop until the 

ratio r is smaller than the required value and the calculation must be self-consistent. 
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Figure 5-10 Flow chart of self-consistent simulation of current-Poisson’s equations. 

 

The solver of PIN photodiode is shown in Fig. 5-11.  
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At t = -Δt,                                         , Efn (t)=0 and G = 0 

Solve Poisson’s equation under zero bias

Output p0 and n0 

Self-consistent Solver of Current continuity 

equation and Poisson’s equation

Output Efp(t), Efn(t), p(t) and n(t)

Loop = 1 and at t = t + Δt optical light 

shines on the device, G ≠ 0 

Self-consistent Solver of Current continuity 

equation and Poisson’s equation

Output Iout(t), Efp(t), Efn(t), p(t) and n(t)

Loop= Loop + 1and t = t +Δt

bias

B

fp V
Tk

q
tE )(

 

Figure 5-11 Flow chart of modelling the PIN photodiode. 

 

The Poisson’s equation and current continuity equations have to be solved under 

zero bias first, to obtain the carrier concentration for the use in recombination term 

calculation in current continuity equation. The steady-state needs to be settled 

before solving the time dependent continuity equations. Again at the start of the 

calculation, the quasi-Fermi levels fpE and fnE  are assumed to take two constant 

values at bias

B

V
Tk

q
 and 0, and the generation term is zero. The self-consistent 

solver of Current-Poisson’s equations gives the value of electric field, quasi-Fermi 

level and the carrier concentration. These values will be used in the time dependent 



Chapter 5                                               Theory of Modelling PIN Photodiode 

67 

solver at ttt  . In the time dependent state, the current continuity equation is 

solved with carrier densities in the previous time and non-zero generation term that 

depends on the input optical power and absorption coefficient. 

5.6 Summary 

The Poisson’s equation and current continuity equation for bulk semiconductor 

material are defined in this chapter. The boundary conditions at both ends of PIN 

photodiode device are applied to settle a single group solution of both equations. 

Furthermore, the thermionic emission is also used as a boundary condition in the 

hetero-junction in the device. The flow chart for obtaining the self-consistent 

calculation of Poisson’s equation and the current continuity equation and the flow 

chart for numerical modelling of PIN photodiode were presented and were 

explained in detail in this chapter.  
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6.1 Poisson’s Equation 

Although the Poisson’s equation is the same one as used in Chapter 5,  

     0  (6-1) 

the charge density  is not as the same definition in Eq.(5-5), due to the additional 

quantum wells in the intrinsic layer. Therefore, the charge density is given by [24],  

 ))()()()()()(( 33 xNxNxnxnxpxpq AD
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QWbulk
D

QWbulk
   (6-2) 

where pbulk(x) and nbulk(x) are the carrier concentration in the bulk state, and 
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xn
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)(
)(3  . QWL is the width of the k-th quantum 

well layer, )(xpk
QW and )(xnk

QW are the carrier concentration inside the k-th quantum 

well. The definition of )(xpk
QW and )(xnk

QW are defined in the section 6.1.1.  

6.1.1 Electron and Hole Concentration in the Quantum Wells 

The electron concentration in quantum well is given by [122],  
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Where me
*
 is the effective mass of the electron in the quantum well, Een is the eigen 

energy confined state in the quantum well and en is the wavefunction. A similar 

formula is applied to find the hole density, 
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The properties and the calculation methodology of wavefunction will be introduced 

in section 6.4.  

6.1.2 The Total Carrier Concentration in the Well Layers 

When the carrier concentrations )(3 xp D
QW and )(3 xn D

QW are added to their three 

dimensional counterparts, it is important to notice that all of those densities 

contribute to the total electron density and total hole density. When adding these 

two terms to obtain the total density, care must be taken in order to avoid including 

a three dimensional concentration in the well region contributes twice [123]. As 
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shown in Fig.6-1 [124], inside the quantum well, particles with energy that is 

smaller than E(B) are confined by the quantum well and )(3 xp D
QW and )(3 xn D

QW are 

used. For energy higher than the quantum well edge in the conduction band or 

lower than the well edge in the valance band, the energy above E(B) is still 

continuous and the carriers are no longer confined in the quantum well [125], pbulk(x) 

and nbulk(x) are used.   

 

 

Figure 6-1 Energy behaviour in and above the quantum well. 

 

6.2 Current Continuity Equation for MQW-EAM 

For a modulator under reverse bias, the carrier action in the bulk material 

semiconductor includes drift, diffusion, recombination, thermionic emission and 

the carrier action in the quantum wells contains generation, recombination, capture 

and escape. The carrier action under reverse bias in the MQW-EAM is shown in 

Fig.6-2.  
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Figure 6-2 Carrier actions in the MQW-EAM under reverse bias. 

 

6.2.1 Current Continuity Equation for Bulk Material 

The continuity equations for the electrons and holes in bulk states are defined 

as[54], 
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where eJ and hJ are the electron and hole current densities, R is the recombination 

rate in the bulk material, they have already been defined above. D

QWeJ 3

, and D

QWhJ 3

, are 

given by [54], 
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where 
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QWehJ 3

),( is the current between well and bulk material for each well 
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6.2.2 Current Continuity Equation for Quantum Well 

The continuity equation for the quantum wells includes the optical excitation, 

recombination and carriers exchange between well states and bulk states. The 

continuity equations are defined as [54], 
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where
k

QWp and
k

QWn are the carriers densities in the well k, 
k

QWG and
k

QWR are the 

generation rate and recombination rate in the well k. k

QWeJ , and k

QWhJ , are the 

exchange current between well states and bulk states. They are given by, 
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where esc

QWehJ ),( the escape current and cap

QWehJ ),( is the capture current 

6.2.3 Escape Current 

The escape current means that the carriers are on the well states jumping to the bulk 

states. The escape current for electrons and holes are defined below [54], 
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where me,|| ,mlh,|| and mhh,|| are the in-plane mass of carriers in the well, E1e, E1lh and 

E1hh are the lowest eigen-state energy in the well,  c

bE and v

bE are the barrier energy. 

All these energy such as Ec, Ev, E1e, E1lh, E1hh are reference with a single reference 

level Eref, as shown in Fig.6-3. 
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Figure 6-3 Carrier actions in the MQW-EAM under reverse bias. 

6.2.4 Capture Current 

The capture current means that the carriers are on the bulk states jumping onto the 

well states. The capture current for electrons and holes are defined below [54], 
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where the,  thhh,  and thlh, are the escape time under thermal equilibrium, the 

capture time is equal to the escape time under thermal equilibrium, and the capture 

of carriers is a slow processes in EAM, therefore the capture time is reasonable to 

be assumed the same under steady-state. The escape time is given by, 

 








 


















Tk

EE

m

Tk

B

e

c

b

e

B
the

1

2/1

||,

, exp
2

  (6-12a) 

 








 


















Tk

EE

m

Tk

B

lh

v

b

lh

B
thlh

1

2/1

||,

, exp
2

  (6-12b) 

  






 


















Tk

EE

m

Tk

B

hh

v

b

hh

B
thhh

1

2/1

||,

, exp
2

  (6-12c) 

6.3 Numerical Methods for Solving the Current Continuity Equation for 

MQW-EAM 

6.3.1 Bulk Material 

Under steady-state, the inverse matrix method that was introduced in Chapter 5 
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section 5.4 can still be applied to Eq.(6-8a). The coefficients of the electron density 

a, b and c are still the same as Eq.(5-43), however; the m value in Eq.(5-43) is 

modified to, 
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The electron density nm can be calculated from Eq.(5-43), the known inverse matrix 

multiple by the known number m . The boundary conditions 01 nn   and 

kk nn 1 are still estimated from Eq.(5-8a),  and they both cannot be equal to zero.  

  

In the time dependent state, the coefficients of the electron density a, b and c are still 

the same as Eq.(5-46), but the m value is modified to 
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The boundary conditions 01 nn   and kk nn 1 are still estimated from Eq.(5-8a),  

and they both cannot be equal to zero. The same method applies to holes.   

6.3.2 Inside Quantum Well 

Under steady state, the term 0




t

nk
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, therefore the Eq.(6-8a) is modified to, 
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where k

QWeJ , can be replaced by Eq.(6-10a) and Eq.(6-11a)  



Chapter 6                                                 Theory of Modelling MQW-EAM 

75 

 k

QW

k

QW

the

k

QW

B

e

c

b

e

Bk

QW GR
n

Tk

EE

m

Tk
n 







 

















,

1

2/1

||,

exp
2

0


 (6-16) 

Then the carrier concentration in the quantum well under steady state is  
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Under time dependence, the term 0
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, use Eq.(6-10a) and Eq.(6-11a) to 

replace
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QWJ in Eq.(6-8a) , 
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by using Eq.(5-44),  then the Eq.(6-18) becomes, 
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Then the carrier concentration in the quantum well under time dependence is  
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 (6-20) 

The same methods are applied to the holes. 

6.4 Schrödinger’s Equation for Multiple Quantum Wells  

The state of a quantum particle is described by a wavefunction[126], that is 

normally represented by a symbol  tr, . Every wavefunction in the quantum well 

corresponds to a definite energy state and it is called eigen energy Ehm(en) or orbital. 

The eigen-state and the wavefunction for the quantum well can be obtained by 

solving Schrödinger’s equation. The Schrödinger’s equation is the probability of 

the presence of electrons being maximal at the centre of the nucleus [127], and it is 

defined as [126] , 
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  (6-21) 

 where 
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h
 (h is the Planck’s constant), and H is the Hamiltonian operator. 

Hamiltonian operator is the total energy in the system, the sum of kinetic and 

potential energy [126], and is given by, 
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 is the Laplacian operator and  trVEP , is the 

electrostatic potential energy that can be calculated by the Poisson’s equation 

Eq.(6-1).  

 

The time dependent wavefunction  tr, can be written as[25], 

         /, jEtertfunrtr    (6-23) 

where  r is the time-independent wavefunction. Eq.(6-22) with Eq.(6-23) , the 

time independent Schrödinger’s equation is modified to, 
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 (6-24) 

The quantized energy levels for electron Een with corresponding wavefunction en 

both can be found by solving Eq.(6-24). The subscript e represents electron and n 

denotes the band index. 

6.4.1 Many Particles Schrödinger’s Equation 

The Schrödinger’s equation is the basic equation of quantum mechanics and can be 

generalized for the many particles case [128].  The solution of the many particle 

wavefunction includes the quantum probability amplitude for every possible 

configuration of electrons and nuclei, 

  trrr N ,,..., 21  (6-25) 

where ir is the position vector of i-th electron comprising the subsystem. Substitute 

Eq.(6-23) into Eq.(6-25), the time-independent wavefunction can be obtained, 

  N

jEt rrre ,..., 21

/   (6-26) 

The many particle time-independent Schrödinger’s equation is given by,
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    NNMP rrrErrrH ,...,,,...,, 2121    (6-27) 

Where HMP is the Hamiltonians factor in a many particle system and 

 Nrrr ,...,, 21 is the many particle wavefunction. For an N-electron system, the 

many particle wavefunction becomes as a determinant, this is known as the Slater 

determinant [58, 128], 
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where i (i = 1,2,…,N) is the normalized single electron wavefunction. The method 

of normalizing the wavefunction will be introduced in the section 6.4.4.  

 

In the solid, every electron must feel the coulomb repelling from other electrons and 

Coulomb attraction from nuclei [129]. To test an electron wandering through the 

crystal, one of the methods is to calculate the forces from all the other electrons and 

nuclei one by one, then add them all up[129]. This is defined as the many-particle 

potential. Therefore, the Hamiltonians factor for electrons is given by [58], 
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where em is the mass of electron, extV is the same external potential for each electron, 

the term 
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 is the Coulomb repulsion between each pair of electrons and 

the term 
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is the Hartree potential energy [130]. The Hartree 

potential describes the potential energy of the i-th particle in the Coulomb potential 

produced by the charge distribution of the remaining particles [131]. The overall 

potential must also reflect the correlation between position of i-th electron and the 

positions of all the remaining electrons and the effect of swapping the subscript 

label of the wavefuctions [132]. Therefore, the many particle Schrödinger’s 

equation is given by [58], 
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where
   

 r
rr

rr
rd

q
i

il

il 










  '

''
'

*2

is the exchange-correlation potential. This 

exchange term is the manifestation of the Pauli Exclusion Principle. Thus the 

Hartree-Fock theory has shown the motion of an electron in an effective potential 

created by all other electrons of the system [132], however; Eq.(6-30) remains 

difficult to solve, because of the huge number of summations and is usually 

unknown [130].  In the MQW-EAM model, the Fermi energy variance because of 

applied bias and input optical light has more important effect on the electron than 

interaction caused by the other particles [133]. Therefore, the exchange-correlation 

effect and repulsion effect can be neglected and the Eq.(6-30) can be simplified to,  
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and the Hartree potential is the solution from the Poisson’s equation. Solving 

Eq.(6-31) is still very complicated, since there are 2310~ electrons/cm
3
 in the 

material, and they are all interacting with each other and with the numerous 

phonons that constitute the lattice vibration [122]. Also because of the complicated 

numerical model for MQW-EAM, we need to use the other simpler optional way to 

solve the Schrödinger’s equation. The method is to calculate the force from the 

screened periodic potential just like there were no other electrons around [129]. In 

another words, obtain the wavefunction and eigen energy by solving one particle 

Schrödinger’s equation. 

 6.4.2 One Particle Schrödinger’s Equation    

The one particle wavefunction approximation is an approximation of independent 

electrons and static lattice. In other words, the electrons are not interacting with 

each other and lattice vibrations are considered to be frozen in time [129]. 

Therefore, the electron is under some average potential and the carrier 

concentration in the well is calculated by an appropriate statistical average over 

many electrons in the model. The one particle Schrödinger’s equation is defined 
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as[122],   
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where m0 is free electron mass,  tr,0  is the wavefunction for one electron and 

its squared magnitude is proportional to the probability of finding the electron at a 

point in space (r) at time (t). Solving the one particle problem is much simpler than 

the many particles equation, however, it is still quite difficult in general due to the 

complex calculation of the space and time variable  trVEP , [122]. Further 

simplification is possible because only a one dimensional numerical model is 

required. Then Eq.(6-32) becomes, 
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Substitute Eq.(6-23) into Eq.(6-33) ,  
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 (6-34) 

6.4.3 Effective Mass Equation  

The electron’s energy-momentum relation is not the simple parabolic relation of 

free space when electrons are subject to any forces, however; near the edge of the 

conduction band and valance band, the electron can be described by an effective 

mass [134]. Effective mass theory is commonly used in condensed matter physics 

in which the effect of the periodic lattice potential Vper is hidden in an effective mass 

tenser m
* 
[135]. If the scattering is neglected, the time independent electron wave 

function can be found by solving [136], 
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where Eq.(6-35) can be further simplified to an equation similar to Eq.(6-34) if the 

carriers are near the bottom of a simple, spherical, parabolic band. This simplified 

equation can be written as [136], 
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 (6-36) 

where  xF 0 is the envelope function. The envelope function is the actual wave 

function when the wave vector is zero [136],  
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kF xx   (6-37) 

as shown in Fig.6-4 [134].  

 

Figure 6-4 Eigen-states in the Quantum well. 

 

Eq.(6-36) is mathematically identical to the one particle Schrödinger’s equation, 

apart from the free electron mass m0 has been replaced by the electron effective 

mass m
* 
[132].  

 

Solving Eq. (6-36) is not straightforward for numerical estimation. Deriving a 

reasonable general solution to the Schrödinger equation for a finite length well can 

save lots of calculation time [137]. Inside the well, where k = 0, Eq.(6-36) can be 

expressed as, 
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where
  

2

*2



xVEm EP

WF


 . The second derivative of  x0  is equal to the 

negative of the same function multiplied by a known constant 2

WF . Both of the sine 

and cosine functions satisfy the requirement [137]. Therefore, the most general 

solution to the equation is a linear combination of both solutions; 

 EPWFWFWFWF VExBxAx  )cos()sin()(   (6-39) 

where AWF and BWF are constants. For the barrier, where k = 0 and under equilibrium 

state, Eq.(6-36) can be modified into, 
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where
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derivative is the same function multiplied by a known constant 2

WF . The most 

general solution to Eq. (6-40) is represented in the form of exponential functions,  

 EPWFWFWFWF VExBxAx  )exp()exp()(   (6-41) 

where AWF and BWF are constants.  

 

To ease computation further, a stepwise approximation to VEP(x) is made as shown 

in Fig. 6-5. This approximation requires a small step length ∆x and its validity can 

be tested by systematically halving the step length and examing the effect on the 

eigenvalues.  

 

Figure 6-5 Potential profile is discretised to perform matrix transfer method (refer to section 6.5). 

 

With the stepwise approximation of the potential, the solution of the Schrödinger’s 

equation separates into two cases. Inside the well, the total energy EPiVE  , the 

solution is a simple combination of plane wave and it will oscillate [128]. This 

implies the kinetic energy K > 0. When E < VEPi, the solution exponentially rises or 

decays, and that means K < 0 which is impossible in classical physics, however; in 

quantum physics, it can be explained by the phenomenon of tunneling [138]. The 

solution is [128] 
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Where WFi and WFi are both real and are given by )(
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)(
2

2

*

EV
m

EPi
i

WFi 


 . Eq.(6-42) is the actual Schrödinger’s equation solved in 

the MQW-EAM model. 

 

The electron effective mass
 
m

*
 is a material property dependent parameter. In the 

model, the carrier effective mass of material In1-xGaxAs and In1-xGaxAsyP1-y can be 

estimated by mathematical description in Eq.(6-43) and Eq.(6-44) 

respectively[139], 

 InAsGaAsInGaAs mxxmm )1(   (6-43) 

 InPInAsGaPGaAsInGaAsP myxymxmyxxymm )1)(1()1()1(  (6-44) 

The effective mass values for the alloy GaAs, GaP, InAs, InP are listed in Table 6-1 

[139]. 

Effective mass  

 GaAs GaP InAs InP 

*
em  0.067 0.17 0.023 0.08 

*
lhm  0.074 0.14 0.027 0.089 

*
hhm  0.62 0.79 0.6 0.85 

Table 6-1 Effective mass of electron, light hole and heavy holes 

 

Generally speaking the effective mass equation gives a quite accurate 

approximation of the wavefunction in the quantum wells offering some 

justifications for switching the free electron mass to effective mass in the 

Schrödinger’s equation.   

6.4.4 Normalization of Wavefunction  

A full solution of the Schrödinger’s equation requires a calculation of the amplitude 

factors WFiA  and WFiB in Eq.(6-42). The actual amplitude factors can be obtained 

by noting that dxxx ii )()( * is the probability of finding a particle (e.g. an electron) 

between x and x + dx. Therefore, for quantisation in one dimension the integral 






dxxx ii )()( * must equal unity. Fulfilling this requirement is known as 

normalisation. The normalized wavefunction for i(x) can be obtained by using the 

following formula 
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where CIC is the integration constant and can be calculated from 

ICii CdVxx  )()( * . CIC has the unit metre (m).  

 

Only the normalized wavefunction can be used to calculate the carrier 

concentration in the well by using Eq. (6-3) and Eq. (6-4).    

6.4.5 Boundary Conditions  

Under equilibrium conditions, the boundary conditions of the Schrödinger’s 

equation for a quantum well inside MQW device are that the wavefunction and its 

first-order derivative are both zero at the extreme ends of the solution domain. 

Therefore, the barriers need to be wide enough in order to prevent the 

wavefunctions from adjacent potential wells from overlapping in the barriers.  

 

The condition   0 at both end of the solution domain cannot be met in a biased 

quantum well.  

 

Figure 6-5 Biased QW Potential profile with trial eigenenergy. 

 

This is because there is always a point xe (shown in Fig. 6-5) where the trial value of 

the eigen energy  )(xEE ctrial   . When this happens,  )(xVE EP  and the form 

of the wavefunction becomes 

 )cos()sin()( xBxAx WFiWFiWFiWFii    (6-46) 

which is the oscillatory for all exx  . There )(xi can never tend to zero as 

x . The boundary condition 0i at x needs to be replaced with 

x 

Energy 

Etrial 

xe x’ 

Ec(x) 
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0i at exx  . This is quite a good approximation if 'xxe  is large.  

 

Next, at the interfaces between the barriers and the wells, the wavefunction and its 

first-order derivative must be continuous, requiring, 
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6.5 Numerical Methods for Solving One-Dimensional Schrödinger’s 

Equation 

6.5.1 Eigen-State Energy Searching and Bisection Method 

The purpose of solving the Schrödinger’s equation is to find approximate values of 

the sets of eigen energy iE and wavefunctions i with sufficient accuracy to obtain 

reliable values of the two-dimensional electron and hole densities from Eq. (6-3) 

and Eq.(6-4). These can be obtained by noting that bounded wavefunction 

(i.e. 0)( xi as ix ) can only occur when iEE  . In other words, the total 

energy can be used as a search parameter.  

 

Starting with the conduction band with no electric field applied, the barriers on both 

side of the well are of equal height. The first step is to obtain the number of the 

confined particle states in the well. This can be obtained by inputting into the 

numerical solving the maximum energy that can exist in the well. The maximum 

energy is a bit smaller than the top of the barriers. That is because the wavefunction 

should exponentially decay to zero in the extreme ends of the barrier. According 

to Eq. (6-42), the real eigen-state energy should be smaller than the barrier energy. 

The number of eigen-state energy is then determined by counting the number of the 

zero crossings that exist in the calculated wavefunction, as shown in Fig.6-6, 

 

Figure 6-6 An example of calculating number of eigen-state energy at the maximum energy. 

x  

EPV  

0  
Ei 
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There are two zero crossings in this example, indicating that in this well, there will 

be two eigen-state energies (two modes). The next step is to search for the 

approximate range for each eigen-state energy. If the energy is larger than the 

lowest energy eigen-state, the number of zero crossings is one (Fig.6-7(b)). If the 

energy is smaller than the eigen-state energy, there is no zero crossing (Fig.6-7(c)). 

In both cases, the wavefunction diverges from zero, however; as x , the 

behaviour of the wavefunction differs and the two trial values of the eigen-energy 

bracket the exact value, one trial value being higher, the other lower.  

 

Figure 6-7 Wavefunction for different energy (a) real eigen-state energy (b) trial energy > real 

eigen-state energy (c) trial energy < real eigen-state energy. 

 

Successive improvements in the trial value of the eigen-energy can be made by 

using  
loweruppertrial EEE 

2

1
 and updating Eupper or Elower depending on the 

number of zero crossings in the trial wavefunction obtained by Etrial. Now, let Elower 

be equal to Ehigher for the next higher eigen-energy in the quantum well, and the new 

Ehigher produces a wavefunction with two nodes in order to bracket the next higher 

eigen-energy. This procedure is repeated until the last mode. 

 

When an electric field is applied to the well, the same method can still be applied, 

but one detail needs to be changed. That is the calculation of zero crossing should 

not include the ones that is outside the quantum well as shown in the Fig.6-8. 

 

Figure 6-8 Wavefunction becomes unbound when an electric field is applied to a potential well. 

 

x  

EPV  

0  Ei 

VEPi 

Ei Ei Ei 
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Now the wavefunction is unbound on the lower potential side of the barrier and an 

oscillatory solution is obtained to the Schrödinger’s equation. The correct solutions 

are now obtained by neglecting the zero crossings when iEPi EV  . An EAM 

operates by optical absorption between the ground state eigen energies of the 

valance band and conduction band potential wells. These energy levels tend to be 

deeply confined in their respective potential wells.  

 

For the valance band, the sign of potential profile is negative. In order to simplify 

the calculation, the same calculation method can be applied to the valance band, 

however; the potential profile needs to be modified by taking the absolute value of 

its original value and then flipping the value to the other side, as shown in Fig.6-9. 

Then the eigen-state i  that is obtained by this method needs to be flipped back 

when the calculation is over, in order to obtain the correct result. This calculation 

method is valid and correct, because the Schrödinger’s equation represents the 

behaviour of a particle inside its respective well. 

 

Figure 6-9 Modification of valance band. 

6.5.2 Coefficients Calculation and Transfer Matrix 

The coefficients AWFi and BWFi in Eq. (6-42) can be obtained by using the boundary 

conditions and the transfer matrix. For example, at interface between layer i and 

1i in Fig. 6-10,  

 

x  

EPV  

0  
E 

VEPi+1 VEPi 

xi 

0 

0 0 

Change to positive value Flip to the same style as the conduction band 

x  

EPV  

0  
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Figure 6-10 An example to apply transfer matrix to Schrödinger’s equation. 

The Eq. (6-42) under the case of EPiVE   with boundary condition Eq.(6-47) and 

Eq.(6-48) have the relationship, 
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Rearranging Eq.(6-49) and Eq.(6-50) into the matrix format yields 
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Then the Mi can be recombined into, 
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This method simplifies as,  
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The equations for Mi under different conditions are given in appendix II. 

6.6 Self-Consistent Solution of the Coupled Poisson’s – Schrödinger’s 

Equations 

The solution of the Poisson’s-Schrödinger’s equations needs to be self-consistent. 
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An estimate of the potential profile is obtained by the solving of Poisson’s equation 

without considering the carrier density inside the quantum well in the first iteration. 

This potential profile is then used in Schrodinger’s equation to calculate the carrier 

densities inside the quantum well. The resulting carrier densities inside the well are 

now added to the charge density that was calculated from the old potential profile 

and used to re-solve Poisson’s equation. The Schrödinger’s equation is solved again 

if the difference between the new potential at each point and the old value is large, 

or the procedure is halted if the difference is small. The resulting potential profile 

and charge distribution is then calculated self-consistently. The procedure is 

illustrated in Fig.6-11. 
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Solve Poisson’s equation and obtain ƞ and Fbias

Solve current continuity equation 
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Figure 6-11 Flow chart of self-consistent calculation for Poisson’s-Schrödinger’s equations. 

6.7 Self-Consistent Solutions of the Current-Poisson’s-Schrödinger’s 

Equations  

Beside both calculations of the current-Poisson’s equations and the 

Poisson’s-Schrödinger’s equations having to be self-consistent, the calculation of 

current-Poisson’s-Schrödinger’s equations (C-P-S equations) must be 

self-consistent as well. The flow chart of Self-Consistent Solutions of the C-P-S 

Equations is shown in Fig.6-12.  
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Figure 6-12 Flow chart of self-consistent calculation for C-P-S equation. 

 

Before starting the calculation of Poisson’s equation, the quasi Fermi level 

bias
B

fp V
q

Tk
E  , Efn = 0 and the carrier concentrations in the quantum 

well 03 D
QWp , 03 D

QWn  are assumed. With the above assumptions, the 

self-consistent calculation of the Poisson’s-Schrödinger’s equations will update the 

values of carriers density in the well and Eigen-state energy.  The eigen value Ei is 

for the estimation of current exchange between quantum well and barrier. All of 

these values help to obtain the potential profile new and the value of quasi-Fermi 
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level Efp and Efn from the self-consistent calculation of the current-Poisson’s 

equations. If the loop only runs for the first time (Loop = 0), the value of potential 

profile new will be saved into a value named as old. Then Loop is increased by 1, 

and the Poisson’s-Schrödinger’s equations and current-Poisson’s equations are 

re-solved with the updated values. The calculation will come to the point that the 

reduced potential new is obtained once more.  This time the value of new is 

compared with the value of old, if their ratio is very close to 1, then the 

self-consistent calculation of C-P-S equation is converged, otherwise the value of 

new will be stored in old again, and the calculation cycles once more.     

 

In order to have a clear understanding on the modelling of MQW-EAM, a flow 

chart is needed again and it is shown in Fig.6-13. 

At t = -Δt, no optical light shines on the device, G = 0

Solve the C-P-S equations under zero bias self-consistently

Output Jcap,  p0 and n0

Solve the C-P-S equations under reverse bias self-consistently

Output  Efp(t), Efn(t),  Jesc(t), n(t) and p(t)

Loop = 0 and at t = 0, optical light  

shines on the device,G ≠ 0

Solve the C-P-S equations under reverse bias self-consistently

Output αeff_QW(t), Pout(t), Efp(t), Efn(t), Jesc, n(t) and p(t)

Loop = Loop + 1 and t = Loop × Δt

 

Figure 6-13 Flow chart of solving MQW-EAM model. 
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At time t = 0, assume no optical light shines on the device, which means the 

generation term is zero. Firstly, the C-P-S equations are calculated under zero bias. 

Then the carrier concentration p0, n0 under zero bias and the capture current 

cap

QWehJ ),(  are calculated first. The C-P-S equations are calculated under reverse bias. 

The quasi-Fermi level Efp, Efn, the escape current 
esc

QWehJ ),(  and the carrier 

concentration under reverse bias p(t = 0), n(t = 0) can be estimated. All of the above 

outputs can be input parameters to calculate C-P-S equations when generation term 

is not zero at time tt  . The output light power Pout(t) can be estimated when the 

C-P-S equations calculation is converged. 

6.8 Summary 

The Poisson equation and current continuity equation for quantum wells material 

are defined in this chapter. Both of the equations for bulk material are the same as in 

Chapter 5. The carrier distribution in the quantum wells that are estimated by the 

one-particle effective mass Schrödinger’s equation were also introduced in this 

chapter. The reason for not using many-particle Schrödinger’s equation for solving 

the MQW-EAM numerical model is because of its complexity. Boundary 

conditions for both the Poisson’s equation and current continuity equation for the 

MQW-EAM were still the same as the PIN photodiode. The boundary conditions 

for the Schrödinger’s equation were applied to the individual well in the 

MQW-EAM device. A special technique for estimating the carrier density in the 

quantum wells region is used for better approximation.  The flow chart of the three 

equations self-consistent calculation and the flow chart of numerical solver for 

MQW-EAM device were shown and introduced in detail in this chapter.



 
 

 

 

 

  
 

 

 

Simulation Results for PIN Photodiodes    
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7.1 Introduction 

This chapter presents the detailed analysis performed on InP/InGaAs/InP PIN 

photodiodes. The developed numerical model can be applied to the mesa-type or 

planar type PIN photodiodes. Firstly, four different large signal time dependences 

of input light intensity modulation are considered. Those are square wave, sine 

wave, constant intensity wave and Gaussian light pulses. A sequence of Gaussian 

pulses has been applied to the device to investigate in depth the response of 

different device geometries. Various conditions including different I-layer width, 

applied bias, average input optical power, doping density and light input orientation 

have been applied to the model. The eye opening ratio and pulse spreading ratio are 

the two important parameters to judge whether large signal output current pulses 

are distinguishable and recognized. Both of them have been estimated over 

different pulse FWHM (full width half maximum) and pulse repetition frequency to 

define the bandwidth of the PIN photodiode. The eye opening ratio at repetition 

frequencies greater than the usual 3dB frequency has been investigated. This is of 

significant interest in digital telecommunications systems as it is shown here that 

identifiable pulses are still detected beyond the 3dB frequency limit. Below the 3dB 

point, for the same FWHM Gaussian pulses, the repetition time is limited by the 

pulse itself and the device. This will be discussed in section 7.3. After discussion of 

the results, conclusions are drawn at the end of the chapter. Throughout this chapter 

it is mostly assumed that a large optical power level is available prior to detection. 

Therefore, the analysis is a true large signal approach. Such high optical power 

levels could be possible if optical amplifiers are used prior to photo detection.  

7.2 Different Input Light Testing 

The modelled mesa-type device structure is shown in Fig.7-1. In Fig7-1, L and T 

represent the length and the thickness of device respectively, WI is the width of 

I-layer, Sabsorp is the absorption area for waveguide input light method and Srecep is 

the reception area of device and is the absorption area for top-entry or sub-entry 

light input method. 
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Figure 7-1 The structure of PIN InP/InGaAs/InP photodiode. 

 

For edge-coupled devices, the input light wave propagates along the z-axis. The 

generation term is defined as, 

 
 

devabsorp

z

LhcS

etP
tG

 


1)(
)(  (7-1) 

where  is the absorption coefficient and  is the optical confinement factor. 

According to the generation equation, the generation term should exponentially 

decay along the z-axis. The numerical model for an edge-coupled PIN photodiode 

is a one dimensional model along the x-axis, i.e. orthogonal to the direction of light 

propagation. That means z = Ldev. Therefore the model over-estimates the effect of 

carrier photo-generation on the electrostatic potential and current flow in the x-axis 

direction. As such it represents a worst case in terms of effects of band-filling in the 

responsivity but neglects the effect of carrier diffusion along the z-axis direction 

which will influence, possibly slowing the photo response. For top-entry photo 

diode structures, the light path and the direction of current flow coincide and 

therefore any such problem is removed. 

 

In order to test the accuracy of the model, the same type and same materials of PIN 

photodiode shown in Fig.7-1 and the material parameters list in the Table 7-1 are 

applied to our model with the 1mW input average power and 0.5 modulation depth 

under -3V applied bias. The comparison of output current under the continuous sine 

wave with Dentan’s model is presented in Fig.7-2. 
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  P-layer I-layer N-layer 

Material InP In0.53Ga0.47As InP 

Width(m) 0.5 1.5 0.5 

Doping(1/cm
3
) 1×10

18
 3×10

15
 1×10

17
 

Refractive index 3.2026 3.7262 3.2026 

D (m) 20 

Srecep (m
2
) 400 

 Table 7-1 The simulation parameters for PIN photodiodes 
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Figure 7-2 Input continuous sine wave (solid line) with output current (dashed line) for top-entry 

InP/In0.53Ga0.47As/InP PIN photodiode (specification in Table 7-1) with 1mW input average power 

and 0.5 modulation depth under -3V applied bias (a) result from Dentan’s paper (b) result from the 

model. 

(b) 

14ps 

0.37mA 

1.12mA 

(a) 
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0.375 
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1.125 
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The Fig.7-2(a) is quoted from Dentan’s paper [10], and Fig.7-2(b) is the result from 

the model. Measuring the data in Fig.7-2(a), the phase shift in Dentan’s result is 

around 12.5ps ~ 16ps and the depth of the current is about 0.79 ~ 0.81mA (the depth 

of the current is measure by the difference between peak and valley point of the 

current). For our model, as Fig. 7-2(b) shown, the current gives 14ps phase shift and 

0.75mA depth of the current. The output current in Fig. 7-2 (a) and (b) has very 

close values in the depth of the current and the phase shift between the input optical 

signal and the resulting photocurrent. It proves the accuracy of the model. Dentan’s 

model neglects the recombination term in the space and charge area and the 

thermionic current across the hetero-junction in the model. These are all included in 

our numerical model. That is probably the reason why the depth of current is 

slightly smaller than Dentan’s model.  

 

The model has been tested under different conditions. The reversed bias must be 

applied to the device, and the simulation parameters are listed in the Table 7-2.  

 

  P-layer I-layer N-layer 

Material InP In0.53Ga0.47As InP 

Width(m) 1 0.1~0.5 1 

Doping(1/cm
3
) 1×10

18
 3×10

15
 1×10

18
 

Refractive index 3.2026 3.7262 3.2026 

L (m) 25 

T (m) 2 

Srecep (m
2
) 50 

Table 7-2 The simulation parameters for PIN photodiodes 

 

For an edge-coupled photodiode, the waveguide confinement factor which appears 

in the generation term is calculated first for each structure. The Table 7-3 lists the 

calculated waveguide confinement factors for the different I-layer widths shown in 

Table 7-3. The program for calculating the one dimensional Es field in Eq.(4-11) 

and Hs field in Eq.(4-14) were originally written by Qin Chen (Chinese Academy of 

Science). 

 

I-layer Width (m) 0.1 0.2 0.3 0.4 0.5 

Confinement factor 0.1356 0.3467 0.5206 0.6411 0.7238 

Table 7-3 The simulation parameters for PIN photodiodes 
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7.2.1 Large Signal Square Wave, Sine Wave Intensity Modulation 

The performance of the different photodiodes structures specified in the preceding 

section has been investigated under optical stimulation by optical pulses of various 

shapes. The considered pulse shapes are square wave, sine wave, Gaussian shaped 

pulses with different mark-space ratio. As a baseline for assessing the performance 

of the different photodiode structures, their response to a step change in the incident 

light level has also been modelled. With the listed parameters in Table 7-2 and 

Table 7-3, under -3V applied bias (reverse bias is always expressed as a negative 

voltage in this thesis), three different shapes of input light sequences have been 

tested in the model to obtain the output current. In each case, the photocurrent is 

compared to the incident light pulse. For the square wave the input light pulse 

sequence is defined as, 

 

 

   
Nk

tkttk

tkttkmP
tP ...2,1,0

210

1
)(

0









  (7-2) 

where m is the modulation index, P0 is the input average optical power and t is 

the time length shown in Fig.7-3. m is assumed to be 1 in all following calculations. 

A sequence of three square waves and its output current is shown in Fig.7-3. When 

the pulse-on time and pulse-off time are equal and of 20ps duration, for the 

edge-coupled PIN photodiode with the specification given in Table 7-3 with an 

In0.53Ga0.47As I-layer width of 0.5m. The intensity of the light pulse was 1mW. 
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Figure 7-3 Input square wave optical light (dot line) with output current (circle line): (ton = toff =t= 

20ps) for edge-coupled InP/In0.53Ga0.47As/InP PIN photodiode (specification in Table 7-2, 0.5m 

I-layer width is chosen) with 1mW input average power and 1.0 modulation depth under -3V applied 

bias. 

 

In Fig.7-3, the shape of output current pulse is not a perfect square wave. This is 

because the photon generated carriers will take some time to travel through the 

I-layer (the transit time effect). This leads to a time delay of the output current pulse 

with respect to the incident optical pulse sequence. When the current reaches its 

3dB point, the corresponding time is the time delay of current pulse. The current 

time delay in this case is around 2ps.  

 

Under the same parameters, when the input optical light changes to constant 

intensity light, the constant intensity light is defined as,  

 0)( mPtP   (7-3) 

The input light with output current is shown in Fig.7-4. For a constant light 

intensity of 1mW switched on at t = 0ps. 

t 

t 

2ps 



Chapter 7                                                Simulation Results for PIN Photodiodes 

100 

0 20 40 60 80 100 120
0

1

in
p

u
t 

o
p

ti
c
a
l 

p
o

w
e
r 

(m
W

)

time (ps)

0 20 40 60 80 100 120
0

0.5

1

o
u

tp
u

t 
c
u

rr
e
n

t 
(m

A
)

 

Figure 7-4 Input constant intensity light (dot line) with output current (circle line): (ttot = 120ps) for 

edge-coupled InP/In0.53Ga0.47As/InP PIN photodiode (specification in Table 7-2, 0.5m I-layer 

width is chosen) with 1mW input average power and 1.0 modulation depth under -3V applied bias. 

 

The photo current pulse has a finite rise time for the same reason as mentioned 

above. The on-time delay is also defined by the time taken for the photocurrent to 

reach the 3dB current point. For this constant intensity light case, the time delay 

stays the same at ~2ps. For the optical intensity level considered the rise and fall 

times of the photocurrent are pretty much equal. A close examination of the first 

20ps of the time interval (indicated as grey area in Fig.7-4), for different I-layer 

width in the range 0.1m~0.5m is shown in Fig.7-5.  

2ps 
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Figure 7-5 The first 20ps of the time dependence of the photocurrent induced in an 

InP/In0.53Ga0.47As/InP PIN photodiode by a step change in the input optical power from 0 to 1mW 

with I-layer width as parameter. The rest of the PIN photodiode specification is given in Table 7-2, 

0.5m I-layer width and 1.0 modulation depth are chosen and the applied bias is -3V. 

 

In Fig.7-5, the shorter the I-layer is, the faster the response is. This is because the 

carriers need a shorter time to travel through thinner I-layers. The output current 

starts falling once it reaches its peak value. This drop in the photocurrent becomes 

more and more obvious when the I-layer width reduced. When I-layer width is 

0.1m, the current reduces to nearly zero after 5ps. This is because of the 

absorption saturation effect in the device.  

 

Again, under the same condition, another form of time dependent input optical light 

has been applied to the device, namely a sinusoid. This allows a direct and obvious 

relationship between the large signal photodiode response and signal frequency to 

be ascertained. A common sine wave usually contains positive and negative values, 

however; the input optical power should be greater than zero. Therefore, the sine 

wave power modulation has be defined as,  

 
 2

0 2sin)( ftmPtP   (7-4) 

The input sine wave optical signal and corresponding output current is shown in 

Fig.7-6. 
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Figure 7-6 Input Sine wave optical light (dot line) with output current (circle line): (ton = toff = 20ps) 

for edge-coupled InP/In0.53Ga0.47As/InP PIN photodiode (specification in Table 7-2, 0.5m I-layer 

width is chosen) with 1mW input average power and 1.0 modulation depth under -3V applied bias. 

 

The time delay for the output current is estimated by the difference between the 

corresponding time of peak values for input optical power and output current. The 

time delay under this definition is ~2ps.  

 

In each case, the output current has around 2ps time delay with respect to the input 

optical power. The time delay is due to the time taken for photo-generated carriers 

to transit through the 0.5m I-layer.  

7.2.2 Gaussian Pulse 

Gaussian shaped pulses are widely used to simulate the response of active devices 

and optical fibres in digital communications systems. There are also other reasons 

why Gaussian pulses are chosen as the input light pulses. The Gaussian pulse is a 

good model for output modes of many important lasers, and has less diffraction 

than others from laser [140].  A Gaussian pulse train can be varied by the full 

width at half maximum (FWHM) of the signal, the repetition rate of the sequence of 

Gaussian pulses and the number of pulses in the sequence. This enables the PIN 

photodiode properties to be investigated more fully by varying the input Gaussian 

2ps 
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wave properties. The Gaussian wave can be described as, 

 
2

2

2
0)( 

t

emPtP



 (7-5) 

where  is the standard deviation and controls the width for Gaussian wave. It is 

related to FWHM via, 

 2ln22FHWM  (7-6) 

-60 -40 -20 0 20 40 60
0

0.2

0.4

0.6

0.8

1

1.2

time(ps)

in
p

u
t 

o
p

ti
c
a
l 

p
o

w
e
r 

(m
W

)

 

Figure 7-7 The example of input Gaussian wave FWHM = 20ps. 

 

The time length of a single Gaussian pulse is infinity by definition, and it is 

impossible to realize in the program. Therefore, to allow adequate simulation of the 

influence of FWHM and repetition rate on device response, a reasonable time range 

Ttot (also named as total time) is defined as shown in Fig.7-7 and mathematically 

described by,  

 
FWHMTtot  6                                                 (7-7) 

Fig. 7-8(a) and Fig. 7-8(b) show calculated photocurrent response for the 

edge-coupled PIN photodiode structure defined in Table 7-2 with an In0.53Ga0.47As 

I-layer width of 0.5m. The intensity of the light pulse was 1mW and the device at 

a reverse bias of -3V for a FWHM of 20ps and 2ps.  

FWHM 

Ttot 
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Figure 7-8 Input Gaussian pulse (dot line) for (a) FWHM = 20ps (b) FWHM =2ps with output 

current (circle line) for edge-coupled InP/In0.53Ga0.47As/InP PIN photodiode (specification in Table 

7-2, 0.5m I-layer width is chosen) with 1mW input average power and 1.0 modulation depth under 

-3V applied bias. 

 

The peak output current decreases as the FWHM of the Gaussian wave becomes 

1.26ps 

(b) 
 

1.8ps 

(a) 
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smaller. The smaller FWHM of Gaussian wave means the time of absorption for the 

material is shorter. This leads to the output current peak reducing quite simply 

because fewer photons are absorbed. It is easily noticed that the peak current time 

delay with respect to the peak in the optical pulse in Fig.7-8(b) is not the same as 

that in Fig.7-8(a). This does not mean the transit time has decreased as the FWHM 

becomes shorter. It occurs because the input optical pulse nearly reduces to zero at 

2ps in Fig.7-8(b), and it forces the output current pulse to start rolling off before 

carriers have completed travelling through the device. Therefore, the time 

difference between the input power peak and output current peak can no longer be 

accurately described by the transit time in this case. In this regime the time variation 

of the stimulus is shorter than escape time from I-layer. This is the reason why the 

fall time of the current pulse relative to its rise-time is broadened when FWHM is 

reduced from 20ps to 2ps. This is referred to as the “tail problem” throughout the 

thesis. 

 

If a sequence of Gaussian pulses illuminates the device, a repetition time trep (as 

shown in Fig.7-9) must be defined where trep is the time difference between the peak 

of power and the nearby peak of power.  
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Figure 7-9 The example of a sequence of Gaussian wave with 20ps FWHM and 84ps repetition 

time. 

 

trep trep 
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To relate trep with ttot (the effective sum of the rise and fall times of the Gaussian 

pulses) a dimensionless number is defined such that,  

 totreprep Trt 
                               

                    (7-8) 

where rrep is the repetition ratio and it is a dimensionless number. If rrep < 0.6, the 

sequential Gaussian pulses will overlap with non-zero illumination occurring in the 

interval between the pulses. To minimize the effect of pulse overlap a maximum 

repetition rate dependent on the FWHM must be used in the simulations. A value 

7.0repr has been chosen, therefore with Eq. (7-6) the repetition time becomes, 

 
FWHMtrep 2.4

                                           
      (7-9) 

The repetition frequency is now defined as, 

 rep
rep

t
f

1
                                                        (7-10)

  

 

An example of a train of three Gaussian light pulses with 20ps FWHM and 84ps 

repetition time (12GHz repetition frequency) and output current is shown in Fig. 

7-10, with an In0.53Ga0.47As I-layer width of 0.5m. The intensity of the light pulse 

was 1mW and the device at a reverse bias of -3V.  
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Figure 7-10 Gaussian input optical wave (dot) with FWHM 20ps and 84ps repetition time and 

output current (circle) for edge-coupled InP/In0.53Ga0.47As/InP PIN photodiode (specification in 

Table 7-2, 0.5m I-layer width is chosen) with 1mW input average power and 1.0 modulation depth 

under -3V applied bias. 
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The output current wave follows the trace of the incident Gaussian pulses very well, 

however; if the Gaussian optical pulses train has a FWHM of just 2ps and with 

8.4ps (4.2FWHM) with the repetition time for the same parameters as before, the 

output current takes the form shown in Fig.7-11. The corresponding repetition 

frequency is 119Gb/s.  
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Figure 7-11 Gaussian input optical wave (dot) with FWHM 2ps and 8.4ps repetition time and output 

current (circle) for edge-coupled InP/In0.53Ga0.47As/InP PIN photodiode (specification in Table 7-2, 

0.5m I-layer width is chosen) with 1mW input average power and 1.0 modulation depth under -3V 

applied bias. 
 

As mentioned above, the individual output current pulse is now measurably 

broadened compared with the optical pulses when the FWHM of the Gaussian wave 

is 2ps. Because of the “tail problem” mentioned above, with the longer fall-time 

relative to the rise-time being the main cause in the degradation of the pulse shape. 

Even so with 6.4ps interval between the 3dB points of the falling and rising edges 

of adjacent pulses there is sufficient time for the photo-generated charge to escape 

the photodiode for distinguishable current pulses to be observed, this is for a pulse 

repetition frequency of nearly 120GHz. Further, the results show that the response 

of hetero-junction InP/InGaAs/InP photodiodes is fall-time limited and not 

rise-time limited.  

 

The above results demonstrate there is scope to optimize mark-space ratio of a train 
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of optical pulses to achieve ultra-high bandwidth photo-detection in conventional 

photodiode structures. The optimization of repetition time on the fixed FWHM 

value is analysed in the following section. This will be considered in detail later on 

for both top entry and edge-coupled photodiode structure. Further, it should be 

noted that edge-coupled PIN photodiodes with I-layer width of 0.3 m have been 

demonstrated in practice [141], however; this practical study considered only their 

small signal bandwidth performance.  

7.3 Effect of Parameters Values on 3dB Bandwidth of InP/InGaAs/InP 

Photodiode 

In this section, a more detailed analysis of the response of InP/InGaAs/InP double 

hetero-junction photodiodes to optical stimulation by a Gaussian pulse train is 

carried out under different conditions that include the effects of applied bias, input 

average power, input light method, I-layer width and doping density.  

  

As a starting point the eye opening ratios that are defined in Eq.(2-4a) and Eq.(2-4b) 

in Chapter 2 are repeated here, 

 
p

c
Aeye

A

A
 _  (7-11a) 

 
p

c
Heye

H

H
 _  (7-12b) 

where Ac and Ap are indicated as the cross-hatched area in Fig.7-12, and Hc and Hp 

are the height also shown in Fig.7-12.  
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Figure 7-12 The eye diagrams for input optical power (20ps FWHM and 84ps) and output power 

for edge-coupled InP/In0.53Ga0.47As/InP PIN photodiode (specification in Table 7-2, 0.5m I-layer 

width is chosen) with 1mW input average power and 1.0 modulation depth under -3V applied bias. 

 

If the parameters listed in table 7-2 with the FWHM of Gaussian wave varied from 

600ps to 0.5ps and the repetition rate FWHMtrep 2.4 under -3V applied bias and 

an I-layer width of 0.5m, the eye opening ratio for both area ( Aeye _ ) and height 

( Heye _ )over repetition frequency is shown in Fig.7-13. 
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Figure 7-13 Height and area eye opening ratio over repetition frequency for edge-coupled 

InP/In0.53Ga0.47As/InP PIN photodiode (specification in Table 7-2, 0.5m I-layer width is chosen) 

with 1mW input average power and 1.0 modulation depth under -3V applied bias. 
 

Fig. 7-13 shows that Heye _ reduces faster than Aeye _ , that means the bandwidth 

defined in term of the eye opening area ratio Aeye _ is higher. The reason is that the 

Gaussian input light wave with small FWHM will generate a relatively broader 

output pulse, as shown in Fig.7-11. The eye opening area ratio Aeye _ will include 

the effect of broadening. That is the reason that Aeye _ rolls off more slowly 

than Heye _ . The effect of broadening will be analysed separately by the spreading 

ratio, a factor that will be introduced later. Therefore, as the worst case Heye _ is 

chosen for analysing the output current signal. Thus, the use of Eq.(2-4b) provides a 

robust analysis of the large signal photodiode performance at frequencies higher 

than 3dB bandwidth limit. Below the 3dB bandwidth limit of the Heye _ parameter, 

the Gaussian input light is able to have distinguishable output current pulse when 

the repetition time increased. That is the reason why the analysis of fixed FWHM 

with different repetition time under 3dB point is important. More detail of this 

analysis will be presented in sections 7.2.1 to 7.2.5.  

 

As the FWHM of the input light pulses gets shorter, the output current pulses are 

both reduced in height and broadened. The perfect input Gaussian wave should be 

3dB point 

The input optical power and 

output current for these two 

points were shown in Fig. 7-12. 
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symmetric around t = t0, however; as shown in Fig7.14, the output current pulses 

are not symmetric, and the roll off part of the signal is longer than the rise time of 

the signal.  
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Figure 7-14 Input Gaussian pulse (dot line) (FWHM = 2ps) with output current (circles) for 

edge-coupled InP/In0.53Ga0.47As/InP PIN photodiode (specification in Table 7-2, 0.5m I-layer 

width is chosen) with 1mW input average power and 1.0 modulation depth under -3V applied bias. 
 

Therefore, for good understanding of the current pulse broadening problem over 

the pulse repetition rate, a rise time spreading ratio srR and fall time spreading 

ratio sfR are defined as,  

 ir

pr
sr

FWHM

FWHM
R 

                                                (7-13a) 

 if

pf
sf

FWHM

FWHM
R 

                                                (7-13b) 

where FWHMpr = FWHMpf . Computed values Rsr and Rsf are shown in Fig7-14 for 

different light pulse FWHM and hence repetition frequencies as defined in 

Eq.(7-10). The FWHM of Gaussian light wave was varied from 600ps to 0.5ps and 

the PIN photodiode conformed to the parameters in Table 7-2, under -3V applied 

bias and a 0.5 m I-layer was assumed. 

FWHMif FWHMir 

FWHMpr FWHMpf 
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Figure 7-15 Spreading ratios for rise time and fall time of output current over repetition frequency 

for edge-coupled InP/In0.53Ga0.47As/InP PIN photodiode (specification in Table 7-2, 0.5m I-layer 

width is chosen) with 1mW input average power and 1.0 modulation depth under -3V applied bias. 

 

In Fig. 7-15, Rsr and Rsf have very similar values at large FWHM, i.e. at lower 

repetition frequency. The spreading problem is more serious on the right hand side 

of output signal. That is due to the “tail problem” that has been mention in the 

section 7.2.2 in this Chapter. To unify the spreading ratio results under different 

condition, a total spreading ratio is defined as, 

 sfsrs RRR 
       

                                            (7-14) 

The value of Rs should still be in the range of 0 < Rs  1. 

7.3.1 Analysis of Eye Opening Ratio with Different I-Layer Width 

This section describes the effect when the I-layer width is varied in a basic 

edge-coupled device structure from 0.1m to 0.5m, with other parameters as 

listed in Table 7-2. With the confinement factors listed in Table 7-3, if a FWHM 

20ps of Gaussian input wave of peak intensity 1mW is applied to the device, then 

the output current for I-layer widths of 0.1, 0.2 ad 0.4m are as shown in Fig.7-16.   

The input optical power and 

output current for these two 

points were shown in Fig. 7-14. 
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Figure 7-16 Output current under different I-layer width 0.1m, 0.2m and 0.4 m for 

edge-coupled InP/In0.53Ga0.47As/InP PIN photodiode (specification in Table 7-2) with 1mW input 

average power and 1.0 modulation depth under -3V applied bias.  
 

As the I-layer width is increased, the time delays of peak current increase as well. 

This is due to the carriers taking a longer time to travel through the wider I-layer, 

however; if the I-layer width is too narrow, such as the 0.1m shown in Fig.7-16, 

the volume of the absorption layer is too small to achieve an acceptable responsivity. 

This can only be compensated by higher light intensity. Specifically, the predicted 

output current is more than 20 times smaller compared with the 0.2m I-layer width. 

The major cause of the 20-fold reduction in responsivity is the over two times 

reduction in optical confinement factor (refer to Table 7-3) as the I-layer width is 

reduced from 0.2m to 0.1m, noting that the optical power is lost from the 

propagating light wave as 

 
 zPxP eff exp)( 0                                           (7-15) 

For FWHMtrep 2.4 , the eye opening ratio for FWHM values between 0.5ps to 

600ps versus repetition frequency for different intrinsic layer width is shown in 

Fig.7-17. In the Fig.7-17, different styled lines indicate the 3dB point for 

corresponding I-layer width. It is easy to notice that the bandwidth reduces as the 

I-layer width increases from 0.2m to 0.5m. The 0.2m I-layer width has the 

widest bandwidth but the peak eye opening ratio at the lower frequency is the 

0.2ps 

1.3ps

ps 
0.8ps 
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smallest. This is because the reduced optical confinement factor (refer to Table7-3) 

causes a decrement in the maximum responsivity. 
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Figure 7-17 Eye opening ratio over repetition frequency for different I-layer width for edge-coupled 

InP/In0.53Ga0.47As/InP PIN photodiodes (specification in Table 7-2) with 1mW input average power 

and 1.0 modulation depth under -3V applied bias.  
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Figure 7-18 The transit time bandwidth and cut-off frequency against different I-layer width for 

edge-coupled InP/In0.53Ga0.47As/InP PIN photodiode (specification in Table 7-2) with 1mW input 

average power and 1.0 modulation depth under -3V applied bias.  
 

The cut-off frequency which includes the RC time constant effect in addition to the 

transit time effect as defined by Eq.(2-5), for different I- layer widths is shown in 
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Fig. 7-18. The cut-off frequency initially increases as the I-layer width is decreased 

to 0.3m. This is because the carriers need less time to travel through the I-layer 

when the I-layer width is decreased. Therefore, the cut-off frequency is mainly 

affected by the transit time effect for I-layer width 0.3m, however; when the 

I-layer width is reduced to 0.2m, the cut-off frequency is reduced. The reason is 

that when the I-layer is too thin, the capacitance of the device is increased and the 

RC time constant starts to dominate the cut-off frequency. Then the cut-off 

frequency falls. Therefore, the I-layer width 0.3m is the best choice for large 

cut-off frequency.  

 

The pulse spreading ratio defined by Eq.(7-14) over the repetition frequency is 

shown in Fig. 7-19. 
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Figure 7-19 Spreading ratios over repetition frequency under different I-layer width for 

edge-coupled InP/In0.53Ga0.47As/InP PIN photodiodes (specification in Table 7-2) with 1mW input 

average power and 1.0 modulation depth under -3V applied bias.  
 

Fig.7-19 shows that pulse spreading gets progressively worse when the period of 

the pulse train becomes smaller. What is more, the rate of spreading becomes more 

rapid as if the I-layer width becomes wider. This is because the photo-generated 

carriers take longer time to transit the device if the I-layer is wider. What is more, 

the spreading gets more serious when the FWHM of Gaussian pulse is shorter, due 

to the “tail problem” the cause of which has been mentioned in section 7.2.2. The 

effect of pulse spreading will cause the output current pulse increasingly to merge 
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as the number of pulses in the train increases. For a smaller FWHM, such as 1ps, if 

the repetition rate is increased to a suitable value, there is still a chance to obtain 

well resolved output current pulses by increasing the off period between the pulses, 

as shown in Fig. 7-20. This corresponds to a pulse repetition rate of ~ 238Gb/s, i.e. 

well beyond the conventional 3dB bandwidth and where the roll-off in the 

spreading ratio is becoming severe (0.5).   
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Figure 7-20 Input Gaussian light pulse trains with FWHM=1ps with different repetition time (a) rrep 

= 0.5 (b) rrep = 1.0 showing the resulting output current for edge-coupled InP/In0.53Ga0.47As/InP PIN 

photodiode (specification in Table 7-2, 0.3m I-layer width is chosen) with 1mW input average 

(a) 

3ps 

6ps 

(b) 
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power and 1.0 modulation depth under -3V applied bias. 

 

In Fig. 7-20, a close inspection of Fig. 7-20(a) reveals that the peak amplitude of 

successive photocurrent pulses decreases. This is because the effective absorption 

coefficient decreases owing to the occupancy functions fc and fv increasing in 

Eq.(4-3) and Eq.(4-4) as the photo-generated charge builds up in the I-layer. For an 

I-layer width of 0.3m and FWHM = 1ps, but the repetition rates are 5.0repr for 

Fig.7-19(a) and 0.1repr for Fig.7-20(b), corresponding to trep = 3FWHM
 
and trep = 

6FWHM
 
respectively.

 
Fig 7-20(b) shows the importance of off-time as determined 

by rrep in retaining distinguishable pulses at data rates close to and greater than the 

3dB point. That means the output current wave at data rates beyond the 3dB point 

still comprises distinct pulses if a suitable off-time is applied. For pulse widths of 

under 1ps FWHM, although the peak of output current is greatly reduced and the 

output current pulse width significantly broadened relative to the incident light 

pulse compared with larger FWHM Gaussian pulses (such as 20ps or 50ps), the 

repetition frequency is faster than for pulse trains of such longer pulses. 

Fundamentally, the impulse, i.e. rise time response of the double hetero-junctions 

PIN photodiode with I-layer width ~0.3m is not a system limiting factor and this 

fast response can be exploited. 

 

The small magnitude problem can be overcome by varying other conditions and 

these will be introduced in the following sections, for example using larger average 

input optical power. 
 

 

In this section the effect of varying the off-time, equivalently varying rrep over the 

range 0.3 to 1.8, on the eye opening ratio of a train of Gaussian input light wave of 

1ps FWHM is shown in Fig. 7-21.   
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Figure 7-21 Variation in the eye diagram ratio of the photocurrent pulses induced by pulse trains 

comprising 1ps FWHM Gaussian pulses versus the repetition frequency for edge-coupled 

InP/In0.53Ga0.47As/InP PIN photodiode (specification in Table 7-2) under different I-layer width with 

1mW input average power and 1.0 modulation depth under -3V applied bias. 

 

In Fig. 7-21, the vertical lines indicate the points where the output current pulses 

just start getting merged. Therefore, they are the fastest repetition frequency at 

which Gaussian light pulses of 1ps FWHM now be unambiguously detected using 

double hetero-junction PIN photodiodes with I-layer width from 0.2m to 0.5m. 

For 0.2m I-layer width, the eye opening ratio is largest and the output current 

pulses are distinguishable and without any merging until the repetition frequency 

exceeds 167GHz. That means beyond the 3dB point, the shorter the I-layer width, 

the better the device works. Significantly, the eye diagram method for 

characterizing the high frequency performance of photodiodes reveals that thinner 

I-layers actually impose the ability to distinguish individual pulses at data rates 

beyond the usual in all signal 3dB bandwidth. This occurs because pulse spreading 

arising from the degraded fall-time is less when the I-layer width is reduced. 

 

If the spreading ratio of a current pulse is equal or close to 1.0 (such as 20ps 

FWHM), then the individual pulse amount output current pulses will still be 

resolved even when the repetition rate of input Gaussian light pulses is smaller than 

0.5, as shown in Fig. 7-22.  
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Figure 7-22 Comparison of the input Gaussian pulse train (dot line) with FWHM=20ps under 

different repetition time (a) rrep = 0.5 and (b) rrep = 0.3 with output current (circles) for edge-coupled 

InP/In0.53Ga0.47As/InP PIN photodiode (specification in Table 7-22, 0.3m I-layer width is chosen) 

with 1mW input average power and 1.0 modulation depth under -3V applied bias. 

 

In Fig.7-22(a), the repetition rate is still rrep = 0.5, but the output current pulses have 

not spread much and still track the input optical amplitude modulation. Even when 

the input optical pulses start emerging together in Fig.7-22(b), the output current 

still tracks the input optical wave, however; even in Fig.7-22(b), the repetition 

frequency is only around 28GHz, i.e. around the more usually understood high 

(a) 

60ps 

36ps 

(b) 
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frequency limit of a double hetero-junction PIN photodiode [142]. This means that 

the repetition time is limited by the FWHM of input Gaussian light wave under 

these conditions. 

 7.3.2 Eye Opening Ratio under Different Applied Bias 

The effect on eye opening ratio is also studied for the 0.3m I-layer width device 

under different applied bias. The same parameters listed in Table 7-2 will be used 

but with different applied bias from -2V to -5V. If trep = 4.2FWHM
 
is chosen, then 

the eye opening ratio with different applied bias is shown in Fig.7-23. 
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Figure 7-23 Eye opening ratios versus pulse repetition frequency under different applied bias for 

edge-coupled InP/In0.53Ga0.47As/InP PIN photodiode (specification in Table 7-2, 0.3m I-layer 

width is chosen) with 1mW input average power and 1.0 modulation depth. 

 

Fig.7-23 shows that the bandwidth is independent of the applied bias as indicated 

by the grey vertical solid line. It is one of the methods to improve the output current 

pulse shape without sacrificing the repetition frequency. The responsivity as 

measured by the eye opening ratio is increased when the applied bias increased. It 

could be affected by the absorption coefficient. An example of 20ps FWHM with 

84ps repetition time is tested as indicated in circle in Fig.7-23. The time 

dependence of the average effective absorption coefficient has also been calculated 

via, 
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Where (x,t) is effective absorption coefficient for different x point for each time 

point, xp is the interface point on the x-axis between P-layer and I-layer and xn is the 

interface point on the x-axis between I-layer and N-layer. xp and xn are indicated in 

the Fig.7-1. The variation in average absorption coefficient with time for the 

different applied bias conditions considered is shown in Fig.7-24. 
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Figure 7-24 Average absorption coefficient for 20ps FWHM Gaussian input optical power with 

84ps repetition time under different applied bias for edge-coupled InP/In0.53Ga0.47As/InP PIN 

photodiode (specification in Table 7-2, 0.3m I-layer width is chosen) with 1mW input average 

power and 1.0 modulation depth. 

 

As shown in Fig.7-24, the average absorption coefficient ave_(t) increases with 

applied bias. According to the Eq.(4-2) for absorption coefficient, the occupancy 

factors fc and fv making ave_(t) bigger. The reason for lower fc and fv is probably 

less carrier storage at the hetero-interfaces: as the stronger depletion field caused by 

high applied bias helping to pull the photo-generated electrons and holes out of the 

I-layer. There is another factor that might also contribute to the larger eye ratio 

when the applied bias is increased. That is less recombination rate as the higher 

depletion field pulls the carriers apart in the I-layer. This can be tested by plotting 

average hole and electron concentrations. The average hole and electron 

concentration at every time step has been calculated using the formulae, 
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where p(x,t) and n(x,t) are the carrier concentrations on each x point at the specific 

time step, xp is the interface point on the x-axis between P-layer and I-layer and xn is 

the interface point on the x-axis between I-layer and N-layer. xp and xn are indicated 

in the Fig.7-1. The average hole and electron concentration for 20ps FWHM with 

84ps repetition time over the time in the I-layer are shown in Fig. 7-25. 
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Figure 7-25 (a) Average electron concentration and (b) average hole concentration for 20ps FWHM 

Gaussian input optical power with 84ps repetition time under different applied bias for edge-coupled 

InP/In0.53Ga0.47As/InP PIN photodiode (specification in Table 7-2, 0.3m I-layer width is chosen) 

with 1mW input average power and 1.0 modulation depth. 
 

As shown in Fig.7-25, both average carrier concentrations fall as the applied bias 

increases. Therefore, there are fewer carriers to recombine as the higher depletion 

field pulls the electron and hole apart in the I-layer.  

 

The spreading ratios of the Gaussian wave over the repetition frequency under 

different applied bias are shown in Fig. 7-26. 

(a) 
 

(b) 
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Figure 7-26 Spreading ratios over the repetition frequency under different applied bias for 

edge-coupled InP/In0.53Ga0.47As/InP PIN photodiode (specification in Table 7-2, 0.3m I-layer 

width is chosen) with 1mW input average power and 1.0 modulation depth. 

 

The spreading ratios for different applied bias keep a very similar value to each 

other across the repetition frequency. Therefore, the applied bias has very small 

effect on the spreading ratio. An analysis for repetition frequencies that are greater 

than 3dB frequency is present under different applied bias.  

 

If the repetition ratio is varied between 0.3 ~ 1.8 for 1ps FWHM Gaussian wave, 

then the eye diagram over the repetition frequency is shown in Fig. 7-27. In 

Fig.7-27, the larger the applied bias, the bigger the eye opening ratio is but the 

roll-off is unchanged. The fastest repetition frequency (at the point when the current 

pulses start merging) is nearly independent of P-layer and N-layer doping and is 

still around 152Gb/s. 
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Figure 7-27 Variation in the eye opening ratio of the photocurrent pulses induced by pulse trains 

comprising 1ps FWHM Gaussian pulses versus the repetition frequency under different applied bias 

for edge-coupled InP/In0.53Ga0.47As/InP PIN photodiode (specification in Table 7-2, 0.3m I-layer 

width is chosen) with 1mW input average power and 1.0 modulation depth. 

7.3.3 Eye Opening Ratio under Different Input Average Optical Power 

The eye opening ratio is also calculated for a double hetero-junction PIN 

photodiode with a 0.3m I-layer width under different input average optical power. 

The same parameters listed in Table 7-2 are used but with different input average 

optical power (10W to 1mW). If FWHMtrep 2.4 is chosen with different 

FWHM ranges from 600ps to 0.5ps, then the eye opening ratio with different 

applied bias is shown in Fig.7-28. 
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Figure 7-28 Eye opening ratio over repetition frequency with different input average optical power 

and 1.0 modulation depth for edge-coupled InP/In0.53Ga0.47As/InP PIN photodiode (specification in 

Table 7-2, 0.3m I-layer width is chosen) under -3V applied bias. 

 

Different dashed lines indicate the 3dB point for different input optical power. The 

circle indicates the operational point for the for 1ps FWHM Gaussian wave with a 

repetition time of 4.2ps. The peak eye opening ratio slightly decreases as the 

average input power increases by two decades. This is because the larger the input 

average optical power is applied to the device, the more carriers in the I-layer are 

generated, however as the small decrease in eye opening ratio under 3dB bandwidth 

due to the band-filling effect indicates that the photo-generated carriers are readily 

extracted from the device for input optical power up to 1mW. Whilst the eye 

opening ratio is nearly independent of input optical power, the output current 

increases rapidly with larger input power. For example, the output current caused 

by 1ps FWHM Gaussian light pulses with 4.2ps repetition time and different input 

optical average power (1mW and 100W) is shown in Fig.7-29. The equivalent 

pulse repetition rate (PRR) is around 240Gb/s which is well beyond the 3dB point 

of the eye opening ratio versus PRR curve (indicated in Fig.7-29).  
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Figure 7-29 Input Gaussian light pulses (1ps FWHM and 4.2ps repetition time) of (a) 1mW (b) 

100W power with 1.0 modulation depth and resulting output current for edge-coupled 

InP/In0.53Ga0.47As/InP PIN photodiode (specification in Table 7-2, 0.3m I-layer width is chosen) 

under -3V applied bias. 
 

The input Gaussian pulses of 1mW input average power generates the output 

current with a peak that is around 10 times bigger than the input Gaussian wave 

with 100W input average power, offering further evidence the responsivity is not 

degraded by band filling at these power levels and data rates. Further, in systems 

(a) 

0.3851 mA 

(b) 

40A 
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dominated by thermal noise (i.e. independent of input optical power). 1mW input 

average power Gaussian pulses will have a better eye diagram than 100W. The 

1mW input average power is shown in Fig.7-30 where random noise of between 

25A to -25A (a) or between 5A to -5A (b) is added arbitrarily to the output 

current. 

 

Figure 7-30 Eye diagram by output current that generated by input Gaussian wave (1ps FWHM and 

4.2ps repetition time) 1mW input average power and 1.0 modulation depth with a noise level 

between (a) 25A and -25A or (b) 5A and -5A for edge-coupled InP/In0.53Ga0.47As/InP PIN 

photodiode (specification in Table 7-2, 0.3m I-layer width is chosen) under -3V applied bias. 

 

In the case of 1mW average input power, both noise levels seem not large enough 

compared to the peak current to degrade the eye diagram. The 100W input average 

power is also shown in Fig.7-31 where a random noise of between 25A to -25A 

(a) or between 5A to -5A (b) is added to the output current. 

 

(a) 

(b) 
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Figure 7-31 Eye diagram by output current that generated by input Gaussian wave (1ps FWHM and 

4.2ps repetition time) 100W input average power and 1.0 modulation depth with a noise level 

between (a) 25A and -25A (b) 5A and -5A for edge-coupled InP/In0.53Ga0.47As/InP PIN 

photodiode (specification in Table 7-2, 0.3m I-layer width is chosen) under -3V applied bias. 
 

Now the random noise level of 25A to -25A has big influence on the output 

current pulses in the case of input average power 100W. This is because the noise 

level value is quite close to the value of output current. If the random noise level 

changes to 5A to -5A, then the influence on the output current pulses will be 

small. Therefore, in a practical implementation, increasing the input optical power 

is one of the methods to improve the current eye diagram at the data rates beyond 

the 3dB point in the case when the random noise level is close to the value of output 

current.  

 

When considering eye diagrams constructed from a single pulse, or trains of two or 

three pulses, band filling has a small effect on the eye opening ratio for data rates up 

to 240Gb/s, however inspection of Fig.7-30 reveals that the amplitude of each 

current pulse is monotonically lower than the preceding causing the eye to close. 

This implies that not all the photo-generated charge is escaping between successive 

pulses. Fig 7-32 illustrates the effect of a train of eight 1mW Gaussian light pulses 

of 1ps FWHM and 4.2ps repetition time (8 bits data) have applied to the model, the 

output current with its forward half period value are also shown. 

(b) 

(a) 
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Figure 7-32 Eye diagram by output current that generated by input Gaussian wave (1ps FWHM and 

4.2ps repetition time) 1mW input average power and 1.0 modulation depth for edge-coupled 

InP/In0.53Ga0.47As/InP PIN photodiode (specification in Table 7-2, 0.3m I-layer width is chosen) 

under -3V applied bias. 
 

As more input light pulses are detected by the device, the output current eye 

diagram closes up. The eye opening ratios for the sequential output current pulses 

(indicated with black double arrows in Fig 7-32) are shown in Fig.7-33 for input 

optical powers of 1mW and 100W. 
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Figure 7-33 Eye opening ratio for the pulses train with 100W and 1mW input average power and 

1.0 modulation depth for edge-coupled InP/In0.53Ga0.47As/InP PIN photodiode (specification in 
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Table 7-2, 0.3m I-layer width is chosen) under -3V applied bias. 

 

In Fig.7-33, the eye opening ratios of first four output current pulses decreases 

faster than the following output current pulses. The eye opening ratios for the 

current pulses have an exponential decay with time. Despite this decay eye diagram 

remains sufficiently open for all eight current pulses to prove that the device can 

receive 1byte data at a very high data rate in this case nearly 240Gb/s.  

 

This is only an optimistic prediction, as the effect of noise has so far been neglected; 

also the influence of carrier transport by diffusion along the light pulse (z-axis 

direction) is neglected in this model. Therefore the current will probably be too 

small to detect in the real time device at these ultra-high data rates.  

 

In order to give the reason why the eye diagram closes with successive fast light 

pulses an analysis of the average carriers concentration as calculated by Eq.(7-17a) 

and Eq.(7-17b) and the average effective absorption coefficient in Eq.(7-16) will be 

necessary. Fig.7-34 shows the time variation in the average hole and electron 

concentrations in the I-layer. 
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Figure 7-34 Average hole and electron concentration in the I-layer against time for edge-coupled 

InP/In0.53Ga0.47As/InP PIN photodiode (specification in Table 7-2, 0.3m I-layer width is chosen) 

with 1mW input average power and 1.0 modulation depth under -3V applied bias. 

 

The average hole and electron concentration in the I-layer rapidly increases at the 
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beginning of the fast light pulse sequence and does not decay away. Instead the hole 

and electron concentrations saturate after about 4-5 pulses (~15ps) with only a 

small ripple occurring with each subsequent light pulse. The average hole 

concentration is bigger than electron concentration in the I-layer. This is because 

electrons are lighter and have a higher average velocity than holes, so escape the 

I-layer more rapidly than holes. Fig.7-35 shows the average effective absorption 

coefficient in the I-layer over the time period corresponding to the eight light pulses 

shown in Fig7-32. Again the light pulses were assumed to be Gaussian shaped with 

1ps FWHM, repetition time of 4.2ps and 1mW peak power level. 

-5 0 5 10 15 20 25 30 35
6000

6500

7000

7500

8000

8500

9000

9500

10000

time (ps)

a
b

so
rp

ti
o

n
 c

o
e
ff

ic
ie

n
t 

(1
/c

m
)

 
Figure 7-35 Average effective absorption coefficient in the I-layer against time for edge-coupled 

InP/In0.53Ga0.47As/InP PIN photodiode (specification in Table 7-2, 0.3m I-layer width is chosen) 

with 1mW input average power and 1.0 modulation depth under -3V applied bias. 
 

The average absorption coefficient is largest at the time when the input light first 

shines on the device. Then it reduces due to the band filling effect, to which both 

electrons and holes contribute Fig.7-34 and reduces to only ~40% of its peak value. 

That is the main reason why the output current eye diagram ratio that has been 

shown in Fig.7-32 decrease with time. Whilst this is significant, it is insufficient to 

critically degrade the predicted eye opening, which is stabilized after ~8 pulses. 

Further, the 8 pulses correspond to the byte “1111 1111” which will occur 

infrequently in a digital system. On this basis data rates of up to 240Gb/s are 

possible unless noise has a major effect.  
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If the repetition rate is varied between 0.3 ~ 1.8 for 1ps FWHM Gaussian wave, 

then the eye diagram over the repetition frequency is as shown in Fig. 7-36.  
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Figure 7-36 Variation in the eye opening ratio of the photocurrent pulses induced by pulse trains 

comprising 1ps FWHM Gaussian pulses versus the repetition frequency with different input optical 

average power and 1.0 modulation depth for edge-coupled InP/In0.53Ga0.47As/InP PIN photodiode 

(specification in Table 7-2 , 0.3m I-layer width is chosen) under -3V applied bias. 
 

For 1ps FWHM, the eye diagram ratio is inversely proportional with value of the 

input average power. The fastest repetition frequency (at the point when the current 

pulses start merging) is nearly independent of P-layer and N-layer doping and is 

still around 152Gb/s. 

 

The time spreading ratio has also been analysed under different input average 

power. The time spreading ratio for different FWHM with repetition 

time FWHMtrep 2.4 is shown in Fig.7-37. 
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Figure 7-37 Spreading ratios over repetition frequency under different input average optical power 

and 1.0 modulation depth for edge-coupled InP/In0.53Ga0.47As/InP PIN photodiode (specification in 

Table 7-2, 0.3m I-layer width is chosen) under -3V applied bias. 
 

The time spreading ratio stays the same as the input average optical power is varied. 

The 3dB frequency stays the same as before and is around 119GHz. This is because 

the concentrations of photo-generated charge (Fig.7-34) remain too low to screen 

out the depletion field. Thus, drift still dominates carrier transport through the 

I-layer despite the high optical power levels considered in much of this chapter. 

7.3.4 Eye Opening Ratio under Different Doping Density in P-layer and 

N-layer 

The effect of different doping density in the P and N layers has also been tested in 

the model. Fig.7-38 shows the effect of changing the doping density in P-layer to 

5×10
7
cm

-3
 and doping density in N-layer to 5×10

7
cm

-3 
and 1.5×10

8
cm

-3
, whilst 

keeping other parameters in table 7-2 the same. In all cases the pulse repetition time 

was 4.2 times the FWHM of the Gaussian pulse train with a peak optical power of 

1mW.  
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Figure 7-38 The eye opening ratios of the different FWHM over the repetition frequency under 

different doping density for edge-coupled InP/In0.53Ga0.47As/InP PIN photodiode (specification in 

Table 7-2, 0.3m I-layer width is chosen) with 1mW input optical power and 1.0 modulation depth 

under -3V applied bias. 
 

The peak eye opening ratio slightly rises when the doping in P-layer or the doping 

in N-layer decreases. This is because a decrease in the doping density in the P-layer 

and N-layer will cause an increase in the width of the depletion region in which 

carrier transport by drift predominates. This leads to a small increase in the total 

current. The modification in doping of P-layer and N-layer hardly changes the 

bandwidth since the change in transit time is small.  

 

The time spreading ratio is also estimated and shown in Fig 7-39. In Fig. 7-39, the 

time spreading ratio is again independent of the doping density and only depends on 

the FWHM of the input Gaussian wave.  
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Figure 7-39 The time spreading ratios of the different FWHM over the repetition frequency under 

different doping density for edge-coupled InP/In0.53Ga0.47As/InP PIN photodiode (specification in 

Table 7-2, 0.3m I-layer width is chosen) with 1mW input optical power and 1.0 modulation depth 

under -3V applied bias. 
 

The effect of varying the repetition ratio rrep as defined before, between 0.5  rrep  

1.8 for a 1ps FWHM Gaussian pulse train on the eye opening ratio versus the 

repetition frequency relationship was shown in Fig. 7-40. 
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Figure 7-40 Variation in the eye opening ratio of the photocurrent pulses induced by pulse trains 

comprising 1ps FWHM Gaussian pulses versus the repetition frequency under different doping 

density for edge-coupled InP/In0.53Ga0.47As/InP PIN photodiode (specification in Table 7-2 , 0.3m 

I-layer width is chosen) with 1mW input optical power and 1.0 modulation depth under -3V applied 
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bias. 

 

The variation on the peak of the eye diagram ratio of 1ps FWHM Gaussian light 

pulses depends on the doping density too; the smaller the doping density is, the 

bigger the peak point is. The fastest repetition frequency (at the point when the 

current pulses start merging) is nearly independent of P-layer and N-layer doping 

and is still around 152Gb/s.  

7.3.5 Eye Opening Ratio for Different Input Light Method 

As introduced in Chapter 4, beside the edge-coupled waveguide mode of operation, 

photodiodes can operate as top-entry or sub-entry vertical mode. By using Eq.(4-16) 

and Eq.(4-17), the top-entry and sub-entry variants of vertical mode are defined. 

This is the most widely used mode of photodiode operation. The generation terms 

for different input light method have been defined in Eq.(4-16), Eq.(4-17) and 

Eq.(4-18) in Chapter 4 are redefined here to help explanation: 

 x

recep
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 sub-entry (vertical) (7-18b) 

 
 

LhcS

etP
txG
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1)(
),(  edge-coupled (7-18c) 

where )()( 0 tmIPtP  ,  is the optical absorption constant,  is the optical 

wavelength, h is the Planck’s constant, c is the light speed, m is the modulation 

depth, P0 is the average optical power and I(t) is the power intensity profile, Wi, L, 

Sabsorp and Srecep are all shown in Fig. 7-1. These three input light methods have been 

modelled using the same parameters listed in Table 7-2, then for 0.3 m I-layer 

width, the input optical light with output current has shown in Fig. 7-41. 
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Figure 7-41 The eye opening ratios of the different FWHM over the repetition frequency under 

different input light methods for InP/In0.53Ga0.47As/InP PIN photodiode (specification in Table 7-2, 

0.3m I-layer width is chosen) with 1mW input optical power and 1.0 modulation depth under -3V 

applied bias. 

 

The change of light input method does not change the transit time 3dB bandwidth, 

however the vertical light input methods (sub-entry and top-entry) have lower peak 

eye opening ratios. This is because the generation term varies inversely with the 

light absorption area Srecep whilst with the vertical input light methods, it decays 

exponentially with WI. The larger eye diagram ratio for edge-coupled photodiode 

comparing with others makes it a better choice especially for output current 

beyond 3dB frequency limit. Further, when the edge-coupled light input method is 

applied to the device, the absorption area decreases as Sabsorp (4.6m
2
) < Srecep 

(50m
2
) and the input light is equally distributed across WI. The top-illumination 

has slightly larger peak eye diagram ratio compared with the sub-illumination, due 

to the input light method intensity exponentially decaying with WI from the side 

where the input light shines on, and the output current is estimated on interface 

between P-layer and I-layer. 
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Figure 7-42 The eye opening ratios of the different FWHM over the repetition frequency under 

different device length for edge-coupled InP/In0.53Ga0.47As/InP PIN photodiode (specification in 

Table 7-2, 0.3m I-layer width is chosen) with 1mW input optical power and 1.0 modulation depth 

under -3V applied bias. 
 

Fig.7-42 shows the effect of reducing the device length over which absorption 

occurs in an edge-coupled structure. Once the device length is reduced from 25m 

to 0.6m, the eye opening ratio reduces more than 4 times. This also proves that the 

model that has been set up for edge-coupled device over estimates the performance 

enhancement relative to a vertical entry structure. This can be improved by 

updating to 3-Dimensional modelling.  

 

The time spreading ratio is shown in Fig. 7-43. The time spreading ratio does not 

depend of the input light method and only depends on the FWHM of the input 

Gaussian wave.  
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Figure 7-43 The time spreading ratios of the different FWHM over the repetition frequency under 

different input light method for InP/In0.53Ga0.47As/InP PIN photodiode (specification in Table 7-2, 

0.3m I-layer width is chosen) with 1mW input optical power and 1.0 modulation depth under -3V 

applied bias. 

 

The effect of varying the repetition ratio rrep as defined before, between 0.5  rrep  

1.8 for a 1ps FWHM Gaussian pulse train on the eye opening ratio versus the 

repetition frequency relationship is shown in Fig. 7-44. 
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Figure 7-44 Variation in the eye diagram ratio of the photocurrent pulses induced by pulse trains 

comprising 1ps FWHM Gaussian pulses versus the repetition frequency under different input light 

method for InP/In0.53Ga0.47As/InP PIN photodiode (specification in Table 7-2 , 0.3m I-layer width 
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is chosen) with 1mW input optical power and 1.0 modulation depth under -3V applied bias. 

 

The variation on peak the eye diagram ratio of 1ps FWHM also depends on the 

input light method. The waveguide input light method has the largest peak eye 

diagram ratio amount those input light methods. The reasons have been mentioned 

above. The fastest repetition frequency (at the point when the current pulses start 

merging) is independent of input light methods and is around 152GHz. The 

edge-coupled device provides the best way to gain a good output eye diagram 

without sacrificing the bandwidth. 

7.4 Discussion  

The effect of illuminating an InP/InGaAs/InP double hetero-junction PIN 

photodiode with Gaussian shaped light pulses of different FWHM values but fixed 

repetition rate has been analysed in detail in this chapter. For pulse repetition rates 

greater than the 3dB point, the output current wave can still have recognizable 

individual near Gaussian shaped pulses, however; the pulse is asymmetrically 

broadened with the fall-time becoming longer than the rise-time (tail problem). The 

edge-coupled input light method can give a significantly better eye opening ratio 

due to two effects. First, the input light absorption area can be smaller than for the 

vertical input light method to decrease the RC time constant. Second, the effective 

absorbing length is much greater and counteracts the effect of incomplete optical 

confinement to the I-layer. The modification in I-layer width can change both the 

peak of the eye diagram ratio and the bandwidth in InP/InGaAs/InP photodiode. 

Although the smaller the I-layer width is the wider the transient bandwidth is, the 

RC time constant bandwidth is reduced when the I-layer is smaller as the 

capacitance of the device increases. Therefore, when the I-layer is too small, the RC 

time constant dominates the total bandwidth. The larger the input average optical 

power is the smaller the eye opening ratio is. That is because the large input average 

optical power will generate more carriers, and this will lead to the band-filling 

effect, however larger average input power still produces larger output current with 

only small degradation of the eye opening ratio by band filling for very fast pulses 

(1ps FWHM, 4.2ps repetition time). That means the noise will only have a small 

effect on the large output current. This will definitely benefit the output current for 

device operation beyond its conventional 3dB point. Modification of doping 

density in the P-layer and N-layer and applied bias will only make a small change to 
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the peak value of output current and has little effect of the maximum data rate 

achievable.  

7.5 Conclusion 

This chapter presented the results of PIN photodiode numerical model. The 

accuracy of the model was tested by comparing the output current with result from 

the paper of Dentan [10]. When applying a sequence of Gaussian light pulses to 

InP/InGaAs/InP photodiode, at data rates significantly greater than the 3dB point, 

the output current pulse can still be distinct, however the pulses will have a lower 

peak amplitude and will be asymmetrically broadened compared with output 

current pulses at lower frequency. For improving the eye diagram of output current, 

the method of increasing the input average optical power or having comparable 

smaller I-layer width can be used. Thus optical amplification up to peak power 

levels  0.1mW immediately prior to detection will bring major benefits to 

ultra-high data rate digital optical system. 



 
 

 

 

 

 

 

 

 

Simulation Results for MQW-EAM 
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8.1 Introduction 

In the previous chapter, the performance of InP/InGaAs/InP photodiode structures 

beyond the 3dB frequency limit has been analysed by detailed device modelling. In 

this chapter, the one dimensional model of multiple quantum well 

electro-absorption modulators (MQW-EAM) is applied to study the effect of fast 

time varying applied bias, in particular for rectangular and Gaussian pulse trains. 

An example of a rectangular voltage pulse train comprising 40ps/40ps on/off time 

steps between -1V and 0V is shown in Fig.8-1.  
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Figure 8-1 Applied bias -1V/0V with 40ps/40ps on/off time step base for MQW-EAM. 
 

In Fig. 8-1, the black thin dashed line indicates the time when the applied bias 

changes between -1V and 0V and back again. The black thin dashed line will appear 

in the rest of the graphs to indicate when the bias is changed. Between 0ps ~ 39ps, 

80ps ~ 119ps, 160ps ~ 199ps, 240ps ~ 279ps and 320ps ~ 359ps the bias is equal to 

-1V. That is the period that the MQW-EAM is able to absorb most of the light under 

1.55m wavelength is indicated as “on time” for the MQW-EAM device. For the 

other time period, the bias is 0V. This is the time that the MQW-EAM absorb very 

little amount of light under 1.55m wavelength is indicated as “off time” for the 

MQW-EAM device. In real life, the time delay between on and off time need to be 

taken into consideration and cannot be neglected. In order to analyse the output 

optical power time delay purely on the effect of carriers, the zero time delay is 

assumed for applied voltage. The model is a one dimensional modelling meaning 

that it does not take into account changes in the optical power as light waves 
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propagate along the waveguide, nor carrier fluxes in the same direction. Two errors 

introduced by such one-dimensional modelling are that diffusion currents along the 

waveguide are neglected and the effect of decreasing optical power with distance 

propagated on photo generation is neglected.  

8.2 MQW-EAM Model Structure 

The basic mesa-type MQW-EAM device structure and its numerical model 

structure are shown in Fig.8-2.  

 

Figure 8-2 (a) MQW-EAM InGaAsP/InGaAs device structure and (b) the numerical modelled 

structure.  
 

L and T represent the length and the thickness of the device. The device contains 

seven wells, and eight barriers. All the wells have the same width defined as Ww. 

The barriers have two different widths depending on their location, one is named as 

the long barrier and the other one is the short barrier. Wbs is the length for the 

barriers in between wells, and is shorter than Wbl the barriers separating the MQW 

from the P-layer or N-layer. The numerical modelled structure contained seven 

wells. That is because the extinction ratio loss and junction capacitance both 

reduced when the number of wells or the length depletion region is increased 

[143]. The depletion region can be also increased by having longer length barrier 

Wbl. As an edge-coupled device, the input light wave propagates along z axis and 

the generation term is defined as [144], 
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where  is the absorption coefficient and i is the optical confinement factor for i-th 

well. The generation is assumed to occur only in the wells. According to Eq. (8-1), 

the generation term should exponentially decay along the z axis. Since the 

numerical model for is one dimensional along x axis, z is taken as being equal to L 

when evaluating carrier g(t). Thus, the carrier generation rate used is an average 

over the device volume and may not reflect conditions on a micron scale. The 

parameters for the calculation are listed in Table 8-1. 

 

 P-layer I-layer N-layer 

  Ww Wbl Wbs  

Material InP In0.53Ga0.47As In0.79Ga0.21As0.45P0.55 InP 

Bandgap (eV) 1.35 [145] 0.752 [59]  1.0458 [146] 1.35 [145] 

Width (nm) 100 9.5 60 14 100 

Doping (1/cm
3
) 1×10

18
 3×10

18
 3×10

18
 1×10

18
 

Refractive index 3.2026 [147] 3.7262 [148]  3.3 [149] 3.2026 [147] 

L (m) 80 

T (m) 3, 10 

Table 8-1 The simulation parameters for MQW-EAM 

 

With the parameters listed in Table 8-1, the one dimensional numerical model for 

estimating confinement factors for each well were originally written by Qin Chen 

(Chinese Academy of Science), and they are listed in Table 8-2. What is more, the 

variation in the optical confinement factors for the wells devices from the power 

distribution of light guided in the fundamental mode of the slab waveguide is 

indicated schematically by the dashed line in Fig.8-2 (b).  

 

Well No. Confinement factor 

1-st well 0.02335987 

2-nd well 0.02679659 

3-rd well 0.02949664 

4-th well 0.03113257 

5-th well 0.03203950 

6-th well 0.03170746 

7-th well 0.03030964 

Table 8-2 The simulation parameters for MQW-EAM 

 

The effective absorption coefficient for MQW-EAM is then estimated by, 

  
i

iiweff _  (8-2) 
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where i is the optical confinement factor and w_i is the absorption coefficient of 

the i-th well. The output power of MQW-EAM is defined by, 

  LPP effinout  exp  (8-3) 

where L is the device length. This neglects possible reflection at the output facet of 

the device. 

 

For -1V/0V applied bias with 40ps/40ps on/off time step was shown in Fig. 8-1, the 

time dependent effective absorption coefficient for the device formed by using 

Eq.(8-2) under different input average power is shown in Fig.8-3 (a) and (b) for 

input optical power 10mW and 1mW respectively. Note these calculations fully are 

self-consistent taking into account the effect of changes in the positions of the 

quasi-Fermi levels.  
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Figure 8-3 Original data (black dot) and smoothed data (grey solid line) of effective absorption 

coefficient for InP/InGaAsP/InGaAs 7 wells MQW-EAM with thickness of 10m under -1V/0V 

(40ps/40ps on/off time) applied bias and (a) 10mW or (b) 1mW input average power for the device. 

The two horizontal lines dashed dot line and dashed line indicate the changes in the average peak 

value (AVP) of first and second pulse. 
 

As shown in Fig. 8-3(a) and (b), the original data (represented by black dots) 

contains significant variation that obscures important patterns in the data. The 

origin in the variation is unknown. Given that the solvers of the Poisson’s equation 

and the current continuity equation are the same as those used in the PIN 

photodiode simulations, which did not show these variations, it is assumed the 

variability derives from the impact of the Schrödinger’s equation solver on the 

self-consistent procedure. The instability in absorption coefficient calculation can 

be reduced by getting rid of the self-consistent calculation of Poisson’s equation 

and Schrödinger equation. This is shown in Fig. 8-4. It is also possible that 

introducing a more stringent convergence criterion, for example requiring 

convergence to another significant figure would reduce the variations, however; the 

cost of a greater run time (three self-consistent loops for three equations) or the 

self-consistent loops might fall into an infinity calculation in order to achieve a 

smaller convergence value.  Instead data smoothing was introduced to reduce the 

variability in the data to enable any trends to be observed more clearly. 

(b) 

13cm
-1 
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Figure 8-4 The effective absorption coefficient for InP/InGaAsP/InGaAs 7 wells MQW-EAM with 

thickness of 10m under -1V/0V (40ps/40ps on/off time) applied bias and 10mW input average 

power for the device, (a)with all self-consistent calculations (black dot) (b)without PS 

self-consistent calculation (grey solid line). 

 

Data smoothed was introduced by creating approximation function to fit the 

original data by using the Matlab function package named “smooth()”.  The best 

fit to use original data obtained using this function is called “lowess” with 2% span 

and is shown by the grey solid lines in Fig. 8-3 (a) and (b). In Fig. 8-3 (a) and (b), 

the average peak values (APV) of the first pulse and second pulse have been 

indicated by dashed dot lines and dashed lines respectively for the two input optical 

powers considered. For 10mW input average power, the APV of the first pulse is 

around 94 cm
-1

. It is smaller than the APV of the first pulse under 1mW input 

average power, which is 119 cm
-1

. This is because greater absorption saturation 

occurs under larger input power intensity. The difference between APV of the first 

pulse and APV of the second pulse is 5cm
-1

 under 10mW input power. The 

difference increases to 13cm
-1

 when the input power is reduced to 1mW. Whilst the 

data in Fig. 8-3 is too scattered to show this, the trend of the data for both input 

power is indicated by the wide solid black line. It is possible that the drop in 

absorption occurs during the application of a single reverse bias pulse using the 

higher input optical power. If this interpretation is correct then the lack of a 

discernible change in the APV of subsequent pulses indicates that a steady state is 

achieved during a single 40ps on period at this power. This is not the case for an 
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input optical power level of 1mW where a pulse to pulse reduction in the APV of 

pulses 1-4 is just discernable.   

 

For this lower input optical power, the APV shown by the smoothed curves in Fig. 

8-3 (b) appears to decay over the train of fine on-pulse, reaching a saturation level > 

13 cm
-1 

below the APV of the first pulse, approximately a 10% reduction, however; 

this saturation APV is still higher than the APV of the first bias on-pulse for 10mW 

input optical power for which the maximum APV is ~ 95 cm
-1

, dropping to ~90cm
-1

 

for subsequent on-pulses.  

 

For smaller thickness of the device 3m was also simulated because it is the 

common value for the thickness [54], as shown in Fig. 8-5. 
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Figure 8-5 Original data (black dot) and smoothed data (grey solid line) of effective absorption 

coefficient for InP/InGaAsP/InGaAs 7 wells MQW-EAM with thickness of 3m under -1V/0V 

(40ps/40ps on/off time) applied bias and 10mW input average power for the device. Two horizontal 

lines dashed dot line and dashed line represented the average peak value (AVP) of first and second 

pulse. 
 

The APVs of the absorption pulses in Fig. 8-5 are smaller compared with the APVs 

in Fig. 8-3(a). That is because for the waveguide device, smaller thickness means a 

smaller absorption area for the device, however; the difference between first and 

second absorption pulses is still around 5cm
-1

, i.e. the same as the Fig. 8-3(a).  

 

It is also easily noticed that apart from the first absorption coefficient pulse, the 

5cm
-1 
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onset of the following absorption pulses is time delayed for both power levels from 

both Fig.8-3 and Fig. 8-5. The cause of the delay is discussed a little later in this 

chapter. For a clearer view of the effect on the second pulse time delay under 

different input average power, the overlap of the three sets of smoothed data, and an 

enlarge view on second pulse, are shown in Fig. 8-6. 
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Figure 8-6 Smoothed data of effective absorption coefficient for a InP/InGaAsP/InGaAs 7 wells 

MQW-EAM under -1V/0V (40ps/40ps on/off time) applied bias (a) five pulses (b) second pulse 

enlarged picture. Black solid line represents 1mW input light power and 10m device thickness, 

black dashed line illustrates 10mW input light power and 10m device thickness and grey solid line 

is 10mW input light power and 3m device thickness. 

 

The effective absorption coefficient data shown in Fig. 8-6 is the smoothed data. 

(a) 

(b) 
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The APVs of all pulses for 1mW input average power are largest amount of all three 

waves as shown in Fig.8-6 (a), however, Fig. 8-6 (b) shows that the delay and rise 

time of the second pulse is independent of power level and thickness of the device. 

Further, the unsmoothed data in Fig.8-3 and in Fig. 8-5 also demonstrate an 

absorption delay time. Therefore, this effect is not an artifact of the smoothing. 

Another point worth mentioning here is that the delay in achieving an absorbing 

condition will affect only the falling edge of the light pulses emitted from a 

MQW-EAM, broadening the light pulses by delaying the transition to the off-state. 

 

To investigate the factors that influence the time delay in the absorption onset for 

pulses after first absorption coefficient pulse, the bias off time was varied whilst 

keeping the on time constant. If the on/off time 40ps/40ps, 40ps/30ps and 

40ps/50ps are applied to the device respectively, under the same 10mW input 

average power, the absorption coefficient pulses are shown in Fig. 8-7(a), (b) and 

(c). Fig. 8-8 (a), (b) and (c) are the enlarged views of second absorption pulse in the 

chains of absorption pulses in Fig. 8-7 (a), (b) and (c) respectively. 
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Figure 8-7 Smoothed data of effective absorption coefficient for InP/InGaAsP/InGaAs 7 wells 

MQW-EAM with thickness of 10m under -1V/0V applied bias (a) (40ps/40ps on/off time) (b) 

(40ps/30ps on/off time) (c) (40ps/50ps on/off time) and 10mW input average power.    
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Figure 8-8 Enlarged view of the second pulses for smoothed data of effective absorption coefficient 

for InP/InGaAsP/InGaAs 7 wells MQW-EAM with thickness of 10m under -1V/0V applied bias (a) 

(40ps/40ps on/off time) (b) (40ps/30ps on/off time) (c) (40ps/50ps on/off time) and 10mW input 

average power.  
 

The absorption pulse trains with 30ps off time have the longest time delay in the 

second absorption pulse. That means the shorter off time will cause longer time 

delay on the next absorption pulses, however, longer off time will not have any 

effect. The time delay from second to fifth pulses with different off-time in Fig. 8-7 

is shown in Fig. 8-9. In Fig. 8-9, the time delay increases as the off-time of the 

applied bias pulses reduces from 40ps to 30ps whilst the on-time kept the same 

value (40ps). When then off-time increases from 40ps to 50ps, the time delay is 

very similar or same values. 
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Figure 8-9 Time delay for InP/InGaAsP/InGaAs 7 wells MQW-EAM with thickness of 10m under 

-1V/0V applied bias (40ps/30ps, 40ps/40ps and 40ps/50ps).   

 

Fig. 8-10 shows a comparison of the absorption coefficient pulses that were 

generated by 40ps/40ps on/off square applied bias pulses with the pulses that were 

generated by10ps/10ps on/off square applied bias pulses. 
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Figure 8-10 Smoothed data of effective absorption coefficient for InP/InGaAsP/InGaAs 7 wells 

MQW-EAM with thickness of 10m under -1V/0V applied bias (a) (40ps/40ps on/off time) (b) 

(10ps/10ps on/off time).   

 

The absorption coefficient pulses obtained under 10ps/10ps on/off time applied 

bias pulse condition have less chance to obtain a square wave shape than the ones 

(b) 

(a) 
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are under 40ps/40ps on/off time applied bias pulses. The time delay from second to 

fifth pulses with 40ps/40ps on/off time and 10ps/10ps on/off time in Fig. 8-9 is 

shown in Fig. 8-11. 
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Figure 8-11 Time delay for InP/InGaAsP/InGaAs 7 wells MQW-EAM with thickness of 10m 

under -1V/0V applied bias (40ps/40ps and 10ps/10ps).   

 

As shown in Fig. 8-11, the time delay in 10ps/10ps on/off time bias pulse train is 

shorter than the time delay for the 40ps/40ps on/off time bias pulses. Comparing the 

time delay with Fig. 8-9, the time delay in 10ps/10ps on/off output light pulses are 

actually the lowest for the different on/off light pulses simulated. A possible reason 

for the lack of increase in the delay despite the much shorter off-time could be 

because fewer carriers are generated by the shorter 10ps on-time with the result that 

the absorptions recovery is quicker, however, an argument against this is the fact 

that the APV is nearly unchanged; i.e. the absorption saturation is the same for 10ps 

on time as for a 40ps on-time. Therefore, the delay time is not due to the time taken 

for recovery in the wells but due to incomplete extraction of the photo generated 

charge from the I-layer. This space charge counteracts the applied bias, reducing the 

absorption coefficient. This is defined as the local charge screen effect that has been 

introduced in Chapter 3.    

 

If the applied bias is modified to Gaussian wave with 200ps FWHM and 

4.2×FWHM repetition time as shown in Fig. 8-12 (a), and the input optical power 

is a constant intensity light waveform, then the linear plot of absorption coefficient 



Chapter 8                                                   Simulation Results for MQW-EAM 

155 

pulses is shown in Fig. 8-12 (b). Note that a logarithm scale has been used in 

Fig.8-12 (c) in order to accurately capture the time dependence in the absorption. 

The finite rise and fall times of the bias transitions will now impact on the delay in 

the absorption changes due to carrier escape from the quantum wells and more 

importantly due to the bias recovery rate, which depends on the time taken to 

extract photo-generated carriers from the I-layer. 

 

Figure 8-12 (a) Gaussian shaped applied bias with 200ps FWHM and (b) linear plot of absorption 

coefficient with original data (black dot) and smoothed data (grey solid line) for 

InP/InGaAsP/InGaAs 7 wells MQW-EAM with thickness of 10m. (c) logarithms plot of 

absorption coefficient with original data (black dot) and smoothed data (grey solid line) for 

InP/InGaAsP/InGaAs 7 wells MQW-EAM with thickness of 10m. 

 

The applied bias pulses with 200ps FWHM and the consequent pulses in output 

power are both shown in Fig. 8-13. 
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Figure 8-13 Gaussian shaped applied bias with 200ps FWHM and estimated output power for 

InP/InGaAsP/InGaAs 7 wells MQW-EAM with thickness of 10m. 

 

The time dependence in the bias transition has been chosen to realize light pulses 

having the return-to-zero format found to be optimum for maximizing eye diagram 

ratio of the electric pulses achieved after photo detection. Based on the result of 

Chapter 7, the time resolution of ultra-fast photocurrent pulses, after photo 

detection, is improved if the off-time between Gaussian light pulses exceeds the 

FWHM of these light pulses. Generating such a pulse train by an MQW-EAM 

requires the latter to be in an absorbing state for a longer interval than a 

non-absorbing state during each bit period. As the bit period is reduced to increase 

the data rate, delay in the onset of the absorption pulses caused by not allowing 

enough time for the photo-generated carriers to exit the I-layer and rate of recovery 

in the absorption as the carriers are extracted from the quantum wells will now 

impact on the performance of the MQW-EAM. Referring to Fig. 8-13, FWHM of 

the output light pulse is slightly wider than the FWHM of the applied bias pulse. 

The valley point of the output power pulses cannot reach zero, due to the absorption 

not being large enough. This can be improved by increasing the length of the device. 

The peak point of the output power pulses does not appear to follow the Gaussian 

shape of the bias pulses because the output power will be virtually equal to 10mW 

when the absorption coefficient drops to a very small value by using Eq. (8-3). The 

model neglects propagation and reflection losses. Therefore, the output power can 

only be approximately Gaussian shape. Fig. 8-14 shows the behaviour when the 
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FWHM of applied bias reduced from 200ps to 10ps and then to 5ps whilst the 

repetition time is kept at 4.2×FWHM to create a fixed pulse on-off aspect ratio as 

the bit duration is decreased. Both the applied bias pulses and output light pulses are 

shown.  
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Figure 8-14 Gaussian shaped applied bias pulses with FWHM of (a) 10ps and (b) 5ps and their 

estimated output light pulses for InP/InGaAsP/InGaAs 7 wells MQW-EAM with thickness of 10m. 

 

Comparing Fig. 8-13 with Fig.8-14 (a) and (b), the FWHM of output power pulses 

is a lot wider than the applied bias pulses comparing with output power pulse for 

200ps FWHM for both 10ps FWHM and 5ps FWHM. What is more, the worst 

spreading case appears in the case of 5ps FWHM applied bias pulses. In other 

(a) 

(b) 
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words, the input applied bias pulse to output power pulse ratio decreases as the 

FWHM of input applied bias pulse is reduced. To analyse the spreading effect for 

different FWHM of Gaussian input applied bias, the spreading ratio spreadR is 

defined as,     

rlOutputPowe

bias
spread

FWHM

FWHM
R 

                                      (8-4) 

The spreading ratio against repetition rate is shown in Fig. 8-15. As shown in fig. 

8-15, the spreading ratio decreases as the repetition rate increases. The 3dB point is 

about 11.9GHz.  
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Figure 8-15 The estimated spreading ratio against different pulse repetition rate for 

InP/InGaAsP/InGaAs 7 wells MQW-EAM with thickness of 10m under -1V/0V applied bias and 

10mW input average power.  

 

The spreading ratio curve is not smooth in Fig.8-15, and this is because the noise 

introduced in the output power in the simulation. Using the eye diagram to analyse 

the output power with respect to repetition frequency, the eye diagram area ratio 

and the eye diagram height ratio are still defined by Eq. (2-4a) and Eq. (2-4b) in 

Chapter 2. The eye diagram of the original Gaussian shaped bias is formed shifting 

the waveform forward by half period with respect to the original Gaussian wave 

and is shown by the region in-filled with horizontal lines marked out in Fig.8-16. 

The waveforms shown with grey lines are the optical power output pulses that 

result from applying the Gaussian bias pulses to the MQW-EAM and its replica 

delayed by half a bit period to form an eye diagram. 
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Figure 8-16 Gaussian shaped applied bias (black solid line) and forward half period Gaussian 

shaped applied bias (black dashed line) with (a) 200ps FWHM, (b) 5ps FWHM and (c), (d) their 

estimated output power (grey solid line) and forward half period output power (grey dashed line) for 

InP/InGaAsP/InGaAs 7 wells MQW-EAM with thickness of 10m. The eye diagram areas of 

applied bias for both FWHM are indicated by black horizontal lines and the eye diagram areas of 

output power for both FWHMs are indicated by grey diagonal lines. 

 

As shown in Fig. 8-16, when the FWHM is decreased from 200ps to 5ps, the output 

power eye diagram height ratio and eye diagram area ratio does not decrease due to 

the spreading of the output power pulses. Therefore, the spreading ratio provides a 

better measure of the quality of the output light pulses. As shown in Fig. 8-16(d), 

(b)                             (d) 

(a)                             (c) 
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5ps bias-off pulses produce ~14.5ps wide light pulses which are only 

distinguishable because of the 21ps bias on time interval between the pulses. Whilst 

such a long time interval in the absorption on state will give rise to more photo 

generated carriers which must be extracted from first the quantum wells and then 

from the I-layer, this need not prevent optimising the bias on/off time interval in a 

bit period. In the 7 wells structure simulated carrier extraction from the I-layer is the 

cause of the optical pulse broadening by delaying the return to the absorption time 

on condition. This delay time can be accounted in optimising the bias on/off time 

intervals. The delay time means that the 4.2FWHM empirical rule for the PIN 

photodiode must be revised to a larger off time interval between the bias on time 

pulses. This is because the I-layer transit time is fixed by geometry and band offset.  

8.3 Discussion 

The simulation of one-dimensional 7 wells InP/InGaAsP/InGaAs MQW-EAM has 

been modelled for square shaped applied bias pulses and Gaussian shaped applied 

bias pulses. The absorption coefficient pulses are rather noisy for analysis. 

Therefore, smoothing has been applied to the original data. The “lowess” method 

with 2% span in the “smooth()” function by Matlab obtained better smoothed data 

than other methods. Therefore, this smooth data function applied to the original 

data throughout this chapter.    

 

Under square shaped applied bias pulses, different parameters have been tested for 

device property, such as different device thickness, different input average power, 

different off time and different on/off time. If the thickness of the MQW-EAM 

device became smaller, the value of absorption coefficient reduced as well. That is 

simply because for the waveguide device, smaller thickness means smaller 

absorption area for the device. The decrement in input average power will lead to 

an increment in the absorption coefficient pulses. That is because absorption 

saturation occurs more rapidly for larger input light power intensity. The second 

absorption pulse is in fact reduced more under smaller input power. It is because a 

steady state is achieved during a single on period at larger input power. The second 

absorption pulse and the subsequent absorption pulses are all time-delayed under 

any conditions. It is shown that this delay is caused by the carriers generated from 

the previous on period pulse not having escaped from the I-layer before further 
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photo-generation took place. That is also the reason for the increment of the time 

delay when under the same on time (40ps) the off time decreased from 40ps to 30ps 

in applied bias. Under 40ps/40ps on/off time applied bias, the model is shown to 

predict individual square shaped absorption pulses. As the on/off time decreases to 

10ps/10ps, the absorption pulses start losing the square shape, however, the time 

delay is smaller than applied bias pulses with 40ps/40ps on/off time, to confirm the 

delay time is not due to the time taken for recovery in the wells but due to extraction 

of the photo generated charge from the I-layer. This space charge counteracts the 

applied bias, reducing the absorption coefficient. 

  

For the InP/InGaAs/InP PIN photodiode, the output current can still be distinct as 

the individual pulse for 1ps FWHM Gaussian wave with 4.2ps repetition time under 

different conditions, however, the FWHM of the output power for the 7 wells 

InP/InGaAsP/InGaAs MQW-EAM spreads more than twice comparing with the 

5ps FWHM applied bias. That means the 7 wells InP/InGaAsP/InGaAs 

MQW-EAM cannot produce the shortest FWHM Gaussian output power pulses 

detectable by optimum InP/InGaAs/InP PIN photodiode.   

8.4 Conclusion 

The 7 wells InP/InGaAsP/InGaAs MQW-EAM was investigated by varied 

parameters. It is proved that the local charge screen effect actually plays an 

important role in the time delay for the following absorption pulses. The simulation 

of the one dimensional 7 wells InP/InGaAsP/InGaAs MQW-EAM has proven that 

the requirement of ultra-fast repetition time for output power is difficult to achieve, 

as the output power pulses start to merge together. Only the simple result has been 

presented in this thesis. For future work, more testing on the numerical model is 

needed and a two dimensional model that extends the length of the device will be 

useful for analysing the time dependent output power.  
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9.1 Conclusions 

The thesis presents the result of research based on numerical simulations of the 

InP/InGaAs/InP PIN photodiode and the InP/InGaAsP/InGaAs MQW-EAM at a 

wavelength of 1.55 m. The photodiode device has been analysed in the time 

domain under mostly large signal conditions and at pulse repetition rates well 

beyond 3dB frequency point with device parameters varied. These studies have not 

been done before in the similar numerical model in PIN photodiode. The 

MQW-EAM numerical model also has been set up for applied bias under the fast 

repetition time.  

 

The importance of having high speed device was reviewed in Chapter 1. The 

outline of methods and the content in different chapters were presented in this 

chapter. The numerical methods for both PIN photodiode and MQW-EAM were 

briefly introduced.   

 

The reviews for the key physics of PIN photodiode were presented in Chapter 2, 

and this will help to understand the methods of simulation later. The effect of 

Franz-Keldysh effect is not included in the absorption calculation in the model. 

This chapter also includes the introduction of the eye diagram ratio as a method to 

analyse the results by defining the quality of the output current. It was found that 

the eye diagram methods developed provide a more intuitive means for analysing 

the simulated performance of PIN photodiodes and MQW-EAM, under large signal 

pulsed conditions. Further the eye diagram methods used clearly demonstrate the 

scope for extending the operational bandwidth of, in particular, edge-coupled PIN 

photodiodes to well beyond their 3dB bandwidth determined by small signal 

conditions.  

 

The physical properties of the multiple quantum wells electro-absorption 

modulator (MQWs-EAM) were discussed in Chapter 3. The absorption coefficient 

is strongly affected by the quantum confined Stark effect (QCSE). The estimation 

of absorption coefficient does not include the excitonic effects because of the 

reported strong broadening of the absorption features in InGaAs(P) materials.   

 

The method of estimating and determining the optical parameters for light 
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absorbing semiconductors, such as absorption coefficient, the guided wave 

confinement factor, input light wavelength selection and the generation term 

calculation were introduced in Chapter 4. The absorption coefficient is only 

influenced by the confinement factor in edge coupled mode. InGa0.47As0.53 is able to 

absorb the short-wavelength 1.55 m. The simulations for both the PIN photodiode 

and the MQW-EAM were performed for this wavelength. 

 

The details of modelling methods for PIN photodiode were presented in Chapter 5. 

In order to calculate the time dependent output electric current,  the self-consistent 

solution of the Poisson’s equation for calculating the electrostatic potential and 

electric field and continuity equations for the position and time dependent electron 

and hole carrier concentration are required to be solved. Under suitable boundary 

conditions for the electrostatic potential and electric field, the modified version of 

shooting method accompanied by a Runge-Kutta method were applied to solve the 

Poisson’s equation. With reasonable boundary conditions for the carrier 

concentrations, the inverse matrix method and finite difference method were used 

to solve the current continuity equation. Our model also included both the diffusion 

and recombination terms in the intrinsic region and the thermionic emission effect 

across the hetero-junction.  

 

A detailed definition and modelling theory for MQW-EAM were discussed in 

Chapter 6. The absorption coefficients and output power were calculated by solving 

the Poisson’s equation, current continuity equation and Schrödinger’s equation. For 

the quantum wells structure, the Poisson’s equation included the carrier 

concentration in the quantum well and the current continuity equation had a 

different form for quantum wells region. The same numerical methods were used 

for solving Poisson’s equation and current continuity equations. The transfer matrix 

method and effective mass equation were developed to solve the Schrödinger’s 

equation. The model included both the diffusion and recombination terms in the 

intrinsic region, the current transport in between quantum well and bulk material, 

and the thermionic emission effect across the hetero-junction. A special technique 

of adding the carrier concentration in the wells to the Poisson’s equation to make a 

better approximation was used in the model. 
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The simulation results and comparisons under different parameters for the 

InP/InGaAs/InP PIN photodiode were presented in Chapter 7. Different shaped 

input optical signals were tested in the model. The eye opening ratios of Gaussian 

wave were estimated and compared under different conditions, such as I-layer 

width, applied bias, input average power, doping density and input light method. 

The signals beyond 3dB frequency point had detail analysis under the above 

mentioned conditions. The Gaussian pulses with fast repetition rate can be detected 

for photodiode.  

 

First of all, different shaped of input light pulses were tested on the PIN photodiode, 

such as square wave, constant intensity light wave, Sine wave and Gaussian pulses. 

All these input light wave and pulses showed a transit time delay in output current 

wave and pulses. What is more, the un-modulated constant intensity light wave was 

tested under different I-layer width as well. As expected the transit time reduced as 

the I-layer width decreased. Beside the transit time, the output current starts falling 

once it reach its peak value. This trend becomes more and more obvious when the 

I-layer width reduced. Especially when the I-layer reduced to 0.1m, the predicted 

peak current is nearly reduced to zero after 5ps. This is because the saturation effect 

in the device. It becomes very obvious when the device was under the 

un-modulated constant intensity light wave. The other properties of the device were 

investigated more under Gaussian pulses. That is because Gaussian shaped pulses 

are widely used to simulate the response of active devices and optical fibres in 

digital communications systems. 

 

The single Gaussian pulse under different FWHM was tested in the model at first. 

When the FWHM of Gaussian pulse reduced, the output current pulse was 

broadened compared to the input optical light pulse. What is more, the fall time of 

the current pulse relative to its rise-time was broadened. It is referred to as the “tail 

problem” throughout the thesis. The “tail problem” occurred due to the 

photo-generated carriers taking longer time relative to the duration of the optical 

stimulation to escape from I-layer when FWHM of Gaussian pulse is reduced. The 

“tail problem” had more influence when a sequence of Gaussian pulses is input to 

the device.  
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For a sequence of Gaussian pulses, different parameters were tested for the PIN 

photodiode. The different parameters included different I-layer width, applied bias, 

average input optical power, doping density and light input orientation. The eye 

opening ratio is determined only by the height of the eye diagram but not the area of 

the eye diagram. That is because the area of the eye diagram was influenced by the 

broadening effect as well.  This effect was analysed separately by the spreading 

ratio. Therefore, the height of the eye diagram was considered as the eye opening 

ratio, however, the cut-off frequency of the PIN photodiode is also affected by the 

RC time constant. When the I-layer is too thin, the capacitance of the device is 

increased and the RC time constant starts to dominate the cut-off frequency. The 

I-layer width is the only parameter that can vary both peak value of eye opening 

ratio and the bandwidth of the PIN photodiode. The other parameters can only 

affect the peak value of eye opening ratio. The edge coupled mode input light 

method had very large output current because the absorption length is bigger than in 

the vertical light mode. The output current fell when the device length reduced. 

This also proved that the model that had been set up for edge-coupled device tends 

to over-estimate the photocurrent. The output current pulses beyond 3dB repetition 

frequency limit were also analysed in detail under different parameters, the 1ps 

FWHM with different repetition time is chosen for analysis.   

 

For 1ps FWHM Gaussian pulses with 3.5ps repetition time, the output current pulse 

spreading was serious because of the “tail problem”. Then output current pulse 

increasingly merges as the number of pulses in the train increases, however, if the 

repetition ratio, effectively the time interval between pulses, is increased to a 

suitable value (~4.2ps), there was still a chance to obtain well resolved output 

current pulses. When the number of input optical pulses increased to 8 pulses (1 

byte data), the eye diagram slowly closed up with time. Despite this decay the eye 

diagram remains sufficiently opened for all eight current pulses to prove that the 

device can receive 1byte data at a very high data rate in this case nearly 240Gb/s, 

however, this is an optimistic prediction based on transit time consideration only, as 

the effect of noise and the RC time constant have so far been neglected; also the 

influence of carrier transport by diffusion along the light pulse (z-axis direction) is 

neglected in this model. Therefore the current will probably be too small to detect in 

the real time device at these ultra-high data rates. A method to have a better eye 
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diagram for 1ps FWHM or data rates beyond 3dB point Gaussian pulses is to 

increase the input optical power. This can avoid the case when the random noise 

level is close to the value of output current. This had been proved in section 7.3.3 in 

Chapter 7.  

 

Finally, the simulation results for the InP/InGaAsP/InGaAs MQW-EAM were 

presented in Chapter 8. The effects of different device thickness, different input 

average power with different shaped pulses or different on/off time were tested on 

the device. It is proved that the local charge screen effect actually plays an 

important role in the time delay for re-establishing the absorption state of the 

MQW-EAM. It was demonstrated that extracting the photo-generated charge from 

the I-layer was the factor that limited the maximum data rate achievable by an 

MQW-EAM under bias and optical input power conditions assumed. In the model 

carrier extraction from the quantum wells was not a limiting factor for the 7 wells 

structure considered. In edge-coupled mode, the generation term should 

exponentially decay along the device length direction, however, due to the 

modelling being only one dimensional, it was assumed that the absorption was 

equally distributed along device length direction. Therefore, the model 

over-estimated the effect of carrier photo-generation on the electrostatic potential 

and current flow. This limitation applies to the PIN photodiode too.  

 

The numerical model of InP/InGaAsP/InGaAs MQW-EAM device proved that the 

fast repetition time of optical power pulses detectable in the type of PIN photodiode 

simulated is hard to generate. Even for 10ps repetition time of square shaped 

applied bias, the output power started to lose its shape. It is proved that the local 

charge screen effect actually plays an important role in the time delay for the 

following absorption pulses. The simulation on the one dimensional 7 wells 

InP/InGaAsP/InGaAs MQW-EAM has proven that the requirement of fast 

repetition time for output power is difficult to achieve, as the output power pulses 

start to emerge together. The emerging of the pulses is because of the spreading of 

the output power pulse.  

9.2 Further Work 

The investigation on the photodiode and the analysis on its output data rate beyond 



Chapter 9                                             Overall Conclusions and Future Work 

168 

its 3dB frequency limit have met the primary objectives. Although the output 

current pulses with fast repetition time could be obtained on the InP/InGaAs/InP 

photodiode device, there is a need to compare and confirm the simulation results 

with measurement. Suitable measurement data is hard to find in the open literature 

and effects like parasitic capacitances make comparison difficult. Even so, a device 

manufacturer should be in a good position to test the results in this thesis against 

practice and if found valid, to use the simulators developed to assist product 

development for future broadband optical networks. 

 

The simulation on photodiode for edge-coupled mode is only one dimensional. The 

absorption was assumed to be equally distributed along device length direction. 

Therefore, the model has over-estimated the effect of carrier photo-generation on 

the electrostatic potential and current flow. The only solution to improve the 

accuracy is to have two dimensional numerical model. Then the absorption 

coefficient can be estimated accurately across the device length. That is the main 

limitation for analysing the edge-coupled PIN photodiode. Further work to develop 

two or even three dimensional simulators will advance the design of devices for 

new-generation optical networks. 

 

One dimensional simulation is a limitation factor for the MQW-EAM for the same 

reason. As a guided wave device, advancing MQW-EAM design would benefit 

from the development of a two/three dimensional model. What is more, the 

simulations of the MQW-EAM do not form a detailed investigation of the device 

due to time limitation. The existing simulator can be used to model the effects of 

varying the number of quantum wells and especially, the I-layer design. The model 

clearly demonstrated that carrier extraction from the I-layer is potentially a more 

severe problem than the build-up of photo generated carriers in the quantum wells. 

Thinner I-layer and smaller band-offsets to the P-type and N-type layers may 

reduce the problem of extracting carriers from the I-layer. Further simulations with 

the existing simulator would elucidate this, to enable optimisation of the active 

layer of the device.  

 

Extending the model to deal with a Schottky contact device (replacing the P-layer) 

would advance the development of new concepts for high data rate MQW-EAMs. 
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This may require better convergence than the existing model achieves. A more 

stable Poisson’s equation numerical solver is required than the existing basic 

shooting method. This is believed to be the cause of the “noise” in the results of the 

MQW-EAM simulations. Clearly effort directed towards eliminating the “noise” 

problem would be worthwhile.  
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Appendix I Momentum Matrix Element 

 

Momentum Matrix Element (Bulk Semiconductor) 
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Appendix II Transfer Matrix 
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