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#### Abstract

We show that in homogeneous fragmentation processes the largest fragment at time $t$ has size $$
e^{-t \Phi^{\prime}(\bar{p})} t^{-\frac{3}{2}(\log \Phi)^{\prime}(\bar{p})+o(1)}
$$ where $\Phi$ is the Lévy exponent of the fragmentation process, and $\bar{p}$ is the unique solution of the equation $(\log \Phi)^{\prime}(\bar{p})=\frac{1}{1+\bar{p}}$. We argue that this result is in line with predictions arising from the classification of homogeneous fragmentation processes as logarithmically correlated random fields.


## 1 Introduction

There has been considerable interest in the past couple of years in a universality class of stochastic models called logarithmically correlated fields. This class includes branching Brownian motion [13, 30, 6], branching random walks $[1,4,2]$, the Gaussian free field on a planar lattice domain $[17,16,15]$, the logarithmically correlated random energy model [21], Gaussian $1 / f$-noise [22], nested conformal loops [3], and Gaussian multiplicative chaos $[29,26]$ to name just a few. Plenty of interesting features arise from conjectured membership of combinatorial and probabilistic objects such as eigenvectors of random matrix ensembles in this class, conjectures of Fyodorov, Hiary and Keating [19, 20] on the maximum of the Riemann zeta function on an interval of the critical line and of the characteristic polynomial of random unitary matrices being well-known examples, see [5] for a survey.

Let us briefly describe some of the heuristic features of this class, as sketched, for example, in [18]. Characteristic of these models is that, loosely speaking, at a large fixed level $n$ they can be described as a centred field $\left(V(x): x \in 2^{-n} \mathbb{Z}^{d} \cap(0,1)^{d}\right)$ with correlations obeying a scaling of the type

$$
\begin{equation*}
\mathbb{E}[V(x) V(y)] \sim-d \Psi^{\prime \prime}(0) \log |x-y|, \quad \text { if } 2^{-n} \ll|x-y| \ll 1 \tag{1.1}
\end{equation*}
$$

where $\Psi$ is a characteristic exponent given as

$$
\mathbb{E}\left[e^{p V(x)}\right] \sim 2^{d n(\Psi(p)-1)}
$$

The conjectured behaviour that the models in this universality class have in common relates to their extremal geometry. It has been argued (at varying levels of detail and rigour) that the highest peak at level $n$ in a logarithmically correlated field satisfies

$$
\begin{equation*}
\max _{x \in 2^{-n} \mathbb{Z}^{d} \cap[0,1]^{d}} V(x)=\Psi^{\prime}(\bar{q})(d \log 2) n-\frac{3}{2}(\log \Psi)^{\prime}(\bar{q}) \log n+O(1) \tag{1.2}
\end{equation*}
$$

in probability, where $\bar{q}$ solves the equation $\Psi^{\prime}(\bar{q})=\frac{\Psi(\bar{q})}{\bar{q}}$. In some cases finer results have been obtained, including the precise distribution of the asymptotic random constant of order one in the expansion of $\max V(x)$ and fine results on the peaks seen from the largest peak, see for example [14, 2, 6].

[^1]An alternative approach to logarithmically correlated fields comes from the work of Fyodorov, Le Doussal and Rosso [21]. They look at random fields satisfying a multifractal formalism and conjecture that, under natural conditions, the disorder-induced multifractality implies a logarithmic scaling of the correlations. The highest peak then satisfies

$$
\begin{equation*}
\max _{x \in 2^{-n} \mathbb{Z}^{d} \cap[0,1]^{d}} V(x)=\alpha_{+}(d \log 2) n+\frac{3}{2}\left(f^{\prime}\left(\alpha_{+}\right)\right)^{-1} \log n+O(1) \tag{1.3}
\end{equation*}
$$

where $f(\alpha)=\operatorname{dim}\left\{x: \lim \frac{1}{n} V(x)=\alpha(d \log 2)\right\}>0$ is the multifractal spectrum on the domain $\left(\alpha_{-}, \alpha_{+}\right)$ with boundary values given by $f\left(\alpha_{-}\right), f\left(\alpha_{+}\right)=0$. The multifractal formalism relates the spectrum to the characteristic exponent through the Legendre transform $\Psi(q)=\max \{f(\alpha)+q \alpha\}$.
The purpose of the present paper is to align the class of homogeneous fragmentation processes with the universality class of logarithmically correlated fields by describing the processes' extremal behaviour and arguing that the rigorous result we obtain is consistent with the predictions obtained from the heuristics above. This makes homogeneous fragementation processes one of very few examples of a non-Gaussian field where the universality hypothesis can be verified. It also gives non-rigorous evidence that further properties of the class of of logarithmically correlated fields, such as convergence of the constant order term in (1.3) to a random variable of a particular shape and existence of a freezing transition, also hold in this case, but we will not give technical proofs of this.
Fragmentation processes represent the (typically) continuous splitting of an object into smaller parts. We describe a fragmentation process by means of a random family $\left\{\mathcal{I}^{x}(t): x \in(0,1), t \geq 0\right\}$ of intervals such that $\mathcal{I}^{x}(t) \subseteq(0,1)$ is the interval containing $x$ at time $t$. We assume that the following consistency relations are satisfied:

1. $x \in \mathcal{I}^{x}(t)$;
2. $\mathcal{I}^{x}(t) \subseteq \mathcal{I}^{x}(s)$ if $s<t$; and
3. if $y \in \mathcal{I}^{x}(t)$, then $\mathcal{I}^{x}(t)=\mathcal{I}^{y}(t)$.

The random evolution of the fragmentation is given by a dislocation measure $\nu$ defined on the partitions of the unit interval. Every interval $\mathcal{I}^{x}(t)$ decomposes independently at rate $\nu(d u)$ into parts whose relative sizes are given by the partition $u$. If the measure $\nu$ is finite then the process $\left(\log I^{x}(t): t>0\right)$, is a random walk for every $x \in(0,1)$ and the entire system is a branching random walk. Our interest is therefore mostly on the case of infinite dislocation measure when both particle movement and branching become instantaneous and classical results on branching random walk cannot be applied. A rigorous definition of the process in the infinite dislocation measure case will be given in Section 2 of this paper. We let $v$ be uniformly distributed in the unit interval and define the Lévy exponent, when it is finite, as

$$
\Phi(p):=-\log \mathbf{E}\left[\left|\mathcal{I}^{v}(1)\right|^{p}\right]<\infty
$$

or, equivalently, in terms of the dislocation measure as

$$
\Phi(p)=\int\left(1-\sum_{i=1}^{\infty}\left|u_{i}\right|^{p+1}\right) \nu(d u)
$$

where ( $u_{i}: i \in \mathbb{N}$ ) is an enumeration of the partition sets of $u$, see [7] for details. Our main result, Theorem 2.2, describes the size of the largest fragment at time $t \uparrow \infty$ as

$$
\max _{x \in[0,1]}\left|\mathcal{I}^{x}(t)\right|=e^{-t \Phi^{\prime}(\bar{p})} t^{-\frac{3}{2}(\log \Phi)^{\prime}(\bar{p})+o(1)}
$$

where $\bar{p}$ is the unique solution of the equation $(\log \Phi)^{\prime}(\bar{p})=\frac{1}{1+\bar{p}}$.

## 2 Preliminaries and Main Result

Before stating the main result of this paper, we briefly discuss the definition of conservative homogeneous interval fragmentation processes and some of their basic properties. An informal description of such a process is as follows. The process starts from some initial configuration of fragments (i.e. subsets of $(0,1)$ ), which break up independently of one another as time passes. In general, these fragmentation events occur instantaneously in time. Looking at a single fragment at a given time, its subsequent evolution (after scaling to unit length) looks precisely the same as the fragmentation of any other (similarly scaled) particle. This means, in particular, that our fragmentations are time-homogeneous the rate of 'breaking up' is independent of particle size. Finally, we allow no loss of mass; the sum of the lengths of the fragments at any given time equals the sum of the lengths of the fragments in the initial configuration.

Let us now briefly state the formal definition of a conservative homogeneous interval fragmentation process, referring to $[7]$ for proofs and further details. Let $\mathcal{U}$ denote the space of open subsets of $(0,1)$, which serves as our state-space. Each set $u \in \mathcal{U}$ has a unique decomposition into disjoint, non-empty, open intervals. The intervals comprising this decomposition are referred to as the fragments or particles of the set, and represent the 'pieces' of the object that 'falls apart at random'. For $u, v \in \mathcal{U}$, we define the distance between $u$ and $v$ to be the Hausdorff distance between $(0,1) \backslash u$ and $(0,1) \backslash v$ (see [10]). We also endow $\mathcal{U}$ with the $\sigma$-algebra generated by the open sets corresponding to this distance, which we denote by $\mathscr{B}(\mathcal{U})$.
Our basic data are a family $\left(q_{t}: t>0\right)$ of probability measures defined on $(\mathcal{U}, \mathscr{B}(\mathcal{U}))$. We fix an interval $I:=(a, b) \subseteq(0,1)$ and write $\mathcal{I}$ for the set of open subsets of $I$ (with the distance inherited from $\mathcal{U}$ and the corresponding $\sigma$-algebra). We introduce the affine map $g_{I}:(0,1) \rightarrow I$, and retain the notation $g_{I}$ for its natural extension to a map from $\mathcal{U}$ to $\mathcal{I}$. We write $q_{t}^{I}$ for the image measure of $q_{t}$ under the map $g_{I}$, so that $q_{t}^{I}$ is a probability measure on $\mathcal{I}$. Given an open set $u \in \mathcal{U}$ and a measurable enumeration $\left(u_{i}: i \in \mathbb{N}\right)$ of the intervals in its decomposition, we write $q_{t}^{u}$ for the distribution of $\cup X_{i}$ where the $X_{i}$ are independent random variables with laws $q_{t}^{u_{i}}$ respectively.

Definition 2.1. A Markov process $U:=(U(t): t \geq 0)$ taking values in $\mathcal{U}$ is called a conservative homogeneous interval fragmentation if it has the following properties:

1. $U$ is continuous in probability;
2. $U$ is nested in the sense that $s>t \Rightarrow U(s) \subseteq U(t)$;
3. Fragmentation property: there exists some family $\left(q_{t}: t>0\right)$ of probability measures on $\mathcal{U}$ such that

$$
\forall t \geq 0 \quad \forall s>t \quad \forall A \in \mathscr{B}(\mathcal{U}) \quad \mathbf{P}(U(s) \in A \mid U(t))=q_{s-t}^{U(t)}(A)
$$

4. $|U(t)|=1$ for all $t \geq 0$.

The filtration generated by $U$ is denoted by $\mathscr{F}:=\left(\mathscr{F}_{t}: t \geq 0\right)$, and the law of the fragmentation started from $u \in \mathcal{U}$ by $\mathbf{P}_{u}$, with corresponding expectation operator $\mathbf{E}_{u}$. We define $\mathbf{P}:=\mathbf{P}_{(0,1)}$ with expectation operator $\mathbf{E}$.

Denoting by $u^{*}$ the largest interval component of $u \in \mathcal{U}$ we call a measure $\nu$ on $\mathcal{U}$ a dislocation measure if it satisfies $\nu((0,1))=0$ and

$$
\begin{equation*}
\int_{\mathcal{U}}\left(1-\left|u^{*}\right|\right) \nu(d u)<\infty \tag{2.1}
\end{equation*}
$$

c.f. Definition 2.6 of [7]. Given a homogeneous interval fragmentation we obtain a dislocation measure $\nu$ by letting, for $u \in \mathscr{B}(\mathcal{U})$ and $I=(0,1)$,

$$
\nu(u)=\lim _{t \downarrow 0} \frac{1}{t}\left(q_{t}^{I}(u)-q_{0}^{I}(u)\right)
$$

The measure $\nu$ is called the dislocation measure corresponding to $U$, and it characterises the law of $U$.
Next we introduce the collection of tagged fragments. Given a fragmentation process $U$ and $x \in(0,1)$, the $x$-tagged process is simply the process of intervals in $U$ containing $x$. We write $\mathcal{I}^{x}(t)$ for this fragment at time $t \geq 0$, and $I^{x}(t)$ for its length. We also introduce the family of processes $\left(\xi^{x}: x \in(0,1)\right)$, where $\xi^{x}(t):=-\log I^{x}(t)$. Letting $v$ denote a uniform random variable on $(0,1)$ which is independent of all the random variables introduced above, the processes $\left(\mathcal{I}_{t}\right),\left(I_{t}\right)$ and $\left(\xi_{t}\right)$ are defined by replacing $x$ with $v$ in the preceding definitions. These are the corresponding randomly tagged processes. Importantly, $\xi$ is a subordinator. We denote its Laplace exponent by $\Phi(p):=-\log \mathbf{E}\left(e^{-p \xi(1)}\right)$, which exists and is infinitely differentiable on the interval $(\underline{p}, \infty)$ for some $\underline{p} \in[-1,0]$.

Using the concavity of $\Phi$, it is easy to show that the equation

$$
\begin{equation*}
\frac{\Phi(p)}{1+p}=\Phi^{\prime}(p) \tag{2.2}
\end{equation*}
$$

has a unique solution $\bar{p} \in(\underline{p}, \infty)$, and that this solution is positive. The value $\bar{p}$ has great importance in the present context. For instance, with $c_{\bar{p}}:=\Phi^{\prime}(\bar{p})$, we have

$$
\lim _{t \rightarrow \infty} \frac{\inf _{x \in(0,1)} \xi_{t}^{x}}{t}=c_{\bar{p}} \quad \text { a.s. },
$$

giving the first term in the asymptotic expansion of the size of the largest particle (see, for example, [11]).
We are now ready to state the main result of this paper, which identifies the second term of this asymptotic expansion in terms of $\bar{p}$ :

Theorem 2.2 Starting from any initial configuration in $\mathcal{U}$,

$$
\frac{\inf _{x \in(0,1)} \xi^{x}(t)-c_{\bar{p}} t}{\log t} \longrightarrow \frac{3}{2}(\bar{p}+1)^{-1}=: l \quad \text { in probability as } t \uparrow \infty
$$

The proof is based on martingale methods and is close in spirit to that of [4]. Roughly speaking, we will define random variables that count the number of particles that are too large or small. Using two tools - a Many-to-One Lemma and a change of measure (to be introduced shortly) - we will estimate the moments of these random variables using the fluctuation theory of Lévy processes.

To be precise, let us introduce the processes $\zeta_{t}^{x}:=\xi_{t}^{x}-c_{\bar{p}} t$ for each $x \in(0,1), t \geq 0$, and the corresponding randomly tagged process $\zeta_{t}:=\xi_{t}-c_{\bar{p}} t$ for $t \geq 0$. For each $p>\underline{p}$ we also define the process $\left(\mathcal{E}_{p}(t): t \geq 0\right)$ by

$$
\mathcal{E}_{p}(t):=\exp \left(\Phi(p) t-p \xi_{t}\right)
$$

This process is a unit mean $(\mathscr{F}, \mathbf{P})$-martingale, allowing us to define the family of probability measures $\left(\mathbf{Q}^{p}: p>\underline{p}\right)$ by

$$
\left.\frac{d \mathbf{Q}^{p}}{d \mathbf{P}}\right|_{\mathscr{F}_{t}}=\mathcal{E}_{p}(t) \quad \text { for } t \geq 0
$$

In fact we will only use $\mathbf{Q}:=\mathbf{Q}^{\bar{p}}$. This is because, as a consequence of the equation defining $\bar{p},(2.2)$, the spectrally positive Lévy process $(\zeta, \mathbf{Q})$ has zero mean. It is also well-known that $\zeta$ has finite moments of all orders under $\mathbf{Q}$. These special properties allow us to use results on Lévy processes with zero mean and finite variance, which are collected in the appendix.

For a set $A \subset(0,1)$, we use the notation $\sum_{[x]_{t}: A}$ to represent sums taken over the (countable) collection of distinct fragments at time $t$ that are subsets of $A$. We also write $\sum_{[x]_{t}}$ for $\sum_{[x]_{t:(0,1)}}$, the sum taken over all distinct fragments at time $t$. For a Borel set $B \subset \mathbb{R},|B|$ stands for the Lebesgue measure of $B$. Using this notation, we make the simple observation that for any $u \in \mathcal{U}, t \geq 0$, and measurable non-negative function $F$ on paths of tagged fragments, we can write

$$
\begin{aligned}
\mathbf{E}_{u} \sum_{[x]_{t}} F\left(\xi_{s}^{x}: s \leq t\right) & =\sum_{i=1}^{\infty} \mathbf{E}_{u} \sum_{[x]_{t}: u_{i}} F\left(\xi_{s}^{x}: s \leq t\right) \\
& =\sum_{i=1}^{\infty} \mathbf{E} \sum_{[x]_{t:}:(0,1)} F\left(\xi_{s}^{x}-\log \left|u_{i}\right|: s \leq t\right) \\
& =\sum_{i=1}^{\infty} \mathbf{E}\left(I_{t}^{-1} F\left(\xi_{s}-\log \left|u_{i}\right|: s \leq t\right)\right)
\end{aligned}
$$

where the sums in $i$ should be regarded as finite in case $u$ consists of finitely many blocks. To illustrate the notation, $\sum_{[x]_{t}: u_{i}}$ sums over distinct particles at time $t$ which result from the fragmentation of the interval $u_{i}$. In the second equality we have used the fragmentation property. To get from second to third, we introduce the factor $I_{t}^{x} \cdot\left(I_{t}^{x}\right)^{-1}$ inside the second sum, which can then be interpreted as a size-biased pick. Proceeding to make the change of measure $\mathbf{E} \rightarrow \mathbf{Q}$, we obtain the following Many-to-One lemma:

Lemma 2.3 (MT1) For any measurable, non-negative function $F$ on paths of tagged fragments and any $u=\left(u_{1}, u_{2}, \ldots\right) \in \mathcal{U}$ we have

$$
\mathbf{E}_{u} \sum_{[x]_{t}} F\left(\zeta_{s}^{x}: s \leq t\right)=\sum_{i=1}^{\infty} \mathbf{Q}\left(e^{\zeta_{t}(\bar{p}+1)} F\left(\zeta_{s}-\log \left|u_{i}\right|: s \leq t\right)\right)
$$

In particular,

$$
\mathbf{E} \sum_{[x]_{t}} F\left(\zeta_{s}^{x}: s \leq t\right)=\mathbf{Q}\left(e^{\zeta_{t}(\bar{p}+1)} F\left(\zeta_{s}: s \leq t\right)\right)
$$

To prove Theorem 2.2, it suffices to prove the following statement two statements for arbitrary $u \in \mathcal{U}$ :

$$
\begin{gather*}
\mathbf{P}_{u}\left(\inf _{x \in(0,1)} \zeta^{x}(t) \leq \alpha \log t\right) \rightarrow 0 \quad \text { as } \quad t \uparrow \infty \quad \text { for all } \alpha<l  \tag{2.3}\\
\limsup _{t \rightarrow \infty} \frac{\inf _{x \in(0,1)} \zeta^{x}(t)}{\log t} \leq l \quad \mathbf{P}_{u}-\text { almost surely } \tag{2.4}
\end{gather*}
$$

The structure of the remainder of the paper is as follows. In Section 3 we prove (2.3), and in Section 4 we prove (2.4), the more challenging result. The arguments are analogous to those in [4], but there are significant differences on the technical level, occuring particularly in the proof of (2.4). The analogous part of the proof in [4] makes certain moment assumptions that are not satisfied in our framework. We do not need these moment assumptions, as we are able to exploit the special features of our fragmentation processes - namely, that particles decrease in size, and no mass is lost. In Section 5 we align our result with heuristics on logarithmically correlated fields. Our proof relies on fine results on Lévy processes, which are provided in the appendix, Section 6.

## 3 Proof of (2.3)

Fix an arbitrary $\alpha \in(0, l), k \in \mathbb{N}$ and $u=\left(u_{1}, u_{1}, \ldots\right) \in \mathcal{U}$. Define, for $t \geq 0$, the random variable

$$
\begin{equation*}
Z_{t}^{k}:=\sum_{[x]_{t}} \mathbf{1}\left(\zeta_{t}^{x} \leq \alpha \log t, \quad \underline{\zeta}_{t}^{x} \geq-k\right) \tag{3.1}
\end{equation*}
$$

where $\underline{\zeta}_{t}^{x}:=\inf _{0 \leq s \leq t} \zeta_{s}^{x}$. This random variable counts the number of 'bad' particles (with a truncation we will remove later).
We estimate the mean of $Z_{t}^{k}$ under $\mathbf{E}_{u}$ as follows, recalling that $\zeta$ is the randomly tagged process corresponding to the family of processes $\left(\zeta^{x}: x \in(0,1)\right)$ :

$$
\begin{align*}
\mathbf{E}_{u} Z_{t}^{k} & =\sum_{i=1}^{\infty} \mathbf{Q}\left(e^{\zeta_{t}(\bar{p}+1)} \mathbf{1}\left(\zeta_{t}-\log \left|u_{i}\right| \leq \alpha \log t, \underline{\zeta}_{t}-\log \left|u_{i}\right| \geq-k\right)\right) \\
& \leq t^{\alpha(\bar{p}+1)} \sum_{i}\left|u_{i}\right|^{\bar{p}+1} \mathbf{Q}\left(\zeta_{t}-\log \left|u_{i}\right| \leq \alpha \log t, \underline{\zeta}_{t}-\log \left|u_{i}\right| \geq-k\right) \tag{3.2}
\end{align*}
$$

In the first line we use MT1 (Lemma 2.3), and in the second we bound the exponential factor using the indicator. Recalling that ( $\zeta, \mathbf{Q}$ ) is a spectrally positive Lévy process with zero mean and finite variance, we can estimate a typical probability on the right-hand side of the previous inequality using Corollary 6.5:

$$
\begin{align*}
\mathbf{Q}\left(\zeta_{t}-\log \left|u_{i}\right| \leq \alpha \log t, \underline{\zeta}_{t}-\log \left|u_{i}\right| \geq-k\right) & \leq \gamma t^{-3 / 2}\left(k-\log \left|u_{i}\right|+1\right)(k+\alpha \log t)^{2} \\
& \leq \gamma_{k} t^{-3 / 2}(\log t)^{2}\left(1-\log \left|u_{i}\right|\right) \tag{3.3}
\end{align*}
$$

for some constants $\gamma, \gamma_{k}>0$ (where the latter depends on $k$ ). Putting this back into (3.2), we find that

$$
\begin{equation*}
\mathbf{E}_{u} Z_{t}^{k} \leq \gamma_{k} t^{\alpha(\bar{p}+1)} t^{-3 / 2}(\log t)^{2} \sum_{i}\left|u_{i}\right|^{\bar{p}+1}\left(1-\log \left|u_{i}\right|\right) \tag{3.4}
\end{equation*}
$$

Since $\bar{p}>0$, the function $x \mapsto x^{\bar{p}}(1-\log x)$ has an upper bound $K>0$ on $(0,1)$, so the sum on the right-hand side is bounded by $K \sum\left|u_{i}\right|=K$. We deduce that

$$
\begin{equation*}
\mathbf{E}_{u} Z_{t}^{k} \leq K \gamma_{k} t^{\alpha(\bar{p}+1)} t^{-3 / 2}(\log t)^{2} \tag{3.5}
\end{equation*}
$$

Since $\alpha(\bar{p}+1)<l(\bar{p}+1)=3 / 2$, this quantity goes to zero as $t \rightarrow \infty$.
To complete this part of the proof we must remove the truncation $\underline{\zeta}_{t}^{x} \geq-k$ in (3.1). To this end, we introduce the intrinsic additive martingale corresponding to $\bar{p}$,

$$
M_{t}:=e^{\Phi(\bar{p}) t} \sum_{[x]_{t}} I^{x}(t)^{1+\bar{p}}=\sum_{[x]_{t}} \exp \left(-(1+\bar{p}) \zeta_{t}^{x}\right)
$$

By the martingale convergence theorem, $M_{t}$ converges to a finite limit $\mathbf{P}_{u}$-almost surely as $t \rightarrow \infty$. Noting that $\bar{p}>0$, we get $\inf _{t \geq 0} \inf _{x \in(0,1)} \zeta_{t}^{x}>-\infty \mathbf{P}_{u}$-a.s. Letting $B_{k}:=\left\{\inf _{t \geq 0} \inf _{x \in(0,1)} \zeta_{t}^{x} \geq-k\right\}$ for each $k \in \mathbb{N}$, it follows that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \mathbf{P}_{u}\left(B_{k}\right)=1 \tag{3.6}
\end{equation*}
$$

Next fix an arbitrary $\epsilon>0$, and (using (3.6)) select $k=k(\epsilon) \in \mathbb{N}$ so large that $\mathbf{P}_{u}\left(B_{k}\right) \geq 1-\epsilon$. Observing that $Z_{t}^{k} \geq \mathbf{1}_{B_{k}} \sum_{[x]_{t}} \mathbf{1}\left(\zeta_{t}^{x} \leq \alpha \log t\right)$ for all $t \geq 0$, we may then write,

$$
\begin{align*}
\mathbf{P}_{u}\left(Z_{t}^{k}=0\right) & \leq \mathbf{P}_{u}\left[B_{k} \cap\left\{\sum_{[x]_{t}} \mathbf{1}\left(\zeta_{t}^{x} \leq \alpha \log t\right)=0\right\}\right]+\mathbf{P}_{u}\left(B_{k}^{c}\right) \\
& \leq \mathbf{P}_{u}\left[\sum_{[x]_{t}} \mathbf{1}\left(\zeta_{t}^{x} \leq \alpha \log t\right)=0\right]+\epsilon \tag{3.7}
\end{align*}
$$

for all $t \geq 0$. We have already shown that $\mathbf{E}_{u}\left(Z_{t}^{k}\right) \rightarrow 0$ as $t \rightarrow \infty$, and so, since $Z_{t}^{k}$ takes values in $\{0,1,2, \ldots\}$, we deduce that $\mathbf{P}_{u}\left(Z_{t}^{k}=0\right) \rightarrow 1$ as $t \uparrow \infty$. Combining this observation with (3.7) we conclude that

$$
1=\liminf _{t \rightarrow \infty} \mathbf{P}_{u}\left(Z_{t}^{k}=0\right) \leq \liminf _{t \rightarrow \infty} \mathbf{P}_{u}\left[\sum_{[x]_{t}} \mathbf{1}\left(\zeta_{t}^{x} \leq \alpha \log t\right)=0\right]+\epsilon
$$

Since $\epsilon>0$ was arbitrary, we get $1=\lim _{t \rightarrow \infty} \mathbf{P}_{u}\left[\sum_{[x]_{t}} \mathbf{1}\left(\zeta_{t}^{x} \leq \alpha \log t\right)=0\right]$. Finally, observe that

$$
\left\{\sum_{[x]_{t}} \mathbf{1}\left(\zeta_{t}^{x} \leq \alpha \log t\right)=0\right\} \subseteq\left\{\inf _{x \in(0,1)} \zeta_{t}^{x}>\alpha \log t\right\}
$$

so that $\mathbf{P}_{u}\left(\inf _{x \in(0,1)} \zeta_{t}^{x}>\alpha \log t\right) \rightarrow 1$ as $t \uparrow \infty$, which implies that (2.3) holds.

## 4 Proof of (2.4)

In this part of the proof, we can work under $\mathbf{P}$ without loss of generality. To see why, note that we are now trying to show the existence of 'big' particles (in the sense made precise by (2.4)). This means that, starting the fragmentation from general $u \in \mathcal{U}$, we can immediately look only at the largest particle at time $t$ descending from $u^{*}$, whose size we call $B_{t}^{u^{*}}$. Let $B_{t}$ denote the size of the largest fragment at time $t$ in a fragmentation issued from $(0,1)$. The fragmentation property implies that $\left(B_{t}^{u^{*}}, \mathbf{P}_{u}\right)$ is equal in law to $\left(\left|u^{*}\right| B_{t}, \mathbf{P}\right)$. The numerator in (2.4) corresponding to these two processes will therefore only differ by the additive constant $-\log \left|u^{*}\right|$, which goes to zero in the limit upon division by $\log t$.

Let $C>0$ be the larger of the two constants provided by Proposition 6.6 and Proposition 6.3. Introduce the following intervals:

$$
J_{s}(t):= \begin{cases}{[-1, \infty)} & \text { if } 0 \leq s \leq t  \tag{4.1}\\ {[l \log t, \infty)} & \text { if } t<s<2 t \\ {[l \log t, l \log t+2 C]} & \text { if } s=2 t\end{cases}
$$

For $x \in(0,1)$ and $u, v \in[0,2 t]$, define the events $A_{2 t,[u, v]}^{x}:=\left\{\zeta_{s}^{x} \in J_{s}(t) \forall s \in[u, v]\right\}$, and write $A_{2 t}^{x}:=$ $A_{2 t,[0,2 t]}^{x}$. In what follows, $A_{2 t}$ (with no superscript) means $A_{2 t}^{v}$, where $v$ is the uniformly distributed random tag in $(0,1)$ in the definition of $\zeta$. Finally, define the random variable $Z_{t}:=\sum_{[x]_{2 t}} \mathbf{1}_{A_{2 t}^{x}}$.
The first step is to bound $\mathbf{E} Z_{t}$ from below. Using MT1 (Lemma 2.3), we obtain

$$
\mathbf{E} Z_{t}=\mathbf{Q}\left(e^{\zeta_{t}(\bar{p}+1)} \mathbf{1}_{A_{2 t}}\right) \geq \gamma t^{3 / 2} \mathbf{Q}\left(A_{2 t}\right) \geq \gamma^{\prime}>0
$$

for some $\gamma, \gamma^{\prime}>0$ and all large $t$. In the first inequality we have used the indicator to bound the exponential factor from below; the second uses Proposition 6.6.
Next, we bound the second moment of $Z_{t}$ from above. To this end we introduce the notation $\mathcal{D}_{s}$ to denote the random set of all fragmentation times in $[0, s]$, which, in general, is almost surely dense in $[0, s]$. For $r \in \mathcal{D}_{s}$ write $B_{[z]_{r}}$ for the event that the interval $\mathcal{I}_{r-}^{z}$ shatters at time $r$. Note that for $r \in \mathcal{D}_{s}$ precisely one of the indicators $\mathbf{1}_{B_{[z]_{r}-}}$ over all dinstinct fragments $[z]_{r-} \subset(0,1)$ takes the value 1 (simultaneous fragmentations of distinct blocks is a null event). We then make the decomposition

$$
\begin{equation*}
Z_{t}^{2}=Z_{t}+\Lambda_{t} \tag{4.2}
\end{equation*}
$$

where

$$
\begin{align*}
\Lambda_{t} & :=\sum_{r \in \mathcal{D}_{2 t}} \sum_{[z]_{r-}:(0,1)} \mathbf{1}_{A_{[0, r-]}^{z}}^{z} \mathbf{1}_{B_{[z]_{r}}} \sum_{\substack{[x]_{r},[y]_{r}:[z]_{r}-\\
[x]_{r} \neq[y]_{r}}} \sum_{\substack{[u]_{2 t}:[x]_{r} \\
[v]_{2 t}:[y]_{r}}} \mathbf{1}_{A_{[r, 2 t]}^{u}} \mathbf{1}_{A_{[r, 2 t]}^{v}}  \tag{4.3}\\
& =\sum_{r \in \mathcal{D}_{2 t}} \sum_{[z]_{r-}:(0,1)} \Lambda_{r}^{z} \tag{4.4}
\end{align*}
$$

where the second line defines $\Lambda_{r}^{z}$. As we are temporarily regarding $t$ as fixed, we have written $A_{[u, v]}^{w}$ for $A_{2 t,[u, v]}^{w}$. This decomposition is similar to the one used in [4], but we have the added complication that the sum in $r$ is over a random (dense) set. To explain this decomposition, first note that $Z_{t}^{2}=$ $\sum_{[u]_{2 t}} \mathbf{1}_{A_{2 t}^{u}} \cdot \sum_{[v]_{2 t}} \mathbf{1}_{A_{2 t}^{v}}$. The $Z_{t}$ in (4.2) comes from the terms in this product where $\mathcal{I}_{2 t}^{u}=\mathcal{I}_{2 t}^{v}$. When $\mathcal{I}_{2 t}^{u} \neq \mathcal{I}_{2 t}^{v}$, we find their most recent common ancestor $\mathcal{I}_{r-}^{z}$ just before it fragments (at time $r$ ) into the distinct ancestors $\mathcal{I}_{r}^{x}$ and $\mathcal{I}_{r}^{y}$ of $\mathcal{I}_{2 t}^{u}$ and $\mathcal{I}_{2 t}^{v}$ respectively.
Our aim is to bound $\mathbf{E} \Lambda_{t}$ from above. The first part of the calculation uses the fragmentation property to make the summand indexed by $r$ in (4.3) measurable with respect to $\mathcal{F}_{r}$. To this end, we first show that, for all $s>0$, the set $\mathcal{D}_{s}$ almost surely has an enumeration $\left(r_{1}, r_{2}, \ldots\right)$ with the property that each $r_{i}$ is an $\mathcal{F}$-stopping time. Fix $s>0$, and a strictly increasing (deterministic) sequence $\left(a_{i}\right) \subset[0,1)$ with $a_{1}=0$ and $\lim a_{i}=1$. If $[z]_{r-}$ (for some $\left.z \in(0,1)\right)$ is the particle that shatters at time $r \in \mathcal{D}_{s}$, then the fragments at time $r$ resulting from this fragmentation event are given by an affine image of some $u_{r} \in \mathcal{U}$. We write $u_{r}^{*}$ for the largest interval component of $u_{r}$. We then introduce the sets $\mathcal{D}_{s, n}:=\left\{r \in \mathcal{D}_{s}:\left|u_{r}^{*}\right| \in\left[a_{n}, a_{n+1}\right)\right\}$. Of course, $\mathcal{D}_{s}=\bigcup_{n \in \mathbb{N}} \mathcal{D}_{s, n}$, and, as we will now show, $D_{s, n}:=\# \mathcal{D}_{s, n}<\infty$ almost surely, for all $n \in \mathbb{N}$. To this end, we rewrite $D_{s, n}$ as follows:

$$
\left.D_{s, n}=\sum_{0 \leq r \leq s} \mathbf{1}_{B_{[z] r}} \mathbf{1}_{\left(\left|u_{r}^{*}\right| \in\left[a_{n}, a_{n+1}\right)\right.}\right) .
$$

Using the compensation formula (see page 99 of [25]), we deduce that $\mathbf{E} D_{s, n}=s \nu\left(u^{*} \in\left[a_{n}, a_{n+1}\right)\right.$ ). It remains to note that, for all $n \in \mathbb{N}$,

$$
\nu\left(u^{*} \in\left[a_{n}, a_{n+1}\right)\right) \leq\left(1-a_{n+1}\right)^{-1} \int_{\mathcal{U}}\left(1-\left|u^{*}\right|\right) \nu(d u)<\infty
$$

The desired enumeration is then obtained by listing the elements of each (almost surely finite) set $\mathcal{D}_{s, n}$ in order of increasing size, and concatenating the resulting sequences.
Using the enumeration $\left(r_{1}, r_{2}, \ldots\right.$ ) constructed above (with $s=2 t$ ) and the non-negativity of the terms in (4.3), we can now take the first step towards estimating $\mathbf{E} \Lambda_{t}$, writing

$$
\begin{equation*}
\mathbf{E} \Lambda_{t}=\sum_{i=1}^{\infty} \mathbf{E} \sum_{[z]_{r_{i}}:(0,1)} \Lambda_{r_{i}}^{z}=\sum_{i=1}^{\infty} \mathbf{E} \mathbf{E}_{\mathcal{F}_{r_{i}}} \sum_{[z]_{r_{i}-}:(0,1)} \Lambda_{r_{i}}^{z} . \tag{4.5}
\end{equation*}
$$

In the second equality we have conditioned the term in the sum labelled by $r_{i}$ on the sigma-algebra $\mathcal{F}_{r_{i}}$. Next we calculate these conditional expectations. Fixing $r=r_{i}$ for some $i \in \mathbb{N}$, we have

$$
\begin{equation*}
\mathbf{E}_{\mathcal{F}_{r}} \sum_{[z]_{r-}:(0,1)} \Lambda_{r}^{z}=\sum_{[z]_{r-:}:(0,1)} \mathbf{1}_{A_{[0, r-]}^{z}}^{z} \mathbf{1}_{B_{[z]]_{r}}} \sum_{\substack{[x]_{r},[y]_{r}:[z]_{r} \\[x]_{r} \neq\{y]_{r}}} \mathbf{E}_{\mathcal{F}_{r}} \sum_{\substack{[u]_{2}:[x]_{r} \\[v]_{2 t}:[y]_{r}}} \mathbf{1}_{A_{[r, 2 t]}^{u}} \mathbf{1}_{A_{[r, 2 t]}^{v}} . \tag{4.6}
\end{equation*}
$$

where we have used the fact that $r$ is $\mathcal{F}_{r}$-measurable. We then write

$$
\begin{equation*}
\mathbf{E}_{\mathcal{F}_{r}} \sum_{\substack{\left.[u]_{2 t}:[x]_{r} \\[v]\right]_{2 t}:[y]_{r}}} \mathbf{1}_{A_{[r, 2 t]}^{u}} \mathbf{1}_{A_{[r, 2 t]}^{v}}=\left(\mathbf{E}_{\mathcal{F}_{r}} \sum_{[u]_{2 t}:[x]_{r}} \mathbf{1}_{A_{[r, 2 t]}^{u}}\right)\left(\mathbf{E}_{\mathcal{F}_{r}} \sum_{[v]_{2 t}:[x]_{r}} \mathbf{1}_{A_{[r, 2 t]}^{u}}\right) \tag{4.7}
\end{equation*}
$$

for $x, y \in(0,1)$ such that $\mathcal{I}_{2 t}^{x} \neq \mathcal{I}_{2 t}^{y}$, using the independent evolution of distinct particles. Now we calculate a typical factor on the right-hand side of (4.7) (explanations follow the calculation):

$$
\begin{aligned}
\mathbf{E}_{\mathcal{F}_{r}} \sum_{[u]_{2 t}:[x]_{r}} \mathbf{1}_{A_{[r, 2 t]}^{u}} & \left.=\mathbf{E}_{\mathcal{F}_{r}} \sum_{[u]_{2 t}:[x]_{r}} \mathbf{1}_{\left(\zeta_{s}^{u} \in J_{s}(t)\right.} \forall s \in[r, 2 t]\right) \\
& =\mathbf{E}_{\mathcal{F}_{r}} \sum_{[u]_{2 t:[x]_{r}}} \frac{I_{2 t}^{u t}}{I_{r}^{x}} \frac{I_{r}^{x}}{I_{2 t}^{u}} \mathbf{1}_{\left(\zeta_{s}^{u} \in J_{s}(t) \quad \forall s \in[r, 2 t]\right)} \\
& \left.=\left(\mathbf{E} I_{2 t-r}^{-1} \mathbf{1}_{\left(\alpha+\zeta_{s} \in J_{s+r}(t)\right.} \forall s \in[0,2 t-r]\right)\right)\left.\right|_{\alpha=\zeta_{r}^{x}} \\
& =\left.\left(\mathbf{Q} e^{\zeta_{2 t-r}(\bar{p}+1)} \mathbf{1}_{\left(\alpha+\zeta_{s} \in J_{s+r}(t) \quad \forall s \in[0,2 t-r]\right)}\right)\right|_{\alpha=\zeta_{r}^{x}}=F\left(\zeta_{r}^{x}\right),
\end{aligned}
$$

where, for $\alpha \in \mathbb{R}$,

$$
F(\alpha):=\mathbf{Q} e^{\zeta_{2 t-r}(\bar{p}+1)} \mathbf{1}_{\left(\alpha+\zeta_{s} \in J_{s+r}(t) \quad \forall s \in[0,2 t-r]\right)}
$$

In the first line we just write down the definition of the events $A_{[r, 2 t]}^{u}$; the second artificially introduces a size-based pick; the third makes use of the size-biased pick together with the fragmentation property; and the final line makes the change of measure $\mathbf{E} \rightarrow \mathbf{Q}$. So far, we've shown that

$$
\begin{equation*}
\mathbf{E}_{\mathcal{F}_{r}} \sum_{[z]_{r-}:(0,1)} \Lambda_{r}^{z}=\sum_{[z]_{r-}:(0,1)} \mathbf{1}_{A_{[0, r-]}^{z}} \mathbf{1}_{B_{[z]_{r}}} \sum_{\substack{[x]_{r},[y]_{r}:[z]_{r} \\[x]_{r} \neq[y]_{r}}} F\left(\zeta_{r}^{x}\right) F\left(\zeta_{r}^{y}\right) \tag{4.8}
\end{equation*}
$$

Putting this expression back into (4.5) and exchanging the summation and expectation, we arrive at

$$
\begin{equation*}
\mathbf{E} \Lambda_{t}=\mathbf{E} \sum_{r \in \mathcal{D}_{2 t}} \sum_{[z]_{r}:(0,1)} \mathbf{1}_{A_{[0, r-]}^{z}} \mathbf{1}_{B_{[z]_{r}}} \sum_{\substack{[x]_{r},[y]_{r}:[z]_{r} \\[x]_{r} \neq[y]_{r}}} F\left(\zeta_{r}^{x}\right) F\left(\zeta_{r}^{y}\right) . \tag{4.9}
\end{equation*}
$$

We have now succeeded in making the $r$-indexed summand $\mathcal{F}_{r}$-measurable, which will allow us to use the compensation formula (see page 99 of [25]). To this end, define the function $G: \mathbb{R} \times \mathcal{U} \rightarrow[0, \infty]$ by

$$
G(\alpha, u):=\sum_{a_{u} \neq b_{u}} F\left(\alpha-\log \left|a_{u}\right|\right) F\left(\alpha-\log \left|b_{u}\right|\right)
$$

where the sum is over the distinct interval components $a_{u}, b_{u} \subset u .{ }^{1}$ Using the compensation formula, we can move from (4.9) to

$$
\begin{align*}
\mathbf{E} \Lambda_{t} & =\int_{0}^{2 t} d r \cdot \mathbf{E}\left(\sum_{[z]_{r-}:(0,1)} \mathbf{1}_{A_{[0, r-]}^{z}} \int_{\mathcal{U}} G\left(\zeta_{r-}^{z}, u\right) \nu(d u)\right) \\
& =\int_{0}^{2 t} d r \cdot \mathbf{Q}\left(e^{\zeta_{r-}(\bar{p}+1)} \mathbf{1}_{A_{[0, r-]}} \int_{\mathcal{U}} G\left(\zeta_{r-}, u\right) \nu(d u)\right) \\
& =\int_{0}^{2 t} d r \cdot \lambda(r), \tag{4.10}
\end{align*}
$$

where the final equality defines $\lambda(r)$ as the integrand of the previous line. Here, $\nu$ is the dislocation measure introduced in Section 2, which satisfies the integrability condition (2.1).

Notation: In the remainder of this section, positive constants (independent of $t$ ) will be denoted by $\gamma>0$, the value of which will change from one inequality to another.

We state the next part of the proof as a lemma:

[^2]Lemma 4.1 $\quad \mathbf{E} \Lambda_{t}=\int_{0}^{2 t} \lambda(r) d r=O\left((\log t)^{3}\right) \quad$ as $\quad t \uparrow \infty$.
Proof. First we estimate $F\left(\alpha-\log \left|a_{u}\right|\right)$ for interval components $a_{u}$ of $u \in \mathcal{U}$ and $\alpha \in \mathbb{R}$ : using the indicator to bound the exponent we have

$$
\begin{align*}
F\left(\alpha-\log \left|a_{u}\right|\right) & =\mathbf{Q} e^{\zeta_{2 t-r}(\bar{p}+1)} \mathbf{1}_{\left(\alpha-\log \left|a_{u}\right|+\zeta_{s} \in J_{s+r}(t) \forall s \in[0,2 t-r]\right)} \\
& \leq \gamma t^{3 / 2}\left|a_{u}\right|^{\bar{p}+1} e^{-\alpha(\bar{p}+1)} f\left(\alpha-\log \left|a_{u}\right|\right), \tag{4.11}
\end{align*}
$$

for some $\gamma>0$, with

$$
f(\theta):=\mathbf{Q}\left(\theta+\zeta_{s} \in J_{s+r}(t) \forall s \in[0,2 t-r]\right), \quad \text { for } \theta \in \mathbb{R}
$$

We estimate $f$ in two different ways, depending on the value of $r$. For $r \in[t, 2 t]$, Proposition 6.3 provides the estimate

$$
f(\theta) \leq \mathbf{Q}\left(\zeta_{2 t-r} \in[l \log t-\theta, l \log t-\theta+2 C]\right) \leq \gamma n_{2 t-r}
$$

with $n_{\theta}:=\theta^{-1 / 2} \wedge 1$ for $\theta \geq 0$. Referring back to (4.10), this leads to the bound

$$
\begin{equation*}
\int_{t}^{2 t} \lambda(r) d r \leq \gamma I_{1} t^{3} \int_{0}^{2 t} d r \cdot n_{2 t-r}^{2} \mathbf{Q}\left(e^{-\zeta_{r}(\bar{p}+1)} \mathbf{1}_{A_{[0, r-]}}\right) \tag{4.12}
\end{equation*}
$$

where

$$
I_{1}:=\int_{\mathcal{U}} \nu(d u) \cdot \sum_{a_{u} \neq b_{u}}\left|a_{u}\right|^{\bar{p}+1}\left|b_{u}\right|^{\bar{p}+1}
$$

Let us check that $I_{1}$ is finite. Indeed,

$$
\begin{aligned}
\sum_{a_{u} \neq b_{u}}\left|a_{u}\right|^{\bar{p}+1}\left|b_{u}\right|^{\bar{p}+1} & \leq \sum_{a_{u} \neq b_{u}}\left|a_{u}\right|\left|b_{u}\right|=\sum_{a_{u}}\left|a_{u}\right|\left(1-\left|a_{u}\right|\right) \\
& \leq\left(1-\left|u^{*}\right|\right)+\sum_{a_{u} \neq u^{*}}\left|a_{u}\right| \\
& =2\left(1-\left|u^{*}\right|\right)
\end{aligned}
$$

In the first inequality we use the facts that $\left|a_{u}\right|,\left|b_{u}\right|<1$ and $\bar{p}>0$; in the first equality we fix an interval component $a_{u}$ of $u \in \mathcal{U}$ and sum over the interval components $b_{u} \neq a_{u}$ of $u$; and in the second inequality we use the fact that $\left|a_{u}\right| \in(0,1)$. The finiteness of $I_{1}$ then follows from (2.1). It remains to estimate the expectation in (4.12):

$$
\begin{aligned}
\mathbf{Q}\left(e^{-\zeta_{r-}(\bar{p}+1)} \mathbf{1}_{A_{[0, r-]}}\right) & \leq \gamma t^{-3 / 2} \mathbf{Q}\left(\mathbf{1}_{A_{[0, r-]}} \mathbf{1}_{\left(\zeta_{r-} \leq 2 l \log t\right)}\right)+\gamma \mathbf{Q}\left(e^{-\zeta_{r-}(\bar{p}+1)} \mathbf{1}_{A_{[0, r-]}} \mathbf{1}_{\left(\zeta_{r-}>2 l \log t\right)}\right) \\
& \leq \gamma t^{-3 / 2} \mathbf{Q}\left(\underline{\zeta}_{r-} \geq-1, \zeta_{r-} \leq 2 l \log t\right)+\gamma t^{-3} \\
& \leq \gamma t^{-3 / 2}\left(r^{-3 / 2} \wedge 1\right)(\log t)^{2}+\gamma t^{-3}
\end{aligned}
$$

In the first line we split the event $\left\{\zeta_{r-} \geq l \log t\right\} \subset A_{[0, r-]}$ into the events $\left\{\zeta_{r-}>2 l \log t\right\}$ and $\{l \log t \leq$ $\left.\zeta_{r-} \leq 2 l \log t\right\}$. In the second line, we discard some information from the indicator on the interval $[t, r]$ and estimate the exponential factor in the second term using the indicator $\mathbf{1}_{\left(\zeta_{r->}\right)}{ }_{l \log t)}$. In the final line, we use Corollary 6.5 to estimate the remaining expectation. Returning to (4.12), we conclude that

$$
\int_{t}^{2 t} \lambda(r) d r \leq \int_{t}^{2 t} d r \cdot\left[\gamma(\log t)^{2} t^{3 / 2}\left(r^{-3 / 2} \wedge 1\right) n_{2 t-r}^{2}+\gamma n_{2 t-r}^{2}\right]
$$

Elementary analysis allows us to conclude that $\int_{t}^{2 t} \lambda(r) d r=O\left((\log t)^{3}\right)$, as required.
Now we look at $\lambda(r)$ for $r \in[0, t]$. This time we make the estimate

$$
\begin{aligned}
f(\theta) & \leq \mathbf{Q}\left(\underline{\zeta}_{2 t-r} \geq-1-\theta, \quad \zeta_{2 t-r} \in[l \log t-\theta, l \log t-\theta+2 C]\right) \\
& \leq \gamma(1+\theta)(\log t)(2 t-r)^{-3 / 2} \\
& \leq \gamma(1+\theta)(\log t) t^{-3 / 2}
\end{aligned}
$$

In the first inequality we throw away some information from the indicator on the interval $[t, 2 t-r)$; in the second we use Corollary 6.5; and the final inequality uses the fact that $r \in[0, t]$. Making the substitution $\theta=\alpha-\log \left|a_{u}\right|$, we arrive at

$$
\begin{aligned}
f\left(\alpha-\log \left|a_{u}\right|\right) & \leq \gamma\left(1+\alpha-\log \left|a_{u}\right|\right)(\log t) t^{-3 / 2} \\
& \leq 2 \gamma(2+\alpha)\left(1-\log \left|a_{u}\right|\right)(\log t) t^{-3 / 2}
\end{aligned}
$$

for $\alpha \geq-1$ (recall we intend to make the substitution $\alpha=\zeta_{r-} \geq-1$ ). This leads to the bound

$$
\lambda(r) \leq \gamma I_{2}(\log t)^{2} \mathbf{Q}\left(e^{-\zeta_{r}(\bar{p}+1)}\left(2+\zeta_{r-}\right)^{2} \mathbf{1}_{A_{[0, r-]}}\right)
$$

where

$$
I_{2}:=\int_{\mathcal{U}} \nu(d u) \cdot \sum_{a_{u}, b_{u}}\left|a_{u}\right|^{\bar{p}+1}\left|b_{u}\right|^{\bar{p}+1}\left(1-\log \left|a_{u}\right|\right)\left(1-\log \left|b_{u}\right|\right) .
$$

This time we note that the function $x \mapsto x^{\bar{p}}(1-\log x)$ is bounded on $[0,1]$, since $\bar{p}>0$. This allows us to write $I_{2} \leq K \int_{\mathcal{U}} \nu(d u) \cdot \sum\left|a_{u}\right|\left|b_{u}\right|$ (for some $K>0$ ), which is finite by the same arguments we used for $I_{1}$. To complete the proof we define $\tau_{0}^{-}:=\inf \left\{s \geq 0: \zeta_{s}<0\right\}$, and let $\mathbf{Q}_{1}$ denote the law of $1+\zeta_{t}$ under $\mathbf{Q}$. We note then that

$$
\int_{0}^{t} d r \cdot \mathbf{Q}\left(\left(2+\zeta_{r-}\right)^{2} e^{-\zeta_{r-}(\bar{p}+1)} \mathbf{1}_{A_{[0, r-1}}\right) \leq e^{\bar{p}+1} \mathbf{Q}_{1} \int_{0}^{\tau_{0}^{-}}\left(1+\zeta_{r-}\right)^{2} e^{-\zeta_{r-}(\bar{p}+1)} d r
$$

Defining the function $h:[0, \infty) \rightarrow[0, \infty)$ by $h(\theta):=(1+\theta)^{2} e^{-(\bar{p}+1) \theta}$, and bearing in mind that $\zeta$ is spectrally positive, we apply Theorem 20 (page 196) of [9] to make the following calculation:

$$
\begin{aligned}
\mathbf{Q}_{1} \int_{0}^{\tau_{0}^{-}}\left(1+\zeta_{r-}\right)^{2} e^{-\zeta_{r-}(\bar{p}+1)} d r & =\mathbf{Q}_{1} \int_{0}^{\tau_{0}^{-}} h\left(\zeta_{r-}\right) d r \\
& =\gamma \int_{0}^{\infty} d y \cdot \int_{0}^{1} d z \cdot h(1+y-z)
\end{aligned}
$$

for some $\gamma>0$. It remains to note that the right-hand side of the previous display is bounded by $K \int_{0}^{\infty} e^{-w} d w<\infty$, for some finite constant $K>0($ since $1+\bar{p}>1)$.

Let us collect together the facts we have established in this section so far: for some $\gamma_{1}, \gamma_{2}>0$, we have

$$
\begin{array}{ll}
\mathbf{E}\left(Z_{t}\right) \geq \gamma_{1} ; & \text { and } \\
Z_{t}^{2}=Z_{t}+\Lambda_{t}, & \text { with } \\
\mathbf{E} \Lambda_{t} \leq \gamma_{2}(\log t)^{3}, & \tag{4.15}
\end{array}
$$

for all large $t$. Following page 7 of [4], we make the following simple calculation, valid for all large $t$ :

$$
\begin{equation*}
\mathbf{E}\left(Z_{t}^{2}\right) \leq \gamma_{2}(\log t)^{3}+\mathbf{E}\left(Z_{t}\right) \leq\left[\frac{\gamma_{2}}{\gamma_{1}}(\log t)^{3}+1\right] \mathbf{E}\left(Z_{t}\right) \leq\left[\frac{\gamma_{2}}{\gamma_{1}}(\log t)^{3}+1\right] \frac{1}{\gamma_{1}} \mathbf{E}\left(Z_{t}\right)^{2} \tag{4.16}
\end{equation*}
$$

where the first inequality uses (4.14) and (4.15), and the next two inequalities use (4.13). First making use of the Paley-Zygmund inequality, and then of (4.16), we find that

$$
\mathbf{P}\left(Z_{t}>0\right) \geq \frac{\mathbf{E}\left(Z_{t}\right)^{2}}{\mathbf{E}\left(Z_{t}^{2}\right)} \geq \frac{\gamma}{(\log t)^{3}}
$$

We then note that

$$
\left\{\min _{x \in(0,1)} \zeta_{2 t}>l \log t+2 C\right\} \subseteq\left\{Z_{t}=0\right\}
$$

so that, for all sufficiently large $t$, we have

$$
\begin{align*}
\mathbf{P}\left\{\min _{x \in(0,1)} \zeta_{t}^{x}>l \log t+2 C\right\} & \leq \mathbf{P}\left\{\min _{x \in(0,1)} \zeta_{t}^{x}>l \log \frac{t}{2}+2 C\right\} \\
& \leq 1-\frac{\gamma}{(\log t)^{3}} \tag{4.17}
\end{align*}
$$

Now we need to know the rate at which the number of exceptionally large particles grows. To be precise define, in the notation of [24], sets $G_{c, \alpha, \beta}(t):=\left\{\mathcal{I}^{x}(t): x \in(0,1), \alpha e^{-c t}<I^{x}(t)<\beta e^{-c t}\right\}$ for $0<\alpha<1<\beta$ and $c \in \mathbb{R}$. A result from [12] shows that for $c \in\left(c_{\bar{p}}, \Phi^{\prime}(\underline{p}+)\right)$ there exists $\tilde{\rho}(c)>0$, depending only on $c$, and not on $\alpha$ or $\beta$, such that

$$
\lim _{t \rightarrow \infty} \frac{1}{t} \log \# G_{c, \alpha, \beta}(t)=\tilde{\rho}(c) \quad \text { a.s. }
$$

We fix a small $\delta>0$ and $c:=c_{\bar{p}}+\delta$, and define sets $\mathcal{N}(t):=\left\{\mathcal{I}^{x}(t): \xi_{t}^{x}-c t \leq 1\right\}$. We deduce that for $\rho=\tilde{\rho}(c)>0$ we have

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{1}{t} \log \# \mathcal{N}(t) \geq \rho \quad \mathbf{P}-\text { a.s } \tag{4.18}
\end{equation*}
$$

Next, fix an arbitrary $\epsilon>0$ and define $T_{n}:=T(n, \epsilon):=\inf \left\{t \geq 0: \# \mathcal{N}(t) \geq n^{\epsilon}\right\}$. We choose the $\left\lfloor n^{\epsilon}\right\rfloor$ largest elements of $\mathcal{N}\left(T_{n}\right)$ and label them $\left\{\mathcal{I}^{n, j}: 1 \leq j \leq\left\lfloor n^{\epsilon}\right\rfloor\right\}$ in order of increasing size. We then write $\xi_{t}^{n, j, x}$ to denote the $-\log$ of the size of the particle containing $x \in \mathcal{I}^{n, j}$ at each time $t \geq T_{n}$. Note, for instance, that $\xi_{T_{n}}^{n, j, x}=-\log I^{n, j}$ for all $x \in \mathcal{I}^{n, j}$. For all $n \in \mathbb{N}$ we have

$$
\begin{align*}
& \mathbf{P}\left(\max _{s \in\left[\frac{n}{2}, n\right] \cap \mathbb{N}} \min _{1 \leq j \leq\left\lfloor n^{\epsilon}\right\rfloor} \min _{x \in \mathcal{I}^{n}, j} \xi_{T_{n}+s}^{n, j, x}-c_{\bar{p}}\left(T_{n}+s\right)>\max _{1 \leq j \leq\left\lfloor n^{\epsilon}\right\rfloor} \xi^{n, j}-c_{\bar{p}} T_{n}+l \log n+2 C\right) \\
& \leq \sum_{s \in\left[\frac{n}{2}, n\right] \cap \mathbb{N}} \mathbf{P}\left(\inf _{x \in(0,1)} \xi_{s}^{x}-c_{\bar{p}} s>l \log t+2 C\right)^{\left\lfloor n^{\epsilon}\right\rfloor} \leq \sum_{s \in\left[\frac{n}{2}, n\right] \cap \mathbb{N}}\left(1-\frac{\gamma}{(\log s)^{3}}\right)^{\left\lfloor n^{\epsilon}\right\rfloor} \\
& \leq \frac{n}{2}\left(1-\frac{\gamma}{(\log n)^{3}}\right)^{n^{\epsilon}-1} . \tag{4.19}
\end{align*}
$$

The final expression is summable in $n$ (see Lemma 6.7). By the Borel-Cantelli lemma, we deduce that, P-almost surely,

$$
\begin{align*}
\max _{s \in\left[\frac{n}{2}, n\right] \cap \mathbb{N}} \min _{1 \leq j \leq\left\lfloor n^{\epsilon}\right\rfloor} \min _{x \in \mathcal{I}^{n, j}} \xi_{T_{n}+s}^{n, j, x}-c_{\bar{p}}\left(T_{n}+s\right) & \leq \max _{1 \leq j \leq\left\lfloor n^{\epsilon}\right\rfloor} \xi^{n, j}-c_{\bar{p}} T_{n}+l \log n+2 C \\
& \leq 1+\left(c_{\bar{p}}+\delta\right) T_{n}-c_{\bar{p}} T_{n}+l \log n+2 C \\
& =\delta T_{n}+l \log n+2 C+1 \tag{4.20}
\end{align*}
$$

The final ingredient we need to finish the proof is to show that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{T(n, \epsilon)}{\log n} \leq \frac{\epsilon}{\rho} \quad \mathbf{P}-\text { a.s. } \tag{4.21}
\end{equation*}
$$

To do this, fix $\epsilon^{\prime} \in(0, \rho)$. Then, by (4.18), there is some almost-surely finite random variable $T \geq 0$ such that, almost surely, $t \geq T$ implies $\# \mathcal{N}(t) \geq e^{\left(\rho-\epsilon^{\prime}\right) t}$. Consequently, for all $t \geq T$ we know that

$$
T(n, \epsilon) \leq \inf \left\{t \geq 0: e^{\left(\rho-\epsilon^{\prime}\right) t} \geq n^{\epsilon}\right\}=\frac{\epsilon \log n}{\rho-\epsilon^{\prime}}
$$

This yields (4.21). Combining (4.20) and (4.21) we find that $\mathbf{P}$-almost surely, for all large $n$, we have

$$
\max _{s \in\left[\frac{n}{2}, n\right] \cap \mathbb{N}} \min _{1 \leq j \leq n} \min _{x \in \mathcal{I}^{n, j}} \xi_{T_{n}+s}^{n, j, x}-c_{\bar{p}}\left(T_{n}+s\right) \leq\left(\frac{2 \epsilon \delta}{\rho}+l\right) \log n+2 C+1
$$

By (4.21), we can write almost surely that $T_{n}=\epsilon \cdot O(\log n)$. We immediately deduce that for all large $n$ we have

$$
\inf _{x \in(0,1)} \xi_{n+T_{n}}^{x}-c_{\bar{p}}(n+\epsilon O(\log n)) \leq\left(\frac{2 \epsilon \delta}{\rho}+l\right) \log n+2 C+1 \quad \mathbf{P}-\text { a.s. }
$$

Noting that $T_{n} \geq 0$ and that $t \mapsto \xi_{t}^{x}$ is monotonically increasing, we deduce that, for all large $n$,

$$
\inf _{x \in(0,1)} \xi_{n}^{x}-c_{\bar{p}} n \leq\left(\frac{2 \epsilon \delta}{\rho}+l\right) \log n+\epsilon O(\log n) \quad \mathbf{P}-\text { a.s. }
$$

Since $\epsilon>0$ can be made arbitrarily small, we conclude that

$$
\limsup _{\mathbb{N} \ni n \rightarrow \infty} \frac{\inf _{x \in(0,1)} \xi_{n}^{x}-c_{\bar{p}} n}{\log n} \leq l \quad \mathbf{P}-\text { a.s. }
$$

By monotonicity of $t \mapsto \xi_{t}^{x}$ we see that the limit can be taken through all real values, completing the proof of (2.4).

## 5 Physical heuristics

In this section we argue informally how our result can be put in line with the predictions described for logarithmically correlated random fields in the introduction. To cast the model into this framework we let

$$
V(x)=\log \left|\mathcal{I}^{x}(t)\right|-\mathbb{E} \log \left|\mathcal{I}^{x}(t)\right|, \quad \text { for } x \in 2^{-n} \mathbb{Z} \cap[0,1] \text { and } t=\frac{n \log 2}{\Phi^{\prime}(0)}
$$

where the choice of time scale comes from matching the spatial scale $2^{-n}$ to $e^{-t \Phi^{\prime}(0)}$, which is the typical length of a tagged fragment at time $t$ and hence the scale on which $V$ needs to be sampled. We have

$$
e^{-t \Phi(p)}=\mathbb{E}\left[\left|\mathcal{I}^{v}(t)\right|^{p}\right] \approx \sum_{x \in 2^{-n} \mathbb{Z} \cap(0,1)} \mathbb{E}\left|\mathcal{I}^{x}(t)\right|^{p+1} \approx \exp \left((p+1) \mathbb{E} \log \left|\mathcal{I}^{v}(t)\right|+(n \log 2) \Psi(p+1)\right)
$$

Observing that $\mathbb{E} \log \left|\mathcal{I}^{v}(t)\right| \sim-t \Phi^{\prime}(0)$ we get

$$
\Psi(p+1)=1+p-\frac{\Phi(p)}{\Phi^{\prime}(0)}
$$

We introduce, for $x, y \in(0,1)$, the stopping time $T=T(x, y):=\inf \left\{t \geq 0: \mathcal{I}_{t}^{x} \neq \mathcal{I}_{t}^{y}\right\}$, the time when $x$ and $y$ are first split apart. Fixing an arbitrary $t>0$ and abbreviating $\tau=t \wedge T$ we can decompose

$$
\left|\mathcal{I}^{x}(t)\right|=\left|\mathcal{I}^{x}(\tau-)\right| \times \Delta_{\tau}^{x} \times\left|\tilde{\mathcal{I}}^{\tilde{x}}(t-\tau)\right|
$$

where $\Delta_{s}^{x}:=\left|\mathcal{I}^{x}(s)\right| /\left|\mathcal{I}^{x}(s-)\right|$, the process $\left(\tilde{\mathcal{I}}^{x}(s): s \geq 0\right)$ is a fragmentation process, which is independent of what happened up to time $t$, and $\tilde{x} \in(0,1)$ is the relative position of $x$ in $\mathcal{I}^{x}(t)$. Taking log on both sides of the decomposition and centering gives $V(x, t) \sim V(x, \tau-)+\tilde{V}(\tilde{x}, t-\tau)$, as $t \uparrow \infty$, where we define $V(z, t)=\log \left|\mathcal{I}^{z}(t)\right|-\mathbb{E} \log \left|\mathcal{I}^{z}(t)\right|$. Taking expectations and using the independence we get $\mathbb{E}[V(x, t) V(y, t)] \sim \mathbb{E}[V(x, \tau-) V(y, \tau-)]$. Using Wald's identity (see Theorem 3 of [23]) we calculate the expectation on the right and obtain

$$
\mathbb{E}[V(x, t) V(y, t)] \sim \mathbb{E}[t \wedge T] \Phi^{\prime}(0) \Psi^{\prime \prime}(0)
$$

Recalling that $t=\frac{n \log 2}{\Phi^{\prime}(0)}$ we look at a regime where

$$
t \Phi^{\prime}(0)=n \log 2 \gg-\log |x-y| .
$$

Observe that the right-hand side is at least $-\log \left|\mathcal{I}^{x}(T-)\right| \sim T \Phi^{\prime}(0)$ and hence $\mathbb{E}[t \wedge T] \sim \mathbb{E}[T]$. We obtain

$$
\begin{equation*}
\mathbb{E}[V(x) V(y)] \sim \mathbb{E}[T(x, y)] \Phi^{\prime}(0) \Psi^{\prime \prime}(0) \quad \text { if } 2^{-n} \ll|x-y| \ll 1 \tag{5.1}
\end{equation*}
$$

This is a result of the type (1.1), if the distance of points $x, y$ on the interval is measured not with the euclidean metric, but with respect to the natural random metric coming from our problem, defined by $d(x, y)=\left|\mathcal{I}^{x}(T(x, y)-)\right|$ and therefore $-\log d(x, y) \sim \Phi^{\prime}(0) T(x, y)$. The result can also be partially claimed for the euclidean set-up, as $\log |x-y| \leq \log \left|\mathcal{I}^{x}(T(x, y)-)\right| \sim \log d(x, y) \Phi^{\prime}(0)$ but we will see below that working in this framework will lead to a loss of accuracy.
The physicist's prediction (1.2) hence gives

$$
\max _{x} \log \left|\mathcal{I}^{x}(t)\right|+t \Phi^{\prime}(0) \approx \Psi^{\prime}(\bar{q}) n \log 2-\frac{3}{2}(\log \Psi)^{\prime}(\bar{q}) \log n
$$

Recalling that $\Psi(p+1)=1+p-\frac{\Phi(p)}{\Phi^{\prime}(0)}$ we get $\bar{q}=\bar{p}+1$ and hence

$$
\max _{x} \log \left|\mathcal{I}^{x}(t)\right| \approx-\frac{\Phi^{\prime}(\bar{p})}{\Phi^{\prime}(0)} n \log 2-\frac{3}{2} \frac{1}{\bar{p}+1} \log n \sim-\Phi^{\prime}(\bar{p}) t-\frac{3}{2} \frac{1}{\bar{p}+1} \log t
$$

which is in line with our rigorous result.
To relate our story to the multifractal approach of Fyodorov, Le Doussal and Rosso [21] we first recall the multifractal spectrum for homogeneous fragmentation processes obtained by Berestycki [8] and refined by Krell [24]. We define $q_{\beta}$ by $\Phi^{\prime}\left(q_{\beta}\right)=\beta$. Then, for every $\beta$ making the right-hand side below positive, almost surely,

$$
\operatorname{dim}_{|\cdot|}\left\{x \in(0,1): \lim _{t \uparrow \infty}-\frac{1}{t} \log \left|\mathcal{I}^{x}(t)\right|=\beta\right\}=1+q_{\beta}-\frac{\Phi\left(q_{\beta}\right)}{\beta}
$$

Perhaps surprisingly, this formula does not put our result in line with the prediction of Fyodorov, Le Doussal and Rosso. The prediction can however be reconciled with our results, if one moves to the appropriate metric, which in our case is again the random metric $d$. While for fixed intervals the ratio of lengths with respect to $d$ and the Euclidean metric are typically bounded from zero and infinity, the optimal coverings implicit in the Hausdorff dimension above use random intervals for which these diameters are radically different. Indeed, given $\beta$ the covering intervals $I$ for the corresponding set have metric diameters given by their length to the power $\Phi^{\prime}(0) / \beta$ (see for example [27]). As a result the multifractal spectrum in the intrinsic random metric becomes

$$
\operatorname{dim}_{d}\left\{x \in(0,1): \lim _{t \uparrow \infty}-\frac{1}{t} \log \left|\mathcal{I}^{x}(t)\right|=\beta\right\}=\frac{\beta}{\Phi^{\prime}(0)}\left(1+q_{\beta}\right)-\frac{\Phi\left(q_{\beta}\right)}{\Phi^{\prime}(0)}
$$

This can be translated as

$$
\operatorname{dim}_{d}\{x \in(0,1): V(x) \approx \alpha(\log 2) n\}=\Psi\left(p_{\alpha}\right)-\alpha p_{\alpha}=: f(\alpha),
$$

where $p_{\alpha}$ is given by $\Psi^{\prime}\left(p_{\alpha}\right)=\alpha$. Hence $f^{\prime}(\alpha)=-p_{\alpha}$. The right end of the spectrum, $\alpha_{+}$, is characterised by the equation $\Psi\left(p_{\alpha_{+}}\right)=p_{\alpha_{+}} \Psi^{\prime}\left(p_{\alpha_{+}}\right)$, hence $p_{\alpha_{+}}=\bar{q}$ and $\alpha_{+}=\Psi^{\prime}(\bar{q})$ aligning the prediction of (1.3) with our result.

## 6 Appendix on Lévy Processes

In this section we extend the lemmas found in the appendix of [4] from random walks to Lévy processes with finite variance and zero mean. The proofs proceed by contradiction: we assume that the various statements do not hold for appropriate Lévy processes, and then generate a random walk contradicting the results in [4] by discretization. We begin by stating two elementary lemmas which will be of use in carrying out such arguments. The first is a topological lemma whose proof can be found in [28]. The second is a simple observation, recorded for convenience. Throughout this section we write $X$ for the process $\left(X_{t}\right)_{t \geq 0}$.

Lemma 6.1 Let $U \subseteq[0, \infty)$ be open and unbounded. Then there exists $h>0$ such that $n h \in U$ for infinitely many $n \in \mathbb{N}$.

Lemma 6.2 Let $X$ be a real-valued stochastic process issued from zero with almost surely rightcontinuous paths. Then

$$
\forall \epsilon>0 \quad \forall \delta>0 \quad \exists a>0 \quad \text { such that } \quad \mathbf{P}\left(\|X\|_{[0, a]}>\delta\right)<\epsilon,
$$

where $\|X\|_{[0, a]}:=\sup _{0 \leq t \leq a}\left|X_{t}\right|$.
Now we state the first of our results on Lévy processes.
Proposition 6.3 Let $X$ be a Lévy process with zero mean and finite variance. Then

$$
\exists C_{0}>0 \quad \exists c>0 \quad \text { such that } \quad \forall h \geq C_{0} \quad \forall t>0 \quad \sup _{r \in \mathbb{R}} \mathbf{P}\left(r \leq X_{t} \leq r+h\right) \leq c \frac{h}{t^{1 / 2}}
$$

Proof. Assume the above statement is not true, i.e. for some such Lévy process $X$

$$
\begin{equation*}
\forall n \in \mathbb{N} \quad \exists h_{n} \geq n \quad \exists t_{n}>0 \quad \exists r_{n} \in \mathbb{R} \quad \text { such that } \quad \mathbf{P}\left(r_{n} \leq X_{t_{n}} \leq r_{n}+h_{n}\right)>n \frac{h_{n}}{t_{n}^{1 / 2}} \tag{6.1}
\end{equation*}
$$

Now select an $a>0$ corresponding to the choices $\epsilon=\frac{1}{2}$ and $\delta=1$ in Lemma 6.2. Evidently, for all $n \in \mathbb{N}$,

$$
\begin{aligned}
\mathbf{P}\left(r_{n}-1 \leq X_{t} \leq r_{n}+h_{n}+1 \forall t \in\left[t_{n}, t_{n}+a\right]\right) & \geq \mathbf{P}\left(r_{n} \leq X_{t_{n}} \leq r_{n}+h_{n},\left\|X_{t}-X_{t_{n}}\right\|_{t \in\left[t_{n}, t_{n}+a\right]}<1\right) \\
& \geq \frac{1}{2} \mathbf{P}\left(r_{n} \leq X_{t_{n}} \leq r_{n}+h_{n}\right) \geq \frac{n}{2} \frac{h_{n}}{t_{n}^{1 / 2}}
\end{aligned}
$$

where in the second inequality we have used the Markov property of the Lévy process at time $t_{n}$. Let $U:=\bigcup_{n=1}^{\infty}\left(t_{n}, t_{n}+a\right)$, which is an open set. Note that, to prevent the probability in (6.1) exceeding
one we must have $t_{n} \geq n^{4}$, proving that $U$ is unbounded. Lemma 6.1 therefore supplies an $h>0$ and two strictly increasing sequences $\left(m_{j}\right)$ and $\left(n_{j}\right)$ of natural numbers with the property that, for all $j \in \mathbb{N}$ we have $m_{j} h \in\left[t_{n_{j}}, t_{n_{j}}+a\right]$. Note that $t_{n_{j}} / m_{j} \rightarrow h$ as $j \rightarrow \infty$. In particular, there exists $K>0$ such that $K / m_{j}^{1 / 2}<1 / t_{n_{j}}^{1 / 2}$ for all $j \in \mathbb{N}$. Now define a random walk on $\mathbb{R}$ by $S_{n}:=X_{n h}$, and note that this random walk has zero mean and finite variance. We estimate

$$
\begin{aligned}
\mathbf{P}\left(r_{n_{j}}-1 \leq S_{m_{j}} \leq r_{n_{j}}+h_{n_{j}}+1\right) & \geq \mathbf{P}\left(r_{n_{j}}-1 \leq X_{t} \leq r_{n_{j}}+h_{n_{j}}+1 \quad \forall t \in\left[t_{n_{j}}, t_{n_{j}}+a\right]\right) \\
& \geq \frac{K}{2} n_{j} \frac{h_{n_{j}}}{m_{j}^{1 / 2}}
\end{aligned}
$$

Taking suprema and assuming without loss of generality that $h_{n_{j}} \geq 2$ for all $j \in \mathbb{N}$, we find that, for all $j \in \mathbb{N}$,

$$
\sup _{r \in \mathbb{R}} \mathbf{P}\left(r \leq S_{m_{j}} \leq r+h_{n_{j}}+2\right) \quad \geq \frac{K}{4} n_{j} \frac{h_{n_{j}}+2}{m_{j}^{1 / 2}}
$$

contradicting (A.1) in [4].

Proposition 6.4 Let $X$ be a Lévy process with zero mean and finite variance. Then, with $\underline{X}_{t}:=$ $\inf _{0 \leq s \leq t} X_{s}$, we have

$$
\limsup _{t \rightarrow \infty} t^{1 / 2} \sup _{u \geq 0} \frac{1}{u+1} \mathbf{P}\left(\underline{X}_{t} \geq-u\right)<\infty
$$

Proof. The statement in the proposition is equivalent to the following statement:

$$
\exists C>0 \quad \exists T>0 \quad \text { such that } \quad t \geq T \Rightarrow \sup _{u \geq 0} \frac{1}{u+1} \mathbf{P}\left(\underline{X}_{t} \geq-u\right) \leq \frac{C}{t^{1 / 2}}
$$

For a contradiction, let us assume the converse of this statement holds. Then

$$
\forall n \in \mathbb{N} \quad \exists t_{n} \geq n \quad \exists u_{n} \geq 0 \quad \text { such that } \quad \frac{1}{u_{n}+1} \mathbf{P}\left(\underline{X}_{t_{n}} \geq-u_{n}\right) \geq \frac{n}{t_{n}^{1 / 2}}
$$

As in Proposition 6.3 , select $a>0$ with the following property:

$$
\frac{1}{u_{n}+1} \mathbf{P}\left(\underline{X}_{t} \geq-u_{n}-1 \quad \forall t \in\left[t_{n}, t_{n}+a\right]\right) \geq \frac{n}{2 t_{n}^{1 / 2}}
$$

Now choose sequences $\left(m_{j}\right)$ and $\left(n_{j}\right)$, and $K>0$ precisely as in the proof of Proposition 6.3. Select furthermore an $M>0$ with the property that $\frac{1}{u} \leq \frac{M}{u+1} \quad \forall u \geq 1$. Defining the random walk $\left(S_{n}\right)_{n \in \mathbb{N}}$ as in Proposition 6.3, we estimate

$$
\begin{aligned}
\frac{K}{2} n_{j} \frac{1}{m_{j}^{1 / 2}} & \leq \frac{1}{u_{n_{j}}+1} \mathbf{P}\left(\underline{X}_{t} \geq-u_{n_{j}}-1 \quad \forall t \in\left[t_{n_{j}}, t_{n_{j}}+a\right]\right) \leq \frac{1}{u_{n_{j}}+1} \mathbf{P}\left(\underline{S}_{m_{j}} \geq-u_{n_{j}}-1\right) \\
& \leq \sup _{u \geq 0} \frac{1}{u+1} \mathbf{P}\left(\underline{S}_{m_{j}} \geq-u-1\right)=\sup _{u \geq 1} \frac{1}{u} \mathbf{P}\left(\underline{S}_{m_{j}} \geq-u\right) \\
& \leq M \sup _{u \geq 1} \frac{1}{u+1} \mathbf{P}\left(\underline{S}_{m_{j}} \geq-u\right) \leq M \sup _{u \geq 0} \frac{1}{u+1} \mathbf{P}\left(\underline{S}_{m_{j}} \geq-u\right) .
\end{aligned}
$$

This contradicts (A.3) in [4].

With Proposition 6.3 and Proposition 6.4 in hand, the proof of the following corollary follows verbatim from the proof of Lemma A. 1 of [4].

Corollary 6.5 Let $C_{0}$ be the constant whose existence is guaranteed by Proposition 6.3. Then there exists $c>0$ such that, for any $f: \mathbb{R}_{0}^{+} \rightarrow \mathbb{R}_{0}^{+}$bounded away from 0 , and any $g: \mathbb{R}_{0}^{+} \rightarrow \mathbb{R}$ such that $g(t) \geq-f(t) \forall t \in \mathbb{R}_{0}^{+}$, we have
$\forall t \geq 0 \quad \mathbf{P}\left(g(t) \leq X_{t} \leq g(t)+C_{0}, \quad \underline{X}_{t} \geq-f(t)\right) \leq c \frac{\left\{(f(t)+1) \wedge t^{1 / 2}\right\}\left\{(g(t)+f(t)+1) \wedge t^{1 / 2}\right\}}{t^{3 / 2}}$,
for all $t \geq 0$ where $x \wedge y:=\min \{x, y\}$. In particular, there exists $c^{\prime}>0$ such that for all such $f$ and $g$ we have, for all $t \geq 0$,

$$
\mathbf{P}\left(X_{t} \leq g(t), \quad \underline{X}_{t} \geq-f(t)\right) \leq c^{\prime} \frac{\left\{(f(t)+1) \wedge t^{1 / 2}\right\}\left\{(g(t)+f(t)+1)^{2} \wedge t\right\}}{t^{3 / 2}}
$$

Proposition 6.6 Let $X$ be a Lévy process of the form $\left(Y_{t}-c t\right)_{t \geq 0}$, where $Y$ is a pure-jump subordinator and $c>0$. Assume that $X$ has zero mean and finite variance. For $\alpha>0$ let $X_{t}^{\alpha}:=X_{t}+\alpha$. Then there exists $C>0$ such that, for any $f:[0, \infty) \rightarrow \mathbb{R}$ satisfying $\limsup _{t \rightarrow \infty} t^{-1 / 2} f(t)<\infty$ and $f(t) \geq \alpha$, for all large $t$, we have

$$
\begin{equation*}
\liminf _{t \rightarrow \infty} t^{3 / 2} \mathbf{P}\left(\underline{X}_{t}^{\alpha} \geq 0, \min _{t \leq s \leq 2 t} X_{s}^{\alpha} \geq f(t), \quad f(t) \leq X_{2 t}^{\alpha}<f(t)+C\right)>0 \tag{6.2}
\end{equation*}
$$

Proof. Let us assume that there exists no such constant $C>0$, and fix an $\alpha>0$. Select an $a>0$ corresponding to the choices $\epsilon=\frac{1}{2}$ and $\delta=1$ in Lemma 6.2. Finally, choose an $h \in\left(0, \frac{1}{4} \min \left\{a, \frac{\alpha}{c}\right\}\right)$. Define a random walk $\left(S_{n}\right)$ by $S_{n}:=X_{n h}$ and note that $\left(S_{n}\right)$ satisfies the hypotheses of Lemma A. 3 in [4]. Let $K$ denote the positive constant corresponding to $\left(S_{n}\right)$ whose existence is guaranteed by Lemma A. 3 in [4] (there, $K$ is called $2 C$ ), and pick $\tilde{C}>K+1+\alpha$. Since, in particular, we are assuming that (6.2) does not hold for $C=\tilde{C}$, we infer the existence of a sequence $\left(t_{k}\right) \subseteq[0, \infty)$ such that $\lim _{k \rightarrow \infty} t_{k}=\infty$ with the property

$$
\begin{equation*}
\forall k \in \mathbb{N} \quad\left(\frac{t_{k}}{h}\right)^{3 / 2} \mathbf{P}\left(\underline{X}_{t_{k}}^{\alpha} \geq 0, \inf _{t_{k} \leq s \leq 2 t_{k}} X_{s}^{\alpha} \geq f\left(t_{k}\right), \quad f\left(t_{k}\right) \leq X_{2 t_{k}}^{\alpha}<f\left(t_{k}\right)+\tilde{C}\right)<\frac{1}{k} \tag{6.3}
\end{equation*}
$$

Now define $n_{k}:=\left\lfloor\frac{t_{k}-1}{h}\right\rfloor$. Note in particular that $\left(n_{k}+1\right) h \in\left[t_{k}-h, t_{k}\right]$; this will allow us to ensure that $X_{t_{k}}^{\alpha} \geq f\left(t_{k}\right)$ in the following computation. Define $a_{n_{k}}:=f\left(t_{k}\right)+\alpha$ for each $k \in \mathbb{N}$, and $a_{n}:=0$ whenever there is no $k$ such that $n=n_{k}$. The important thing to note is that for any $j, k \in \mathbb{N}$ with $j \leq k$ and all $r \geq 0$ we have

$$
\min _{s \in[j h, j h+r]} X_{s}^{\alpha} \geq S_{j}-r c+\alpha \geq \underline{S}_{k}-r c+\alpha \geq \underline{S}_{k} \quad \text { whenever } \quad r \leq \frac{\alpha}{c}
$$

Consequently, whenever $r \leq \frac{\alpha}{c}$ we find, for any $k \in \mathbb{N}$, that $\underline{X}_{k h+r}^{\alpha} \geq \underline{S}_{k}$ Recalling that $n_{k} h \in\left[t_{k}-\right.$ $\left.2 h, t_{k}-h\right]$, we can write $t_{k}=n_{k} h+r$ for some $r_{h} \in[h, 2 h]$. Consequently, we deduce that

$$
\underline{X}_{t_{k}}^{\alpha}=\underline{X}_{n_{k} h+r}^{\alpha} \geq \underline{S}_{n_{k}} \quad \text { provided } \quad r_{h} \leq \frac{\alpha}{c}
$$

and the condition on $r_{h}$ holds because we have selected $h<\frac{\alpha}{2 c}$. We will use this in the computation below, where we require $\left\{\underline{S}_{n_{k}} \geq 0\right\} \subseteq\left\{\underline{X}_{t_{k}}^{\alpha} \geq 0\right\}$. By the same considerations, we have also have the inclusion

$$
\left\{\inf _{t_{k} \leq s \leq 2 t_{k}} X_{s}^{\alpha} \geq f\left(t_{k}\right)\right\} \subseteq\left\{\min _{n_{k}<j \leq 2 n_{k}} S_{j} \geq f\left(t_{k}\right)+\alpha\right\}
$$

since we have in fact picked $h<\frac{\alpha}{4 c}$. We can therefore estimate

$$
\begin{align*}
& \left(\frac{t_{k}}{h}\right)^{3 / 2} \mathbf{P}\left(\underline{X}_{t_{k}}^{\alpha} \geq 0, \inf _{t_{k} \leq s \leq 2 t_{k}} X_{s}^{\alpha} \geq f\left(t_{k}\right), f\left(t_{k}\right) \leq X_{2 t_{k}}^{\alpha}<f\left(t_{k}\right)+\tilde{C}\right) \\
& \geq n_{k}^{3 / 2} \mathbf{P}\left(\underline{S}_{n_{k}} \geq 0, \min _{n_{k}<j \leq 2 n_{k}} S_{j} \geq f\left(t_{k}\right)+\alpha, f\left(t_{k}\right)+\alpha \leq S_{2 n_{k}}<f\left(t_{k}\right)+\tilde{C}-1,\right. \\
& \left.\left\|X_{t}-X_{2 n_{k} h}\right\|_{t \in\left[2 n_{k} h, 2 t_{k}\right]}<1\right) \\
& \geq \frac{1}{2} n_{k}^{3 / 2} \mathbf{P}\left(\underline{S}_{n_{k}} \geq 0, \min _{n_{k}<j \leq 2 n_{k}} S_{j} \geq a_{n_{k}}, \quad a_{n_{k}} \leq S_{2 n_{k}}<a_{n_{k}}+K\right) . \tag{6.4}
\end{align*}
$$

In the second inequality we used the fact that $h<\frac{a}{4}$ and the Markov property of $X^{\alpha}$ at time $2 n_{k} h$. Combining (6.3) and (6.4), we find that, for all $k \in \mathbb{N}$, we have

$$
n_{k}^{3 / 2} \mathbf{P}\left(\underline{S}_{n_{k}} \geq 0, \min _{n_{k}<j \leq 2 n_{k}} S_{j} \geq a_{n_{k}}, \quad a_{n_{k}} \leq S_{2 n_{k}}<a_{n_{k}}+K\right) \leq \frac{2}{k}
$$

contradicting Lemma A. 3 in [4].
We finish this appendix with an arithmetic fact required in Section 4.
Lemma 6.7 For any $\alpha, \gamma>0$ and $k \in \mathbb{N}$ we have

$$
\sum_{n=4}^{\infty} n\left(1-\frac{1}{(\log n)^{k}}\right)^{n^{\alpha}}<\infty
$$

Proof. It suffices to show that

$$
\int_{4}^{\infty} x\left(1-(\log x)^{-k}\right)^{x^{\alpha}} d x=\int_{\log 4}^{\infty} e^{2 x}\left(1-x^{-k}\right)^{e^{\alpha x}} d x<\infty
$$

To prove this integrability, we show that the second integrand is $o\left(e^{-x}\right)$ as $x \rightarrow \infty$, or, equivalently, that $e^{\alpha x}\left(\log \left(x^{k}\right)-\log \left(x^{k}-1\right)\right)-3 x \rightarrow \infty$ as $x \rightarrow \infty$. For all $t>1$ we have $\log ^{\prime}(s) \geq \frac{1}{t} \forall s \in[t-1, t]$, so $\log \left(x^{k}\right)-\log \left(x^{k}-1\right) \geq \frac{1}{x^{k}}$ for all $x>1$. It remains to note that $x^{-k} e^{\alpha x}-3 x \rightarrow \infty$ as $x \rightarrow \infty$.
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