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The lead chalcogenides represent an important family of functional materials, in particular due to the benchmark
high-temperature thermoelectric performance of PbTe. A number of recent investigations, experimental and
theoretical, have aimed to gather insight into their unique lattice dynamics and electronic structure. However,
the majority of first-principles modeling has been performed at fixed temperatures, and there has been no
comprehensive and systematic computational study of the effect of temperature on the material properties. We
report a comparative lattice-dynamics study of the temperature dependence of the properties of PbS, PbSe,
and PbTe, focusing particularly on those relevant to thermoelectric performance, viz. phonon frequencies,
lattice thermal conductivity, and electronic band structure. Calculations are performed within the quasiharmonic
approximation, with the inclusion of phonon-phonon interactions from many-body perturbation theory, which are
used to compute phonon lifetimes and predict the lattice thermal conductivity. The results are critically compared
against experimental data and other calculations, and add insight to ongoing research on the PbX compounds in
relation to the off-centering of Pb at high temperatures, which is shown to be related to phonon softening. The
agreement with experiment suggests that this method could serve as a straightforward, powerful, and generally
applicable means of investigating the temperature dependence of material properties from first principles.

DOI: 10.1103/PhysRevB.89.205203 PACS number(s): 05.70.−a, 31.15.A−, 72.20.Pa

I. INTRODUCTION

The lead chalcogenides have attracted much attention in
recent years, in particular due to the excellent high-temperature
thermoelectric performance of PbTe [1]. Thermoelectric ma-
terials interconvert heat and electricity [2], and have important
applications in the recovery of waste heat, e.g., from industrial
processes, and “green” energy [3]. The figure of merit for
thermoelectrics is ZT = S2σT/(κL + κE), where S is the
Seebeck coefficient, σ is the electrical conductivity, and κL

and κE are the lattice and electronic thermal conductivities,
respectively. Widespread application requires a ZT value
above 2 at the target operating temperature [4]. The PbX
materials have low intrinsic lattice thermal conductivities, and
by reducing these further through nanostructuring, Biswas
et al. recently achieved a breakthrough ZT value of 2.2 [5].
The chalcogenides also have interesting electrical properties,
in particular a high-temperature band convergence that levels
out the increase in the electronic gap with temperature [6–8].
Engineering the electronic structure by doping (e.g., with Tl)
[9] can further improve the electrical properties, while alloys
of the chalcogenides, e.g., PbTe1−xSex , can have improved
electrical properties and reduced lattice thermal conductivity
[7,10].

In a bid to further improve performance, and to identify
similarly good thermoelectrics, much research has been under-
taken to understand these unique properties at a fundamental
level. Various experimental studies have found that the lead
chalcogenides exhibit strongly anharmonic lattice dynamics
[11–13], which are thought to contribute to their low lattice
conductivity. Pronounced thermally induced distortions to

*Author to whom correspondence should be addressed:
a.walsh@bath.ac.uk

the atomic positions have been observed experimentally
[11,13,14] and in molecular-dynamics calculations [15], which
would give rise to strong phonon-scattering mechanisms.
Similarly, large off-centering of the Pb cation in the rocksalt
lattice has been reported [11,13], even at moderate temper-
atures, although the magnitude of the off-site displacement
is still under debate [14]. Electrical properties are equally
important to the thermoelectric activity, and as such the band
convergence has been extensively characterized [6–8], and
the effect of thermal disorder on the band structure has been
studied theoretically [15].

A number of studies have made use of first-principles
modeling to study the PbX systems, typically within the
Kohn-Sham density-functional theory (DFT) formalism [16].
Most have focused either on the electronic structure [17,18],
or on lattice dynamics and thermal conductivity [10,19–23].
Some studies have also considered the effect of pressure on
material properties [19,22], and the studies in Refs. [15,21]
and [24] used first-principles calculations to investigate the
temperature dependence of some of the material properties.
Aside from these latter works, first-principles electronic
structure modeling typically does not take temperature into
account explicitly, except through the use of experimental (e.g.,
room temperature) lattice constants. This is not ideal, since the
equilibrium lattice constant at a given temperature can depend
critically on the choice of DFT functional, and therefore
calculations using the experimental lattice constant may be
modeling a different temperature with respect to the DFT
free-energy surface. Moreover, when modeling thermoelectric
materials, particularly high-temperature thermoelectrics such
as PbTe, it is important to complement fixed-temperature
calculations with studies of the effect of temperature on the
material properties.

We have performed a comparative lattice-dynamics study
of the effect of temperature on the physical properties,
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lattice dynamics, and electronic structure of PbS, PbSe, and
PbTe. By modeling the thermal expansion of the materials
using the quasiharmonic approximation (QHA), we investigate
the temperature dependence of various properties related to
thermoelectric performance, viz. the phonon band structure and
thermal displacement of the atoms, the thermal conductivity,
and the electronic band structure and band gap. In Secs. II
and III, we briefly summarize the theory behind the QHA and
thermal-conductivity calculations, and in Sec. IV we outline
the computational methods used in our calculations. In Sec. V,
we present our results, and critically evaluate them against
existing experimental data and theoretical work. Generally
good agreement with experiment is observed, and our findings
add insight to ongoing research on these important materials.
Finally, in Sec. VI, we discuss the general applicability of this
method to other materials.

II. QUASIHARMONIC LATTICE DYNAMICS

The Helmholtz (constant-volume) free energy of a system
may be expressed as

A(T ,V ) = E0(V ) + EZP (V ) − T SV (T ,V ). (1)

E0 is the internal energy, EZP is the zero-point vibrational
energy, and SV is the vibrational entropy. SV is explicitly tem-
perature dependent, and this term introduces temperature into
A; in standard DFT calculations, in which phonon frequencies
are not evaluated, only E0 is available. Phonon frequencies can
be derived from the changes in atomic forces resulting from the
(symmetry-inequivalent) displacements of atoms in the system
by a small distance from their equilibrium position. The forces
are typically fitted to a harmonic potential-energy surface, to
obtain interatomic force constants (IFCs). This can either be
done in real space, by performing single-point calculations
on structures with displacements “frozen in” (the so-called
“finite-displacement” method; an implementation is discussed
in Ref. [25]), or in reciprocal space using perturbation theory.
With the finite-displacement method, the forces are typically
calculated on larger supercell models, in order to capture the
long-range IFCs needed to compute the frequencies of phonons
with larger reciprocal-space wavevectors.

With knowledge of the vibrational modes of a system, the
partition function Z can be computed as

Z(T ) = exp(−ϕ/kBT )
∏

q,λ

exp[−ω(qλ)/2kBT ]

1 − exp[−ω(qλ)/kBT ]
. (2)

ϕ is potential energy of the system, and the product is over
vibrational modes λ and reciprocal-space wavevectors, q.
The free energy A can then be obtained, as a function of
temperature, from the alternative definition in Eq. (3),

A = −kBT ln Z(T ). (3)

Within a harmonic potential, the only temperature dependence
is from the phonon occupation numbers, while the equilibrium
distance between atoms is temperature independent. Lattice
thermal expansion can be accounted for within the quasi-
harmonic approximation, in which it is assumed that phonon
frequencies are volume dependent, but that, at a given volume,
the interatomic forces are harmonic. This assumption becomes

invalid towards the melting temperature Tm as the dynamics
become increasingly anharmonic; typically, the QHA is taken
to be reasonably accurate up to ∼ 1/2 to 2/3Tm [26,27].

In practice, to perform a QHA lattice-dynamics calculation,
the phonon density of states (DOS) for the system is computed
for a range of expansions and compressions about the 0 K
equilibrium volume, and the constant-volume free energy for
each is evaluated as a function of temperature. From this,
energy/volume curves can be constructed for arbitrary tem-
peratures, and the corresponding equilibrium volume found
by fitting to an equation of state (e.g., the Murnaghan [28]
or Vinet-Rose [29] expressions). From these calculations, the
temperature dependence of other structural/thermodynamic
properties, e.g., linear or volumetric expansion coefficients,
the bulk modulus, and the constant-pressure heat capacity,
is readily accessible. Furthermore, once the volume as a
function of temperature has been computed, models at volumes
corresponding to specific temperatures can be created, and
further calculations performed on them.

III. THERMAL CONDUCTIVITY

Thermal conductivity can be calculated by solving the
Boltzmann transport equation (BTE) for heat transport via
individual modes. This relationship states that, at equilibrium,
changes in the occupation probability fqλ, of phonon modes
due to diffusion, the external heat current, and scattering with
time must balance:
∂fqλ

∂t
(r) = ∂fqλ

∂t
(r)diff + ∂fqλ

∂t
(r)ext + ∂fqλ

∂t
(r)scatt = 0, (4)

where r is the direction of propagation of the phonon. Within
the relaxation-time approximation (RTA), the scattering term
is given by

−∂fqλ

∂t
(r)scatt = fqλ − f 0

qλ

τqλ

, (5)

where f 0
qλ is the initial mode occupation probability, and τqλ is

the mode lifetime. From the BTE-RTA approach, the change
in phonon occupation probability is related to the mode group
velocity, vqλ, by

fqλ − f 0
qλ = −vqλ

∂f 0
qλ

∂T
∇T τqλ. (6)

Finally, from the group velocity and relaxation time, the
lattice thermal conductivity tensor κ can be obtained from
a summation over modes:

κ =
∑

qλ

ωqλ

∂f 0
qλ

∂T
vqλ ⊗ vqλτqλ =

∑

qλ

CV,qλvqλ ⊗ vqλτqλ,

(7)

where Cv,qλ is the constant-volume modal heat capacity.
Calculation of the phonon lifetimes can be done according

to the relationship

τqλ = 1

2	qλ

. (8)

The phonon linewidths 	qλ, are set by scattering processes. If it
is assumed that phonon-phonon interactions are the dominant
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scattering mechanism, these can be computed from knowledge
of the third-order cubic IFCs [i.e., the force constant between
triplets of atoms; Eq. (9)] from many-body perturbation theory,

kijk(M,N,P ) = ∂3ϕ

∂ui(M)∂uj (N )∂uk(P )

≈ − Fi(M)


uj (N )
uk(P )
. (9)

Here u represents displacements of atoms M , N , and P along
orthogonal directions i, j , and k. Fi(M) is the force acting
on atom M along direction i, and the terms 
uj ,k are small
displacements of the atoms along the given directions. As
implied in Eq. (9), as for pairwise IFCs, cubic IFCs may
be evaluated using a finite-displacement method, although
a rather larger set of frozen-phonon structures is required,
and the number scales with the size of the supercell used in
the calculations. In practice, therefore, calculating the lattice
thermal conductivity breaks down to evaluating the cubic IFCs
from finite displacements, calculating the group velocities and
solving the BTE to obtain the relaxation times, and thence
calculating the conductivity tensor. The latter processes are
performed on a discrete grid of q points that sample the first
Brillouin zone of the system.

Regarding the RTA, it is worth noting that in bulk materials
there may be other important scattering mechanisms, including
those related to defects, the presence of different atomic
isotopes, grain boundaries, etc. Moreover, the RTA only takes
into account perturbations in phonon occupation numbers due
to the temperature gradient for individual phonon modes, while
assuming that all others maintain their equilibrium distribu-
tion. However, while neglecting the variation in occupation
serves to reduce the thermal conductivity, not accounting for
the effect of isotope scattering leads to an overestimation, and
it is thought that these two approximations typically result in
a fortuitous cancellation of errors, and so the RTA frequently
gives values close to those observed experimentally.

IV. COMPUTATIONAL METHODS

A. First-principles modeling

Density-functional theory calculations were performed us-
ing the VASP code [30]. The PBEsol [31] exchange-correlation
functional was used to model structural and vibrational proper-
ties, while reference electronic-structure calculations were also
performed with the TPSS [32] and HSE03 [33] functionals.
Projector augmented-wave pseudopotentials [34] were used
with an energy cutoff of 550 eV for the plane-wave basis, which
we found was sufficient to converge the total energy for a given
k-point sampling. In this work, calculations were carried out on
the two-atom primitive rocksalt unit cells of PbX, as well as on
2 × 2 × 2 and 4 × 4 × 4 supercells containing, respectively, 16
and 128 atoms. For the GGA and meta-GGA calculations, the
Brillouin zones of the two-atom, 16-atom, and 128-atom cells
were sampled, respectively, by 16 × 16 × 16, 6 × 6 × 6 and 2 ×
2 × 2 	-centered Monkhorst-Pack k-point grids [35]. Scalar-
relativistic corrections were included, but spin-orbit coupling
was not treated in the simulations, except for where explicitly
stated; doing so greatly increases computational cost, and the
work in Ref. [20] suggests that it has a minimal effect on

lattice vibrations. The greatly increased computational cost of
the HSE03 hybrid functional meant that electronic-structure
calculations on the primitive cell with this functional could
only be performed with a 6 × 6 × 6 k-point mesh. We note
that convergence testing on the primitive cell of PbTe showed
that this mesh was sufficient to converge the total energy
and stress tensor, but that, as reported in a previous study
[22], a considerably denser mesh was required to converge the
Born effective charges, which were used to make nonanalytical
corrections to calculated phonon frequencies.

B. Lattice-dynamics calculations

Lattice-dynamics calculations were carried out using the
Phonopy package [36], with VASP employed as the calculator
to obtain IFCs via a finite-displacement approach. The starting
point for the calculations was the primitive PbX cells at their
equilibrium volumes, which were determined by fitting an
E/V curve to the Murnaghan equation of state [28] and found
to be 51.21, 56.66, and 66.83 Å3 for PbS, PbSe, and PbTe,
respectively. Given the high symmetry of the rocksalt structure
(Oh), evaluation of the IFCs requires just two displaced struc-
tures, and we found that performing these calculations with
4 × 4 × 4 supercells gave a good balance between accuracy
and computational cost. During postprocessing, sampling the
phonon frequencies on a 48 × 48 × 48 	-centered q mesh
converged the vibrational density of states, and hence the
values of thermodynamic properties calculated from it.

For the quasiharmonic calculations, additional finite-
displacement calculations were performed on unit cells at
approximately ±5% of the equilibrium volume in steps
of 0.5%. We found that the largest five, four and three
expansions for PbS, PbSe, and PbTe, respectively, led to
erroneous volume-expansion curves when included, and so
these structures were omitted—post factum, these volumes
were found to correspond to temperatures outside the validity
range for the QHA, which explains this discrepancy. Having
computed the temperature dependence of the volume of the
three PbX systems, we then selected volumes corresponding to
approximately 4, 105, 150, 300, 450, and 550 K, and performed
further modeling on these structures.

The thermal-conductivity calculation procedure imple-
mented in Phonopy, and used in the present work, considers
three-phonon interactions, and as such requires calculations
to be run on a significantly larger number of frozen-phonon
structures, with the number scaling with supercell size. As
a compromise between accuracy and computational cost, we
therefore carried out thermal-conductivity calculations using
2 × 2 × 2 supercells (63 displaced structures per model). In
the subsequent postprocessing, phonon lifetimes were sampled
using a 24 × 24 × 24 q mesh.

C. Electronic-structure calculations

For electronic band-structure calculations using GGA and
meta-GGA functionals, a complete path passing through all
the symmetry lines connecting the six special points in the
fcc Brillouin zone [37] was evaluated, with 100 k points per
line segment. For the nonlocal hybrid exchange-correlation
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functional calculations, a reduced path consisting of 	-K-W -
X-	 was evaluated, with ten points per line segment.

V. RESULTS AND DISCUSSION

A. Structural properties

The calculated temperature dependence of the lattice
constants and volumetric thermal-expansion coefficients of
the three compounds is shown in Fig. 1. The 0-K lattice
constants of PbS, PbSe, and PbTe are 5.905, 6.104, and
6.448 Å, respectively, and are comparable to other calculations
[17–19,22,24]. Interestingly, these values fall between the
LDA and GGA values reported in Ref. [21], suggesting that
the PBEsol functional is partially successful in correcting the
tendency of GGA functionals to overestimate lattice constants
[18,21], at least for these materials. We obtained 300-K
lattice constants of 5.938, 6.140, and 6.480 Å, which are all
within 0.5% of the experimentally measured values of 5.933
[13]/5.936 [38], 6.124 [38], and 6.462 [13,38]. These values
come considerably closer to experiment than those obtained
in Ref. [21].

FIG. 1. (Color online) Temperature dependence of the lattice
constants a (a) and volumetric expansion coefficients αV (b) of PbS
(gold, triangles), PbSe (brown, squares), and PbTe (green, circles).
The thick lines in subplot (a) are a parametrization of the lattice
constant between 150 and 600 K (see text).

TABLE I. Parametrization of the calculated lattice constants of
PbS, PbSe, and PbTe between 150 and 600 K to the relationship
a(T ) = α + βT + γ T 2.

α/Å β/Å K−1 γ /Å K−2

PbS 5.899 1.03 × 10−4 8.30 × 10−8

PbSe 6.101 8.88 × 10−5 1.17 × 10−7

PbTe 6.444 1.04 × 10−4 8.10 × 10−8

To investigate how well the present calculations reproduce
experimental thermal-expansion properties, we parametrized
the temperature dependence of the lattice constants between
150 and 600 K with a quadratic function, i.e., a(T ) = α +
βT + γ T 2. This yielded a good fit to the calculated data
[Fig. 1(a); the fitted coefficients are listed in Table I]. We
then used the analytical derivatives to calculate the linear-
expansion coefficients αL at 300 K, yielding 25.78 × 10−6,
25.89 × 10−6, and 23.55 × 10−6 K−1 for PbS, PbSe, and PbTe,
respectively. In contrast to the quantitative reproduction of the
lattice constants, these coefficients are consistently larger than
the reported values [38,39] by some 15–25%.

On comparing the temperature dependence of the PbTe
lattice constant with the experimental curve in Ref. [39]
(see Supplemental Material [40]), a slight, but noticeable,
difference in curvature can be seen, and the curves cross each
over �150–250 K. The calculated curve has a steeper gradient
beyond this point, which suggests that the lattice constant
might be overestimated at high temperatures. It is possible
that higher-order anharmonicity is in part responsible for the
differences, which is supported by the better estimate of αL

obtained for PbTe from the more involved molecular-dynamics
modeling in Ref. [15]. In any case, despite overestimating the
gradient, the QHA calculations reproduce the absolute values
of the lattice constants reasonably well.

Finally, we also consider the temperature dependence of the
bulk moduli B of the three compounds (Fig. 2), since this is

FIG. 2. (Color online) Temperature dependence of the bulk mod-
uli B of PbS (gold, triangles), PbSe (brown, squares), and PbTe (green,
circles). 300-K experimental data for PbS and PbSe (Refs. [42,43]) are
overlaid as ranges, and the average value for PbTe from Refs. [41,42]
is overlaid as a cross.
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TABLE II. Lattice temperatures investigated in this work, with
corresponding values of the lattice constant a and cell volume V .

T /K a/Å V /Å3

PbS 4 5.905 51.57
106 5.911 51.64
152 5.917 51.78
309 5.939 52.37
475 5.967 53.11
593 5.990 53.72

PbSe 4 6.104 56.86
105 6.111 57.07
151 6.117 57.22
302 6.139 57.84
456 6.166 58.61
561 6.188 59.23

PbTe 3 6.448 67.02
105 6.456 67.26
150 6.461 67.44
301 6.483 68.11
453 6.508 68.90
556 6.527 69.51

often used as a means to assess how well a system is described
in first-principles calculations. According to our results, for
all three chalcogenides B decreases by around 30% between
0 and 600 K. The calculated moduli of PbS, PbSe, and PbTe
at 300 K are 50.22, 44.56, and 38.54 GPa, respectively. The
latter is in very good agreement with the experimental values
of 39.8 [41] and 40 [42] GPa. For PbS and PbSe, the agreement
is more difficult to assess, since the available experimental data
cover somewhat large ranges: 53–70 and 41–61 GPa [42,43].
However, in both cases, the calculated values come close to
these, and the agreement for all three materials is considerably
better than in Ref. [21]. The subtle consequence of this finding
is that care should be taken when comparing moduli computed
at 0 K to experimental data, which are often measured at
higher temperatures; in such cases, good agreement at 0 K
may indicate that a set of simulation parameters does not
describe a system very well. To investigate this point further,
we computed the (0 K) modulus of PbS using a range of
functionals, including LDA, PBEsol, TPSS, and HSE03, and
observed a variation of �10 GPa [40].

In the following subsections, we investigate the temperature
dependence of the vibrational and electronic properties of
the chalcogenides. These calculations are performed at the
volumes corresponding to lattice temperatures between 0 and
600 K, the values of which were obtained from the QHA
calculations. The temperatures studied are listed, together with
the corresponding lattice parameters, in Table II.

B. Vibrational properties

The calculated phonon band structures (Fig. 3) agree
well, both qualitatively and quantitatively, with data obtained
from neutron-diffraction studies [44–47], and from other
calculations [10,19–22,24]. A noticeable feature that does not
appear to be consistently reproduced in calculations is the
marked dip in frequency of the longitudinal-optic (LO) mode

FIG. 3. (Color online) Temperature dependence of the phonon
dispersion curves of PbS (top), PbSe (middle), and PbTe (bottom).
On each subplot, frequency bands corresponding to low and high
lattice temperatures are colored from blue to orange, respectively.
The lattice temperatures at which the calculations were performed
are listed in Table II.

at 	, which is particularly prominent in PbS and PbSe (e.g.,
Refs. [21,24]). It is suggested in Ref. [22] that the dip may
be linked to the magnitude of the band gap (see Sec. IV D),
and therefore it is possible that it may depend more sensitively
on the choice of functional (e.g., LDA vs GGA) than other
features in the dispersion. This could also account for the larger
dip obtained for PbSe and PbTe in Ref. [20] when spin-orbit
coupling was included in the calculations, since including this
effect with LDA and GGA functionals has been shown to
substantially reduce the band gap [17,18,21].

The calculations suggest a pronounced temperature soften-
ing of the transverse-optic (TO) modes across the Brillouin
zone, with the band minima occurring at 	. However, experi-
mental studies have found that the zone center TO frequency
in PbTe actually stiffens with temperature [47,48], although
the data in Ref. [47] suggest that the predicted temperature
dependence near L is at least qualitatively correct. Although
the theoretical work in Ref. [19] aims to explore the effect of
pressure, rather than temperature, it was found that increasing
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the lattice constant led to a softening of the 	 TO frequency,
which suggests that this is not a problem with these particular
calculations. One possibility is that anharmonicity beyond the
QHA is a factor. In particular, the neutron-diffraction study
in Ref. [12] observed an interaction between the longitudinal-
acoustic (LA) and TO phonons near the zone origin, leading to
an avoided crossing and a consequent change in the dispersion
around 	, which was not reproduced in theoretical harmonic
curves. Indeed, the dispersion curves for PbTe in Fig. 3 all show
the LA and TO branches crossing to various extents along the
path from 	 to X, and so if the band were to distort to avoid
this effect it may lead to a qualitatively different temperature
dependence at the zone center.

The longitudinal-optic (LO) modes also undergo a general
shift to lower frequencies with temperature, although the effect
is less pronounced than for the TO modes. An interesting
contrast between the three alloys occurs around 	, whereby
the LO mode in PbS and PbSe hardens slightly with increasing
temperature, whereas that in PbTe softens. This is linked
to a difference in the temperature dependence of the Born
effective charges [40], with the charge separation between Pb
and the anion increasing with temperature in PbS/PbSe, but
decreasing in PbTe. In contrast to the optic modes, the three
acoustic modes appear to undergo relatively little softening
with temperature, particularly in PbTe.

Various studies of the lead chalcogenides have reported
pronounced thermal motion of the atoms, particularly for
Pb, leading to thermal disordering of the lattice [11,13–15].
There is considerable disagreement over the magnitude and
nature of this disorder, however. For example, the extended
x-ray-absorption fine structure (EXAFS) studies in Ref. [14]
suggested small displacements, while the neutron-scattering
work in Ref. [11] suggested that Pb is displaced off-site
[13]. It is thus interesting to look at the magnitude of
the thermal displacements predicted within the QHA. Fig-
ure 4 shows the calculated root-mean-square displacements
(RMSDs), projected onto the [100] direction, as a function
of temperature; although the displacements along the [110]

FIG. 4. (Color online) Thermal root-mean-square displacements
(RMSDs) of the Pb (solid lines) and chalcogen (dashed lines) atoms
in PbS (gold, triangles), PbSe (brown, squares), and PbTe (green,
circles) as a function of temperature.

and [111] directions were slightly smaller, most noticeably at
higher temperatures, the difference was negligible.

According to our calculations, both the Pb and chalcogen
atoms show increased thermal motion at higher temperatures,
with that of Pb being more pronounced. The results also
suggest that the relative displacement of Pb in the three
materials falls into the order PbTe > PbSe > PbS, which could
be attributed to the decreasing volume and/or increasing bond
strength. For PbTe, the RMSD of the Pb atom is �0.14 Å at
300 K, and �0.19 Å at 550 K. These are compatible with, albeit
smaller than, the values obtained from the molecular-dynamics
calculations in Ref. [15], and are a reasonable match with the
data in Ref. [11]. However, the low-temperature displacements
are rather a lot smaller than those suggested in Ref. [13]. On the
one hand, the present calculations do not include higher-order
anharmonic effects, which may be quite significant at higher
temperatures. On the other hand, these results suggest that a
harmonic description of the vibrations predicts large thermal
displacements, which increase substantially with temperature,
and which could in part explain the apparent off-centering
proposed in some studies. Further to this, we note that,
although there is a general mode softening around the Brillouin
zone in all three PbX alloys, none of the modes become
imaginary up to 600 K [40], which suggests the rocksalt
structure is stable to distortion at least up to this temperature.

C. Thermal conductivity

To complement the vibrational analysis, we also modelled
the lattice thermal conductivity κL of the three materials. It
is worth noting that these calculations do not include any
contributions from lattice defects or microstructure, and as
such the values represent the intrinsic conductivity of a perfect
crystal. Figure 5 shows the temperature dependence of κL

at different unit-cell volumes, and illustrates that volumetric
expansion significantly decreases the thermal conductivity.
From the curves corresponding to lattice temperatures of
�300 K (see Table II), we obtain 300-K values of 1.66, 1.01,
and 1.91 W m−1 K−1 for PbS, PbSe, and PbTe, respectively,
which compare favorably to literature values of 2.50 [49], 1.62
[49], and 1.99 [49]/2.2 [50] W m−1 K−1. The agreement for
PbTe is particularly good, and the 77-K lattice conductivity
of 9 W m−1 K−1, estimated from the 105-K volume curve,
is within 5% of the 8.68 W m−1 K−1 reported in Ref. [50].
However, we note that the larger deviations of the PbS and
PbSe results lead to an incorrect reproduction of the trend
in κL of PbS > PbTe > PbSe. Also, comparing the calculated
conductivity at 600 K with the data in Ref. [49], the
calculations underestimate κL by some two to three times.

The 300-K results also compare well to other calculations.
In Ref. [21], κL was calculated for PbS, PbSe, and PbTe from
the Gruneisen parameters of the acoustic modes, yielding
values of 4.29, 1.52, and 1.66 W m−1 K−1. The more
involved method applied in Ref. [10], which is similar to that
implemented in Phonopy, estimated both PbSe and PbTe to
have 300-K thermal conductivities of �2 W m−1 K−1, the
latter being in line with the similar work on PbTe in Ref. [23].
The molecular-dynamics modeling in Ref. [15] yielded around
3 W m−1 K−1, which is again similar to the other work. Inter-
estingly, the calculations in Ref. [10], in which the temperature
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FIG. 5. (Color online) Volume and temperature dependence of
the thermal conductivity in PbS (top), PbSe (middle), and PbTe
(bottom). On each subplot, lines are colored from blue to orange
in order of increasing volume. The volumes at which the calculations
were performed and the corresponding lattice temperatures are listed
in Table II.

dependence of the thermal conductivity was evaluated at a
fixed volume, appears to reproduce the high-temperature data
for PbSe and PbTe much better, which suggests that part of the
problem with the present calculations could be overestimation
of the high-temperature lattice constants, possibly due to
non-negligible defect formation at higher temperatures. In
keeping with this, the agreement with experiment improves if
the values are taken from the �300-K κL/T curves, although
κL is still underestimated.

A final remark regarding the accuracy of these calculations
is that, due to the significantly larger computational require-
ments of doing so, the thermal-conductivity calculations were
performed using only a 2 × 2 × 2 supercell. Since testing
showed that a 4 × 4 × 4 supercell led to differences in
phonon frequencies away from 	 [40], this may also explain
some of the discrepancies with experimental data and other
calculations. Nonetheless, the results obtained from these
calculations up to �300 K are in reasonable agreement with

experiment, and would suffice as an estimate, e.g., in the
absence of detailed experimental results for new materials.

D. Electronic structure

As well as low thermal conductivity, high thermoelec-
tric performance also depends sensitively on the electrical
properties of the material. We therefore used our results to
investigate the temperature dependence of the electronic band
structures of PbS, PbSe, and PbTe resulting from thermal
expansion of the lattice. It is well established that treatment
of spin-orbit coupling (SOC) effects is required to obtain
an accurate description of the electronic band structure of
these materials [17,18], including the magnitude of the direct
gap at L [17,18,51]. In particular, using GGA functionals
without SOC leads to overestimation of the PbTe gaps by
a considerable margin [17,18,21,22]. On the other hand,
including SOC with LDA or GGA functionals can cause the
valence and conduction bands to cross, leading to small or even
negative band gaps [17,21]. As a result, computing accurate
band structures requires hybrid functionals with SOC, or more
advanced electronic-structure methods such as relativistic GW
theory [17,52].

Table III compares the 4- and 300-K band gaps of PbS,
PbSe, and PbTe, computed with PBEsol, TPSS, and HSE03,
and with and without SOC. In line with other work, we
found that PBEsol underestimated the PbS gap at both
temperatures, whereas the PbSe gap was overestimated at
4 K, but underestimated at 300 K, and the PbTe gap was
consistently overestimated. Calculations performed with TPSS
led to reduced gaps, with the PbS and PbSe values being under-
estimated, and the PbTe gap still being a factor of 2 too large. In
general, including SOC in these calculations led to a narrowing
of the gap, but in most cases strong anticrossing effects were
clearly visible in the band structures [40], and led to strange,
and usually qualitatively incorrect, temperature dependences.
In contrast, the band gaps computed with a hybrid functional

TABLE III. Calculated values of the direct band gap at L in
PbS, PbSe, and PbTe, computed with the PBEsol, TPSS, and HSE03
functionals, with and without spin-orbit coupling (SOC) effects.
Values are shown for lattice constants corresponding to 4 and 300 K
(see Table II). The values are compared to the experimental data in
Ref. [53].

Eg,L/eV

XC Functional PbS PbSe PbTe

4 K PBEsol 0.20 0.18 0.65
PBEsol + SOC 0.14 0.21 0.03

TPSS 0.00 0.09 0.41
TPSS + SOC 0.32 0.42 0.17

HSE03 + SOC 0.25 0.13 0.19
Experiment 0.29 0.15 0.19

300 K PBEsol 0.26 0.23 0.69
PBEsol + SOC 0.08 0.15 0.00

TPSS 0.08 0.02 0.45
TPSS + SOC 0.24 0.35 0.12

HSE03 + SOC 0.32 0.19 0.23
Experiment 0.41 0.28 0.31
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FIG. 6. (Color online) Temperature dependence of the electronic
band structure of PbS (top), PbSe (middle), and PbTe (bottom),
calculated with the HSE03 functional including spin-orbit coupling.
On each subplot, bands are colored from blue to orange in order
of increasing temperature. The lattice temperatures at which these
calculations were performed are listed in Table II.

(HSE03), including SOC, are in very good agreement with
experimental data at 4 K; although, there is still a modest
underestimation at 300 K. As expected, the calculated values
are practically identical to the results in Ref. [17]. It was found
in that study, and also in the work in Ref. [52], that the GW
method gave a more accurate prediction of the 300-K gaps, so
it is likely that a more accurate treatment of electron exchange
and correlation could further improve on the results here.

Given the reasonable results obtained from the
HSE03+SOC calculations, we used this functional to in-
vestigate the temperature dependence of the electronic band
structures (Fig. 6). In general, increasing temperature leads to
an upward shift in energy of both the valence and conduction
bands with respect to the Fermi level. The largest changes
occur in the lower-energy parts of the valence band, and also
in some of the higher-energy parts of the conduction band.

A well-established feature in the band structures of the
chalcogenides is the presence of a secondary conduction-band

FIG. 7. (Color online) Temperature dependence of the HSE03
band gap at L in PbS (gold, triangles), PbSe (brown, squares), and
PbTe (green, circles). The dashed lines show the experimentally
measured dependence, based on the relationships in Ref. [54].

minimum at �, along the symmetry line connecting 	 and
K; for PbTe, a band convergence occurs at high temperature,
leading to transitions to � becoming dominant over those to
L [6,8,15]. While the convergence is not evident at any of
the temperatures studied here, on comparing the temperature
dependence of the direct and indirect gaps, the latter was found
to have a smaller temperature coefficient [40], suggesting
possible convergence at temperatures above 600 K. Moreover,
it is clearly evident that the L-� gap in PbTe is smaller than in
PbS and PbSe, alluding to the importance of this mechanism
in the good high-temperature thermoelectric performance of
the former.

Finally, we compared the temperature dependence of the
direct band gap to experimental measurements (Fig. 7).
According to these calculations, to good approximation the
increase is linear from 150 to 600 K, with coefficients of
0.33, 0.30, and 0.19 meV K−1 for PbS, PbSe, and PbTe,
respectively. However, the PbS and PbSe coefficients are
underestimated by roughly a factor of 2 compared to the
measured values of 0.52 and 0.51 meV K−1 [54]. As noted
in Ref. [8], this discrepancy may be due in part to the neglect
of electron-phonon interactions, as well as the effect of thermal
disorder on the band gap, in these calculations. However,
for PbTe, there are significant differences in the temperature
gradient below 300 K compared to the relationship in Ref.
[54], which point more towards issues with the ability of
HSE03 to capture the changes in electronic structure under
lattice expansion.

VI. AB INITIO PREDICTIVE MATERIALS MODELING

Concerning the general applicability of the methods applied
in this work, as shown in Sec. V A, the QHA with inexpensive
semi-local functionals can reproduce the temperature depen-
dence of structural properties such as lattice constants and bulk
moduli with reasonable accuracy. The good agreement with
experiment suggests that the quasi-harmonic approximation
is reasonable for small-bandgap semiconductors, and this
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appears to be the case even for PbTe, which is known to have
strongly anharmonic lattice dynamics.

The effect of temperature on several important material
properties, including phonon frequencies, thermal conductiv-
ity and electronic structure, is readily accessible from first-
principles, with at least “ballpark” accuracy. Given modern
computing hardware, this method is quite feasible for small-
to medium-sized systems, and provides a straightforward
way to study material properties at finite temperatures. For
some systems, this may not be necessary, but for others,
e.g. thermoelectrics, it may be very important. Finally, to
achieve the best results, we suggest the effect of different
functionals, e.g. LDA and different flavours of GGA, on 0 K
properties be investigated first, in order that the one which
best reproduces structural properties for a given system may
be identified. If poor agreement with experiment is obtained at
0 K, the discrepancies will most likely be magnified at higher
temperatures.

VII. CONCLUSIONS

In summary, we have performed a comparative lattice-
dynamics study of PbS, PbSe, and PbTe. Using the PBEsol
functional, we were able to reproduce the temperature de-
pendence of the structural properties of the three materials
quite well, in some cases with near-quantitative accuracy.
By considering the effect of temperature on the phonon
frequencies and atomic root-mean-square displacements, we
showed that, in the quasiharmonic approximation, the pro-
nounced mode softening seen in all three chalcogenides is
likely to lead to significant thermal motion. However, we do
not see any evidence for structural instability, in the form of
imaginary frequencies, up to �600 K. These findings provide
an additional perspective to the ongoing debate on the possible
off-centering of the Pb cation at higher temperatures.

Modeling the lattice thermal conductivity gave reasonable
results, although the significant underestimation of the con-
ductivity at higher temperatures is something that requires
further investigation—one possible explanation is the neglect

of lattice defects; another is errors in the high-temperature
volume expansion predicted within the QHA calculations.
Finally, the calculations in Sec. IV D show that the tem-
perature dependence of the electronic structure of the PbX

alloys, including the band gap, is a delicate and challenging
problem. Despite excellent agreement at �4 K, the HSE03
hybrid functional appears not to describe the temperature
(i.e., volume) dependence of the band gaps particularly well.
For high temperatures this could be related to errors in
the predicted cell volumes, as for the thermal-conductivity
calculations; however, the fact that the agreement is relatively
poor even at 300 K, when the predicted lattice constants
match experiment quantitatively, suggests a more fundamental
issue. For future work, the performance of more sophisticated
electronic-structure methods, e.g., variants of GW, may need
to be investigated.

While many of the results of this study have been reported
across previous investigations, performing systematic calcula-
tions on all three chalcogenides has allowed us to compare the
performance of this methodology for describing a variety of
important material properties, across a family of systems. As
noted above, the accuracy of the present calculations appears
to be generally better or comparable to those from LDA and
other GGA functionals, at least for these materials, which
suggests that PBEsol may represent a good balance between
efficiency and accuracy for similar systems. Overall, from a
methodological perspective we believe the approach adopted
in this work represents a powerful technique for investigating
the temperature dependence of material properties from first
principles, and as such is a valuable tool for material modeling.
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