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Summary

Texturing volume datasets is an important topic in scientifsualisation, surgical
planning, clinic application and medical education. A géexture model should not
only present the abstract information to the target usetralso give realistic appear-
ances to volume datasets. It should be developed on thedfadisnain knowledge,
user requirement and human factors. Unfortunately, setgdenlassified and clus-
tered volume objects are conventionally annotated with-neafistic colours to make
them different to their neighbours.

In addition, highly detailed textures are subjugated toin@krucial features im-
mediately noticeable. The subsequent loss of realism saaswentional visualisation
and illustration systems to become unconvincing and undabée.

Motivated by the demand aéalismfor volume objects in medical and entertain-
ment applications, we focus on image based realistic volemeering techniques.

Photos / images provide a variety of realistic visual efe&o we would like to
use these resources to texture map volume objects. Textok@te objects could thus
present sensible appearances to end users.

First, we propose projective modedor texturing volume objects. We usemantic
constraintgo guide the texture projection within volume objects. Wealepsplitting
layersto control texture penetration and volume self-occlusion.

Second, texture projection is guided througklalti-Dimensional-Scaling (MDS)
based.inear-Weighted Laplacian Smoothing (LWLf¢thod , which flattens plenop-
tic and cel based intermediate templates for texture mapjirparticular, the smoothed
intermediate template can be used to reduce sheared textyrgoroviding multi-
resolution representations of texcels. The smoothedntddiate template preserves
the areas of surfaces on volume objects. Highly detaileseelgps are offered based
on multi-resolution representations.

Third, the novelprojective modebridges image based realistic appearances and
volume based datasets. It lifts the restrictions (noniggalappearances, pseudo-
textures, etc.) of conventional Non-Photo-Realistic ()B&sed volume annotation.

In summary, the presented models have the potential to teadvieral important
applications which includearbitrary resolution enhancemennulti-layer isosurface
annotation direct splitting andtransfer functions More importantly, theealismin
photos / images could thus be transferred onto volume datdsameet the target of
perception and cognition based visualisation.



Vv

We do not build any explicit mesh models for texture manipataand volume
manipulation. The algorithms are implemented in contireuspace. The texture pro-
jection pipeline is implemented based on volume data setwerefore, our system
could also be used as a benchmark for testing volume vistialissystems.

The work has been presented at “Vision, Video, and Graptii6s Edinburgh)”,
“The 3rd International Conference on Computer Graphicslatetactive Techniques
in Australasia and Southeast Asia 2005, (Dunedin)” and @tk Eurographics Con-
ference (Dublin, Ireland, 2005).
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Chapter 1

Introduction: DSOR Representations
and Challenges in Volume
Visualisation

1.1 DSOR Representation and Realistic Appearances

Visualisation research focuses on exploring Discreteljm@ad Object Representa-
tions (DSOR) to provide stunning images and effective aBve systems [1]. The
variety of scanned volume data sets, for instance, of hurodieb, animals, art works,
vegetables, etc., are now commonly used in computer aromatirgical planning and
medical education.

“Do expert reviews work?” [2],“Is beauty enough?”, “Do thestinating demos of
visualisation demonstrate their usefulness rather thsirvjaual fraud and illusion?”,
these doubts draw our attention to the obvious gap betwesareh-focus visualisa-
tion systems and realism-focus medical or entertainmeuitcgtions.

Most existing scientific visualisation techniques focusnoeking the data intelli-
gible to target users. As a result, pseudo-colour techsigquecombined with selector
mechanisms to abstract interesting features of the dataet#y, small but important
features of the physical objects might be lost. Visual@athight be informative, but
it is unacceptable to novices, due to the loss of naturedigakppearance of physical
objects.

In contrast the research presented in this thesis is driyeadyeating the appear-
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ance as realistically as possible, thus extending volunesdss into many areas cur-
rently served by traditional techniques, such as surgreating and medical educa-
tion.

We recognise the importance of giving a volume data set akdppearance. There
fore, this thesis addresses a problem of texture mappinduaneodata set: to find an
appropriate representation of digital images that pravalknk between 2D, 2.5D, 3D
texture models and the 3D volumetric data set. We believanitbe the foundation of
many other image-related applications in the areas of velvisualisation.

The intuition behind our image based representation madtlda importance of
the roles played by images. Therefore we believe the cautioib of this thesis can
provide an appropriate tool to bridge the gap between hiddierctures of volume
datasets and the 2D, 2.5D and 3D texture information. Appbas that need realism
based volume objects, such as medical training, surgiealnghg, can be drawn from
this model.

The work described here is funded by the UK EPSRC researait valume
Animation”. EPSRC also support a related grant at the Usityeof Swansea. In order
to develop a coherent modelling scheme that brings togdikeretely sampled object
representations, to develop algorithms and methods fterdiit stages of animation
pipeline, and to develop a volume-based computer animaimkit, our collaborators
focus on developing novel spatial constraints and modelsgbtting and animating
volume objects. Here, my research focuses on texture mgmoilume objects and
providing colour fields (scalar fields) which can be used i @émimation pipeline.
The webpage of the project can be found at: http://www.¢B.hea.uk/van.

1.2 Contributions

This thesis gives a possible solution to realistic rendedghvolume datasets. Here,
“realistic” refers to transferring realism in images or pyonto volume objects, espe-
cially textures with detailed information in real appearas of physical objects [3, 4].

First, we present an imaged based approach to texture ngapimme datasets [39,
40]. The method is based on a projective pseudo-solid texhadel. A rendered in-
termediate template for texture warping is needed.

The rendered intermediate template is based on projectagping. Therefore,
texcels will be smeared over a relatively large area if theymojected onto a sur-
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face which is almost parallel to the direction of projectiddur second contribution
is the solution to this problem by flattening the intermeslismplate using Multi-
Dimensional-Scaling (MDS) and Linear-Weighted-Laplae&moothing (LWLS).

We focus on realistic texture mapping and high quality clogs for texturing vol-
ume objects. In addition, we introduce a meshless modegktuting volume objects,
that is, directly manipulating point clouds rather than stouct a mesh model as an
intermediate step for texture mapping and annotation.

In summary, the main contributions of this thesis are:

A projective texturing system which links 2D photos / imagesl 3D volume
datasets. The realistic texture featuring in photos / imagea therefore be trans-
ferred onto volume datasets.

e A point cloud smoothing method using MDS-based LWLS, whiltbves us to
flatten the intermediate template and thus match texturéeeshape of the
object. We can prevent texture twisting or tangling.

e A method to reduce shear texture, by using the flattened reexttiermediate
template.

e A multi-resolution representation of the flattened intedimée template, ren-
dered by directly manipulating point clouds rather thenpirag an abstracted
mesh model as an intermediate step.

e An algorithm to texture high quality close-ups, using tifedtened patches.

e A volume splitting model (based on projective semantic tayend a texture
atlas) to effectively control texture penetration and woéuself-occlusion.

1.3 Organisation

The rest of this thesis is organised as follows: A generalerewf texturing vol-

ume objects and new challenges for visualisation tasksiaea g Chapter 2. Scalar
field based projective texture models are introduced in @mne& The problem of the
texture shear effect that leads us to develop the surfaterfiag techniques (Multi-
Dimensional-Scaling) is described in Chapter 4. The probté texture tangling
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which leads us to develop the sufficient-condition soluflanear-Weighted-Laplacian-
Smoothing) is described in Chapter 5. Since we directlyetathe point cloud within
volume objects rather then warp a constructed mesh modexXarre indexing, multi-
resolution representations of flattened intermediate lat®ep are also given in Chap-
ter 5. The novel split models which are developed to conaxiure penetration and
volume self-occlusion are offered in Chapter 6. Finally,ma&ke concluding remarks
in Chapter 7. The detailed outline is given below.

e Chapter 2: Challenges and Background: Texturing Volume obgcts This
chapter will briefly review the history and the scientific kgound of the tech-
niques of texturing and annotating volume objects. In aoldjtperception and
cognition based visualisation techniques are also disduksre. It is worth
pointing out that perception based visualisation has becamimportant re-
search topic in the recent years. Our initial target is tagfer realism in pho-
tos/images onto volume objects, to preserve the percefxialre information
which is subjugated in conventional annotations.

e Chapter 3: Projective Texture Models This chapter starts by describing the
new projective texture models for texturing volume objettslso presents the
generic concept of semantic constraints which are usedgfibtirsg volume ob-
jects, spatially or logically; whereas, traditional fielchttions or spatial transfer
functions focus on solving specific visualisation probldms providing gener-
alised algorithms. Multi-level volume rendering, mukixture models, varieties
of field functions and spatial transfer functions could thesonsolidated into a
flexible and practical rendering system under such a semf@tatnework. The
projective texture primitives and illustrative colourrisder techniques (from il-
lustrative photos / image to volume data) are also desctibeel

e Chapter 4: Multi-Dimensional-Scaling Models (MDS) This chapter shows
how the Multi-Dimensional-Scaling (MDS) method can be agapto projective
texture models to flatten point clouds within volume objedtshows how the
texturing results can be improved by flattening the textatermediate template.
Traditional MDS smoothing method, the geodesic distance&Sviizthod and the
graph model based Euclidean distance MDS method are destusse.
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e Chapter 5: Linear-Weighted-Laplacian-Smoothing (LWLS) for Flattening
Point Clouds This chapter offers a Linear-Weighted-Laplacian-SmowlLWLS)
model to flatten point clouds within volume objects. Compavégth MDS
smoothing methods described in the previous chapter, wedstmate that the
proposed MDS-based LWLS method prevents the tangling deflat point
clouds. Here the MDS method is used to calculate smoothinghiseand
boundary conditions in LWLS. Edge length based smoothinighte are dis-
cussed.

This chapter also introduces the multi-resolution repregens of flattened in-
termediate templates. Using MDS-based LWLS smoothingrobmte render

the intermediate template using volume rendering teclasgie., direct volume
rendering (DVR) and direct surface rendering (DSR). Thigeti the resolution
of sampling positions are directly controlled by the siz¢haf areas of flattened
intermediate surfaces. The larger the area of the flattendedce, the more
sampling positions are allocated. Smoothing control artiite annotation are
based on direct manipulation of point clouds. We do not baig explicit mesh

models for data representation, neither for volume datarsatfor texture mod-
els.

e Chapter 6: Projective Masking Fields Novel splitting models are offered in
this chapter, to solve the problem of volume self-occlusiod texture penetra-
tion. The space is split into different semantic layers am@ach of them can
be textured independently. A texture atlas can be used totateneach layer
accordingly.

This chapter also gives a review of consolidating differantules into a system.
Some more results of the proposed visualisation and anootEchniques are
given. A possible application of intermediate templates$® investigated.

e Chapter 7. Conclusions and Future Work We finally make our concluding
remarks and provide an overview of future research origmtat
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1.4 Terminology

We will frequently use the word “realistic” to refer to theateappearances of physi-
cal objects. This not only refers to the colour realism intuex images, but also to
the texture features which contribute to the human pere¢piod cognitive process.
Unfortunately, such texture features are often hidden bwewtional visualisation
techniques. In addition, in terms of cognitive sciencetitive” refers to “immedi-
ate apprehension or cognition” [5], i.e, the direct undarding of the communicated
information.

We also use the word “isosurface” to refer to the point clooidievel sets within
volume objects. We do not assume the mesh model is the epohtimese discrete
point sets, whereas the graphics community usually does.

1.5 Datasets and Software

The volume graphics APMLIB: http://vg.swan.ac.uk/vlib/) is used to construct the
volume rendering pipeline. The original volume graphictegsand API functionali-
ties were described in Dr. Andrew S. Winter’s PhD thesis Téle development of the
semantic-projective texture model, semantic volumetspdif multi-dimensional scal-
ing and Laplacian smoothing, multi-resolution represemns of intermediate tem-
plate, and data-dependant interpolation were developaddisonal API functions by
the author of this thesis.

The matrix operations in MDS based LWLS smoothing, the cotoansferring
between illustrative photos/images and slices of volunta d&re implemented using
MATLAB(7.01).

The volume fish data was downloaded from the volume libranystrocted by
Dr. Stefan Roettger at the Computer Graphics Lab of the Usityeof Erlangen
(http://www?9.cs.fau.de/Persons/Roettger/libraryfe TTTHead data was downloaded
from VLIB datasets. The other datasets not explicitly mamid are constructed by
the author of this thesis.



Chapter 2

Challenges and Background:
Texturing Volume Objects

This chapter will briefly review the history and the sciewtifiackground of the tech-
niques of texturing volume objects. In addition, percepmd cognition based visu-
alisation techniques are discussed here. Perceptualigei@n has become an impor-
tant research topic in recent years. Our initial targeta@de with this, by preserving
realism, i.e., perceptual information in volume visudiisa. Realism is preserved by
directly transferring photographs or images onto volumjeab. As we will explain in
the following sections, we focus on developing image basatistic volume rendering
techniques, rather then constructing neuropsychologyandlogy-based perceptual
models for volumetric objects.

2.1 DSOR: Challenges in Texturing Volume Objects

It is commonly recognised that digital imaging technologyapidly become an effec-
tive way of collecting data and information. Acknowledgadthe enormous number
of captured images, screened videos, scanned volume thadaskpoint datasets, we
presented a generic concept describing these data refatses, that is, “ Discretely
Sampled Object Representations (DSOR)” [1].

DSOR defines a graphical model using collections of diskretesitioned sam-
ples. Therefore, it represents certain geometrical or iphlyproperties of sampled
objects.
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Example Sampling Modality Data Dimensional / Representatin
(physical property) Number of Channels Scheme
Black-white photography 2/1 2D regular grid
(light reflection)

Colour photographylight reflection) 2/3 2D regular grid
Raw laser scangli{stance to a plane 25/1 2D regular grid
Circular full-body scan 25/1 2D curvilinear grid

(distance to an axjs

Computer tomographyXtray attenuatioi 3/1 3D regular grid
Magnetic resonance imaging 3/1 3D regular grid
(relaxation of magnetized nucjei

Raw 3D Ultrasonographysfnic reflectioh 25/1 unstructured regular grid
Processed 3D Ultrasonography 3/1 3D regular grid
(sonic reflection

Electron microscopydlectron diffraction 3/1 3D regular grid
Spatial distance fieldsl{stance to surfage 3/1 3D regular grid
Spatial vector fieldsg.g., velocity 3/3 3D regular grid

3D photographic imagindi¢ht reflection 3/3 3D regular grid
Movies and videos 3/3 3D regular grid

(time-varying light reflection

Particle simulation results 4/1 time-series, 3D point set
(space-time position, elc.

Motion capture dataspace-time position 471 time-series, 3D point set
Seismic measurements 4/n time-series, 2D point set
(space-time density, temperature, gtc.

Table 2.1: Example data capture modalities, and their &misaracteristics and rep-
resentation schemes [1].

Unlike commonly used data structures in computer grapbi8§Rs lack geomet-
rical, topological and semantic information. Hence thegesignificant challenges to
develop texture mapping systems that directly operate @mth

Table 2.1 lists the major digitisation techniques widelgdifor acquiring DSORs
of real-life objects. As the literature on texture mappimgominated by surface-based
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modelling and rendering techniques, it is certainly sdegiconsider the deformation
and texture mapping of discretely sampled object repratiens in the context of
these techniques.

It is worth pointing out that discretely sampled object ssg@ntations let us re-
consider the effectiveness of modelling volume datasets.

This includes moving from grid-based volume graphics tonpbased volume
graphics and the multi-resolution rendering controls foinpbased surfaces, demon-
strated by Boubekeur et al. [7]. Therefore we believe mdatmg point clouds for an-
notating volume datasets can become a bridge connectiogreajraphics and image-
based texture models.

Here, the novel concept ##BVO: the point-based volume objg8{, are partic-
ularly interesting to us in that point clouds can become &ectfe representation of
volume objects, by using the technical framework of Cortdive Volume Geometry
(CVG).

When a digital object is captured in a DSOR, the much desrgébmetrical, topo-
logical and semantic information is not available. In otherds, we are facing the
abstraction of discretely sampled datasets as well as thergldy of true-3D repre-
sentations in the context of computer graphitkerefore, the challenge of this thesis
is to drive a paradigm shift from surface graphics to volumapipics.

The research will have several impacts upon computer geagnd its applica-
tions. In particular,

e it will challenge the concepts and methodologies of volumapbics by stimu-
lating techniques in the less-developed area of realislierwe rendering;

e it will shape new techniques that can benefit from DSOR bagplications such
as medical imaging and scientific visualisation.

Now we could easily scan a frog, a tomato, a skull, a human beadizard, and
so on, using digital imaging techniques. But how do we preséheir realism of
appearances?

Cyber artists have already demonstrated their artificiadfmater graphic charac-
ters, with charming, realistic, and lifelike charactedst Portraits of these characters
are so lifelike that it is hard to believe they are just conepgenerated [9].

So if the virtual characters have already stepped into thercworld in the 21st
century, why do volume objects still live in the stone age?
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Hence we focus the issues of the realistic appearance oé th8OR volume
datasets, in particular:

e image based texture models for volume datasets and higtdyetbclose-ups.

e lifelike applications in medical imaging and scientificwadisation.

Famous movies providing extremely realistic (life-likenflyetic characters) visual
effects include: The Matrix: Reloaded, the Matrix: Revaat The Lord of the Rings:
The Return of the King, The Hulk, etc. Twenty categories sl effects which are
widely used in creative fields were introduced by the Visutié&s Society (VES,
http://lwww.visualeffectssociety.com/) [10]. In compam to these stunning lifelike
CG characters (surface-based mesh models), researchlstically rendering vol-
ume objects (characters) is still in its infancy. There aréas only a few pieces of re-
ported research which focus on manipulating the volumeblédilan dataset through
skeleton based motion controls [1].

As shown in Figure 2-1, continuous models with snake-bognoepresentations
for image-based characters were presented by Froumerdiniat [11]. Since tradi-
tional interpolation methods will blur the sharpness ofexignd degrade the quality
of texture features, especially the tiny texture featumnedem warping and morphing
operations, their continuous models maintain the shagokedges and the smooth-
ness of flat areas to eliminate the noticeable visual flaw$ewhe digital character is
under deformation.

Another example is given in Figure 2-2. Here, the fire, thesteband the human
body are all DSOR based volume datasets [1]. These voluneetsigould be manipu-
lated using spatial transfer functions independently 132, Unfortunately, the human
character was rendered without any realistic appearance.

Under such circumstance, it is highly desirable to pushegnd based techniques
and visualisation based methods to a practical level. larotfords, even without ge-
ometrical, topological and semantic information, we wdikd to recover one critical
factor for volume objects: realistic appearance.
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(a)Snake model of swan (b)Arbitrary warping (c)Digital qoosition.

Figure 2-1: 2D DSORs can be deformed using a 2.5D renderidgcamposition
system [11].

The Visible Man was about to barbecue a lobster (left) andabster exploded (right)

Figure 2-2: Splitting of a lobster using a block-based apphoin conjunction with

motion of the Visible Man. Both the lobster and the Visible iMare defined using
discrete volume representations and the fire is defined aspigcedural volume rep-
resentation [14]

The core of most mainstream pipelines is surface-based liimgdand rendering.
Extracting surface models from digital imaging data is ingr@l a complex and often
ineffective process. The direct use of such surface basedislasually restricted to
traditional texture and environment mapping. In additisome volume-based tech-
niques are also restricted to modelling and rendering ahoup objects, such as fire
and clouds. However, as we will demonstrate in this thesikjnae objects could be
presented from 2D imagery data (for external specificatmmnstance, laser scanning
range data) and 3D imagery data (for internal specificafarinstance, MRI and CT
data), that s, bringing the DSORSs together through a noatetrent modelling scheme
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2.2 Mesh models for Texturing Volume Objects

Mesh based graphic models are widely used. Some successfill based digital
models are: the female character “Dawn” presented by N\ithd, the “dinosaur”
characters in “The Lost World: Jurassic Park”, the “Golluahiaracter in “The Lord
of The Rings: The Two Towers”, and the “Shrek” character in&X”, etc. In order
to achieve such success, processes of intuition, desigatity, selection, critique
and refinement were extensively gone through. Many advamaetilling techniques
were used, for instance, free-form curved surfaces, deftoms, physical simulations,
surface colouring and reflections, multi-layer models, smon [10].

Unfortunately, there are not so many techniques for tex¢upPSOR characters.
The common techniques are based on converting the disciseipled datasets to
mesh-based geometrical objects. Such conversion ingyitatuses on the exterior
information rather then the interior information found iSOR objects.

In this section we will briefly review the volume based meshegating algorithms
and their advantages and problems.

2.2.1 Mesh-generating: from voxel to polygon

One way to use a volume model is to choose an iso-surfacenvitirivolume, create
a mesh to fit and then to texture and render it with a convealisarface renderer.
Numerous methods have been developed to abstract surfaces/élume objects.
Detailed discussions from the volume visualisation viempare given in Jones’ PhD
thesis [16] and Satherley’s PhD thesis [17]. Here, we focusm@ generic categories:
surface tilersandsurface tracker$l7].

Surface tiling

Surface tiling (iso-surfacing) is to traverse the entiréadat to extract surfaces com-
posed of geometrical primitives. Lorensen and Cline’s Marg Cubes is one of the
most popular surface tiling techniques [18]. Marching Gijlas the eponym suggests,
is to iteratively place a cube over cells of datasets. Tiigatgons can be further de-
termined as part of the iso-surface contained in a cell. Ts#ipns of the vertices of
triangles, which represent the iso-surface, can be inkatgub using the relevant ver-
tices of the cube. The surface is thus produced from didgredenpled representations
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of scalar fields of volume objects, i.g,:R>—R2.

In recent years, many techniques have been presented toviendiarching Cubes.
Examples include the algorithm presented by Lewiner et @aleliminate both face
and cell ambiguity [19], the real-time adaptive iso-suiriganethod presented by Hei-
drich et al. [20] to improve the efficiency of computing, andesnded marching cubes
presented by Kobbelt et al. [21] to preserve sharp features.

Note that Kobbelt et al. [21] used normal information to ree sharp features.
The crucial step in their algorithms focuses on accuratelgifig the intersection
points of tangent planes of zero-crossing points. This otethas further employed
by Ju et al. in their dual contouring algorithms [22], whiabntbine the extended
marching cubes presented by Kobbelt et al. with $luefaceNetsnethods presented
by Gibson [23]. In particular, Gibson demonstrated thatt gplying a gradient oper-
ator to the grey-scaled volume data does not always prowjded estimate of surface
normals [23]. That is, normal directions and magnitude mey ynuch more than we
would expect the surface normals of volume objects to vasyn&normals even point
in inverse directions, a case which might potentially leaddge flips.

Even though the previously mentioned methods can, to soteatepreserve sharp
features and prevent holes and cracks, they still suffen fimbiguous cases and may
have holes due ttopological errors In other words, these methods may introduce
another problem of inter-cell dependency [24]. Such istdl-dependency, which is
introduced by edge-flipping operations, may cause the effagi of the whole algo-
rithms to become lower.

Recently, a notable method to improve marching cube algostwas presented by
Ho et al. [25]. They presented a novel solution to the presipdiscussed problems
of surface extraction from volume data. Given a marchingecufocan be unfolded
into six marching squares. Each square is processed indepiéyr The generated
segments on these faces are put back to 3D to form componBytdoing so, the
goal of being adaptive without performing crack patchin@aéhieved. In addition,
face ambiguities can be resolved in 2D by resolving the aotaig faces. Finally, the
resulting components are triangulated to generated theudace.

Surface tracking

Surface tracking algorithms [26] focus on two steps: findedgeoint on the surface
and then track the iso-surface through the volume. The échedo-surfaces are con-
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verted into cell faces. The final surfaces are representeallisy of connected cells,
for instance, connected edges, connected faces and cednettexes.

Once the iso-surface is abstracted as a mesh model, thenbeazndered by any
conventional computer graphic system, like Maya, 3DS, Anietic. However, these
volume originated surface reconstruction techniquelshstile some disadvantages, for
instance, single surface representation, expensiverpgsing, and cracks in multi-
resolution meshes.

Abstracting iso-surfaces from volume objects typicallguaaes a mesh represen-
tation as the final output. However, in the following chaptef this thesis, we use
direct surface rendering (DSRY calculate positions of iso-value (level-set), rather
than constructing a mesh model. We do not construct any mestelsithroughout
this thesis.

2.2.2 Holes, cracks, topological errors and simplificatios

Cracks, holes, ambiguity, topological errors are commafbl@ms of surface extrac-
tion techniques. The previous subsection gave a brief wewfealgorithms for ex-
tracting surfaces from volume data. Here, we discuss ancttegory of extracting
geometry from DSORSs, i.e, surface reconstruction from foaéa. A detailed discus-
sion will be found in Chen et al. [1].

Many data acquisition techniques (e.g., laser range segnf@7] and alpha matte
acquisition [28]) generate highly accurate output in thenfaf an arbitrary set of
points in space. Highly accurate geometric models of cormplhgsical objects could
be acquired through such scanning techniques. Where tipemies of these points
cannot be discerned directly, they must be inferred algarically. Because of noise
and imperfections introduced in the acquisition stagees$iotracks and topological
errors become much more serious and can not be eliminateg wginear techniques
and enhanced lookup tables. Therefore, such surface itegctirsg algorithms list
noise tolerance as a priority.

Practical issues relative to these static DSORs based agps are, for instance,
obtaining a mesh which is free of holes and inconsisten@@kdnd inter-cell depen-
dency due to topological errors [30]. In Figure 2-3, the lafage is the photograph
of the head of Michelangelo’s David. The right rendered isnagows a section of
the hair. Because of the scanning inconsistency (sellustmh: a geometrical incon-
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sistency), holes and floating islands exist even after sngrfrom different viewing
directions and positions [31].

Note that in [31], Davis et al. focused on the situation in ebhholes are too
geometrical and topologically complex to be filled usingrigulation algorithms. In
particular, they pointed out that for multiple boundaryd®ltopologically inflexible
methods may fail to find valid manifold surfaces.

Figure 2-3: Geometrical inconsistency: Holes and floatslgnds exist while gen-
erating mesh models for the discretely sampled David. Hotedd be filled using
volumetric diffusions presented by Davis et. al in [31].

In the digital Michelangelo project [27, 31], an ideal sadaextracting technique
was defined as having the following properties:

e geometrical consistency of producing a manifold, non-se#rsecting surface.

e geometrical consistency of tolerance to scanning noiseysions, equipment
imaging or calibrating errors, etc.) and functional erfdos instance, low object
reflectance, extreme specularity and surface scatteritg).e

e practicability of using all available modelling informati.
¢ scalability to billions of samples.

e topological consistency with multi-boundary components.

A flexible topological noise removal method was presente@hbgkov and Wood
in [29]. An out-of-core algorithm for isosurface topologgnplification was described
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by Wood et al. in [32]. As shown in Figure 2-4, topological sembecomes obvious in
the progressively close views.

Bas

Figure 2-4: Topological inconsistency (an extraneous legrekists while generating
the mesh model for the Budah [32].

Note that the ideal isosurface of the Buddha statue showiguré&2-4 has genus 6 [29,
32]. A handle is a toroidal region of the surface with genug¢Ref. detailed discus-
sions in [32]). In fact, the real reconstructed surface hersug 104, because of the
extraneous topological handles. These topological atifaecome obvious in close-
ups.

From the view point of surface reconstruction, these extvas handles create se
rious problems for any further geometrical processinghssomesh simplification and
smoothing. Also, these topological artifacts hinder thecpssing of texture mapping
and remeshing. In addition, in medical MRI, topologicalansistency may result in
failures in organ fitting, feature registration, and clasations. (Ref. detailed discus-
sions in [32]).

Wood et al. achieved their simplification methods by digeoperating on volume
representations. They remove topological defects in auigace rather then repairing
defects on the constructed mesh model [32].

2.3 Smoothing Mesh Models

2.3.1 Mesh inversion

Mesh models such as triangulated surface models and tdtedlvelume mesh models
are often used to represent DSOR objects. Moving both tHfamesh model and
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the volume mesh model are common operations in surgicahigncrash simulation,
and volume animation.

During the operation of mesh moving, the boundary domairhefrhesh models
as well as the internal vertexes of the mesh models are up@ateach time step.
However, mesh invertibility is a common problem in mesh mgviln other words,
if the element of a mesh model is inverted, then the topoldgitucture of the mesh
model will be changed. Holes and cracks might appear.

A good mesh-moving method should avoid any element invei@nal preserve the
topology of the mesh model. Mesh smoothing techniques ssitfaplacian smooth-
ing, Winslow smoothing, mesh refinement, mesh coarsenidgreesh enriching, are
often used to improve the quality of a mesh during manipoietiperations. However,
the computation expense and the lack of theoretical guagarior resisting inversion
are the main weak points of these conventional techniques.

Preserving the connectivity of the mesh model is an impofeature for annotat-
ing volume objects using our image based projective textwdels. Our initial targets
are realistic texture mapping and high quality close-upsaifmotating volume objects.
Therefore, the intermediate template should be furtheroshea in order to improve
the warping quality of texture images. In practice, bougdasnditions should be
satisfied when using mesh-model based surface flattenirfgpohe{33].

We noted that the Linear-Weighted-Laplacian-Smoothingha presented by
Shontz and Vavasis [34] addressed the same consideralibasmportant feature of
their methods is that theonnectivity of the mesh model under warping is not changed
As we will explain in Chapter 5, we will use this in our textumapping and annotating
system.

2.3.2 Laplacian mesh processing/smoothing

Laplacian operations for geometry processing are paatityuinteresting to us. Lin-
ear operators, mesh editing, shape approximation, meshirfgtand morphing, are
becoming common techniques [35]. As Sorkine pointed ouf, [@Scretely sampled
point clouds that are used to construct mesh models are liegdrghly detailed,
noisy and complex. The crucial characteristics of a pratticesh operation frame-
work include: (1) detail-preserving operations; (2) lineperations; (3) efficient shape
representation.
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Using a Laplacian Mesh processing framework, we can reptesesh models
using their differential properties, derived from certhinmear operators defined on the
mesh. These linear operators represent conventional medalsnin the differential
based supporting bases, which benefits various manipulagierations.

Differential mesh representations preserve local desaith as the size, the orien-
tation and the shape of local geometrical structures.

The linearity of the operations make mesh processing aificie

The concept of manipulating and modifying a mesh model whikserving the
geometric details (connectivity) is also a crucial featare application of annotating
and texturing volume objects. Given a Laplacian represemtaf a mesh model, the
local differential representations, which are indepemndéthe absolute coordinates of
vertexes in Euclidean-space, play key roles in mesh-edaerations and preserve
directions of the local geometrical structures.

Several types of local surface representations employi@d.aplacian framework
have been presented elsewhere, for instance, partiatipsit surface mesh repre-
sentations [36] and-coordinates based representations with spatial bourwtangi-
tions [37].

2.3.3 Geodesic based multi-dimensional-scaling (MDS)

Matching a 2D image onto a flattened object surface couldilplgydsecome very te-
dious under some circumstances. Therefore, Zigelman pteaénted a novel texture
mapping method by using Multi-Dimensional-Scaling (MD33]. The advantages of
their Geodesic MDS methods are that mapping a set of 3D pomtdjects into a flat
2D domain. Their method yields minimal changes of the Eediddistances between
the flattened corresponding points.

The key points of their methods are first calculate the geodhstances for each
pair of vertex pairs on the volume object, then using thisdgs@ distance matrix
to flattening the 3D points cloud onto 2D Euclidean plane. @teantages of their
methods are of particular interest to us in that, after fhaig the 3D points on the
surface of the object, the texture image can be possiblyadamnto the 2D Euclidean
plane directly.

Such methods allow us to improve the shear effect of prejectiapping by di-
rectly manipulating a 3D point cloud by, for example, flattgnthe 3D point clouds
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within the volume object. Note that in their algorithm, theface model must guaran-
tee the existence of geodesic-paths for each pair of the 820

2.4 \olume Texture Models

2.4.1 Solid textures and other 3D textures

Direct rendering methods which avoid the need for interaedneshes [6, 39, 40, 41],
are with the particular advantage to us.

Winter was the first to adopt Bier and Sloan’s two-part textmapping for textur-
ing volume objects [6]. His work consists of a projectivetter method for volume
objects. We use this in our approach; in addition, we offereh@emantic coher-
ent models to control texture extruding through the volume t&xture smearing over
large areas [39, 40]. In this section, we will briefly revidve ttexture mapping tech-
niques in volume graphicsFgr more detailed discussions on volume graphics please
refer to the PhD theses of Winter [6], Satherley [17] and Roa [42])

Image mapping is a recognised shortcut for simulating sertdnaracteristics. It
enriches the surface shading process by using images téasensurface texture and
some other important attributes such as roughness andtrgfie@ambient reflection,
diffuse reflection, specular reflection, etc.). Some tyjpiceage maps include: en-
vironment maps, colour maps, procedure maps, bump andadespkent maps, trans-
parency maps, etc. Typical image mapping projections defiat projection, cubical
projection, spherical projection and warping projectidf][

One research topic of volume graphics is increasing phalisre by introducing
surface graphics techniques such as shadows, reflectioactren and illumination
into volume rendering. Volume based non-photorealisticlezing (NPR), hypertex-
ture and bump maps were also developed. Unfortunatelye tteehniques have yet
to produce realistic appearances for volume objects. Testof real physical objects
around us depend not only on colours and physical charatitsrbut also on human
perceptual and cognitive factors.

One advantage of volume graphics over surface graphicsigekturing can be
performed on a volumetric object as a preprocess prior temrng, rather than as the
final matting process in surface graphics [17]. Therefouecassful applications of
amorphous effects like fire, hair, glow and melting have l#®monstrated using solid
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textures, procedure textures, bump maps and hyptertex{érel4, 43].

Solid texture was presented by Perlin [44] and Peachey [d&pendently in
1985. It is designed for overcoming the limitations of paetnic texture-mapping
techniques, for complex surfaces which may not have paranfetms. Only a lo-
cation in space of the surface point needs to be determimezhfih screen pixel onto
which the surface projects. A texture value is establishe@valuating a procedu-
ral spatial texture function. This eliminates surface ooldiscontinuities because of
poorly-drawn textures or poorly-defined surface paramseterocedural solid textures
by definition have infinite precision and are, thereforetahle for close-up viewing.
Note that, even though procedure texture by definition hiasiie detail, it does suf-
fer from “minification aliasing” (several texture elemeani® projected onto the same
screen pixel) if texture frequencies are above the Nyquist bf the texture raster [47]

In its basic form solid texture is a function of space, nothaf bbject. Addressing
this, Carr, Hart and Maillot [48] described the solid map neet This generates a
2D texture map from the solid texture, for each polygon ofrtiadel. These textures
are then glued to the polygons in the usual way, with the adggnthat the textures
move and distort in the same way that the surface does. Thimiajor advantage for
animated, flexing objects. Moreover the texture is no lomgtermined at screen res-
olution, with significant gains for image quality controlhi§ was further investigated
and presented as the meshed atlas method by Carr and HartQ#4@] attraction of
their approach for us is that it combines the infinite dethp@cedural texture with
the generality of 2D texture image mapping.

Hypertexture is also a space function, one which manipsithe3D regions around
surfaces of volume objects. Given an iso-surface of an ghjee 3D space is repre-
sented by three states, inside the region (represented tystant scalar value), out-
side the region (soft region, modeled by a scalar value fomciand the boundary
(conventionally assigned a value of zero). Hypertextufeces can be achieved by
manipulating density modulation functions (DMF) in thets@fgions,D(p), through
the following repeating operations:

H(D(p),p) = DMF,(...DMF,(D(p))))
wherep represents the 3D position within the soft region. As Mikerd Jones sug-
gested [43], distance field volume representations, hgpentes, bump maps and pro-
cedural texture techniques can be flexibly combined togetheonstruct an efficient
GPU based renderer.
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Owada et al.’s work on texturing volumes [41] concentratestatic illustrative im-
ages, with the “interior” texture being applied to the crgsstions. In their method,
internal textures can be browsed by cutting the illusteativesh models at desired
positions. In particular, the designer must provide gugdimformation to set up the
correspondence between the cross-section and a referBniceage of internal tex-
tures. Such guide information is stored with the mesh mofigleotarget object. The
system can thereafter synthesise internal textures whiche visualised on any cross-
section. There is no need to maintain any volumetric datardfbre, their technical
contributions are: first, the interfaces that are used tiga$sxtures to a given surface
mesh; second, the algorithms that synthesise texturesoss-sections using 2D im-
ages. Their system could enrich human communication inrgesasuch as medicine,
biology and geology, etc.

Their method does not readily generalise to dynamicallying cross-sections.
In fact, providing guiding information throughout 3D spaoéht be hypothetically
similar to the scalar field based volume modelling techrsciescribed by Winter [50]
using lathe and sweep control.

Owada’s methods focus on providing realistic internaluex$ of mesh-based ob-
jects using illustrative images. Similarly, Winter's atgbms offer heterogeneous in-
teriors and amorphous effects from swept volume objectse iftportance of con-
structing image based 3D textures and image based volureetslig obvious.

A generic model of image-swept volumes was introduced byt&iand Chen in
[50]. Their 3D trajectory functiong(u), can be extended to other spatial functions,
for instance the projection functions widely used in tegtarapping [10]. As we will
demonstrate in the next chapter, projective texture mazhisthus be constructed in
the same manner by stacking pixels in 2D image templatestbeteoxels swept by
3D indexing functions.

The concept of an image-swept volume can be described [5Q@snalising a
given imagen, xn,, onto the sweeping templatei(z, y), 0<z,y<1. The 3D trajec-
tory function can be defined as:

(L(u) = (aw(u)v Qy (u)v A (u))7 Upmin <U<Upqz

where (a,(u), a,(u), a.(u)) give the 3D positions running along the trajectory. As-
sumer(zx,y, u) is the affine transformation which changes the orientatiwhsize of
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the templaten(z, y) along the trajectory.(u). The swept volume can be defined as
I' = {71, 72, ...}. This model contains instances of mapping points in a sweepim-
plate to positions in the volume. The instance can be defised,a=< p;,v; >,
wherep; is the point in sweeping template,is the position in volume. Integrating the
transformation functiom, the instance function can be defined as:

Y(z,y,u) =< r(x,y,u) +alu), m(z,y) >

So given a poinin(z,y) and a 3D trajectory positiom(u), an instance can be gener-
ated by shifting the transformed poirtz, y, u) onto its new 3D locatiom (z, y, u) +
a(u). By substituting 3D trajectory functions with other indegifunctions and by
adapting other transformation functions, we can extencgbwe sweep models to a
more generiémage based indexing volume (IMIV) model

Both Owada’s and Winter’s techniques acknowledge the itapoe of 2D images
by using them as original texture templates to construcBecontents of volume
objects. In fact, from their papers we can conclude that 2@ute images produce
some stunning images of the constructive volume objectsréfbre, there is no doubt
that textures from 2D images can be sufficient, consistethipaactical to reproduce
the lifelike appearances of physical objects for virtuak¥characters.

Texture synthesis models construct 2D or 3D textures whiehsamilar to their
reference images. A detailed discussion on texture syistess presented by Wei
in his PhD thesis [51]. Four categories of 3D texture synthakorithms are: fre-
quency domain [52], pixel-based [51, 53], patch-based g% non-periodic tiling
and sampling [55].

The need for a high-quality and realistic appearance of amelobject was also
addressed by Wang and Mueller [56]. They use constraingégreegynthesis to extend
image-guided detail enhancement to multiple levels ofesddéw detail is synthesised
to match the local data, scaled appropriately. They dematesthis both in 2D (a
“virtual microscope”) and in 3D, for volumetric viewing. € use the termsemantic
zoomingto express this; that is, “each level of detail stems fromta daurce attuned
to that resolution”.

For our interests, colour information in illustrative inesgcould also be transferred
to voxels in volume objects [57, 58, 59]. As Lu and Ebert desti@ted in [57],
volume illustration can have more clearly delineated dijeenriched details, and



2.4\olume Texture Models 23

artistically visualised volume objects. Colours are tfanmed based on the clustering
and similarities in the example (illustration) images antime objects.

As previously mentioned, Winter used instance functigofs y, ) to construct
swept volume objects from image templat¢z, y) [50]. Colour information and in-
tensity (geometrical) information are constructed in théy. In fact, Lu and Ebert’s
technique, which uses clustering, mapping and transfemneadstto construct the colour
indexing function, can be used as an optional candidatestamge functions in Win-
ter's swept volume model.

It seems that research has shifted from 2D texture imagasdgea-based volu-
metric textures. As Sousa et al. offered in [58], tremmphaticrendering system can
produce images that simulate pictorial representatiangydth scientific and biomed-
ical visualisation. Their system combines traditional andel illustration techniques,
to guide and facilitate the learning of complex biomedicérmation, i.e, structural,
functional and procedural information.

2.4.2 Projective texture models

A texture mapping process which does not require uv-parzation of the recipient
surface was presented by Bier and Sloan [60] in 1986. Tharei first mapped onto
a plenoptic intermediate surface (t8enapping) and is then projected onto the object
(the O-mapping). Intermediate surfaces tend to be simple ge@rakprimitives such
as a cube, sphere or cylinder.

When we use direct volume rendering of a volume dataseg ikero surface onto
which to map texture directly. However we can use two-patiuie mapping and we
will make use of this in our method. To do this will require theerse functions of the
Smapping and-mapping.

Environment mapping [61] simplifies ray-trace renderingif@ating the environ-
ment as a 2D projected image, which is typically representesispherical, cylindrical
or cubic plenoptic surface. This is then treated as the ilhation of the object con-
tained within the plenoptic surface. This idea of mappirgwlorlid onto a surface has
other uses and we will use it in our method.
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2.4.3 Annotating volume data

Annotating volume objects is an important task in visuaisaand surgical planning.
As Kniss et al. [62] and Tzeng et al. [63] demonstrated, rdittiensional transfer
functions split the 3D space into different semantic layerd thus segment and clas-
sify volume obijects effectively, for example by extractspecific material boundaries
and conveying subtle surface properties. We see that, Wéltviewpoint of volume
rendering based texture mapping, transfer functions niyt leelp us to classify the
volume object into different layers but also tell us the lomas of where appropriate
textures could be applied. Therefore, transfer functicars lee used during the vol-
ume rendering to manipulate and guide texture placementveéddemonstrate in this
chapter, our 2.5D texture engine is constructed by usireptbomponents: projective
texture mapping, transfer functions and volume rendering.

2.4.4 Interpolation methods

We note that image-based texture maps have their advantégeg do not require a
procedural definition but only expect the user to providexelpmap containing the
texture. This supports a very general class of texturesitmatya at a fixed resolution.
There are techniques for enhancing the resolution of anemsgthere is promise in
using a texture map for its generality while interpolatingher-resolution texture on
demand.

Candidate interpolation techniques include bilinearubic or cubic B-spline in-
terpolation; and feature-based methods such as edgedatinetéerpolation (EDI) [64]
and the new edge directed interpolation (NEDI) [65]. Thesald be used to regen-
erate the texture image with high resolution. Su and Wil6, [67] describe a fast
method which takes edge information into account, in ordeetain visual sharpness
when the image resolution is increased.

2.5 Multi-dimensional Transfer Functions and Pseudo-
Colour Information

Realistic appearances of volume objects become more aralimportant for surgical
planning and entertainment. The motivation of illustratwsualisation was described



2.5 Multi-dimensional Transfer Functions and Pseudo-Colour hformation 25

as: “An illustration is a visualisation such as drawing,ntisg, photograph or other
work of art that stresses subject more than form. The aim adlf@stration is to elu-
cidate or decorate a story, poem or piece of texture infaongsuch as a newspa-
per article) by providing a visual representation of sormgjldescribed in the text”
(Wikipedia, [68]).

Here, techniques depicting and illustrating isosurfapesticular those which do
not extract explicit surface geometry (meshes or functiomadels), are particularly
interesting to us. These techniques were implemented ohatis of direct volume
rendering and direct voxel manipulation, that is, they dbaomstruct mesh models
as intermediate steps. Therefore, there is no worry abeuifacts of mesh surface
extracting algorithms described in the above sections.

Detailed discussions on illustrative visualisation [68¢lude: human visual per-
ception and illustrative aspects of art, illustrative aramh+photorealistic rendering,
illustrative visualisation for isosurfaces and volumesas visibility in visualisation,
interactive volume illustration for medical and surgiaaining, and illustrative visu-
alisation for surgical planning.

Extremely large datsets and multi-channel visualisatismgch lack sufficient ge-
ometrical, topological, and semantic information, areidggpchallenges in medical
and entertainment visualisations, where it is necessacproey real-time manipula-
bility to end users. Some practical annotation techniquediacussed in the following
subsections.

2.5.1 Deferred shading

Common isosurface rendering techniques in the volume relgleommunity are ray-
casting methods, which are based on ray-isosurface icteyss [70, 71, 72]. Shading
calculations in these algorithms are conventionally etestwn all voxels. Because
of the complexity of shading computation, real-time vissetion applications can be-
come impractical. Therefore, tii¥eferred Shadingechnique, shading only for visible
voxels/pixels, was described by Deering et al. [73], Lastral. [74], and Saito and
Takahashi [75], to improve computing efficiency. Using atilog.point image which
saves the ray-isosurface intersections as its input, ttietgue thus reduces its com-
puting complexity from voxels in volume spaces to pixelsha final output.

Deferred shading techniques provide two crucial advastémemanipulating vol-
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ume data: first, the effective representation of volume epgaice, the visibility infor-
mation of voxels during rendering; second, differentidbrmation, colour mapping
of curvature magnitudes, flow advection along curvaturedtions, and solid textures,
can be applied to isosurfaces. Curvature magnitudes wsnahsed by mapping them
to colours fiot textureyvia one- or two-dimensional transfer functions. Surfacecs
tures such as ridge, valley lines and silhouettes can beredé&nd annotated accord-

ingly.

2.5.2 Multi-dimensional transfer functions and hierarchical trans-
fer functions

Transfer functions are designed for classifying datagatsd volume rendering. Opti-
cal properties like colour, opacity, refraction and reflectoefficients can be assigned
to theclassifiedvalues the datasets consists of.

Hladuvka et al. [76] define a transfer function as:

FixFyx.. . xEF,—O0;x0y%...x0,, (2.1)

whereF;,i = 1,2, ...,n are scalar fields);,i = 1, 2, ..., m are optical properties. The
above transfer function is therefore defined as a mapping &aartesian product of
scalar fieldg” to a cartesian product of optical properties

It is not an easy task for end users to develop useful trafgfations for their
applications. Discussion of generic transfer functiorsigmsng opacity, colour and
emittance properties were offered by Lichtenbelt et al].[The extended categories of
transfer functions include: optical model [78], first and@ad derivative model [79],
image model [80], topological model [81], interactive nHalimensional model [82],
banded widget model and vector calculus operators (i.aigma magnitudes;U|,
the Laplaciar/*U, vector magnitudél/|, and curvaturesy xU|) for flow visualisa-
tion [59].

The geometrical structures of iso-surfaces were mainlyessmted by gradient and
curvature information, for instance, principal curvataragnitudes:,, k-, and gradi-
ent vectorg = (g,, g4, 9.). Colour mappings of mean principal curvature magnitudes
(k1 + k9)/2 and Gaussian curvatuke = ko can be constructed via a 1D colour lookup
table. Colour mappings of other geometrical structuressorsurfaces can be calcu-
lated using two-dimensional curvature magnitude trarfsfiections, (%, k2). Typical
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applications of curvature-based transfer functions caselea in [76, 83].

The transfer function mapping principal curvature to coland opacity can be
defined as [76]:

T ki Xky—RXGXBXa«

Figure 2-7 shows an analytic example of a curvature-basedfer function given
by Hladuvka et al. [76]. The@seudo-coloursn the domain of the two-dimensional
transfer function are transferred to the 3D scalar valuesrding to their principal
curvatures. Such a definition is useful to distinguish amsimapes, set smooth transi-
tions, and set transfer functions.

Some volume rendering techniques, (for instance, texplegssfor 3D scalar and
vector field visualisation presented by Crawfis [84], and flmlmes for interactive
vector field visualisation presented by Max et al. in [85Bnoot sharply focus on
interesting features while still representing the threeeahsional structure [59, 86].
Svakhine et al. offered illustrative style transfer funos, extended 2D transfer func-
tion widgets and new banding transfer function widgets,nioagce the accuracy and
perceptibility of their flow visualisation system [59]. Hgrwe refer to hierarchical
transfer functions as multi transfer functions which caodditeratively applied to dif-
ferent materials during rendering.

Figure 2-5: Principal curvature based colour transfer tionc(left) and the rendered
cube [76].
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2.5.3 lllustrative enhancements

lllustrative enhancements inclutbeundary enhanceme(tioundaries between mate-
rials are areas with high gradiensjlhouette enhancemehodifying the opacity ac-
cording to the dot product of view-vector and gradient ve¢tketchindif the silhou-
ette term is small, then it is assigned with lower opacitgges colouring (modifying
colours rather than opacity), tone shading and illumimgtaistance colour blending
and feature halos. Detailed discussions on interactiverwelillustration for medical
and surgical training were given by Ebert [87].

Some other illustrative enhancement techniques inclugereaxental advection,
photographic flow visualisation, advanced two-dimendifuactions, focal and con-
textual illustrative styles, novel oriented structure @mtement techniques, to allow in-
teractive visualisation, exploration, and comparativalygsis of time-varying volume
datsets [59].Interactivityand flexibility are the key features of a useful visualisation
system.

2.5.4 Scalar fields and field transfer functions

Scalar fields and field based transfer functions are populdreffective techniques
used in volume visualisation and annotation. Detailedwdismns on scalar field mod-
els of volume objects were offered in [1, 6, 14, 16, 17, 42]y8tem level discussion
about scalar fields and their operations was addressed by&eTucker [88]:

Let R denote the set of all real numbers, datddenote 3D Euclidean space. A
scalar fieldis a function:

F:E-SR (2.2)

The tuple of scalar fields defined i&¥ iso = (O, Fy, Fs, ..., F,,). In particular,
opacity fieldO : E*—[0 1], specifies the “visibility” of every poinp in E*. Other
attribute fieldsF,, Fs, ..., F,, could be optical or geometrical properties of volume ob-
jects, for instance, colour components (red, green, bidapginance and chrominance
components), refraction coefficients, reflection coeffitsespecular coefficients, am-
bient coefficients, diffuse coefficients, specular exporeefficients, intensities, gra-
dients, principal curvatures, and some non-graphicalgnas like magnetic field and
distance field, etc.
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A field could be built from one or more other fields using appiate mapping
functions (as offered by Islam et al. in [14]). Operationssoalar components can be
linear, nonlinear, vector or tensor based operators.

Given a finite setP = {p,, ps, ...pn, |pi€E*} of distinct points, the convex hull
Y (P) of the point sets” is the volume ofP. py, ps, ...p, are voxels in this volume.
When each voxep; is associated with a scalar valug and the value at every other
voxels in the convex hull’(P) is calculated using an interpolation functidrthen we
could define an interpolated scalar fidldoy:

F(p) = I(p, (pr,v1), ..., (P, vn)), pEY(P) (2.3)

Interpolation functions such as trilinear functions fagutar grid volume datasets,
and barycentric interpolations for non-regular (3D te¢@talisation grid) are com-
monly used. Finally, given an interpolated scalar field ituwee visualisation, we
could obtain the necessary opacity and optical propertgdielsingmappingfunc-
tions:

O(p) = M(I(p, (p1,v1), ... (P, vn))), PEX(P) (2.4)

F,(p) = Mi(I(pv (])1, vl): SRL (pn: Un))):peT(P) (25)

where M are opacity mapping functions anid; are other scalar fields mapping func-
tions. Operations on the tupte= (O, F\, F, ..., F,,) can be generally represented by
field transfer functiongEquation (3.19)), and be effectively modelleddmnstructive
volume geometrgperations [88].

2.6 Semantic Constraints: Splitting and Multi-level Vol-
ume Rendering.

Although DSORs may capture a collection of objects in a scémsy do not normally
contain any semantic information about the objects of @gersuch as object identi-
fication and object hierarchy. Tagged volume objects anud #egmentation masks,
i.e., the classified volume identification indexes (IDsg, @ecessary information which
must be provided for using hierarchy transfer functions.
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Without segmentation and the associated semantic infmatovided by seg-
mentation, any practical applications of visualisationgts as medical training and
surgical planning, will be impossible [1].

2.6.1 Splitting and segmentation

A notableattribute-based spatial and temporal splitting models presented by Islam
et al. [14].

The concept is more suitable for volume data processingsegmenting, splitting,
deforming, manipulating, animating, annotating, illasing, and, of course, visualis-
ing volume datasets. With such generality, it is easy andbilexo construct more
advanced and complex hierarchical visualisation systems.

As we will demonstrate later in this thesis, our semantiggmtive model is an
extension and a novel contribution to Islam’s spatial andperal model.
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Figure 2-6: An action of splitting a spatial object [14].

Chen et al. [89] developed the conceptSpfatial Transfer Functions (STR}hich
enable deformation defined as volume objects in a volumeesgesph. Islam et
al. [14] further developed this model by incorporating vaki splitting operations,
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to facilitate the spatial and temporal representationserfinchical volumetric spaces,
i.e., tagged volume spaces with split IDs.

As shown in Figure 2-6, splitting a volume dataset in the igpaind temporal
domains could be defined following Islam et al. [14] as folkow
Given an arbitrary spatial object = (O, Fi, Fy, ..., F,,) and a set of purposely con-
structed component objects, so, ..., sx, the splitting action is a series of transforma-
tion functionsr; ; applied to the constructed component = 1,2, ..., k, over a period
of timet = 0,1, ..., t... O is the opacity field which describes the visibility of vol-
ume objectsF, Fs, ..., F,, are scalar fields describing the other properties of volume
objects. Att = 0, the union of all transformed objects = 7 o(s;) is equal to the
original space objeat. That is:

Specification : 0 = U(T]’o(sl), Tyo(sa), - Tro(sk)) (2.6)
Transformation : Oy = U(T1,t(51)a Ty i(s2), - Tr1(sk)) (2.7)
Transformation : O; = U(OU’ Oa4,...0k 1) (2.8)

wherelJ is the constructive volume geometry union operation [14, 88, , is the
transformed split components. Specification operatiotistie spatial object into
a set of componentg = {si, so, ..., s }, at initial statug = 0. Conventional split-
ting functionsT; , are geometrical splitting functions, logical splittingfttions and
spatial transfer functions. The transformation functidjsare deformation functions,
animation functions, field functions, spatial or temporahsformations, and so on.

2.6.2 Generic volume model, two-level rendering and smartisi-
bility
Equations (2.6) to (2.8) offer us the concept @emeric volume modeFirst, volume
objects could be specified as a set of tagged componentsa&exarh component can
be rendered with its own transformation functions.
Two-level volume rendering [90], is composed of a globaldenmg mode and a

local object-focus rendering mode. In other words, a singyecould pierce different
tagged objects which have their own illustration configiorz.
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Smart visibility visualisation [69], is driven by featureportance information.
Dynamic changes in visualisation could be rendered usitigway or ghost-viewing
techniques. The spatial arrangement of structures is reddifieafing, peeling, spread-
ing, and splitting are often used to separate context indtion. Using smart visibility
visualisation techniques, thener focusinformation can be exposed and visualised
accordingly.

The integration of multi visualisation techniques incladewvo-level volume ren-
dering techniques [91], smart visualisation techniqu&s, [&agged ID volume repre-
sentations [90, 93], global and local compositing buff@@][and so on.

2.7 New Challenges in Volume Visualisation: Percep-
tion based Evaluation.

“Culture is the epidemiology of mental representations pread of ideas and prac-
tices from person to person” - Dan Sperber, Cultural anthotgmist [58, 94]

We argue thavisualisationis not mature enough to address the problem of effec-
tively spreading ideas. However, as Ebert stated [87],Uusfisation is most powerful
when combined with: effective enhancement and extractiamfarmation, perception
research, advanced illumination and shading, art andri¢itisn techniques, improved
interaction, and a large solution”.

Although equations (2.6) to (2.8) offer us a generic modelfdume visualisation,
the perceptual and cognitive communications between hwandmrendered informa-
tion are not covered. In this regard, equation (2.8) coulthbdified to:

Perceptual Representation : Vi = PCFy(O1 4,09y, ...Ok ) (2.9)

where PC'F; is the perceptual and cognitive function (PCBperating on the trans-
formed components at timg andV; is the neuropsychical modetconstructecand
reinterpretedoy the human brain.

Over the past few years, the importance of human percepéisedrendering tech-
niques has been recognised by the visualisation commuit9g]. Human factors,
such as lighting configurations, visual accuracy, surrouiiems, colour scales, were
investigated to improve the effectiveness, efficiency antditiveness of volume visu-



2.7New Challenges in Volume Visualisation: Perception based&luation. 33

alisation systems [96, 97, 98].

2.7.1 Quantity and effectiveness

The urgency of investigating the quantity and effectiveniesvolume visualisation
comes from the real failing moment when “neurosurgeons adiblogists used one
of volume renders of the brain and cerebral vasculaturendutieir surgical plan-
ning for a patient” [99]. In fact, we still cannot completednd effectively evaluate
a visualisation system for its target users [100]. This hasvd the attention of the
visualisation community. The current research interestsedforts are shown ifa-
tional Institutes of Health (NIH) and National Science Fdation (NSF) Visualisation
Research Challengg01].

Current evaluation techniques include: expert reviews exgeriences [2], user
study guidance: “why, how, and when” [102], point-basedae uncertainty [103],
and visualisation errors [99]. It is shown by Johnson in hivey [99] that visualisa-
tion errors and uncertainty can come from:

e Acquisition: instrument measurement error, numericalyaimgerror, statistical
variation.

e Model: both mathematical and geometric.

e Transformation: errors introduced from resampling, filtgr quantisation, and
rescaling.

e Visualisation.

Further research on effectively evaluating visualisateehniques would benefit
the following areas which are highly relevant to the aim aé tthesis, particularly
from the viewpoint of preserving realism for volume objects

e Modification to data and/or visualisation attributes.
e Improvement to psycho-visual metaphors.

e Better use of annotation and interactive information aeing.



2.7New Challenges in Volume Visualisation: Perception basedvluation. 34

2.7.2 Convince and confidence

By highlighting significant features and subjugating lespartant details, volume
illustrations (NPR plus volume visualisation) can helprageerceive communicative
information effectively. However, end users, such as dscémd medical students
still do not have confidence to use NPR based illustratiotesys, due to the drawing
style of rendered images and possible loss of crucial defalie official validation of
illustration systems has yet to be approved [100, 101, 104].

Many subsidiary details cannot be neglected since they qilagial roles in hu-
man perceptual and cognitive process. The key point is ecefely preserve these
sensitive textures for volume data rather than subjugatsettiny details.

As we will argue in this thesis, image based annotated madeilsl preserve such
crucial information in segmented volume objects, whereasyentional illustration
and annotation techniques can not.

2.7.3 Optimal and intelligent visualisation

In practice, end users of visualisation systems need to makeme effort to explore
volume data sets to obtain the best viewpoint and gain the mustive visual im-
pressions. Here, intuitiveness can be defined as “immedpeshension and cogni-
tion” [95]. To improve the effectiveness of volume visuatien, optimal viewpoint
descriptors have been developed such as surface areaymnogature entropy, sil-
houette length, silhouette entropy, etc. [105]. Volumeeklasptimal view descriptors
were developed, such as the feature-driven approach, endggodness, view likeli-
hood and view stability criteria [106, 107].

Most of the visualisation techniques, for instance, trang&inctions, illustrations,
annotations, segmentations, classifications, registratiand so on, involve the user’s
interactions to guide visualisation processes [101]. tofately, end users often lack
such expert knowledge.

Al techniques such as machine learning based SVM (SuppotbM®achine) [108]
and clustering algorithm ISODATA (Interactive Self-Orgging Data Analysis Tech-
nique) [109], demonstrate the communicative capabiliemtelligent visualisation
techniques by providing effective and intuitive interaas between human and com-
puters.

An intuitive and intelligent user interface was offered byehig and Ma [109].
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In their system, object classes are constructed by usintSIBBATA method which
derived from K-mean clustering algorithms, and are represgkin a set of visualisa-
tion widgets. In particular, their system supports complenipulation operations on
different clusters, i.e., splitting, merging and discagliclusters.

2.8 Conclusion

In this chapter we described the challenges and the backdrofuvolume visualisa-
tion and texturing mapping. We observed that the study cgreng therealismof
volume objects is still in its infancy. We showed that our@fations coincide with
the current attentions of visualisation communicatiosctied in“NIH/NSF Visuali-
sation Research Challenges Report - January 2006” [1044l8dediscussed common
perception and cognition related factors for visualisinfume objects.

The challenges and the observations motivate us to tratisfgealism of images
onto volume objects to recover and preserve texture detdiish are subjugated in
conventional illustration processes, as realisticallwasan.

We described the discretely sampled object representa{io8ORs). We dis-
cussed the problems, such as cracks and holes, of traditieesh abstracting tech-
niqgues. We justified the properties of different 3D texturgsch as solid textures,
hypertextures, and two-part texture mapping.

In addition, the comparison among segmenting, splittimg, general modelling
volume objects was made. Discussions about multi-dimernsamsfer functions, se-
mantic constraints, generic volume model, two-level reimde and smart visibility,
were given. We concluded that current illustration techegmight be powerful for
illustration and visualisation, but not realistic enoughrticulary for volume objects
using pseudo-colours and subjugating sensitive textures.

In the next chapter, we will introduce projective texturedals. The solutions to
the problems such amlume self-occlusiongexture penetratiomulti-resolution rep-
resentatiorandcolour transferwill be discussed in the subsequent chapters (Chapters
4,5, and 6).



Chapter 3
Projective Texture Models

We recognise that volume datasets are an increasinglyoiaics of material and offer
opportunities not present in the traditional surface medetely used. However, by
comparison they present a number of challenges. Presappearance realism is one
of these and is the subject of this chapter.

By working with iso-surfaces (level sets) within volumealatther than extracting
surfaces as meshes, there are particular benefits that vexphnit. In this chapter we
will explain:

e A three-part texturing method, which allows us to match éxure to the shape
of the object. We use hierarchy volume rendering for therimégliate template
needed in our method, which means we can have different egegdor different
layers within the volume; and we can also have differentrisyé the volume
on the same template. This gives the great flexibility in niagpexture to the
volume data and more options at render time than with sutéatare mapping.

e A simulated continuous texture from a discrete one, whicmts high accuracy
of positioning and, importantly, high quality of renderiagen in close-ups.

e A method of extruding texture through the volume, which pesmirect sculpt-
ing and cutting of the volume data, without needing to re-itinegptexture. This
permits interactive sculpting with the texture in placeisldpplies whether we
start with captured volume data or computer-generatedwedand is especially
useful with constructive volume geometry (CVG) [88].

e A method of transferring colour from illustrative imagesvmume data. This

36
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supports constructive volume graphics (CVG) operatiomsaatvanced transfer
functions. Colour transfer functions are constructedugtocluster matching,
statistical colour correction, and field functions. Coloealism in illustrative

images could be transferred to volume datasets, whereasi@solours in NPR
techniques are hypothetically assigned to voxels throtaytster functions for
the purpose of communication only.

3.1 Introduction

Validation realism and affordability are three key criteria for surgical visualisation
and medical virtual environments [100]. In this chapter,fa@is on offeringealism

to volume objects, by integrating tlgeneric volume object modahd hierarchical
transfer functions.

We present an approach to texture mapping volume datasegspproach is based
on multiple constraints and continuous space mappingsdorergood image quality.
It requires only one intervention by the user, to determieyepoints where the texture
must match an intermediate image of the original data. Tdaisatso be used to avoid
the problem of texture being smeared over too large an area.

The method is composed of three pagsmantically generating intermediate tem-
plates selectively forward and inverse indexjremdvolume renderingThis three-part
aspect additionally allows the texture image to be indepenaf the volume data. We
demonstrate an extension to 2.5D textures, extruded thrttug volume, using an
approach consistent with 2D texture. A data-dependentgtkation method is used
to retain edge quality in texture images. In addition, colwansferring techniques,
which transfer colour information of pixels in illustraévimages to colour fields of
voxels in 3D space, are presented. Finally, we discuss thléedges of our projective
texture model such as texture smearing, penetrating afrdsgusion.

3.1.1 Generic volume model and transfer functions

Starting from Chen’s spatial functions [89] and Islam’sitsiplg functions [14], as
previously discussed in Subsection 2.5, the generic volomoéel is defined by one
Specificatior(Equation (2.6)) and twa@ransformationgEquations (2.7) (2.8)) as fol-
lows:
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Given an arbitrary spatial object = (O, Fy, Fy, ..., F,,) and a set of purposely con-
structed component objects, s, ..., si, the splitting action is a series of transforma-
tion functionsT; , applied to the constructed component = 1,2, ..., k, over a period
of timet = 0,1, ..., t.... O is the opacity field which describes the visibility of vol-
ume objectsfi, Fy, ..., F,, are scalar fields describing the other properties of volume
objects. Att = 0, the union of all transformed objects = 7, ¢(s;) is equal to the
original space objeai. That is:

Specification : o =|J(T1,0(s1), T20(52), .- Tko(sk))

Transformation : Op = |J(T14(s1), Tot(52), .. Ti1(Sk))

Transformation : Op = |J(O1 4, Oayy ...Okt)

In the above generic volume modél;; is the transformed split component. Speci-
fication operations split the spatial objednto a set of componeng = {s1, so, ..., sk },
at initial statug = 0. Splitting functionsr; , are geometrical splitting functions, logi-
cal splitting functions and spatial transfer functionseTransformation functioris; ;,
O, = T;(s;), are deformation functions, animation functions, fielddiions, spatial
or temporal transformations, and so Qiis the set of CVG operators [88].

Therefore, thegeneric volume modes defined as a DSOR objeatcombining
with its dynamic behaviour; ;.

Constructing effective splitting functions and transfation functions in volume
visualisation applications becomes a primary and impottesk. Therefore, segmenta-
tion techniques are often used to abstract classificationmmation to identify different
parts of volume space.

Transformation functions could be extended to a genericrgeon, that is:se-
mantic functionswhich operate on space criteria, logical criteria, terapaoriteria,
geometrical criteria, topological criteria, and so on.ritg from transformation func-
tions 7;,;, and following the spatial definitions given in [89], tisemantic transfer
functioncould be defined as:

e Transfer Functions

Given a spatial objeat:

0= (FO(p)aFl(p)FQ(p)a7Fn(p)) (31)

whereF;(p) is either the scalar field defined on 3D positjefiE? or the attribute field
defined inkE*. With Equation (3.1), not only scalar fields such as geomaitstructures
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and physical properties, but also attribute fields such gisébconstraints and tagged
volume IDs, are defined at every pojnin E>.

A transfer function® is defined to transit one fiell; to another oné’;, between
any two scalar fields and attribute fields at the same point

Fi(p) = ®(Fi(p)) (3.2)

In particular, such a definition could further define tran&fiections from a scalar
field to a attribute field, and vice versa.

e Semantic Transfer Functions

A semantic transfer functign? : 2 —1IE?, is a function the defines the transfor-
mation between scalar field and attribute field at every poaridg in 3:

Fj(p) = Q(Fi(q)) (3.3)

In comparison to the definition afpatial transfer function in [89] which oper-
ate on the same poiptbetween the same attribute field of a spatial objeéttp) =
A(¥(p)), the abovesemantic transfer functiocen transfer an attribut& (p) at a point
p to a different attribute?;(¢) at a different poing. Therefore, this semantic trans-
fer function integrates the properties of conventionaisfar functionsb and spatial
transfer functiongb.

The use of semantic transfer functions differs from thataiventional transfer
functions and spatial transfer functions in two ways:

e A semantic transfer function operates on both spatial jposit and field value
F;(p); whereas, a transfer function can only manipulate fieldestn the same
position, spatial transfer function can only transfer tame scalar value from
one position to another.

e Manipulating volume objects becomes more flexible. Coreatly, the prior-
ity order for evaluations of a scalar field before and aftatightransfer must be
considered and carefully designed, for instance, the geolilee normal vector
calculation and spatial filtering.
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As we will explain later, plenoptic functions are implemethtas instances afe-
mantic transfer functiongo transfer colour information at the positions on 3D pleno
tic surfaces onto the colour attribute fields at 3D positiwitkin the volume objects.
In addition, a novel volume splitting functiomrojective spatial functionsill be of-
fered in the following chapters. The volume space will batgg@mantically, which
will be of benefit to problems such as texture smearing, texpenetrating, and vol-
ume self-occlusion.

3.2 Projective Texture Models

3.2.1 Volumes and our approach

Applying textures to 3D objects has traditionally been perfed in one of two distinct

ways. One way is to construct a parametric map of the surtaw use the resulting
uv-parameterization to modify the appearance by referen@etexture image. An

alternative approach is to define a function which genegatesture value everywhere
in space.

Our work has the following requirements for texturing vokiwbjects: (1) Tex-
turing volume objects with realistic appearance (proyectiolour map plus shading
information.); (2) using a method which is robust to topatad) artefacts; (3) taking
advantage of scalar-field based temporal and spatial @mistiand transfer functions
to assist texture mapping.

With the above considerations, and starting from Wintergqrtive texture map-
ping method [6], we address the issue of the boundary betimesge based texturing
methods and solid based texture mapping approaches:

(1) We avoid full 3D procedural textures. We use plenoptigpiag functions for

applying 2D texture images both to surface and to volumesiw8D datasets.

(2) Our approach avoids degradation of rendered imagetyuaid can cope with
varying texture resolution, both in the choice of sourcduexand in the dynamic
changes which occur across the volume being rendered. Tpgreaqh also allows
data dependent texture mapping, through a triangulampatation which usefully pre-
serves edges and detail in the mapped texture. We appradach the broader context
of work on discretely sampled object representations (DSQJRF]; that is, volume

datasets and other similar forms.
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3.2.2 Intermediate template

We need to place a texture on an iso-surface, ensuring risaligth recognisable fea-
tures. For consistency with the established literatureywilecall any image mapped
onto a surface a “texture image” and call the process “textnapping”. However,
what we are really doing is mapping colouring onto the volutag, which retains its
own geometric shape including any genuine three-dimeasterture.

Volume Object (1) Texture image (3)
, . >
Generate intermediate Morph the texture
template by projection image to fit the
(2) template (4)

v

Project the texture through
the volume object (5)

Textured volume d
object (6)

Figure 3-1: The pipeline for three-part texture mapping.

Our method does not lose or seek to hide this real texture.réfetinsider placing
a texture image on a surface of the volume dataset. The suntcto be identified by
an appropriate method for the application: for purposessufussion, we will assume
this is an iso-surfac&. We also assume that we have selected an image to use as a
texture. Figure 3-1 summarises the complete processdimgjuater steps about to be
described. The complete process includes the followirngsste

1. Identify the surface to be textured (e.g. an iso-surface)
2. Choose the kind of projection.
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3. Project the surface onto a 2D imagfee intermediate templatehoosing a resolu-
tion convenient for the next step.

4. Manually identify key points on the template with corresgding points on a texture
image.

5. Warp the texture image to match the template image, bmingorresponding key
points together.

6. Render the volume object.

First, the volume has to be enclosed in a conveniently reghlape °, such as a
sphere, cylinder or box. The shape of this is chosen hezalkti to match the general
shape of the object being textured. In turn this shape détesa projection, spherical,
cylindrical or cubical, with the centre of the projectionthé centre of the shape. In
effect, we will now use this as a plenoptic surface in ordeddtermine the colouring
to be applied to the iso-surface However we do not do this directly. We project the
chosen iso-surface to a rectangular 2D image, which welaailhtermediate template
T, using a spherical, cylindrical or cubical projection aprapriate. The centre of
projection is located within the volume data, which is theojgcted outwards onto
the interior of the bounding shape. Unwinding this shape to a plane yields the
desired templaté&. This projection is similar to that used by Bier and Sloan| @td
others but generates the texture in a different way.

The pixel resolution of the template can be freely chosentbatconvenient to
make the image large enough on screen for the next step, vughtble only step re-
quiring direct user interaction. Here, the user manualgntdies key points on the
template with corresponding points on the texture imagee tExture image is then
warped to bring the key points to the same positions as orethelate image. What
we have done here is use a multi constraint-based forwajdqtian of the 3D data to
get the template, then warped the texture to arrange keyspointhe texture image to
align with the template image.

The use of key points adds a degree of elasticity to the teXayer, permitting
two advantages. First, we can match the texture to the sudadhat, for example,
eyebrow texture sits at the appropriate position on the Wyidg head. Second, we
can use this to cope with parts of the surface which diffeatlyan slope from the
plenoptic surface. When the underlying surface is rouglasaltel to the plenoptic
surface, the texture pixels are not stretched and a satisfaesult occurs. When
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this is not the case, a single texel may be stretched acrogmificant area of the
underlying surface, producing a very soft, smeared efféctour approach we can
adjust the texture warp to ensure sufficient texels coveatba in question, guided by
the projected surface, giving a much more uniform coverage.

We now have a texture which will cover the projected shapewndéVer, we retain
the mappings rather than build that plenoptic shape dyrectti so we are working in
a continuous space, not in a pixel-based one.

3.3 Method for Rendering

So far we have described how we manipulate the texture, irstdiep. Now we
address how we render the volume object so that the textyieaap on it, using two
further steps. Logically the remaining two parts map theuexonto the plenoptic
surface and then map that onto the object. In practice rengérives this in the
inverse order. We will first assume that we wish to texturesansurface. Later we
will address the issue of texturing the volume itself.

Figure 3-2: Two texture images applied to one volume object.
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The second step starts by ray-casting through the pixelseofiésired output im-
age plane, to the chosen iso-surféte At each intersection with S we construct
a direction in space which starts from the centre of the texpuojection and passes
throughs. We follow this direction to determine where it hits the mbediate sur-
face P (sphere, cubic, cylindrical, planar, or other implicigpigit representations) .
This yields coordinates in continuous space. The thirdistepmap these coordinates
onto the warped texture image, again in continuous spacedar to retrieve a colour.
The warped image of course consists of discrete pixels, Sotegolate those pixels
which sit around the intersection, to estimate the colothi@intersection. This colour
becomes the underlying colour of the surface being ray-¢a#& will say more on the
interpolation process later.) The usual lighting caldolsd are then applied. The fish
in Figure 3-2 is one volume dataset rendered twice, witredsffit textures. In partic-
ular, one texture is not that of the real fish but is adjustefit tosing the key point
method. The same approach can be used with arbitrary texture

Strictly we are volume rendering, so voxels not on the isdase can also play a
part in the final pixel colour. These can be made transpassnive have done here,
or treated in some other way appropriate for the applicasaoh as accumulating the
density. We give examples of partial transparency later.

3.4 2.5D Volume Textures: Pseudo-Solid Texture Model

Note that the conventional two-part texture mapping usesn2aye texture arranged
to cover a 2D surface, albeit one defined in 3D-space. In casgg solid texturing
in the traditional sense is defined analytically anywher@baspace, either by a 3D-
space function (often called procedural solid texture) prdiscrete samples in the
three-dimensional space (often called 3D texture or sefxiure). Here, we take a
different approach, assuming that there is no such funemhthat we wish to use
image texture. For example, there are applications whersurface texture needs to
be retained to show a relationship with the original surfac® help the viewer with
the geometry of the space containing the volume data. Sorimgalementation we
define texture in 3D space by projecting a 2D texture throhgh/blume. We refer to
this as2.5D texture or pseudo-solid texture

Assumep(X,Y,Z)is a point in the volume object and the centroid position of a
plenoptic primitive is(O,, O,, O,), then the texture value at the positip(X,Y,Z)can
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be indexed by a ray passing througtX,Y,Z)and (O,, O,, O,). This ray intersects

the morphed texture image at poBu,v). The texture value (colour information, or,
for instance, the perturbation coefficients for bump magpin the morphed texture
image is then calculated and assigned to the position ofdhe p(X,Y,Z)

(R(X,Y, 2),G(X,Y, Z), B(X,Y, Z)|p(X, Y, Z)eE*}
={R(u,v),G(u,v), B(u,v)|S(u,v)eT} (3.4)

Here the intermediate templaféis constructed exactly as before. The continu-
ous coordinate$u, v) are used to locate the colour informations in the warped tex-
ture image. As shown in Equation (3.4), the rendering pmcasculates a direction
from the centre of projectiof0,, O,, O,) through the ray-traced surface intersection
S(u,v). All other intersections lying on that radial direction Withus have the same
texture colour. Note that this is a continuous space saiutie@ are not simply picking
the nearest texture pixel but interpolating according teseltthe required sample lies
within the morphed texture. Many samples will thereforeehaalues not in the orig-
inal pixel texture but which will be blends between thoseueal More importantly,
as we render the volume, the radial direction will be samplearby rather than hav-
ing samples directly along its direction. Our approach wdlirectly blend colours to
ensure greatly reduced sampling defects.

The texture colouf R(u,v), G(u,v), B(u,v)} can thus be extruded according to
the chosen projection shapke It can be used for non classical applications, such as in
film special effects. For example, to retain the outward appece of a face while the
shape goes from normal to the underlying skull it is only isseey to use an extruded
skin colouring while dynamically adjusting the selectedate.

Figure 3-3 illustrates the range of possibilities with ootume texture, using a
single dataset and a single colouring set. Figures 3-3@Ba3(b) are generated by a
direct volume renderering while 3-3(c) and 3-3(d) use aafliserface rendering [72].
The top and bottom parts are cut off to show the projectivespaxture defined within
the volume object. The DVR images clearly show how the texaxtrudes while the
DSR images leave only the chosen surface coloured.
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(d)

Figure 3-3: Projecting a texture image through a volume: tbpeand bottom parts of
the volume object are cut off to show the texture projectigimivv the volume object.
Images (a) and (b) are rendered using DVR. Images (c) andrédieadered using
DSR.

3.5 Multiple Textures on One Surface

We now extend the method to the case where we wish to apply thaneone texture
to a single surface. We identify regions on the templator each texture. When
rendering, it is now additionally necessary to perform amsitle” test of the template
intersection against these various regions and use thk teselect the appropriate
texture colour. (In the case of image mattes, soft edgedesiattwith blends — are
needed to avoid stepped edges appearing.)

A continuous position (normalized) in the intermediatepéate is defined a@i,v).
The discrete position of a pixel in the intermediate tengigdefined agx,y). The in-
tegral coordinate paix,y)is indexed by, v, whereu=x/(z4-1) , v=y/(y4-1), x4, andy,
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are the dimensions (the width and the height) of the interatedemplate, 0<z<z,,
0<y<ya.

In general each texture will have a different intrinsic feson and map to a dif-
ferent scale on the surface. As we use interpolation of tkterte rather than choosing
the nearest pixel, this is not a technical issue but it is irtgyt to both image quality
and usability that this is indeed supported.

3.5.1 Multi-resolution projection of DVR and DSR

As mentioned above, the parameterization of the plenoptiases could be defined
by two continuous variables)€[0,1] andve[0,1]. Therefore, it is possible to gener-
ate the intermediate template, in different resolutiossai Direct Volume Rendering
(DVR) or Direct Surface Rendering (DSR) [72]. The resolatiotervals of the inter-
mediate template are defined asu=1/(z,-1) andAv=1/(y,4-1). Then the pixel at the
position(u,v)can be indexed by the integral coordinate gajy), u=x*Au, v=y*Av.
The continuous variablasandv are used to adjust the origin and the direction of the
tracing ray in the forward projection, thus different regan intervals can be used to
generate the intermediate template.
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Figure 3-4: Multi-resolution Projections.

In addition, a different high-resolution representatidra@ectangular area in the
template image can be generated. As shown in Figure @r4y ] and (:,,v-) are two
different positions in the intermediate template, such tha<u,, vi<wv,. Then, with
new higher resolution intervalgyu,=1/(z4-1) and Av;=1/(y4:-1), the new origin of
the tracing ray is:

Origin(u,v) = (u1 + x1 * (ug — u1) * Auq, v + y1 * (va — v1) * Avy) (3.5)
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wherez,; andy,; are the dimensions of the new high- resolution image of th@re
andz; andy; are the integral coordinates <@<x4 -1, 0<y<yg -1 .

The multi-resolution representation of intermediate titgprovides the possi-
bility of high quality composition of texture images in 3Daxge, as demonstrated by
Froumentin and Willis in their 2.5D rendering and compaogjtsystem [110].

3.5.2 High resolution patching

During rendering, textures can be assigned to positiorismiite volume object by us-
ing the pseudo-solid texture model, i.e., the indexing oinaerse plenoptic function.
Projective texture mapping connects the 3D positiON, Y, 7) in the volume object
and the 2D projected position on the plenoptic surfaee v). Note that continuous
spaceP = {p(X,Y, Z),peE?} by definition can have infinite texture details. There-
fore the higher resolution texture image could be contisboprojected to the projec-
tive space without any limitation. This mechanism we tadjh-resolution patching
Details of conventional solid textures are limited by trggid resolutions.

We assume the high-resolution patch is positioned at anrgatar area in the mor-
phed texture image, which is represented by the coordinttsstwo vertices(uq1,v41)
and(u,2,v42), Whereu,; <u,s, v,1<vq2. Then the positiona,,y,), in the high resolu-
tion patch, can be defined as:

(Tay Ya) = ((u — ug1)/Dug, (v — v41) ] Avy) (3.6)

where Au, and Av, are the resolution intervals of the high resolution patchiciw
are represented by the width and the height of the pdich) are the coordinates of
the position in the morphed texture image.

The above two equations, Equations (3.5) and (3.6), areusbtthe resolution
representations of an image. Equation (3.6) is used to mamgtseudo-solid textures
during volume rendering. Equation (3.5) is used to adjustdiigins of tracing rays
in DVR or DSR [72], on plenoptic surfaces. These two equatiare different and
independent texture indexing functions. They are implaesgkin the processes of
inverse projection and forward projection respectively.
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(a) The areas around the eyes.

i .

(c) Surface textured with multiple images.

(d) Local surface textured with high resolution patch.

Figure 3-5: Use of higher detail texture in critical partstioé¢ image. In (d) the left
image of the eye has sampling defects not present in the hHgtt resolution image.

In Figure 3-5 we show how this makes a difference to the eyegenEhough
the difference cannot be seen in longer shots, it becomesrapipas we zoom in.
Figure 3-5(a) is a rendered image of the area around of eyesisé/this image as the
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intermediate template to locate the position of the redtaarggas for texture patching.
Figure 3-5(b) shows two images of the eyes. The left imagelmw resolution (30x21
pixels), the right image in high resolution (800x564 piyelgure 3-5(c) is a rendered
image of the volume head. Figure 3-5(d) shows the close upeotdxtured eyes.
The texture of the left eye (pseudo-solid textures consttuthrough low resolution
patching) loses details and suffers from pixelation (aswshim the area enclosed in
the red frame). However, the texture of the right eye (psesalal textures constructed
through high resolution patching) preserves all the datal shows no such defects.

3.6 Different Textures on Different Iso-surfaces

Extending the method to having different (groups of) tegsuassigned to different
selected iso-surfaces is now straightforward: we simpédreeset of textures for each
iso-surface to be textured. Figure 3-6 shows examples, esioly pairs of textures.
The beauty of this consolidated texture mapping methodedléxibility provided by
combining a variety of novel semantic constraints, not fhstbenefits provided by
spatial constraints demonstrated by Dr Winter in his PhBithg].

When using our approach with direct volume or surface reangesemantic con-
straints can be used to facilitate the texture mapping goc&Ve demonstrate this
with a spatial constraint to split the iso-surface into eli#nt portions. Each portion
is then associated with its own texture. In Figure 3-6(a9,gkin of the head has two
texture images. The top and the bottom parts of the head &tg¢6sd4]. Then, if
the 3D position on the tracing-ray locates within the spddbetop half, this 3D po-
sition is indexed onto one texture image. Similarly, if tHe Bosition locates within
the space of the bottom half, it is indexed onto another teximage. Figure 3-6(b)
was rendered in the same way, using different spatial cainssrand different texture
images.
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(a) (b)
Figure 3-6: Multiple surfaces, separately mapped. (a) Dipehalf and the bottom
half of the head are textured by the use of two different Sphktexture images.
(b) The surface of the earth is textured by a spherical textnage and rendered using
CVG operations. The core of the earth is textured by a cyiladitexture image. The
transparency of the air is controlled using a field function.

In order to generate the warped texture images for eachuidae®, we need in
principle to generate an intermediate template for eacherit However, since the
mapping is implemented via a volume rendering engine, aotstaint is used to split
the volume object, one intermediate template may includek#y points of multiple
iso-surfaces and we need only one texture image to textuhgpfeuso-surfaces. In
other words, the intermediate template reflects the cansdrplaced on the renderer.

This is illustrated in Figure 3-7(a), where the volume objeas two iso-surfaces,
the skin and the skull. The top half of the skin is removedngsi spatial constraint,
as shown. Figure 3-7(b) shows the textured output. In oa@erdduce this, we gen-
erated an intermediate template from the constrained d#iia.template is shown in
Figure 3-7(c). Then we produced a warped texture in the wsawgl Figure 3-7(d), for
the final rendering.
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(a) Split volume object (b) Textured volume object

(c) Intermediate template (d) Warped texture image

Figure 3-7: Spatial and semantic constraints within onermediate template.

3.7 Texture Interpolation

This is an appropriate point to discuss texture interpofdiirther. The issue is, given a
texture image defined at discrete positions (pixels), pukate the value at any position
in between.

Interpolation methods permit texture to be sampled anygvaea point in a contin-
uous plane, or supersampled at multiple continuouslytiposid points, even though
the source image is discrete. They thus sit comfortably éetwdiscrete texture and
procedural texture while still being image-based.

What interpolated methods have in common is a combinati@(dfscrete) pixel
image and a (continuous) interpolation function. The pixelge determines the res-
olution limit but the choice of function determines the ireaguality achieved. Since
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all such methods start with a pixel image, the choice of fiomcalso characterises the
specific method.

Bilinear interpolation is well-established and suppoitedraphics cards, where it
is used to texture the surfaces of scenic objects in gamesxémple. Image quality
is less important in fast-moving games than in visualisatsm some softening of the
texture is acceptable.

An alternative approach [66, 67] explores a method basedhtenpiolating only
three of these pixels. The motivation is better reconswaadf edges, retaining per-
ceived sharpness and fine detail. Briefly, the method pregsses the texture image
to add one bit per pixel. Each group of four pixels is examittedetermine the pixel
with the outlier brightness.

A notional diagonal is then placed across the four pixel sgjuguch that the outlier
is strictly to one side of the diagonal. In other words, thegdinal is the one which
doesnotinclude the outlier. This diagonal roughly represents inection of any edge
in that square.

As there are only two possible diagonals in each four pixeligr one bit suffices
to identify which. To sample the texture, the triangle ttet tontinuous space sample
falls in is determined. The three pixel values are interq@oldo determine the value
at the continuous point. This interpolation is the same wrkthat Gouraud shading
uses. A modest extension to the pre-processing changegdictiah of a diagonal if
its neighbours are majority in favour of the other directidhis captures visible edges
better and makes no difference to the storage requiremeattbe rendering method
or speed. The approach has also been demonstrated in maytexckd) images [110,
111].

We adopt this way of interpolating texture images becaussaiily adapts to be-
ing sampled at varying resolution (required because thelemis not a uniform-area
mapping of the iso-surface) and because visualisationcgpigins are more demand-
ing of visual quality than computer games. As a bonus, it cedwisual sampling
defects and is very fast. The method also performs well dyceliy, with no dis-
cernible flicker while zooming [66].
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3.7.1 Pixel level data dependent interpolation

As shown in Figure 3-1, the warping and morphing operatiomsiémented in steps
(3) and (4) may degrade the quality of the 2D plenoptic pte@dexture image, es-
pecially the quality of the tiny texture features in the iraagrherefore pixel level
data-dependent interpolation [66, 67] is adapted in thgimgrand morphing opera-
tions in our algorithms, to improve the quality of the morghexture image.

d

b c/

L |

Figure 3-8: Pixel level data dependent interpolatianb, c, dare four pixel values,
represented as heights [66].

Assume Figure 3-8 shows four pixel values, represented ightse Suppose the
(low resolution) plenoptic projected image (or a texturetpidirectly) isX, the high-
resolution target image to be generatel.is

First, scanX to initialize a 2D arrayy.,.,, which records the edge direction of all
four-pixel squares. Second, sc#rto initialize a 2D arrayy,;. Eachy;; is inversely
mapped to the sample image and the array:,,,, is used to identify the triangle in
which the point falls in the source image

Then the value ofy;; is calculated by the use of barycentric interpolation. l@ th
first step, the outlier is detected by comparing the diffeeefu — ¢| and the differ-
ence|b — d|. The pair with the smaller difference is treated as an edpes Maintains
the smoothness within the regions as well as the sharpnessdaethe flat region and
cliff region. Pixel level data dependent interpolationgaeves edge details by keep-
ing edges sharp and smooth areas smooth. Figures 3-9 angi8el@n example of
the application of the interpolation method. For compariporposes, the bilinear
interpolation is also implemented in our algorithms.
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(a) Stamens

(b) Textured volume object.

Figure 3-9: Pixel level data dependent interpolation: (@ driginal photo of stamens,
75 x 75 pixels. (b) Textured volume object. The stamens oretfiside are interpo-
lated by the pixel level data dependent interpolation, taenens on the right side by
bilinear interpolation.

Figure 3-9(a) is the original photo of stamens. The image EZ7/5x75 pixels.
Figure 3-9(b) is the textured volume object. The stamenserieft side in Figure 3-
9(b) and Figure 3-10 are interpolated by the pixel level dipendent interpolation,
the stamens on the right side by bilinear interpolation. €lose up view given in
Figure 3-10 shows that the pixel level data dependent iotatipn gives the better
appearance and details of the textures are preserved cllteRigure 3-10 shows the
enlarged image of the textured object, which is shown in lEEg419(b).
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Figure 3-10: The rendered image of textured volume objeeft 4tamens: pixel level
data dependent interpolation; Right: bilinear interpolat The deformation of the
volume obiject is through spatial transfer function. Theuwnaoé object is shown in

Figure 3-9(b).
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3.8 Further Experimental Results

We show here some more results, combining various aspetite cbmplete system.

Figure 3-11: Multiple iso-surfaces associated with theingrojected textures.

3.8.1 Multiple textures, varying opacity

The core ideas are brought together in Figure 3-11. Thesgdasare taken from a
short movie sequence, in which the composite volume obge@ridered with gradu-
ally varying opacities of the iso-surfaces. Each iso-sigfis associated with its own
texture set. In Figure 3-11(a), the opacity of the skin is th8 opacity of the skull is
1.0. In Figure 3-11(b), the opacity of the skin 0.2, the ofyacf the skull 0.9. In Fig-
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ure 3-11(c), the opacity of the skin is 0.15, the opacity ef $skull is 0.3, the opacity
of the brain is 1.0. In Figure 3-11(d), the opacity of the skif.05, the opacity of the
skull is 0.1, the opacity of the brain is 1.0. The skin is cotzlusing a cylindrically-

projected photograph of a person, the skull is colouredguaioylindrical mapping of

the image of a real skull. In Figure 3-11(c) and (d), the btes three volumes: the
main volume, the vertical stem, and the rear lobes. The cslouthese are directly
assigned to density ranges.

Here there is an outer surface of skin. Within that there leudl surface and inside
that a brain surface. These surfaces are determined solelyebvolume data but
our choice of colouring determines how they are rendere ithportant to remind
ourselves that the real texture of the surfaces is stillggredrom the volume data.
Only the colouring is “texture” in the sense that the compgtaphics community uses
the term. This example shows that the transparency can bstadjgradually, to reveal
the coloured surfaces one by one. It also illustrates hovkeypoint selection method
can be used to adjust the texture images to match the volutae Ear example, the
face is not that of the cadaver from which the volume data aasuced but has been
adjusted to fit the volume data. This is again relevant toiapeffects, where the face
will be that of an actor but the skull and other internal detan be obtained from
other sources or indeed synthesised as something wholgtated, such as circuitry
to represent the interior of a robot.

3.8.2 Spatial constraints and transfer functions

Rendering is now slightly more complex because we need tmeeachich surfaces
are visible and whether they are opaque or translucent. ditian, radial projections
of textures might be inappropriate in some applications.teNbat, in our system
the semantic-constraints based projective texture mgppechanism is implemented
through volume rendering methods (DSR [72], DVR [112]), gat&l constraints and
transfer functions facilitate and control the positionthaftexture. These are all within
the grasp of a volume renderer.

Figure 3-12 shows how multiple iso-surfaces can be assatwith their own
texture images, opacity settings and spatial constraints.
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(d) Semi-transparent skull plus colalpeain

(e) Rendering with spatial constraints -1 (f) spatial coaists -2

Figure 3-12: (a)—(d) Multiple textures applied to the skhe skull and the brain. In
(e) and (f) different portions of the skin and the skull weet ® transparent using
spatial constraints.
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In Figure 3-11, the semantic constraints of the iso-susfaeere achieved by us-
ing field functions. In Figure 3-12, the semantic constiaitthe iso-surfaces were
achieved by using spatial transfer functions. Similargyshown in Figures 3-5, 3-6, 3-
7, and 3-14, spatial constraints (3D positions, splittungctions, etc.) were employed
while texturing and rendering volume objects. Volume ddtars us direct control
of texturing from the data itself, whereas in surface methexternal geometric con-
straints have to be designed.

3.8.3 Sculpting with 2.5D texture

Animators are used to seeing the external appearance ofjaat ddeing animated,
even when sculpting to help design the shape. Using our 2.6ihad the texture
can be applied and the shape then refined by sculpting, whilsi®wing the correct

texture in the newly carved regions. If any minor repositignof the texture is then
needed, it can be made on the final shape. This is much easi#efanimator than

sculpting a blank form. Figure 3-13 illustrates a taperelihdgr (a volume object)

textured this way. The shape of the cylinder has been modfjextulpting, with the

texture appearing much as it would for carved solid textlires texturing operates the
same as that for sculpting objects with procedural solitltex except that procedural
textures do not suit this kind application. In contrast, 8D approach is directly
appropriate and compatible with the existing way of textgtihe head.

Figure 3-13: Sculpting textured volume object: the 2.5Dtuex model provides
pseudo-solid texture for volume objects.
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3.8.4 Semantic (spatial, logic) constraints for 2.5D texte models

Spatial Splitting

Projecting 2D texture to 3D voxels is an ill-conditioned Iplem. The texture may
wrongly be applied to parts of the volume where it is not need&nce the presented
three-part texture mapping method can be directly hookexdvialume rendering al-
gorithms (DSR and DVR), we can make use of spatial transfestcaints or semantic
constraints [14]. We use splitting techniques to isolagegabrtion of the volume object
which needs to be textured (as demonstrated in several @irévéous figures). Now
we consider the case that once the volume object is textisiad our method, split-
ting techniques can be directly used for the visualisatiogure 3-14 demonstrates the
effect of splitting the textured volume object. The outgmeliawas split using semantic
constraints. As can be seen in Figure 3-14, the texturesdethrough the split layer
as well as the volume object itself. The renderer can thustassto choose how the
extruded texture is applied, according to the applicatie@aa

Figure 3-14: Common 2.5D texture on semantically-splietay

Logic and field functions

Note that one benefit of the generic volume model is flexiblpimalating its com-
ponents through transformation functions. In its defimfioomponents can be a va-
riety of segmented volume elements. Transformations candeneral set of transfer
functions, spatial functions, deformation functions, d#ere, we use a distance field
based skull model to demonstrate the flexibility and gertgral semantic constraints.
As shown in Figure 3-15, a distance-field based skull is resdlasing a procedural
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texture model, a cylindrical texture model, logical (dista value) constraints, a field
function, and FFD deformations.

(a) (b)
Figure 3-15: Coloured skull: Distance-field based skull banlogically, spatially,
and semantically split. Different texture model such as @iages (right), procedure
textures (left) are applied to tagged volume objects adoghyl The skull model is
deformed using FFD.

First, given a volume object, the distance field could be dniscscalar fields.
The field value at positiop, could be the distance fromto its nearest point on an
iso-surface [17]. Thus, different distance values in facvjgle us with useful depth
information for splitting the volume space.

Second, we combine FFD deformation control [89] with the @etic projective
texture model. Free-Form Deformation (FFD) is a well-elssaled deformation tech-
nique well-adapted to volume graphics [6, 89].

Adopting the B'zier deformation model, the volume space was discretisathby
posing a 3D rectilinear grid onto it. Each vertex in the gridhere parametric coor-
dinates,v,, v,, v,,, are known, is transformed into Euclidean space using #meB
volume equation:
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3 3 3
Pg(vy, Uy, vy) = ZZZCi,j,kBZ-(UU)Bj (V) Br(Um) (3.7)
k=0 j=1 i=0
where (v, v, v,)€[0 1]3 is the parametric coordinate of the vertéx,; , is a Bezier
volume control point and;, B, By, are the Bernstein functions.

Each vertex in the grid maintains a record of both the origgaeametriq v, , v,, v,,)
and the computed Euclidean coordinates v,. v,). Hence each cell encloses a small
parametric domain, which is further divided into six tetdha. Spatial transfer func-
tions can be generated within such parametric space usiyechatric interpolation.
The problem of determiningu,,, v, v,,) is thus transformed to the search for a tetra-
hedron containing.

Third, the procedural texture model was defined as follows:

R(pu, pv, Pw) = (vluNoise(py * 5.0, p, * 5.0, p, % 5.0) + 1.0)/2.0 (3.8)

G (Pus Pvs Pw) = (WluNoise(p, * 5.0,p, *5.0,p, * 5.0) + 1.0)/2.0 (3.9
B(pu, pv, Pw) = (vluNoise(p, * 5.0, p, x 5.0, p, * 5.0) +1.0)/2.0 (3.10)

wherevluNoise is a solid texturing basis function providedWiIB. (p,.. p,, pu)€[0 1]
are the coordinates of a 3D point

In the VLIB implementation, the noise basis functiol.Noise is implemented
through the summation of pseudo-random spline knots. Tluskwere calculated
using loop calculation and a lookup table. Given a lookuetabiueT ab, the integral
coordinates of, y, z are:

iz = FLOOR(x) (3.11)

iy = FLOOR(y) (3.12)

iz=FLOOR(Z) (3.13)
The fractional remains are:

fracl0] = x — iz (3.14)

frac[l] =y — iy (3.15)

frac2] =z —iz (3.16)
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Then the noise value was calculated as:

for(k=—-1k <=2k ++){
for(j = =15 <=2+ +)}{
for(i=—1i<=2;i++)
xknots|i + 1] = valueTab[INDEX (ix + i,iy + j,iz + k)];
yknots|j + 1] = vluSpline( frac|0], 4, xknots);

}

zknotslk + 1] = vluSpline(frac(l], 4, yknots);

noise = viuSpline(frac[2],4, zknots);  (3.17)

wherevluSpine is the implementation of the spline functio? [

3.9 Image based lllustrative Colour Transferring

As previously discussed, a semantic transfer function camster an attribute field
F;(p) to a different attribute field’; (¢) at different positions. Positionsandq can be
either 2D or 3D positions. Transferring colours from ansthative image to 2D slices
of volume objects, or from 3D illustrative volume to 3D volarabjects, are common
tasks to annotate volume objects. These techniques aretidifierent implementa-
tions of semantic transfer functions.

The common colour transfer techniques include statistiodl colour correction
between source and target images [113, 114] and clustdasiymbased colour trans-
fers between illustrative images and volume sources [1HBte, the implementation
of the colour transfer functions is based on cluster sintylaand statistic colour cor-
rections.

We define the source (volume) intensity (or other attribakegters, = {G;, i =
1,..., Ny}, and example (illustrative image) colour clustéis= {G.;,i = 1, ..., N.}.
We follow Lu’'s assumption [115]: “Since illustration uslyg¢mploys different colours
for different objects, we assume that if two objects do nettthe same colours in the
example, they will not share the same colours in the soyrberice we assume the
volume intensity cluster numbéY, is equal to that of the illustrative colour clusters,
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(a) (b) (€)
Figure 3-16: lllustrative Sample Image [46]: (a) A 2D slidetloe Visible Man. (b)
Realistic Image of original bones, skins, soft tissuesT{® sample area cut off from
(b) (the enclosed area within red box) is used for consimgctiolour clusters and
transferring colours from pixels to voxels.

We need to find a correspondence nfadpom G to GG, using the distribution sim-
ilarity criterion between the source clustéy; and the example clustéf, ;. Assuming
clusters are interactively provided by users through thatslvtechnique [113], then
the mappingf can be defined by finding the minimum errors between the nisetl
areas of source clusters and example clusters, of coutss, een directly construgt
as a lookup table, as illustrators usually do.

Given normalised areas = {si = Area(Gy;)} andE = {ei = Area(Ey;)}, the
mapping functionf : f(S)—E is defined as:

N

Mgrror = Z(Sz — f(si))? (3.18)

i=1
With equation (3.18), source clustgt; will be matched to example clustét,; by
j = f(i).
After constructing the mapping function, we can transfdoes from example

clusters to their matching source clusters. We perform ¢haue transfer ina g chan-
nels. The colour transfer can be described as follows:
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(1) Convert source intensities and example colours (RGB).in5 channels,,, a,,S,,
Ly 0,03, Wherev is a voxel in the source, is a pixel in the example.

(2) Calculate the mean and standard deviation of each clustee three converted
SPACESHy, iy STy Goiy T, Gejr St Gejr W = L, 0, B

(3) Calculate the distanag, ; between voxeb and clusterss, ;; in . space:d,;, =
|t — MGl

(4) Calculate average coefficients;, = Inv(dv,i)/Zj.V;] (Inv(d,;)), wherelnu() is
the inverse proportional function of distances (contitrufactors).

(5) Scale and transity3 channels of voxet:

N
211 = Z(Cﬂ,i * ((lm - m’l,,GSi) * Stdl,,(}ej/‘gtd/,,(}si + M/I,,Gs’i))

i=1
Ns

Q, = Z(Cv,i s ((Qty — Ma,Gsi) * Stda,Gej/ Stda,gsi + Ma,Gsi))
i=1

NS

Bv = Z(Cw,i * ((61) - mﬁ,(?si) * Stdﬁ,(}ej/Stdﬂ,Gsi + m,B,G‘si)) (319)

i=1
where;j = f(i). Equation (3.19) transfers colours from example image toc®
volume inta space. Then we can further conver, 3 into RGB space [114, 116]
(Ref. Appendix for the original Matlab code provided by [])16

R 3.240479  —1.537150 —0.498535 i
G| =1 -0.969256 1.875992 0.041556 | = | &
B 0.055648  —0.204043 1.057311 B

In Figure 3-17, we first scale the original 16-bit intensigfues of the MRI brain
into 8-bit non-negative integers. We then use swatchesristaact two source (inten-
sity) clusters from a slice of volume dataset and two exarfgaiur) clusters from the
illustrative image shown in Figure 3-16 [46]. The colour gmments are normalised
for the purpose of transferring colour space. The&, B colour components will be
reshaped back into 8-bit integers finally. These colour camepts and their indexed
original 16-bit intensities construct the colour lookuplea The volume rendering
engine uses this lookup table to transfer colours to eackligored, green, and blue
scalar fields.
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Figure 3-17: lllustrative colour transferring: (a) A 2D i of volume MRI brain.
The grey image (voxel intensities) is enhanced using hiatogstretching. (b) The
intensities shown in (a) were transferred to the colourrmtation shown in Figure 3-
16(c), illustrative image. (c) Rendered volume MRI braid) Regions of MRI brain
were cut off to show the internal structures. Colour tramsfg functions in both (c)
and (d) are constructed using the same illustrative image.



3.10A Generic Problem: Penetrating and Self-occlusion 68

3.10 A Generic Problem: Penetrating and Self-occlusion

3.10.1 Shear-effect

An analytical model was built to test the quality of the potjee texture mapping. A
typical artefact is the shear-effect, that is, a singleéépoojected to a surface which is
almost parallel to the direction of projection will be smedpver a relatively large area
of solid. In addition, the finite resolution of colour looktgbles in procedural texture
models can also introduce alias artifacts due to “texturgfroation” [47]. Therefore,
effective surface representations as well as appropnézpolation techniques are
primary requirements of the novel semantic project textnaglel discussed in this
chapter.

(a) Analytical model (b) Land-marking: yellow pixels

(c) Cliff-effects: Smeared area of solid.

Figure 3-18: Shear effect of pseudo-solid texture modeITK& constructed analytical
model. (b) The morphed texture image. Land-marking dotsraade in yellow. The

size of each marking dot is only a single pixel. (c) is the elap views of the textured
analytical object. The size of the morphed texture image uségure (c) is 128x128

pixels.

Figure 3-18(c) shows that the shear effect becomes promiAsmreviously dis-
cussed, continuous representations of texture image bewdsolution to the problem
of texture smearing. Instead, a more advanced and prattichhique to solve the
shear effect, smoothing point clouds, will be offered intie&t chapter.
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3.10.2 Penetration and self-Occlusion

As shown in Figure 3-3, texture penetration is a criticaléssn pseudo-solid tex-
ture models. Another challenge is teelf-occlusionof the volume dataset, that is,
iso-surfaces always have manifold geometrical structures previously discussed,
DSOR objects lack geometrical, topological and semantarination. Therefore ex-
pecting users to have expert knowledge of transfer funsttorsplit manifold struc-
tures is unrealistic. Regarding this, we will offer a novelusion, semantic layers
which is based on the concept of semantic transfer functiorsolve this problem in
a following chapter.

3.10.3 Computational Expenses

The volume rendering pipeline presented in this chaptenemented using c/c++.
The program is executed on the unix platform without adddigoarallel computing
resources. The field-based illumination object model, Wwhicbased on the single
scattering model, is used in the volume integral operafid. field illumination model
casts a second ray (shadow ray) to calculate the shadowsefteceach of the light
source in the scene. We use DSR [72] and DVR [78] as our mammwelrendering
techniques.

The complexities of field functions, spatial functions, aefiation functions im-
plemented as cascading functions for each volume intetgaients of tracing rays,
will direct affect the rendering time. Rendering Figure 3+ take 1 minutes and
57 seconds. The image size is 400x400 pixels and the runtépglength is set to
0.1. There are 8 point lights in the rendering scene. Thedfizbe carp dataset is
256x256x512 voxels.

Rendering Figure 3-5(c) will take 7 minutes and 1 second. ifiege size is
1320x2000 pixels and the running step length is set to 0.%rélare 4 point lights
in the rendering scene. The size of the CT-head dataset 11188237 voxels.

Rendering Figure 3-12(d) will take 90 minutes. The image $&2000x2000
pixels and the running step length is set to 0.2. There are laghts in the rendering
scene. This image is used as an example printed on the baek @othe proceeding
of Graphite2005. The size of the MRI-brain dataset is 109x182 voxels. The size
of the CT-head dataset is 180x237x113 voxels.

Rendering Figure 3-15(a) will take 40 minutes, and FigurE5@) 19 minutes.
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The image size is 400x400 pixels and the running step lersgéletito 0.1, and there
are 3 point lights in the rendering scene. The size of theudcs field based dataset is
109x189x172 voxels.

3.11 Conclusion

We have considered the needs of volume rendering when begdjfor applications
that needs realistic appearances of volume objects. We focwolume iso-surfaces
rather than mesh surfaces. We have presented a multi-aoristbased approach to
texturing which is based on continuous space mappings wweg®od image quality.
Starting from Winter’s projective texture mapping meth6H fhe system requires only
one intervention by the user, to determine key points whezddxture must match an
intermediate image of the original data. This can also bd tsavoid the problem of
texture being smeared over too large an area.

We demonstrated an extension to 2.5D textures, extrudeddhrthe volume, us-
ing an approach consistent with 2D texture. In conjunctidh vts intrinsic ability to
generate high resolution images, the overall method hanpatin non-classical ar-
eas, such as film special effects, for which volumetric sedata are especially useful,
whether captured or synthesised.

If topological artefacts exist, our methods will not degrdbde visual effect of the
textured volume objects. Any such regions (whether scdlptedamaged portions of
volume objects) will have the same texture as their radigjhi®urhood, as demon-
strated in Figures 3-13 and 3-14. In contrast, as investijay Wood [32] and Guskov
and Wood [29], traditional mesh-based texture mapping si¢edill the holes intro-
duced in the mesh model, especially for high quality textoeppings, for example in
close-ups and realistic volume characters.

Interpolation techniques, continuous indexing, and rmekolution representa-
tions, are typical computer graphics methods. We migragsahechniques from the
traditional CG area into Volume Graphics. In our texturetlwze rendering, the iso-
surfaces (point clouds) are used as semantic constrai@isspatial constraints and
transfer functions [14, 63, 62], to facilitate and guide t&veure placement with high
accuracy, giving a general purpose solution.

Being able to sculpt a volume object with texture runningtiyh it is important.
Manipulating the details of volume characters is essentilen using volume source
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data, removing the imaging noise and correcting topoldgitafacts without touching
the textured realistic appearance is a challenge. Our 2rbi2giive texture could
possibly be hooked into practical volumetric sculpting, éaample as presented by
Ferley et al. [117] for modelling volume objects, or applted/olume objects whose
surfaces were smoothed using diffusion normals, as pregéytTasdizen et al. [118].

Transferring colours from illustrative images to volumésoademonstrates the
flexibility and generality of the described generic volunigeat model, which com-
bines together the generality of scalar fields and the flgilf a variety of semantic
transfer functions.

Pessimistically speaking, transferringiamage modefrom 2D space to 3D space
is still very much an unsolved problem. In this chapter, wespnt a possible solu-
tion to this problem. We model the 2.5D pseudo-solid textaoelels trying to satisfy
some deterministic 3D spatial features, where key featxiss on surfaces of volume
objects. We will demonstrate in later chapters of this théisat our projective tex-
ture model produces superior results in these areas bydangva flexible rendering
framework.

The additional contribution of our generic volume objectd®ids that it provides a
universal model for integrating 2D images and 3D volume skt giving a universal
solution to many DSOR based applications. It challengesynadimer visualisation
and illustration algorithms and generates more realissclts. Moreover, it provides
the flexibility and possibility of integrating various commer graphics and volume
graphics applications. The high quality visual effects agalistic appearance prove
its efficacy.



Chapter 4

Multi-Dimensional-Scaling Models
(MDS)

Point sampling and point-based rendering techniques arentiag basic research in
volume graphics, for instance, moving from grid-based n@graphics to point-based
volume graphics [8], and rendering multi-resolution pédased surfaces [7]. We
believe that manipulating point clouds for texturing vokidatasets can become a
new bridge connecting volume graphics and image-basedregertodels, as we will
demonstrate in this chapter.

In order to improve the shear effect of the projective textaodel, we here present
a graph model which preserves the neighbourhood relatijpsigti the point clouds
within volume objects. In order to further smooth the poiloucls, the classic multi-
dimensional scaling (MDS) using novel shortest-path protxes that is based on the
graph model is also introduced.

By mapping 3D points into a 2D flattened (Euclidean) domaarttethods pre-
sented can both flatten the projected 3D surfaces of volugeetst{onto intermediate
templates) and preserve local geometrical features ontfece (level sets) of volume
objects.

We will also discuss point clouds tangling and flipping in MD®thods. In this
chapter we will introduce:

e A novel method to construct point clouds of volume objectsshynpling the
positions of level sets using projective spherical models.

e A point clouds smoothing method using the MDS method, whitdwa us to

72
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flatten the intermediate template and thus match texturéeeshape of the
object.

This is done by constructing a novel projected (plenopti@pf model that is
composed of these probed 3D data points (node) and the Eanlidistances be-
tween each neighbouring 3D points (edges), the algorithroallgéheplenoptic
shortest-path MDS

¢ A novel method to improve shear effects, by overlaying teximages onto the
flattened intermediate templates.

Our method of flattening 3D volume data sets for the appbeoatiof texture
mapping and annotation focuses on linear dimensional tesygraph layout,
preserving neighbouring relationships among 3D point@sowith no necessity
to adjust any parameters.

4.1 Introduction: Shear Effects

Motivated by the observations of the importance of realisisual appearances of
volume objects, we presented an imaged based approachttioetexapping volume

datasets [39, 40] in Chapter 3. The method is based on a pivejeseudo-solid texture
model and semantic constraints. A rendered intermediatplége for texture warping

is needed.

The rendered intermediate template is based on projectagpimng. Therefore,
texels will be smeared over a relatively large area if theympjected onto a surface
which is almost parallel to the direction of projection, tifteenomenon that is referred
to “shear effect” in this thesis.

In this chapter, we are trying to introduce a mesh-less mimdeéexturing volume
objects and reduce shear effects, that is, directly maaiimgj a point cloud rather than
constructing a mesh model as an intermediate step for tertapping and annotation.

4.2 Related Work

Many existing texture models were designed to support hasked CG characters.
Here we draw our inspiration mainly from texturing or antiotg volume objects
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without mesh models. Therefore, the techniques which aexitty relevant to ma-
nipulating points cloud for texturing volume objects aretigalarly interesting to us.

In this chapter, we focus on mesh based surface flatteningaue{38], which
provide positioning control for texture mapping. Here, wscdss the tangling and
flipping of mesh models.

Tangling and flipping

Preserving the quality of moving mesh grids and improvireyefiiciency of mesh
smoothing algorithms are common problems in many pracsipplications. Unfortu-
nately, we can often see a few lines of mesh models cross liee otesh lines after
mesh deformations. Then, this is just that we called “mesfgliag and flipping” in
this chapter.

To improve the accuracy and efficiency of mesh deformatioa,mhesh grid can
be regenerated according to the salient features of thé deg@mns. However, since
these local regions can change with time, the local regéoarar refinement of the
mesh grid can become extremely computationally demandihgder such circum-
stances, Bochev et al. developed and analyzed the methiobiatauses fixed mesh
grid structures and distributes grid nodes according tovanganalytic weight func-
tion of the spatial variables [119]. By defining the apprajgiweight functions, they
demonstrated that their methods can accurately repositeonodes and do not tangle
the mesh.

The performances of mesh moving algorithms using fixed drigctires are of
particular interests to us: as Bochev et al. pointed in [L$8th methods do not
require complicated data structures, since the refereao®aunh is not changed; cost
of moving the grid is limited to computation of new physicabedinates of the grid
points. Therefore overall efficiency of moving grids can lgmsicantly improved.

Bechev et al.'s experimental results indicate that theithoés do not tangle the
mesh after moving operations. However, it is worth pointiog that we are currently
dealing with a different problem. Here we are trying to flateepoint cloud from 3D
space into a 2D plane. Therefore there is no explicit meghthat can be used.

Mesh quality for moving meshes in 2D and 3D unstructured mesthels were also
discussed by Berzins et al. [120]. The solutions to the @misl of maintaining mesh
quality of unstructured triangular and tetrahedral mesttesonsidered. They inves-
tigate the anisotropic properties of the atmospheric dspe mesh model. Tangling
was discussed for moving the unstructured mesh models inrAD gpace indepen-
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dently. However, this is also differences with our targetclifocuses on preventing
tangling while we flatten mesh models from 3D space into 2Déla

4.3 Principle of the Algorithm: MDS Models

4.3.1 Background: classic multi-dimensional-scaling (MB)

Given a discretely sampled object representation (levs),see would like to con-
struct a spatial relationship representing the 3D geow@tdonfigurations of these
sampled points. The abstracted spatial relationship shoap the DSOR representa-
tions (point clouds, level sets) into an analytic and fumttomain.

Starting from the discretely sampled object represemat{®@SORSs), which lack
functional information, we need to upeoximitiesamong DSOR level sets and then
output the spatial map using the proximity measurementgad) multidimensional
scaling, MDS s the solution to this problem [121].

e Proximities:

A proximity is a measure that indicates how similar or howfedi#nt the two
objects or two elements of an object to be. In fact, any kindnédrmation
such as geometrical, topological or semantic, can be redaad a measure of
proximity among different individuals.

e Multi-dimensional scaling (MDS):

Multi-dimensional Scaling (MDS) refers to a class of teciu@s. The input of
these techniques are proximities amongst any kind of abj@ot elements of
an object). The output is the spatial relationship reflecthre hidden structures
among the data set. Such a spatial relationship is ofteresepted as a map,
which demonstrates the geometric configuration of points.

In this thesis, the output of MDS is a 2D Euclidean plane regméng the given
proximity measures. The input is the proximity measure atthose element is
the distance (proximity measure) between each 3D pointendhel sets. Given a
proximity measure matrix}/, then the 2D flattened configuration can be calculated
via Classical Scalinga direct and metric MDS method. In metric MDS, the original
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distance (or proximity) matrix is approximated. Non-metDS deals with data in
which the order of the distances must be preserved [122].

The classical MDS method can be defined as follows [38]:

Given a set of 3D pointgp,, k¥ = 1,2,...,n}, and proximitiesi(k, ) between
pointsp, andp;, we need to find a set of 2D data vectgys p,€R?, that have Eu-
clidean distanceséd(k, 1)} which approximate the proximitie¥ %, /) well. Here, the
3D points within volume objects are the 3D positions of painuds sampled by firing
tracing rays using the spherical mod®l,= (X, Yi, Zi).

Define the matrixP, ; to represent théX, Y, Z) positions ofn points in 3D Eu-
clidean space. The square proximity distance between pg#ait, ; andp,;c P, 5 is
defined as:

dfj = (prozimity(p;, p;))? 4.1)

Let M/ be a matrix whose entries are defined My, = dfj, i.j =1,2,...,n, then the

classic scaling MDS method can be calculated using eigémvdecomposition:

Double centring and normalisation : B = —0.5% J x M % J (4.2)
Eigenvector decomposition : [Q, L] = eigs(B,2, 'LM") (4.3)
newz = sqrt(L(1,1)). x Q(:, 1); (4.4)
newy = sqrit(L(2,2)). x Q(:, 2); (4.5)
J=1- iL-LT; (4.6)

N

where J is the centring matrix which moves the origin of matrix onto the cen-

tre of its mass. Matrix/ is an identity matrix and vectok is the vector of ones
(1's). In Equation (4.3), the centred and normalised prairmatrix B is approx-
imated by the matrix. whose rank is 2. The equation is solved in the least square
sense. In Equations (4.4) and (4.5), the flattened 2D coateknof the-th 3D point

are (newzx;, newy;), wherei = 1,2,....,n. Note that the flattened 2D coordinates
are obtained by multiplying the two largest positive eigdoes with their associated
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eigenvectors.

4.3.2 Geodesic-based MDS models

Grossmann et al. [122] used minimal geodesic distancesieetpoints on the surface
to construct the proximity matrid/. By constructing the geodesic distance on a 3D
surface, their algorithm can be described as follows:

(1) Create proximity matrix (squared geodesic distanceir)at

D = {d}; = (geodesic_distance(z;, z;))? i,j = 1,2, ...,n} 4.7)
(2) Calculate the estimated scalar product matrix:
B=—-05JDJ (4.8)
(3) Calculate the eigen-decomposition®iup to rank 2:
B = Q:0,Q5 (4.9)

whereA, and(@), are2x2 andnx 2 submatrices.
(4) The flattened 2D coordinates matrix is:

X = QuA (4.10)

The above classical scaling method was employed for flatge3D surface points. For
our interests, the unique features of the method are:

e direct operations on voxels without the necessity of caiesimng a mesh model
as an intermediate step;

e optimal estimations of Euclidean distances of edge-lendpétween vertexes
on volume data;

e global preservation of minimal geodesic distances of pftim the source ver-
tex to the destination vertex on the graph ma@ét, e);

e computational efficiency.
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Floating and isolated voxels:
In Equation (4.7), there are two crucial steps for estingatite minimal geodesic dis-

tances between 3D points on voxel based surfaces:

(1) Representing the surface as a weighted gtaphe):
voxel<=v : vertex, link<=e : edge (4.11)

(2) The weight of an edge depends on the three link typiesct, minor diagona)
and major diagonal The unbiased, minimum Mean-Square-Error length estonati
for a 3D curve is:

L =0.9016 * Number (direct links) + 1.289 x Number(minor diagonals)+
1.615 x Number(major diagonals) (4.12)

where functionVumber() calculates the numbers of the different link typ&g ,( Vs,
N3, as shown in Figure 4-1) between neighbouring voxels on #tie. p
Figure 4-1 shows the three link types in a 26-directional BRic code [122].

Figure 4-1: Link types in a 26-directional 3D chain code [[t2%;: direct link (parallel
to one of the main axes)y, : a minor diagonal link, andvs: a major diagonal link.
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The design of 3D length estimators must be based on thealratialysis of chain
code probabilities in three dimensional chain encodeds|[i@3]. The contributions
of the above equation, Eq.(4.12), are not only the minimumSRdtimators but also
the predictions of the number of direct, minor diagonal argandiagonal links in the
chain code of a 3D line.

Given the probabilities of a 3D chain code of a 3D line, thec@uproblem of
calculating the minimal geodesic distance between souwsiipn and destination po-
sition on a 3D voxel based surface is how to let the geodesjediory pass through
the “bridging” voxels on the path, as demonstrated by Gressnet al. [122] and
Kiryati and SZkely [124].

Unfortunately, since DSORs lack geometrical, topologarad semantic informa-
tion, we cannot guarantee such “bridging” always existser&éhs a high possibility
that the 3D point clouds are isolated level sets, rather jhsnthe discretely sam-
ple positions on @onnectedsurface. So, we cannot be sure that there is at least one
path between any pair of two voxels on the surface. In thiperawe deal with the
following special cases:

e We do not require the existence of a path from source voxelrget voxel for
estimating minimal geodesic distance.

e We start from the primary DSOR sampled positions, which legological,
geometrical information. These 3D positions are theoaélfidsolated points,
without any explicit connecting constraints.

e Grossmann et al.'s work started from an explicitly definedrexted surface,
represented by either 3D point clouds or voxels. Howeveg iaverse sense,
our work in this chapter resides on isolated level sets tcessmt DSOR-based
surfaces.

¢ In addition, we use plenoptic models to fire tracing rays tostact 3D point
clouds within volume objects. The plenoptic models are aksed to construct
the graph model to calculate shortest paths for MDS.

4.3.3 Geodesic distance ambiguity

As discussed in Chapter 3, we use projective texture modejsnerate intermediate
templates. The texture projections include planar prmacspherical projection, cu-
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bic projection and cylindrical projection. The volume atijean thus be viewed from
any position in 3D space.

Given two voxels on a volumetric level set (without an exitliycconstructed mesh
model), if we view the object from one viewpoint, then the desic path between
these two voxels might be different to one viewed from theasie viewpoint. The
two shortest paths run through different terrain on theed#it surfaces (level sets)
facing the two opposite viewpoints.

If we try to flatten the enclosed surface using these two idiffeshortest geodesic
distances, then the two flattened surfaces will be diffei@paich other. We here refer
to this phenomenon as the ambiguity of shortest paths ot ptwads. An example is
given in Figure 4-2.

A A B A C
T v2 Tv 2
() (b) (c)

Figure 4-2: Geodesic distance ambiguity between oppomtepoints: (a) The trian-
gle AABC' is observed from two different viewpoints] andv2. (b) The geodesic
ambiguity exists in a closed structure. If viewing from, the geodesic distance
(geodesic-path) iBAC. If viewing from v2, the geodesic-path BC . (c) Different
distances of flattened vertexes of the triangbedC is the flattened geodesic-distance
viewed from the viewpoint1. BC is the flattened geodesic-distance viewed from the
viewpointv?2.

Given the triangle\ A BC, the minimal distances (edge lengths) between the three
vertexes areAB, BC, AC. The edges are composed of neighbouring voxels. If we
observe the triangle from the viewpoint and would like to unfold the vertexds, C'
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and A, the estimated minimal geodesic distance shoulH€’, which approximates
the flattened Euclidean distance from vertexo C to A. Unfortunately, the shortest
geodesic distance might also B€', represented using the dotted line.

In order to flatten the pointd, B, andC, we need to cut the connection betwéden
andC, either by physically deleting elements on the IiB€, or by logically deleting
the linking elements in the graph modglv, e). We refer to the multiple possibili-
ties of minimal geodesic distance between the same pairrtéxes as thgeodesic
distance ambiguity

This problem becomes worse in the circumstance of flatteaiD$GOR data set.
First, cutting a connection (voxels) needs at least topotd@nd geometrical infor-
mation; however, we do not have such information at handoi@tave cannot keep a
record with both observation configurations and assoc@ggedesic paths, since to do
so needs a full understanding and exploration of the voluate. d

These two weak points become the main obstacles for cotisigle spatial rela-
tionship reflecting the hidden structures of 3D point clouBsen worse, as we will
explain later, tangling and flipping are inevitable due tolsgeodesic-distance ambi-

guity.

4.3.4 Euclidean-distance based classic MDS models
Euclidean-distance based proximity matrix

Given a matrixP, ; to represent théz, y, z) positions ofn points in 3D Euclidean
space; the square Euclidean distance between pgirandyp; , is defined as:

3
=3 (Pia—Dia) (4.13)

The proximity matrix can be constructed by using such sqiareidean-distance
proximities, M;; = dfj. After constructing proximity matriX/, we can use the classic
scaling MDS (Equations (4.2) to (4.5)) to flatten the 3D paiouds.

In Figure 4-3, figure (a) shows a synthesised 3D 3x3 point sieitand figure (b)
shows the 2D positions of the flattened data set.

Here we use the Euclidean-distance based classic MDS meltndlois example,
we can see that the 3D points can be flattened without anyrilijpgond tangling of the
2D positions.
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ylv

(b) Flattened 3D point set using MDS

Figure 4-3: Flattening 3D point sets without flipping andglamy. The flattened 2D
positions (red, yellow and blue) preserve the neighbowthetationships.
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(b) Flattened 3D point set using MDS

Figure 4-4: Flipped and tangled 3D point sets flattened usiBg. In figure (b), the
lines cross the others in the flattened configuration.

The 3D points in red, yellow and blue, are the first, the secand the third point
within the 3D point set. The first (red) 3D point is neighbogrihe second (yellow)
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3D point, and the second (yellow) is neighbouring the thinid€) 3D point.

The flattened 2D positions preserve such neighbourhootimeships. In addition,
an example of the tangled 2D positions (lines cross in theeflad plane) is given in
Figure 4-4(b).

Interactive data manipulation

Interactively adjusting MDS configurations and manipulgtine proximity matrix us-
ing weighting functions are common techniques in multidisienal scaling analy-
sis [125, 126]. Common techniques include, for instancegodransformations for
metric MDS, distance transformations, group-dependensi\ic. These techniques
benefit the data visualisation in MDS. However, they alsbuslthat a single MDS
techniques cannot cover the variety of data visualisatimblpms. In particular, as
we will now explain, the existence of flipping and tangling2di positions, is a major
obstacle for annotating volume objects using 2D texturegesa

Flipped and tangled point clouds

In Figure 4-4, if we try to flatten the 3D data set shown in fig(ag the flattened
2D positions become flipped and tangled, i.e, the right sideeoquadrilateral model
is flipped onto the left side of the quadrilateral model. Ihestwords, as shown in
figure (b), the neighbourhood status, i.e, from red to yeliowlue, becomes the rela-
tionship starting from blue to red to yellow. So, we referhe flipping and tangling
shown in figure (b) as the phenomenon that lines cross the ltles in the flattened
configuration.

As shown in Figure 4-3(a), the Euclidean-distance betwkeitst (red) and the
third (blue) 3D points is greater than the distance betweeffiitst (red) and the second
(yellow) points, and it is also greater than the distancevben the second (yellow) and
the third (blue) points. In Figure 4-4(a), the Euclideastaince between the first (red)
and the third (blue) 3D point is less than the distance betwlee second (yellow) and
the third (blue) 3D points.

From Figure 4-3 and Figure 4-4, we can see that estimatingopropriate prox-
imity matrix for MDS methods plays a critical role in analygihidden structures of
high-dimensional data sets. We noticed that directly datwg the minimal geodesic
distances running along the 3D voxels on the surface of 3Dmelobjects is not ap-
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propriate to us, since there is no guarantee of the existefttee minimal geodesic
distance between each pair of 3D points. Instead, we canlatdcthe shortest-path
length to approximate the geodesic distance between eauobif paobed 3D points.

4.3.5 Plenoptic graph model and shortest-path MDS
Neighbouring relationships of 3D point clouds

As discussed in the previous subsection, in order to estiaraappropriate proximity
matrix for MDS methods, we can calculate the shortest-pathth to approximate the
geodesic distance between each pair of probed 3D points.

This can be done by constructing a novel projected (plenpgtaph model which
is composed of these probed 3D data points (nodes) and tHiel&arcdistances be-
tween each pair of neighbouring 3D points (edges), the slgowe call theplenoptic
shortest-path MDSGiven a pair of 3D points probed by two tracing rays, if thigiors
of these two tracing rays are neighbouring positions onggéa surfaces, then these
two 3D points are defined as neighbouring 3D points. So, we tefthe neighbouring
relationships of 3D points as the neighbourhood statusebtigin positions of the
tracing rays used to probe the 3D positions of these 3D points

To our knowledge, texture tangling have not been discugséuki MDS applica-
tions. The conventional MDS implementation is prone to utageties, i.e, artefacts
in point configurationsand “local inadequacy of the point configuratiéni$25]. Tra-
ditional solutions to these problems are: firgtidgnostics for pinning down artefac-
tual point configuration§ and, second, restricting MDS to subsets of objects and
subsets of pairs of objects

In this chapter, tangling (lines crossing in flattened camfigions) originates from
the differences between the neighbouring status of samplositions (used as the
origin positions to fire tracing rays) on plenoptic surfaaad the neighbouring status
of the 3D points actually probed. Obviously, there is no gatee of the coincidence
between these two.

A Euclidean-distance based proximity matrix just consgahe spatial distance
between each pair of 3D point clouds. There is no neighbguetationship among
these 3D points. In contrast, a shortest-path proximityrimnaitroduces neighbour-
ing constraints by constructing the graph model. The grapkehnot only con-
strains the direct neighbouring status using shortest; pat also constrains the neigh-
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bouring status of the 3D points on the shortest-path. Inrotds, if the path
(V0 e Uiy -, V5, ..., Uy ) IS @ Shortest path from, to v, then the shortest path from
v; to v; must be a fragment on this path.

Graph layout and local information

As previously discussed, graph layout and local inforrmatibout the original data
set were employed in MDS applications to improve the vigipdnd the accuracy of
interpretation of MDS configurations. In particular, usiogal neighbourhood infor-
mation to construct a global low-dimensional configuratbmanifold data is a basic
research topic [127]. Employing ideas of graph layout tépives such as parame-
terised based energy functions, and the novel meta-omtehen and Buja’s local
MDS (LMDS) could both create faithful embeddings and prevadmeasurement of
the local adequacy of embeddings [127].

LMDS ties together three areas: nonlinear dimension reatycgraph layout, and
proximity analysis. However, it still has tuning paramstér generate a robust em-
bedding configuration for noise data set. Therefore, ousiciemation of flattening
3D volume data sets for the applications of texture mappimdyannotation focuses
on linear dimensional reduction, graph layout, preserviaghbouring relationships
among 3D point clouds, and no necessity to adjust any paeaset

In particular, while LMDS focuses on providing local contity based meta-criterion
to proximity estimation, our algorithms focus on local danity (nheighbourhood)
based anisotropic parameters. However, as we will exphathe next chapter, these
parameters will be further used in linear weighted Laplasiaoothing.

4.3.6 Proximity matrix: shortest paths

In this subsection, we use a shortest-path based proxinaitspato flatten the 3D point
cloud.

Given ann xn probed 3D point cloud, we use the gra@hV, F') to model the point
cloud.V = {1,2,...,nxn} is the node set anfl = {e¢, ;, i is neighbouring j}. Then
the shortest-path proximity matrix can be described as follows:

M = {m, j = shortest_path(i, j),i€V,jeV} (4.14)
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The implementation of the shortest-path function is thedfasDijkstra algorithm [128],
described as follows:

We refer to the weight of a path as its length, the minimum Wedd a (u, v)-path
will be distance from vertex to vertexv, denoted byi(u, v).

Given each vertex, its labell(v) is an upper bound on the distanée, v) be-
tween the starting vertex, and an intermediate vertex Initially /(u,) = 0 and
[(v) = oc for ug#£v.

First, insert all intermediate verticesonto setS, with their labeld (v) = p(uq, v).
Delete the vertex with minimum label in s&f and add it to the solution sét. Using
an iterative process, the labgh;) of the newly inserted vertex; in setS; and the
lablesi(v) in setS; can be updated using the following equation:

l(u) = d(uo, u;) (4.15)

I(v) = MIN,, ,cs,_{d(ug,u; 1) +w(u;_1,v)} for veS; (4.16)

wherew(u; 1, v) is the sum weight fromx; ; to v.

Repeat the above iterative processulfequalsy,, then stop. The shortest path
between vertex, and vertexy, is saved in label(v).

As shown in Figure 4-5, we use the shortest-path based MD&tterflthe same
3D point clouds shown in Figure 4-4. Figure 4-5(a) is the grapdel of the data
set shown in Figure 4-4(a). The shortest-path from bottefindorner to top-right
corner is marked in blue (dashed lines). The weights betwaeh pair nodes are also
given. The numbers are the weights of the edges. Figure¥sBfws the flattened 2D
positions of the 3D data set.

Clearly, by constructing the spherical graph model whigsprves the neighbour-
hood relationships between each pair of nodes, and empldlyenshortest-path prox-
imity matrix, the flipping and tangling are eliminated. Naket, first, by using the
graph model of the data set shown in Figure 4-5(a), we carakyteliminate the
ambiguity of calculating geodesic distances; second, ¢éighibourhood relationships
(connectivity) between each pairs of points are preservBukerefore, the flattened
configuration does reflect the preserved neighbourhootior&hips.

Note that eliminating the ambiguity of geodesic distances@eserving the neigh-
bourhood relationships are not sufficient conditions ydlaiben point clouds without
tangling and flipping. The lengths of shortest path betwemmbary points also play
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critical roles. In general, in order to embed all the flattbigternal nodes within
the boundary that is composed of flattened boundary nodeenigth of the shortest
path of any pair of internal nodes must be a fragment on aestquaith of the pair of
boundary nodes.
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(b) The flattened 3D point set using shortest-path MDS

Figure 4-5: Flattened 3D point sets using shortest-path Mirféch is based on the
shortest-path based proximity matrix.

By constructing the novedlenoptic shortest-path MD®ve present the solution to
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the problem of the ambiguity of calculating geodesic disémn We also preserve the
neighbourhood relationships of point clouds using the gphlegraph model. More
examples of the novel model which can be used to improve tladitguf flattened
configurations will be further given in the following seatim

4.4 Global and Local Properties of Plenoptic MDS

Intermediate templates provide the texel positioning i@rior texturing volume ob-
jects. Itis a flattened plenoptic surface whose pixels ardered using volume render-
ing algorithms. Ideally, the intermediate template its#lbuld be a flattened surface
of volume objects, so that a texture image can be overlaid ibdirectly.

In previous methods the intermediate template is rendesatysampling posi-
tions on plenoptic surfaces. For each of the sampling mostitracing rays probe 3D
positions within the volume dataset (iso-values, intéesjdistance fields, etc.) So we
know the sampling points both in the 3D space and in the 2D gpa@tdinates. As
shown in Figure 4-6(a), the 6x6 positions are the samplirgitiopms on the plenoptic
surface, which are used as the origin positions to fire topctys. The probed 6x6
3D points cloud is shown in Figure 4-6(b). Then we flatten tBepd®int cloud using
the Euclidean distance based matri{, (a classic MDS method in practice). The
flattened points are shown in Figure 4-6(c). The neighbgupoints are connected
using the connection relationship of adjacent samplingtipos on the plenoptic sur-
face, shown in Figure 4-6(a). Unfortunately, the flatteneh{s becomes twisted and
tangled.

The 3D points shown in Figure 4-3(a) are from a synthetic data Now the
3D points shown in Figure 4-6(b) are probed using tracing fagd at the sampling
positions on a plenoptic surface. Sampling positions shiowFigure 4-6(a) are the
positions on the plenoptic surfate, v) and the positions on the intermediate template
(z,9).

Note that, first, we do not construct mesh models for voluniseds; second, we
do not use the geodesic distance to construct the makrin MDS. Different paths’
geodesic distances between two vertexes on a mesh modekvdgtijual to each other
on the flattened plane [38]; however, such an assumptiort fsirther valid to a points
cloud. In fact, geodesic distances will be different to eaitter when they run different
paths in 3D space.
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(c)_ Tangled flattened surface using MDS.

Figure 4-6: Euclidean based MDS: (a) 6x6 sampling positmma plenoptic surface
and on an intermediate template. (b) Sampled 3D points. dopled and flipped
flattened point cloud.
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As previously discussed, Euclidean-distance based pitxmeasurements only
guarantee the spatial relationship between pairs of 3Dtpminneighbour constraints
exist. Therefore, for both geodesic-distance based clB435 and Euclidean-distance
based classic MDS, these is no guarantee of preventing sppmf and tangling be-
haviour. So, the novel neighbourhood relationships ong@én surfaces are intro-
duced into MDS by constructing the graph model of samplingjtpms on plenoptic
surfaces.

As shown in Figure 4-7, we use the shortest-path based MDBau ¢t flatten the
3D point cloud. Figure (a) shows the same 3D point cloud vieivem a different
view point. Figure (b) shows the flattened point cloud. Theselup of the area within
the red box is shown in Figure 4-8(a). We can see that the paanid the point 6 are
smoothed without flipping. The close up of the area withingheen box is shown in
Figure 4-8(b). We can see points 26, 27, 28, 29, 30 are smabetftb flipping and
tangling.

e Global and Local Properties of MDS:

It is well known that [125] The global shape of MDS configurations is determined
by the large dissimilarities; consequently, small distsshould be interpreted with
caution: they may not reflect small dissimilarities.

Points 26, 27, 28, and 29, located within a small 3D spacestoact the so called
minimal local structuresSince classic MDS is a principal component (larger proxim-
ities) dominated minimisation process, the less importanponent (small proximi-
ties) cannot really do their contribution to the global lwhsenfiguration.

Note that: first, a minimisation process without large pnoixies often does not
generate meaningful global configuration in MDS; secorténapts at integrating local
structure to model global structure are often not succedsfpractice, truncation and
weighting functions are interactively used to explore lataa structures using MDS
methods.
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(a) The same 3D point cloud shown in Figure 4-6(b)
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(b) Flattened point cloud using shortest-path based MDS.

Figure 4-7: Shortest-path based MDS: Flattened 3D poinictiassing shortest-path
proximities. (a) The same 3D points cloud shown in Figuregl#)6viewed from a

different viewpoint. (b) The flattened configurations ussiwrtest-path proximity
matrix and classic MDS. The close-ups of the areas withirreethngles are given in
Figure 4-8.
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(b) Close-up of the flattened points, tangling of small pcioud clusters.

Figure 4-8: Shortest-path based MDS: Tangled flattenedt ptond in small areas
enclosed inthe red and the green rectangles shown in Figitftg)4In (b), the flattened
points, 26th, 27th, 28th, 29th, are tangled, within the $arala.
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4.5 Experimental Assessment

We use CTHead to test our algorithms. As shown in Figure &#®pbint cloud con-
sists of 21x21 3D positions probed using a spherical proetexture model. The 3D
coordinates of the positions are the terminating positatise tracing rays, which are
based on direct volume rendering (DVR).

CTHead: discretely sampled point clouds

Figure 4-9: Point cloud of CTHead: front view and top view

Given the probed 3D positions, we first flatten these 3D paisisg the classic MDS
method which is based on a Euclidean-distance based pryximaitrix. The configu-
ration is shown in Figure 4-10. We see that the shape of thterfled 2D configuration
does not actually match to a flattened shape of the enclosétswf the volume
CTHead data.

The Shepard diagram (scatterplot) is shown in Figure 4-1lhe Vertical axis,
Fuclidean,, is the Euclidean distance between each pair of flattenedddigns.
The horizontal axisFuclidean,, is the Euclidean distance between each pair of 3D
points. As shown in Figure 4-11, the Euclidean distancewédst each pairs on the
flattened planar configuration are less than the Euclidestarties between the pairs
of the original 3D points. We refer to this observation as‘gwash” version of the
2D configuration.
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Euclidean-distance MDS flattening
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Figure 4-10: MDS-Flattened point cloud of the CTHead usirifualidean-distance
proximity matrix.
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Figure 4-11: The Euclidean distance on the 3Dsurfdee;lidean,,, versus the Eu-
clidean distance on the flattened planar configuratidmglidean,. The data corre-
sponds to the CTHead point cloud shown in Figure 4-10.
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Shortest path based MDS flattening
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Figure 4-12: Flattened point cloud of the CTHead using atsltpath proximity
matrix. The close-up of the area within the red box is giveRigure 4-14.

Given the probed 3D positions, we now flatten these 3D positsguthe classic MDS
method which is based on a shortest-path proximity mattire donfiguration is shown
in Figure 4-12. We can see that points are mostly flatteneddar2D configuration.
The 3D points are flattened according to the 3D shape of thacguflevel sets) of the
CTHead data.

The Shepard diagram is shown in Figure 4-13. The horizorts) Auclidean,, is
the Euclidean distance between each pair of flattened 2Eigsin the configuration.
The vertical axis Euclidean,,, is the Euclidean distance between each pair of the 3D
points. The configuration is nearly identical to the flatgemersion of the 3D surface
of the CTHead. However, tangling still occurs in the confagion.

As shown in Figure 4-13, the residual errors mainly come ftamissues: first, it
is due to the difference between geometrical 3D structundsaa impossibly perfect
flattening process; secondhé shortest-path metrics are generally non-Eucliddaga6].
The result approximates a diagonal line, which would haentiee geometrically im-
possible perfect flattening outcome.
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Figure 4-13: The shortest-path distance on the 3D surfavel(sets) versus the Eu-
clidean distance on the flatted 2D configuration. The dateesponds to the CTHead

point cloud shown in Figure 4-12. The result approximatesagahal line, which
would have been the geometrically impossible perfect fiaiggoutcome.

Flipping and tangling still exist

As shown in Figure 4-14, the configuration of classical MD8ntaps on the boundary
nodes. Note that this is not an artifact. Metric-distanceebaclassic MDS needs a
third dimension to distinguish such local structures. Uifioately, we deleted the
third dimension information during the dimension-redaotprocess.

We notice that the tangling mainly comes from the boundanryeso Therefore,
an option is to adjust the length of shortest paths uslistance scalingn the low
dimensional cases [126]. However, distance scaling negdsactive minimisation, a
process which is too time-consuming in real-time applarai
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Figure 4-14: Close up of the area within the red box showngufg 4-12. Tangled ar-
eas still exist in the smoothed 2D configuration, using atsistipath based proximity
matrix.

Indexing positions on the flattened 2D plane

As shown in Figure 4-15, the evenly spaced sampling post{oincles) on an inter-
mediate template (a spherical model is used here to rendéntérmediate template)
were relocated onto the flattened areas (the red marks) stitfeece of CTHead.

In other words, the indexing positions on the square interate template are now
relocated to the indexing positions on the flattened surdéd¢&THead. The relation-
ships between the indexing positions on an intermediat@lam and the indexing
positions on the flattened configurations can be used to waitermediate template
within the area of the flattened configuration. In additiexttires can be directly over-
laid onto the flattened surface of the CTHead. An examplextéitang volume objects
is further given in the next subsection.

We used the minimal paths in the graph as the distances for Stathg. These
distances are not Euclidean. Therefore, curvatures (roiedistributed red sampling
positions) in the configuration can also be introduced [126]
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Figure 4-15: Sampling positions on the 2D plane of the flattiepoint cloud of the
CTHead, using a shortest-path based proximity matrix.

Texturing a volume object

As shown in Figure 4-16, the CTHead data set was textured asionventional spher-
ical projective model (a) without and (b) with shortestip8DS flattening control.
The chessboard image was overlaid onto the flattened sagnplisitions shown in
Figure 4-15. The circle sampling positions are evenly spaddese sampling posi-
tions are used as origin positions to fire tracing rays in eatienal spherical projective
texture models. The texels gradually shrink towards theofdpe head.

In contrast, the small red sampling positions were re-kdtan the flattened sur-
face of the CTHead. The locations of these red samplingipasiaire warped within
the areas of the flattened surface of the CTHead. The eveatgdsampling positions
in the conventional projective texture models now beconeeutiievenly spaced sam-
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pling positions located on the flattened surface. The cluesdliexels can be overlaid
on the area within the red sampling positions. The texelsiwthe areas enclosed by
the red sampling positions will be mapped onto the 3D surtddbe CTHead. As
shown in figure (b), texels can be directly overlaid onto tiéH€ad and the texels’
shrinking (towards the top of the CTHead) can be eliminated.

(a) (b)
Figure 4-16: Texturing volume object using spherical proye model without flat-
tening control (a) and with shortest-path MDS flatteningtoan(b).

4.5.1 Computational Expenses

In our texture mapping pipeline, all the MDS operations anplemented as matrix
operations in Matlab, as described by Zigelman et. in [38].

The flattened 2D positions are used as control points to rémosu, v) coordi-
nates on an intermediate template onto a flattened surfacea€h position on inter-
mediate template, we use lookup table to find its 4 contrai{gaf a quadrilateral. We
use 26x26 control points to flatten the 3D surface of the Gidabject in this chapter.

Rendering Figure 4-16 take 14.17 seconds. The image si&@6i680 pixels and
the running step length is set to 0.1. There are 4 point lightee rendering scene.
The size of the CT-head dataset is 180x113x237 voxels.
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4.6 Conclusion

MDS is a class of techniques developed for the visualisatidnigh-dimensional data.
These data are characterised by proximity (similarity @sishilarity) values for all
pairs of data elements. By interpreting the proximity adagises and constructing
the flattened map, the so called MDS configuration can be wsexore the hidden
structures of high-dimensional data sets.

There are several contributions we introduced in this a@drapirst, by introducing
neighbourhood relationships of 3D points, we have preseateew method for flat-
tening 3D point clouds for texturing volume data sets. Themeo need to construct
mesh models as intermediate steps.

Second, we constructed a noy@enoptic graph modelhich is based on the
plenoptic projective texture model to automatically estienthe shortest-path based
proximity matrix in MDS.

Third, by using neighbourhood relationships, we can avo&geodesic distance
ambiguity problem. In particular, thelenoptic graph modek constructed from the
DSOR representation, i.e, discrete, isolated samplingtpoil herefore, the shortest-
path estimation is robust to imaging noise and the resuttpglogical errors. Please
note that distortions are inevitable, due to the well knowrapp maker problem” [38].

Our point cloud smoothing algorithm is not a mesh-basedefiaig technique.
Though we just used a graph model to calculate the shor&stppoximity matrix for
flattening points cloud using classic MDS, the basic repred®n of volume objects
is still a point cloud.

Classic MDS analysis focuses on global properties witherpitoximity data. There-
fore local properties might not be guaranteed with any nealsie configuration and
interpretation. As we demonstrated in this chapter, if weilddike to flatten the 3D
point cloud of the CThead, tangling cannot be eliminated.iBthe next chapter, we
will introduce a novel method to solve this problem using laapian smoothing.

A comprehensive investigation of MDS in Volume Graphics Imiige worthwhile.
The techniques offered in this chapter touch two applicatiof MDS, which include:
(1) Dimensional reduction: Given high-dimensional datmnpute a matrix of pair-
wise distances, and use classic scaling to find lower-dimpabkconfigurations whose
pairwise distances reflect the high-dimensional distaasegell as possible. Classical
scaling is identical to principal components when used forethsional reduction. (2)
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Graph layout: From the graph we derived a novel plenoptitasarbased on shortest-
path metrics, which is used to construct a proximity matikDS for planar and spa-
tial layout. Since shortest-path metrics are not strongiglilean, significant residual
error will exist. Fully detailed discussions were given hyj@8et al. in [125, 126].



Chapter 5

Linear-Weighted-Laplacian-
Smoothing (LWLS) for Flattening
Point Clouds

In order to eliminate the existence of tangling and twisimyIDS configurations, in
this chapter we will introduce a Linear Weighted Laplaciamo®thing (LWLS) model
to flatten 3D point clouds within volume objects. In addititime LWLS method can
preserve the continuity of the point cloud representatidroduced in the previous
chapter. The LWLS method integrates the benefit of the snmogptmechanism of
Laplacian methods with the advantages of metric classic Mieghods.

We demonstrate a method that prevents the tangling of fidtpaints for texturing
DSOR based volume obijects.

In this chapter we will explain:

¢ A point cloud smoothing method combining the MDS method drel tWLS
method. This will allow us to flatten the 3D points onto a 2Dn@avhile guar-
anteeing that the smoothed 2D positions have no flipping amgling.

e The proposed method contributes to boundary conditionseoE¥YWLS method.

e The proposed method contributes to local multidimensisoaling analysis.

103
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5.1 Introduction

By introducing a shortest-path based multi-dimensionalisg method, the plenoptic
texture models were offered in the previous chapter. Byeitatig the 3D point cloud
using the metric classic MDS, the methods benefit the priggtéxture models by
overlaying texture images onto flattened surfaces of 3Dmaelabjects in the 2D plane.
Unfortunately, tangling of configurations still occur.

As we will demonstrate in this chapter: first, local diffeti@hrepresentations can
also be used to flatten a 3D point cloud within volume objegtsusing Laplacian
framework; second, boundary conditions can be calculasetyushortest-path based
classic MDS, the technique described in Chapter 4.

5.2 Related Work

Many existing Laplacian framework representations wergghed to support mesh
editing, warping, and shape interpolation. Here we drawigpiration mainly from
detail preserving techniques, in particular the local amtivity.

From MDS to LWLS

Zigelman et al.'s MDS method is based on calculating geadgistances on the
split surface of a 3D object. The assumption is that geodesicrdissarunning along
different paths between two vertexes are equal to each.oth#ortunately, this as-
sumption is not true for a 3D points cloud. This is ambiguitycalculating geodesic
distances on an enclosed surface of a 3D volume object. liti@udve cannot guar-
antee the geodesic path always exists since what we knowyishapoint cloud rather
than an explicit geometrical structure. Therefore, wheruseethe Euclidean distance
between each pair of the 3D points for multi-dimensionallisg, the flattened point
cloud might be tangled.

We noted that Shontz and Vavasis presented a mesh warpiotlaig for tetrahe-
dral meshes using Linear Weighted Laplacian Smoothing (BYJB4]. Their methods
not only guarantees a good quality warped mesh, with no ¢ang flipped nodes, it
also preserves the connectivity of the warped meshes.

With simplicity, their method first determines local weiglior each interior node,
then after applying an affine boundary transformation, tie¢hmd solves linear equa-
tions to determine the final smoothed positions of intermutes.
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5.3 MDS-based LWLS Flattening

5.3.1 Mesh model based linear weighted Laplacian smoothing

Starting from the problem of preserving the connectivitytteé neighbourhood of a
point cloud of volume objects, we refer to the technique @mésd by Shontz and
Vavasis [34]: Linear Weighted Laplacian Smoothing (LWL®Je are particularly in-
terested in the theorem that gives the sufficient conditiongrhen a mesh can resist
inversion using a specific transformation.

Given a continuous deformation of the boundary of a mesh maiéLS can
be used to track the movements of the interior nodes of thén rmexiel. However,
we should keep in mind that LWLS cannot be guaranteed to wodeuall types of
boundary transformations. The sufficient conditions ofltdd_S smoothing methods
depend on the status of the transformed boundary and carsbel as follows:

Suppose the boundary nodes (under boundary transformdtawe no tangling
and flipping. Then if LWLS is used to reposition the interiodes, the resulting mesh
will have no tangling and flipping. Here we refer to the mestgtang and flipping as
the phenomenon that the lines of mesh models cross the otber |

Linear Weighted Laplacian Smoothing can therefore be de=tias follows:

(1) First, generate a set of local weights; for each interior nodéz;, y;) that repre-
sent the relative distances of the node to its neighbduysy;). The local weights can
be calculated using the following equations:

maz () log(wy;)) | wij, JEN; (5.1)
JEN;
Z Wij = 1, Wij > 0 (52)
JEN;
JEN;
Y = Z w;jY; (5.4)
JEN;

(2) Second, apply an affine transform to the boundary nodesglboth these new
boundary positions and the sets of weights we can calculate the new positions of
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internal nodes by solving the following linear equation4][3

Let b andm represent the numbers of boundary and internal nodes. Defiaad
yp to be vectors of lengthwhich contain the new repositionedandy coordinates of
the boundary nodes. Defing andy; be vectors of lengtim which contain the new
andy coordinates of the internal nodes to be repositioned. Thehaplacian matrix,
(for a weighted graplé:(V'; E; w)), can be defined as:

L(i,j) = ey win ifi= (5.5)
0 iff (i,7) notin E

Note that the boundary nodes are numbered last. By deldimdpsthb rows of
the matrix L, we getA = [A;, Ag]. Then A, is anmxm matrix which contains
coefficients corresponding to internal nodes angdis anm xb matrix which contains
coefficients corresponding to boundary nodes. Using théalcean matrixA; and A,
and the new position matrix of repositioned boundary nddgsy z|, the repositioned
internal nodesz;, y;] can be calculated using the following linear equations:

Al[ﬂ?l, y[] = —AB[ﬂ?B, ?/B} (5.6)

The LWLS method can be equal to the standard mesh paranagi@nisigorithm
presented by Floater [131]: embedding a manifold 3D mesh wiboundary in the
plane without foldovers. Floater's mesh parameterisati@thod, which is the so
called convex combinations (barycentric coordinates) omadescribed as follows [132]:
(1) To each interior edge = (i, j) between internal nodesandj, assign a positive

weightw;;, such that:
Z wi; =1 (5.7)

JEN;
where; is the set of vertices neighbouring the internal nade
(2) To all other entriegi, j), assignw,; = 0.
(3) Embed the boundary vertices in the plane such that they #closed convex

polygon.
(4) Solve the following equations for the coordinates oéinal nodes:

(I =W)x =b, (5.8)
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(L = W)y =b, (5.9)

whereW is ann xn matrix containingy;;, andb, andb, are vectors corresponding to

the verticesadjacentto the boundary. The above equations show us the theorem that

guarantees thaon-foldoverperformance of LWLS transformations: Given a planar

3-connected graph with a boundary fixed to a convex shap8,ithe positions of the

interior vertices form a planar triangular mesh (i.e., nofle triangles overlap) if and

only if each vertex position is some convex combination ®@hitighbour’s positions.
Comparing equations (5.5), (5.6) with equations (5.8R)(3ve have:

—Wij, if i#]
IT-W=A=q1-0=, ywx =1 ifi=] (5.10)
0 iff (i,j) notin E
[bg, by] = —Aplzp, ya) (5.11)

The above two equations give us a very important featuredlabng as the bound-
ary is transformed into a 2D convex shape or convex comlminatof its neighbours,
then we can combine the connectivity preserving (no-fokdpwf LWLS with the
smoothing boundary of MDS. So what we have is the extensiddMifS: that is,
how to generate a qualified 2D boundary of a 3D point cloud.

When we use MDS to smooth the point cloud, we actually solgetuations (4.4)
and (4.5), which guarantee that the boundary points cangresented using eigen-
vector based combinations of all their neighbours. Noté¢ alidhe boundary points
on the projecting lines are actually projected onto a thitenegle on the surface of the
spherical model, a convex shape actually.

The above process can be divided into three steps: firsgeginog 3D points onto
the surface of a spherical model; second, smoothing theisph8D lattice grid using
the shortest-path MDS method; third, the boundary conditioused in LWLS to
relocate the internal nodes.

Based on the theory of mesh parameterisation with a virtaahtary [129] and
the theory of the spherical parameterisation algorithn32 [1.33], we can guarantee
the existence of the one-to-one mapping between the spdanly spaced sampling
positions on spherical models and smoothed 2D configusitath MDS boundary
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conditions. (The details of sufficient conditions are giwverppendix B). Therefore,
we can prevent the flipping and tangling of internal nodes.

5.3.2 Principle of the algorithm: MDS-based smoothing weilgts

Given the point cloud shown in Figure 4-6, each 3D-point witthe cloud can be
indexed using the 2D lattice grid. An example is given in Fegb-1(a). From the
figure, we can see that a group of 3x3 3D points can be indexed2ly 3x3 lattice
grid. Whatever the position of the 3D points, their connesdyi relationships can still
be annotated using this 2D 3x3 lattice grid, which are thergaghbouring sampling
positions on the plenoptic-based intermediate templates.

For each quadrilateral (represented by 2x2 neighbouringpbag positions), the
benefit of our Euclidean distance based MDS method is thaMid& method can
flatten 3D points with both minimal Euclidean differences amnimal differences of
flattened areas. Therefore, for each of the adjacent 3x3Isagmmsitions shown in
Figure 4-6(a), we can virtually connect a quadrilaterabtion by connecting the ad-
jacent positions, as shown in Figure 5-1(a). Each of thedoadrilaterals can then be
flattened using our Euclidean based MDS (Flip a triangle tangie the quadrilateral
if it is tangled).

nps
npo
b1 : npi nps
’ " ”MQ "
nps. i P
Pa H
.............. - p5np6
pr7
np; npe G s P

(a) 3x3 neighbouring sampling positions. (b) flattened gileterals usingDS.
Figure 5-1: Flattened quadrilaterals using MDS: (a) Thedgileteral notation of a
3x3 sampling on the plenoptic surface shown in Figure 4:@g)The flattened four
quadrilaterals.
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As shown in Figure 5-1, the steps of calculating MDS-weighdéenooth coeffi-
cients are described as follows:

(1) Given four quadrilateral®,, Q-, @3 andQ, andp; = (z;,vi),7 = 1,2,...,9,
are the vertices of these four on the original intermediatepiate. Each vertey; is
indexed with a 3D probed sampling poidt(.X;, Y;, Z;).

(2) Flatten each quadrilateral using its four indexed 3D@arg pointsP; (X;, Y;, Z;).
We use a Euclidean distance based matfixor multi dimensional scaling [38]:

M = {myli,j =1,2,3,4}

my; = (X; — X;)2 + (Yi = Y))? + (Zi — Z)°

B =-0.5x%.Jx M x.J where Jisthecentringmatriz.

[Q, L] = eigs(B,2 LM');

[newzy, newzs, newzs, newx,| = sqrt(L(1,1)). x Q(:,1);

[newyy, newys, newys, newy,] = sqrt(L(2,2)). x Q(:,2);

{(newz;, newy;)|i = 1,2,3,4} are the flattened coordinates of the four vertexes.

(3) For each quadrilateral, repeat the above step,{thgfinz;, ny;),i = 1,2,...,9}
are the new 16 smoothed positions of vertexn the flattened plane. (Note that the
positions ofnp; will be different if they belong to different quadrilatesal

(4) The areas of the quadrilaterals are:

nn

(Q1) = A(npy, npa, nps) + A(nps, npa, npy)
S(Q2) = A(npg, npr, nps) + A (nps, nps, nps)
S(Q3) = A(nps, nps, npg) + A(npg, nps, nps)
S(Q4) = A(nps, nps, nps) + A(nps, npa, nps)

le.

whereA is the area of a triangle

(5) Edge lengths (Euclidean distances) of quadrilateralsspresented b Q). (np;, np;),
wherem is the index of the quadrilateral; = 1,2, 3,4; np; andnp; are vertexes on
the quadrilateraly),,. Then the sum of edge lengths is:

Sumedge = EQ1(np2, nps)+EQ(nps, nps)+EQ2(npas, nps)+EQs(nps, nps)+
EQ3(nps, nps) + EQs(nps, nps) + EQ4(npa, nps) + EQ4(nps, nps)
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(6) For an internal nodgs, its four MDS based smoothing coefficients are:

wy = (EQ(np2, nps) + EQ4(npe, nps))/Sumedge
wy = (EQ1(nps, nps) + EQa(nps, nps))/Sumedge
w3 = (EQy(nps, nps) + EQ3(nps, nps))/Sumedge
wy = (EQ3(nps, nps) + EQ4(npg, nps))/Sumedge

Sufficient conditions for preventing tangling are: convexnbination coefficients
w; >0,1=1,2,3,4,and,w; +ws +wz+w, = 1. As shown in Figure 5-1(a)y;, w-,
ws andw, are further represented as colour bars, e.g, green (noeth)west), blue
(south) and dark blue (east).

(7) For each sampling position on the plenoptic surfacgseatsteps (1)-(6), to
calculate their own smoothing coefficients.

(8) Calculate the totareaas the sum of all the flattened quadrilateral areas. Then
the length of the edge of the square is:

Edgelength = Square root(area).

(9) Finally place 2Dboundarypoints evenly-spaced around a square of this size.
All these re-positioned boundary points will be used as lbamyconditions|z s, y5],
in the Linear Weighted Laplacian Smoothing algorithm.

5.4 Smoothing a Point Cloud Using MDS-Weighted LWLS

In Figure 5-2 we give an example of calculated MDS weightaigisi synthetic 3D
point cloud.

Figure 5-2(a) shows a synthetic 3D planar dataset, excepttiie center point
is lifted to test the algorithm. Figure 5-2(b) shows the @a#d point cloud, using
Euclidean distance based MDS methods, is tangled. Figl@(e)shows the calculated
MDS weights.
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(a) 3D synthetic dataset.
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_ (c) MDS weights on the quadrilateral notation.

Figure 5-2: MDS weights: (a) The 3D synthetic dataset. (bhipfRdoud is smoothed
using Euclidean distance based MDS(anchored boundajyhhé&strength and direc-
tion of MDS weights are represented by the length and doeaif colour bars.
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For each internal node, (z;,y;) are itsz andy coordinates on the original inter-
mediate template. Driven by the MDS-based weiglts, w2, w;3 andw;4, p; will be
re-positioned within the flattened square using the LWLSho@{34]. The flattened
point colud is shown in Figure 5-3(a). Herés the indexing number of all the inter-
nal nodes andv;; represents the weight of theéh node given by thgth. Then the
Laplacian matrix[, can be defined as:

—w;;, if node j is neighbouring node 1

L=<1 ifi =3 (5.12)
0 else
.
—w;1, if node j is the north neighbour

—w;e, 1f node j is the west neighbour
—w;3, if node j isthe south neighbour

—w;a, 1f node jisthe ease neighbour
\

Here we also number boundary nodes last. Following Shoatr®tations [34],
matrix A = [AI, AB] by deleting last boundary rows in matrix [zg,yp] are the
flattened coordinates of boundary nodes estimated in theeaktep (9). Then the
flattened coordinates of the internal nodes are:

[.’L’],y]} = *AI/AB[TB,UB] (514)

The MDS weights ensure the sampling positions on the intdiate template are
now re-positioned over the flattened 3D surface. The boyndandition preserves
the flattened area of the 3D surfaces and thus ensures suiffielels for rendering
high quality close ups. Here, the boundary is convex. As wedemonstrate later, a
real boundary of a flattened 3D surface can also be used astineléry condition in
LWLS.

The beauty of this flattening control is, if we overlay evestpyaced sampling posi-
tions onto the flattened surface, then they will be indexeshteven sampling positions
on the original intermediate template.
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(a) Flattened quadrilateral notation.

B # # + o+ +® ¥ 4O * b
T % & = + +%¥ 34 W @ *
P o+ & 4+ O +0O ¢ 40 & @
+ o+ + *xﬂfﬁ_.%#; Yo 0+ o+ ¥4 %
@ 4+ 9 . +Ekf%@* #.0 L ey ¥
g r g F gk ety . Ak X
% + o + + o & % % w +
& 418 Qt * oF Lo+ iy B &
* H# + + + + ) 4 #* +
@ + B 4 O++ HO # W + @

(b) Multiresolution positions on the intermediate temelat

Figure 5-3: Smoothing point clouds using MDS weighted LWMN@rped sampling
positions on intermediate template. (a): “x”: 6x6 evenlaspd sampling positions
on the original intermediate template; “0”: 6x6 smoothephling positions on the
flattened intermediate template. (b): “*”: 10x10 warped péing positions on the
original intermediate template; “+”: 10x10 evenly spacadpling positions on the
flattened intermediate template; “x”: 6x6 smoothed sanggbiositions on the flattened
intermediate template; “0”: 6x6 evenly spaced samplingtjpos on the flattened
intermediate template.

An important feature that we find is that these un-even sanggbsitions on the
original intermediate template actually represent thé@solution samplings of the
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details of different areas on the original intermediatefkate. These un-even sam-
pling positions within different areas (close ups) can bende asmulti-resolution
representations of the intermediate template

Note that in Figure 5-3(a), “0” represents the re-posittbeampling positions on
the flattened intermediate template; “x” represents thalgvepaced sampling posi-
tions on the original intermediate template.

In Figure 5-3(b), we first overlayed evenly spaced sampliogitipns onto the
smoothedjuadrilateral annotation. “+” represents the 10x10 evepiced sampling
position. Then, each sampling position “+” will be re-pasied to position “*” ac-
cording to the inverse smoothed/flattened control. Themépresents the re-positioned
10x10 sampling positions on the original intermediate tixtep “X” represents the re-
positioned 6x6 sampling positions on the original interratgtemplate, “0” represents
the evenly spaced 6x6 sampling positions on the flattenednmgdiate template. Fi-
nally, if we render the intermediate template using the ‘&frgling positions shown
in Figure 5-3(b), then we get a flattened intermediate tetapla

et

cel

cylinder sphere box

l Texture primitives (Intermediate Template)
|

|
1(0x,0y,02z)

MDS-weighted LWLS smoothing

Figure 5-4: Texturing volume objects using a flattened metiate template. The
flattened spherical template is an intermediate using therggal model.

In summary, we overlay the evenly spaced sampling posittdofito the smoothed
(flattened) surface. Then we re-position these evenly spsampling positions onto
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the non-smoothed annotations. We are adjusting the sagrgdisitions on the plenop-
tic surface. These sampling positions are used as stamindfor firing tracing rays.

Figure 5-4 gives the texture pipeline: first, construct tlatéhed intermediate
template; second, directly overlay an image onto the flattentermediate template;
third, during texture mapping, the indexing position on ihermediate surface was
re-positioned onto the flattened position, at which theueximage is overlaid. A flat-
tened spherical intermediate template, the original gredmme object and different
texture projection primitives implemented in our system stiown in Figure 5-4.

Figure 5-5 gives the textured volume dataset using starlarthir mapping [40]
and flattened planar mapping. This time we use planar projefdr texturing volume
objects. The results show reduced shear effect.

Figure 5-5: Volume object is textured using MDS-weightedlL$\smoothing method
(highlighted textures) and standard projective texturdemdiscussed in [40] (shaded
textures). The results show that the shear effect in thdliglfied areas is much less
than those in the shaded areas.
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5.5 MDS Boundary Conditions in LWLS

As described in previous sections, in order to preserve tmmectivity of the ver-
tices during mesh smoothing, boundary positions must be#md into a convex 2D
shape [129]. We demonstrated the smoothing effect usingiaredoundary in the
previous sections. Even though the tangling and twistingoafts are eliminated, the
distortions around the boundary areas are still too highpaoed to the distortions
of internal nodes. In other words, if we would like to overlayexture photo onto
the smoothed intermediate template, we still need to pantdtin to the distortions
around the boundary areas to make sure textures can be gintethe associated key
features within.

Here, we present a combination of MDS and LWLS that resolkestigh dis-
tortion problem by substituting the boundary shape in LWL#WIDS smoothed
boundary positions. In the ninth step described in subse&i3.2, the 2D boundary
points are evenly placed around a square. All these squaesltimundary positions
are used as boundary conditions in LWLS in the previous @esti
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Figure 5-6: Flattened 3D point cloud using MDS-boundaryebdsNVLS smoothing.
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In order to use the MDS boundary condition, we calculate MB®athing for all
the points. Then we use the MDS smoothed boundary positiofsy’;] , in equa-
tion 5.14. The MDS-boundary based LWLS smoothed positipfjsy;], can be cal-
culated using the following equation:

The smoothed point cloud using this method are shown in Eigt8. The internal
nodes are smoothed within the real boundary, without angifigpand tangling.

5.6 Experimental Results

We show here some more results, containing various aspktis complete methods.

uw

< —

(a) Texture image (B) Sbheriéal intermediate template

Figure 5-7: (a): Texture image for annotating CT head. (qn8ard spherical inter-
mediate template.

Figure 5-7(a) is a texture image used for annotating a volGmé&ead. Figure 5-
7(b) is a spherical intermediate template of this CT headcethere is no colour
information here, in order to see clearly the effect of steffattening, we first texture
the CT head using Figure 5-7(a), then flatten the spheritainrediate template using
our MDS weighted LWLS method.

As shown in Figure 5-8(a), the evenly spaced texture bloek®Wattened accord-
ing to the shape of the 3D surface of the CT head. In Figureb}-8(e overlay the
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edges of the texture image shown in Figure 5-7(a) onto tmelata spherical template
shown in Figure 5-7(b). The flattening effect is obvious;dieeper the 3D surface, the
more texels will be applied to it.
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(a) Smoothed texture image (bI)JSmoothed spherical inteiameéémplate

Figure 5-8: (a) Flattened spherical intermediate tempditdhe CT head using the
MDS-weighted LWLS smoothing method. (b) Overlayed edgebeieft image onto
the MDS-LWLS smoothed spherical template (with square damnhcondition). Note
that the deformed quadrilaterals reflect the flattened serfm the intermediate tem-
plate.

Two further examples are given in Figure 5-9. The shadeditexin the CT head
was textured using our previously discussed standardreertapping system [39, 40].
The highlighted textures were textured onto the CTheadgugiDS-weighted LWLS
methods.

Note that more texels are embedded in the highlighted texdeas, which demon-
strates the reduction of the shear effect. The larger the @fr¢he surface, the more
texels can be embedded in the surface. The size of the diffareas on the smoothed
intermediate template of the surface depends on the geicalettructure of the dif-
ferent areas on the 3D surface.

We can use either DSR or DVR to render the image. It is worthtpa out that
here we are still using the spherically projective model aotekture mapping (with
and without MDS-weighted LWLS smoothing control). A novediwed intermediate
template which can reduce texture shrinks will be introduicgthe next subsection.



5.6 Experimental Results 119

Figure 5-9: Textured volume object using the MDS-weight&afLlS smoothing
method (highlighted textures) and our previously discdssmantic spherical texture
model (shaded textures) [40]. Note that more texels are dddakin the smoothed
areas (highlighted textures), which demonstrates thecteduof the shear effect. The
larger the area of the surface, the more texels can be emthédthes surface.

5.6.1 Warped intermediate template

By using the MDS-LWLS flattening, we warp the standard intedrate template from
a rectilinear shape to a flattened surface shape, which &llmsthe boundary based
LWLS smoothing algorithm.

Figure 5-10(a) is the standard square intermediate templathe texture image
(chessboard) is overlaid onto figure (a), then the textullestmiink onto the top of the
head, as shown in Figure 5-9.

In comparison, if we warp the intermediate template usirgywiarping control
shown in Figure 5-6, then the intermediate template is shezbinto a flattened surface
of the CT-head. Then if the texture image is overlaid ontorggib), which is the
flattened surface of the CTHead, the texels will be nearlyoumily textured on the
surface.

As shown in Figure 5-11, figure (@) is the textured CTHeadgiaistandard spher-
ical intermediate; figure (b) is the textured CTHead using warped intermediate
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template. In figure (b) the texture image is overlaid ontotheped intermediate tem-
plate, Figure 5-10(b), which is the flattened surface of tfiél€ad.

(a) Standard spherical intermediate template of CTHead.

o

(b) Warped using MDS-boundary constrained LWLS smoothogrol.

Figure 5-10: Warping the intermediate template: (a) Thadsded spherical interme-
diate template (square) of the CT Head. (b) A warped spHentmmediate template
of (a) using the MDS-boundary constrained LWLS smoothingho@. The texture
image (chessboard) can be directly overlayed onto theriledtéeemplate (b).
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(a) (b)

Figure 5-11: Textured CTHead: (a) The CT Head is texturedgutie standard spher-
ical intermediate template. (b) The CT Head is texturedqisive warped spherical
intermediate template. In figure (b), the intermediate tewepis warped using the
MDS-boundary constrained LWLS smoothing method.

(@) (b)

Figure 5-12: Textured volume object using the standardswasetric MDS flatten-

ing technique (a) and the MDS-boundary constrained LWLSathing method (b).

Image (@) is rendered using the flattened surface shown uré-i.13. The textures
on the boundary areas are flipped and tangled. Image (b)dered using the MDS-
boundary-LWLS techniques (the flattened surface showngdnrgi5.6), thus there is
no texture tangling and flipping.
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5.6.2 Computational Expenses

In our texture mapping pipeline, all the LWLS operations ianplemented as matrix
operations in Matlab, as described by Shontz and Vavas&in [

The flattened 2D positions are used as control points to remo$u, v) coordi-
nates on an intermediate template onto a flattened surfaceaeh position on inter-
mediate template, we use lookup table to find its 4 contraiigaf a quadrilateral. We
use 26x26 control points to flatten the 3D surface of the Cadtabject in this chapter.

Rendering Figure 4-16 take 14.17 seconds. The image siB86x680 pixels and
the running step length is set to 0.1. There are 4 point lightee rendering scene.
The size of the CT-head dataset is 180x113x237 voxels.

5.7 Conclusion

Starting from solving the problem of tangling and flippingtloé point cloud, we used
the MDS-boundary condition to embed the internal point s&t the nearly-identical
boundary of the flattened 3D surface. MDS-weights were usesothing weights
in the LWLS framework.

We demonstrated that the MDS-boundary condition is a pralcthethod to gen-
erate a nearly-identical smoothed boundary of a 3D surfacearticular, such a 3D
surface can be a generically enclosed model without anyaixpbundary definition.
It is worth pointing out that we do not need to generate any Biial boundary for
the 3D enclosed surface [129], and in addition, we do not neexplit the enclosed
3D surface into patches to control the quality of texture piag. More texels can be
embedded into large areas in the smoothed surface. Theltti@ishear effect can be
reduced when texturing or annotating volume objects.

Our point cloud smoothing algorithms cannot be considesea mesh-based flat-
tening technique, though geodesic MDS methods [38] or LWIeshmds [34] are pre-
sented as mesh-based smoothing techniques. In our imptiatioenwe never build an
explicit connectivity between adjacent sampling pos#iofhe basic representation of
a volume object is still a point cloud.

Mesh-model based surface smoothing techniques can bélygliregrated into our
volumetric texture mapping pipeline. The beauty of the gilateral lattice grid rep-
resentation is that it can be used to migrate a wide range shramoothing algo-
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rithms [130]. As we demonstrated, shape-preserving dlyos [131] are combined
with a MDS boundary condition in LWLS framework. The quaaltdral lattice grid is
actually the sampling positions on the spherical modelefoee, our MDS-boundary
based LWLS method can be a spherical based parameterigagithhod for 3D point
clouds. Our method can be thought of as an extension thagidyhielevant to the
spherical parameterisation for 3D meshes [132].

We believe that, using a variety of semantic constraintsjrfstance, space con-
straints and logical constraints, the intermediate tetefased volume texture map-
ping pipeline is be a practical solution to applications olinne visualisation such as
medical training and studio production.



Chapter 6
Projective Masking Fields

Spatial constraints, geometrical constraints, topoklgionstraints, and logical con-
straints may be used to split or segment volume data setsseTémnstraints play

critical roles in annotating, texture mapping and visuatjsszolume objects, in partic-

ular in applications such as medical training, studio-paitbn, and entertainment. In
this chapter, we present a novel space splitting methodgysiojective (planar, cu-

bic, cylindrical, and spherical) models, to split iso-siwés which are self-occluded.
Our technique is also a solution to the texture penetratiohlpm of the pseudo-solid
texture model, which we discussed in the previous chapters.

We present a solution to the texture self-occlusion prokdeioh the texture pene-
tration problem, by splitting the 3D space into differeritdded layers. Using labelled
3D masking fields, self-occlusion and texture penetratamte effectively controlled
using volume rendering techniques, such as DVR and DSR. Wedbuild masking
fields as a pre-constructed scalar field before volume remgldn contrast to the tech-
niques of constructing 2.5D pseudo-solid texture modets dywnamically construct
masking fields during volume rendering.

In this chapter we will explain:

e Splitting and labelling 3D volume space using projectiveaifar, plenoptic)
models.

e Constructing masking fields of 3D volume space during volueneering, rather
than constructing masking fields as a pre-processing step.

e Splitting self-occluded iso-surfaces using the new magkonstraints.

124
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6.1 Introduction: Texture Self-Occlusions and Penetra-
tion

Texture penetration is a critical issue in the previouscdssed pseudo-solid texture
models. As shown in Figure 3-3(d), although we can use dgedace rendering to
render the iso-surface, textures can still penetrate ftavekterior layer (skin) of iso-
surfaces into the interior layer of tmeaxillary sinugthe same level sets of the skin).

As shown in Figure 6-1, given an iso-surface with multi-lage structures, the
projective colour indexing mechanism cannot tell at whidsipon the iso-surface
should be textured and at which position the iso-surfacellshaot be textured. We
will offer a solution, field masks (semantic layers), to solkiis problem.

/ Iso-Surface

Tracing Ray

Figure 6-1: Iso-surface: Self-occlusion. Given an isdee, A and B are two po-
sitions at which the tracing ray passes through. If we fireaaitig ray towards C,
position B will be occluded by position A.

The direct surface rendering technique (DSR) can pick usthwgalue at a specific
3D position. So if we wish to have different texture at pasitA and position B, then
additional space constraints must be provided.

Suppose a tracing ray passes through positions A and B whiah the same iso-
value. Paosition A will occlude B’s texture information, s&position A will be de-
tected first. Therefore, by also labelling the detectingeoad the different positions on
the iso-surface, we can effectively split the 3D space ttutexposition A and position
B independently.
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6.2 Related Work

Splitting 3D space is a basic research topic in the volumenconity. However, to
our knowledge, using projective models (plenoptic or ptdresed) to split volumet-
ric space has not been reported anywhere. This chaptes difertechnique to split
volumetric space using a projective model based direcasanfendering technique.

We will first discuss the traditional z-buffering algorithihen we will discuss the
self-occlusion problem of conventional mesh models. Kalg this, we will discuss
the volumetric splitting model.

Z-buffering algorithm

The famousz-buffer algorithm was originally developed for renderitg tvisible-
surface [134]. For each pixel in rendering imagez-aalue (depth information) is
stored into a buffee. Thez-buffer is initialised to infinity, representing ttzevalue at
the back clipping plane. The smallest value that can bedtorthez-buffer represents
the depth information of the front clipping plane. If a potygpoint is no farther from
the viewer then the depth-information is saved in ztHmuffer. Thez-buffer value is
updated by the new scanned polygon point.

Note that, first, the consequence of Heuffering algorithm is that the 3D space is
split into two semantic areas: visible or invisible, frone ttendering (viewing) direc-
tion; such semantic information does not exist on the patygodel itself. Second, the
visibility information is dynamically generated duringetbrocess of rendering; Third,
the occlusion information is highly specific to the viewinigedtion. This means that
the occlusion is dynamic, which is relevant to renderingfigumations.

As we will explain later, the above four properties of theuffer algorithm will be
implemented in our volumetric splitting model.

Self-occlusion

Splitting space in volume graphics was addressed by Lis&hiend Rappoport
[135]. Their methods are particularly of interest to us.sgias shown in Figure 6-2,
the layer-depth information was saved at each pixel, ottaleng the projective di-
rection. In particular, the samples e, f, g and h, are locatethe same object. These
four samples could be self-occluded if being viewed fromep& Second, Lischin-
ski and Rappoport’'s methods consist of image-based remgldight field rendering
and volume graphics. Their layered-depth cube represensatonsolidate different
scene representations into a common framework. In othedsydhe layered depth
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cube method combines view-independent scene informatidrveew dependent ap-
pearance information.
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Figure 6-2: A parallel layer depth image of a 2D scene. Pix&loBes scene samples
a, b, c, d, pixel 9 stores samples e, f, g, h. Figure from [135].

View-independent scene information, such as geometry diude shading, is rep-
resented using three orthogonal high-resolution layetidiepages. The view depen-
dent scene information is stored as a separate, largectiotieof low-resolution layer
depth images. The rendering algorithms combine these twgoooents using two
steps: first, 3D warping of the layer depth images and filliogeh, using the ray
tracing technique. This stage results in the image whichesgmts the geometry of
the scene as seen from the new viewpoint. Second, this ine@gée& shaded using
a local shading model and reflection can be calculated usimgommental mapping
techniques. To our interest, Lischinski and Rappoport’'shie does present a novel
combination of different techniques, in particular in atlog volume graphics and
splitting volume space using view-independent projectimdels.

Volumetric splitting model

In additional to Islam et al.'s splitting constraints [14#, this chapter we will
present a plenoptic / planar based projective splitting@hod/e will present a novel
combination of volume rendering techniques (DSR and DVRn@ptic modelling
techniques, field functions and spatial transfer functions
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6.3 Volume Rendering: Semantic Constraints and Se-
mantic Field

6.3.1 Volume rendering: traversing 3D space

By firing tracing rays, 3D space can be traversed at fixed Istegth. The scalar field
values at the termination positions of tracing rays can beutzted. Conventional
volume rendering engines use these properties to rendan#ues.

Here we use this mechanism in a novel way, i.e., construdteld masks by
sweeping the 3D volumetric space using tracing rays. Wa tef¢he tracing rays
which are used to label the field masks as thasking rays Here, masking rays
are fired from the positions on a projective masking modelr(ef, box, cylinder and
sphere). Each masking ray is associated with a variable auailindices. Amasking
field can therefore be defined as the positions of a set of 3D pantdslwhich have
the same indexing number.

The iso-surface in Figure 6-3 has multiple layers that haeesame iso-value. We
would like to split the 3D space into differently labelled/éais (masking fields) such
as layerd, 3 and5. Note thatl, 3 and5 are labelling numbers of 3D space, whereas,
2 and4 are labelling numbers of iso-surfaces.

#1 of #3ug
— f —

C.: centre of projection

Figure 6-3: Semantic constraints: projective masking $ield

Figure 6-3 shows a masking ray running towards the 3D pas@idviasking rays
split the 3D space into different layers (masking fields)té\ithat the masking field is
not a static model of the volume object. If we use differemtj@etive models to fire
masking rays, then masking fields will be different accogtlin This is the property
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we want to use, that is, we can select different projective@sto construct different
masking fields, according to the 3D structures of iso-sedaDifferent masking fields
can be used together to construct more advanced logicairaorts.

In Chapter 3, we introduced projective texture based orgpgaprojection. Plenop-
tic projection not only suits a variety of geometrical stires for environment texture
mapping, but can also sweep 3D space along projective iinsct These two prop-
erties are the characteristics we want to use in our alguoritte., flexibility of rep-
resenting geometrical structures of iso-surfaces andegifig of sweeping 3D space.
Therefore, we use plenoptic models to fire masking tracipg, rairst, we can select an
appropriate plenoptic model to construct the field maskspming to the geometrical
structure of the iso-surfaces. Second, projective textuwdels and field masks can
have different plenoptic models. These two propertiesigmus extreme flexibility
in volume rendering.

6.3.2 Tracing a ray: labelling constraints

Plenoptic models, projective indexing and volume rendgare consolidated into our
volume rendering engine. In other words, volume rendeseglar-field based mod-
elling, and the previously discussed field function contirodl spatial transfer function
control can be integrated.

As discussed in the previous chapters, scalar fields aregrepof volume objects.
The scalar fields could be intensity values of the originahsthe optical properties of
the objects, subsequently-constructed geometrical mpdelocity / flow fields, and
so on. Therefore, if we sweep scalar fields using tracing ragsan sweep the whole
3D volumetric space and also pick up the necessary scalaesal

As shown in Figure 6-4, masking fields can be calculated dwolume render-
ing, so there is no need to calculate a static masking fieldiwarece. The rendering
pipeline is now composed of the following steps:

(1) In order to render pixeP(x,y) of the image, we fire a ray towards the volume
object.

(2) The ray terminates at the 3D positioR,, P,, P,) on the iso-surface. In order to
find the masking field value on this 3D position, we need to fireagking ray, from
positionP(u, v).
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Texture primitives (Intermediate Template)
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Figure 6-4: Volume rendering: projective masking fields aratking rays.

(3) PositionP(u,v) is the intersection between the masking ray and the plemopti
model, such as a sphere, cube or box.

(4) The masking ray starts frofi(u, v) and runs toward the centre of the plenoptic
model,(O,, 0,,0,).

(5) If the masking ray meets an iso-surface, then its maskeid variable will be
increased, otherwise, the masking-field variable is ungédn

(6) If the rendering tracing ray runs through positidp,, P,, P,), the masking-field
value at this position will be equal to the current maskimgidfivalue of the masking
ray.

From Figure 6-4, we can see that the masking fields at difftesersurface posi-
tions on the same masking ray are labelledtas#1, #2, #3 accordingly.

Different plenoptic models can be used in projective textand masking fields.
For instance, in order to texture map a volume object, we sagnauspherical model
for texture indexing, as we described in Chapter 3. Meareyhile can use planar
projection to calculate masking fields.

The benefits of this flexibility are shown by Figure 6-5. Weitsihle CTHead into
exterior and interior layers (a) using a spherical maskielg imodel, and into the left
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and right layers (b) using a planar masking field model (fotojg masking rays from
left to right).

Cylindrical, spherical, cubic or planar based geometrinablel can be used to
calculate field masks. The selection criteria are similahtse for plenoptic models
for environmental mapping. In addition, projective textuwhich was introduced in
Chapter 3, can be spatially controlled using masking fieddsshown in Figure 6-5(a),
the exterior masking field (green layer) and the internalkamasfield (light pink) can
be textured independently. As shown in Figure 6-5(b), therex layer can be further
split into left and right masking fields, therefore, the k&fie of the face and the right
side of the face can be textured independently. Additiorah®ples will be given in
the following sections.

(a) (b)
Figure 6-5: Texturing volume objects using field masks. (g Tso-surface of the
CTHead is splitinto exterior (skin) and interior (intertigsues such as tongue and ear
channels) layers, using a spherical masking field. (b) Thesisface of the CTHead
is split into left and right parts, using a planar maskingffidDifferent portions of the
iso-surfaces can therefore be textured or coloured indkgely.

So spatial constraints, iso-values and masking labelseasdd together to texture
map a volume data set more effectively. Note that the aboag@®s were rendered
using a single iso-value. In other words, the iso-surfacéhefskin, the nose, the
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tongue are the same iso-surface.

Therefore, we offer a powerful tool to split the iso-surfdlexibly, without the
need for additional geometrical information. In particultae masking field can be
treated as an additional scalar field. The beauty of scaldrfesed models, which we
discussed in Chapter 2, enables us to generate novel pegpigekibly and efficiently.

6.4 Semantic Volume Splitting

We present a new spatial constraint, masking field, to e¥egtsplit the volumetric
space. The masking field could thus be used as a novel sencanttraint to the
volume splitting model which is described in Chapter 2.

(a) (b)
Figure 6-6: Textured CTHead using projective marking figll The iso-surface of
the skull is split into exterior and interior layers. Usingpjective masking fields,
these two layers can be textured independently. (b) Theusface of the skin of the
CTHead is split into exterior and interior layers. The skintlte CTHead and the
interior layers (tongue, ear channels, soft tissues) caaextered independently.

Two more examples are given in Figure 6-6. Given the iscaserfi.e., the skin
or the skull of the CTHead, the exterior and the interior carsplit using spherical
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masking field. The different layers can be textured indepatig since they have
different masking field indices.

In Figure 6-5(a), we use a spherical masking field to splitiseesurface into ex-
terior and interior layers. In Figure 6-5(b), we use a plamasking field to split
iso-surface into left and right layers.

In Figure 6-6(a), we use a spherical masking field to splitiseesurface of the
skull into exterior and interior layers. In Figure 6-6(b)ewse a spherical masking
field to split the iso-surface of the skin into exterior anteimal layers. Then we use
spherical texture models to texture the volume skull obgext the volume CTHead
object.

The top part of the skull and the front part of the face are needdthe opacity is
set to zero) to expose the texture differences betweerrglifféayers.

Tietjen et al. also present volume rendering techniquestwtwmbine silhouettes,
surfaces, and volume rendering for surgery education aahpig [136]. They use
z-buffer techniques in their volume rendering engine aedifiginal volume has been
segmented in advance.

The depth information and the segmentation are used to ealthr distinction
between different objects. In contrast, in our novel pipelithe depth information and
the segmentation can be calculated simultaneously.

6.5 Universal Template Atlas

Given a set of warped texture images (intermediate teng)latee can now realisti-
cally render a volume object using a variety of semantic traimgs during volume
rendering.

We propose in this section to use a set of intermediate temf#ature images
universal template atlago store the colour and other necessary information such as
illumination, bump mapping and hyptertexture informatidhe rendered intermediate
templates are actually the rendered images from semdptssgmented parts of the
volume object.

The texture atlas, introduced by Maillot et al. [137], is ademesh-based maps.
These maps are further packed into a 2D square. The textasecan be generated
using the following steps: first, partition the 3D mesh madddde textured into a set of
parts; second, each part is provided with a parametensdtiod, each unfolded part
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(referred to as chart) is packed in a 2D texture.

Mesh partitioning, mesh parameterisation, unfolded clertlation and the pack-
ing algorithms which are used to gather the unfolded chatesdture space, are crucial
steps in the process of generating a texture atlas. Unfatelyy if a mesh model has
sharp edges, then the segmentation methods would genesatgany charts, texture
manipulation operations become impractical for animatdrnsaddition, cracks and
holes on mesh models will lead to texture artifacts on theeesd objects.

Comparing Maillot et al.’s texture mapping methods, ouhteques offers the fol-
lowing advantages and novelties:

(1) Given a volume object, there is no need to construct a mmegtel as an inter-
mediate model. We render a set of intermediate templateg asvariety of semantic
constraints, as described in the previous chapters.

(2) Each intermediate template can be a texture atlas,itsbith integrates the
positions and the geometrical features of different segetevolume parts.

(3) A set of intermediate templates can be a texture atlapatiadly segmented
volume parts, in particular self-occluded iso-surfaces.

(4) Each intermediate template can be independently reddesing an appropriate
plenoptic or planar model.

(5) The rendering template atlas becomes part of the volemeering process;
therefore, CVG operations can be used during texture coitigos

(6) There are no holes and cracks in our universal templs.aSo waste of
memory due to complex borders or holes in mesh surfacesdifitnaal CAD models
is not a problem in our system. In addition, we can use the Nd@§ed LWLS method
to warp the template atlas, so the texture can be directlgiandeonto texture atlas.

(7) As explained by Levy et al. [138], some surfaces are tonpiex to be cor-
rectly parameterised. In such cases, triangles may oviertap parametric space. The
MDS-based LWLS method solves this problem by using the MD$dary condition
and linear weighted Laplacian smoothing techniques.

6.5.1 Universal template atlas for texture mapping and anntation

Traditionally, when a texture atlas is used in a 3D paintaystit should meet the
following requirements [138]:
(1) The chart boundaries should be chosen to minimize texriifacts.
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(2) The sampling of texture space should be as uniform aslpess

(3) The atlas should make optimal use of texture space.

Associated with the above three requirements, the tranditiorocess of generating
a texture atlas is divided into the following categories:

Segmentation: The model is partitioned into a set of charts.

Parameterisation: Each chart is unfolded, i.e., put in correspondence withoa su
set of R?.

Packing: The charts are gathered in texture space.

The remainder of this section presents our offered texttlas anethod for these
three steps, in particular from the view point of volume remuoy. We introduce a
volumetric based texture atlas generation method, mettesg requirements by using
field functions, spatial transfer functions and maskingiBeM/e integrate a variety of
volume visualisation techniques. Therefore, our methddees texture artifacts and
provides the flexibility to preserve realism (nature loakiphenomena) for volume
objects.

In our algorithm, first, the borders of the charts do not nedzktfixed. For a single
intermediate template, different charts are rendered esaiy. Self-occluded charts
are rendered into separate intermediate templates.

Second, there is no need to worry about the parameterisatentap [139], where
the boundary of the surface self-intersects in textureespac

Third, each chart of the texture atlas can have independsntution. The inter-
mediate template of a segmented volume part can be genardeggendently, with an
arbitrary resolution [39]. The high-resolution charts geaerated through volume ren-
dering, but through interpolation. Therefore, high retiolucharts additionally give
highly detailed images of geometrical features (shapesctsires, etc.) of volume
objects. The examples of the above are given in Figure 6-7.
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Segmentation into charts: FF, STF and field masks

Figure 6-7: Textured CTHead using projective masking fiel@g 3D space can be
split using planar projection (from left to right). The lédiyer is textured using a chess-
board image. The highlighted area is textured using MDS-B/Abntrol, whereas the
shaded area uses standard spherical indexing control. (Imiversal template atlas
can be rendered using a standard spherical template, abatsad the split (left and
right) of iso-surfaces with different texture fragmentstessboard and facial image;
and spatial constraints: highlighted (left + top constigimnd shadowed (left + bot-
tom constraints) areas.

As shown in Figure 6-7, a universal template atlas can besrémglusing a variety of

semantic constraints including masking fields, MDS-LWL®stoaints, spatial con-

straints and plenoptic texture mapping models. Differerture charts can be ren-
dered seamlessly into the intermediate template. In auhditexture charts can also
be warped using MDS-LWLS constraints, which will guararttezreduction of shear
effects and guarantee high quality multi-resolution textappings, in particular, pre-
serving geometrical features.
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Chart parameterisation: projective texture models

Figure 6-8: Textured CTHead using projective masking fiel@g 3D space can be
split using planar projection (from top to bottom). The t@yér is textured using
a chesshoard image. The highlighted area is textured usiD§-MVLS control,
whereas, the shaded area uses standard spherical indexitiglc (b) A universal
template atlas can be rendered using a standard spherigalate, consolidating the
split (top and bottom) of iso-surfaces with different tenetfragments: chessboard and
originally rendered image using DVR; and spatial constsaihighlighted (left + top
constraints) and shadowed areas.

As shown in Figures 6-7 and 6-8, a universal template atladeae a useful tool to
consolidate different volume rendering information intaraversal template. As we
will demonstrate in the next example, this special feat@iteouniversal template atlas
provides not only the flexibility to texture map volume oligebut also to construct the
bridges between 2D image models, 2.5D or 3D mesh models,[arndlBme datasets.

Chart packing in texture space: semantic constraints in vaime rendering

It is clear that we can put charts from several segmentecctsbjeto one interme-
diate template. The different charts are actually diffeiatermediate templates of
individual volumetric objects. As shown in Figure 6-9, fig(a) is the volumetric vi-
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sualisation of the skin and the tongue and the ear channtie &@THead; figure(b) is
the rendered intermediate templates of these segmentahetiic objects.

The beauty of this template atlas is, as we will demonstratee next section, if
we would like to further register 3D features (for instantcemour transitions during
radiotherapy treatment), then we could trace the the 2Deptiojns of these 3D fea-
tures on the information enhanced intermediate template.

(a) (b)
Figure 6-9: Chart packing into one intermediate templag Segmented iso-surfaces
of skin, tongue, and ear-channels. The iso-surfaces (the kvel sets) are segmented
using masking fields and are textured independently. (b¢iht parts of intermediate
templates of these segmented objects (charts) are coatsalichto one intermediate
template, which further provides a landmark guide for 3DUearegistration.

6.5.2 Universal template atlas for feature registration: tacking
3D features in 2D space

We use a variety constraints such as field functions, sgatiations, texture mapping
functions and colour transfer functions, in our volume vty engine. Therefore,
intermediate templates include a variety of informatioolsas projections of 3D ge-
ometrical features, colour information and texture infatimn. As we demonstrate in
this thesis, intermediate templates are informativelyagcked by this additional infor-
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mation.

Being an information enhanced image, a 2D intermediate l@mpan be a pow-
erful tool for estimating three dimensional deformatiopsift cloud representation),
modelling deformable models, and registering 3D and 2Dufest(converting 3D fea-
ture registration into 2D feature registration). Using MRICT slices (greyscale im-
ages) for medical registration applications, intermetitatmplates do facilitate regis-
tration processes such as segmentation, positioningtragon, and statistical transi-
tion modelling.

3D Surface model

3D Optoelectronic | Registration deformation: transition,
based surface model [——> rotation, and non-linear
deformation
4
Registratio 23D Warping
Y
3D Warping _ _
3D CT/MRI o (IR Real-time radiotherapy
data during treatment

Figure 6-10: Conventional registration process for paset-up in radiotherapy treat-
ment.

Figure 6-10 shows the conventional registration proceasadiotherapy treatment
system (Please refer to the website of the project MEGURAWRetrology Guided
Radiotherapy, for the technical details [140]).

In order to locate the 3D positions of internal features,ifigtance, soft tissues or
cancers, the exterior surface (skin) of patients’ MRI / CTadaust be registered in
real-time with the 3D reconstructed deformable exteriofasies of patients, who are
under radiotherapy treatment.

After the pre-processing of the registration, the intewrglans of the MRI / CT
data can be warped according to the current positioninggetfhe position of the
warped internal organ or cancer provides guide informaforpositioning the radio
beam.
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3D Optoelectronic based 3D Surface model
surface model (PBR or deformation at timeT3
explicit geometrical model) transition, rotation, and non-
at timeTO linear deformation
Intermediate Registration Intermediate
template#l  |* »  template#3
A
Registration 3D Warping
4
Intermediate Real-time radiotherapy
template#2 during treatment

A

3D CT/MRI 3D Warping

data at timeT'1

———" Plenoptic rendering of DSOR objects

Figure 6-11: Intermediate template based registratiooge®for medical applications.

The above 3D deformable surfaces are traditionally recoctstd using structure
light. Such 3D deformable surfaces lose almost all origiesiure information on the
skin. In addition, the reconstructed 3D surfaces are fuititerpolated or smoothed
using 3D spatial filters.

So, if we construct a 3D deformable surface using computgonitechniques,
such as shape-from-shading, or by projecting structugés, lithen the useful geomet-
rical features on the 3D deformable surface will be lost. iRstance, texture infor-
mation such as colour, and wrinkles on the skins will be [dkierefore detecting and
matching feature points becomes very difficult, in parécuh those applications with
the need for high accuracy registration.

We have already introduced information enhanced interatedemplates for fea-
ture registration and matching. The conventional redisingprocess can be improved
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by using intermediate templates as a pre-modelling process

As shown in Figure 6-11, intermediate templates #1, #2 andeiBsent three
different MRI / CT datasets scanned at different patiertupest

By registering among the intermediate templates, we careirtbd 3D deforma-
tion process of the internal organs under different patetups, and then construct
3D warping controls for the internal organs or tissues.

The 3D reconstructed deformable surfaces at tirdiecan be registered with in-
termediate templaté3. Then the 3D CT or MRI data at tiniE1l can be warped to
simulate its deformations at tin¥e3.

3D reconstructed deformable surfaces can be directlytergis with the exterior
surface (skin) of the CT or MRI data at tinfel, using either statistical model tech-
niques, Bayesian networks or conventional feature magctéchniques. However,
modelling the 3D deformations of internal organs at differpatient set-ups is the
essential process which cannot be avoided.

The CTHead data set and its spherical intermediate termgui@tghown in Figure 6-
12. The geometrical features on the CTHead are clearly redde the intermediate
template.

In order to simulate the real patient set-up, we use a 3D FF&pirol the de-
formation of the CTHead data. The deformed CTHead and itscet®ed spherical
intermediate template are shown in Figure 6-13.

The soft tissues within the CTHead shown in Figure 6-12 avergin Figure 6-
14. The deformed soft tissues within the CTHead shown inreigul3 are given in
Figure 6-15.

Note that the extent of the deformation of the soft tissugkiwithe CTHead are
different to the extent of deformation of the skin.

As we will demonstrate in the following subsections, geainal features of soft
tissues and skins can be detected and tracked on differarmediate templates.
These different intermediate templates can be rendered) tise same volume data
but captured at different patient’s set-ups.
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Figure 6-12: (a) CTHead data set. (b) Its spherlcal interatedemplate.

@ (b)

Figure 6-13: (a) Deformed CTHead data set. (b) Its sphentatmediate template.
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(a) (b)
Figure 6-14: (a) Soft tissues within the CTHead data setitg§®pherical intermediate
template.

(a) (b)
Figure 6-15: (a) Soft tissues within the deformed CTHead dat. (b) Its spherical
intermediate template. In (b), the positions of these deéal tissues can be used to
register the movements of these tissues during patieritsipse
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3D FFD deformation lattice

To achieve this deformation, we put a volume object into alflexparallelepiped lat-
tice structure, which hatx 4 x 4 control points. When the parallelepiped is deformed,
then the volume object inside will deform with it accordingl'he details of FFD con-
trol implemented in VLIB can be seen in Winter's PhD thesis [6

Given the three orthogonal axes of the parallelepipedkthi, 7 andU, the origin
of the three axes is at, a position with global coordinates in 3D space. Let, u) be
the local coordinates within the parallelepiped lattibert thet x4 x4 control points,
Ci;k, can be the control points for a 3D deformation control.

By first calculating the local coordinatés, ¢, u) of point p, then the deformed
positionp can be evaluated using the following equation of the triatarparametric
volume:

4 4 4
P=Y (O =)D (D=1 I ()1 — u)FuFCi)} (6.1)
i=1 =0 k=1
1=1 =2 =3 1 =4

k=1|j=1](p1,p1,p) (P2, p1,P1) (p3, p1, p1) (P4, p1, P1)

J=2 1,02, p1) (p2. P2, 1) (p3, P2, 1) (P4, P2, 1)

J=3| 1,03, p) (P2 p3, 1) (ps, p3, 1) (P4, 13, P1)

Jj =41 (1,ps;p1) (P2, p1,71) (p3, pa, 1) (P4, pas 1)
k=2|j=1|(p1,p1,p2+ ) (P2, p1,p2 — @) (p3, p1,p2 + @) (Payp1,p2 — @)

J=2| (1 +a,py,ps+ )| (p2+a,py,po— ) | (p3+ ,po, P2+ ) | (pa + @, P2, pa — @)

J=3 1+ a,psp+a)| P2+ a,p3,p2—a) | (ps+ @, p3,p2+ @) | (D4 + @, p3,p2 — @)

J=4] (p1,ps,p2 + ) (P2, p1,p2 — @) (p3, p1, 2 + @) (P4, p1,p2 — @)
k=3|j=1]|(@,p,p2+a) (P2, p1,p3 — @) (p3, p1,p3 + ) (P4, p1,p3 — @)

J=2| @ +ap,ps+a) | 2+ a,p,ps—a) (p3+a,p.ps+a)| (ps+a prps —a)

J=3 1 +apsps+a)| 2+ a,psps—a)| s+ a,ps,ps+a) | (ps+ a,ps,ps — )

Jj =41 (p1,ps,p3 + ) (P2, p1,p3 — @) (p3,p1,ps + @) (P4, p1.ps — @)
k=4|j=1]|@,p,ps+a) (D2, 1, pa — @) (p3, p1,ps + ) (pa, p1.ps — @)

J =2 (p1,p2.ps + Q) (P2: P2 p1 — @) (3, P2, p1 + @) (P4, P21 — @)

J=31(@1,p3,ps+ ) (P2, p3; pa — @) (P, p3, s + @) (Pay 3,1 — @)

J=4] (P1,ps,ps+ ) (P2, P4, pa — @) (p3,p1,p1 + @) (P4, pa; P4 — @)

Table 6.1:4 x 4 x 4 FFD control pointsp; = 0.0,p; = 0.334,p3 = 0.667,p, = 1.0,
FFD deformation factott = 0.1.

In other words, given a volume space, we can discretise theedpy imposing the
FFD parallelepiped lattice. Then for each vertex in the 3une space, given its
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local coordinatess, t, u), we can transform its position into Euclidean space usieg th
following Bezier volume equation:

Py(s,t,u) = Z Z Z CijiBi(s)B;(t) Bi(u) (6.2)

The4 x 4 x 4 control points are given in Table 6.1. By changing the FFDodef
mation factoroa, we can deform the CTHead under different deformation cdstr

Feature detection and tracking

When simulating the deformation of the skin of patients wiginieal-time radiother-
apy, rotation, scaling and illumination variations candree common deformation
phenomena [141].

However, the features in time-series intermediate terapledin be detected accord-
ing to the strength of the discontinuity properties of theghbourhood [142]. There-
fore we use Harris feature detectors [143] to detect edggésa@amers in intermediate
templates.

Given an imagd (z, y) and a windowi’” which centres oniz, y), then the auto-
correlation of the image at the positién, ) can be defined as:

c(z,y) = Z [ (i, ys) — I(xi + Dz, yi 4+ Ay)) (6.3)
(zi,yi) €W

where(Ax, Ay) is a position shift of the imagé(z; + Az, y; + Ay). If we expand
the shifted image using a Taylor expansion truncated to tsiedider terms, we get:
(@i + Dz, s + Ay)=I (w3, 95) + [T (@, ) Ty (i, 9)|[ Az Ay] (6.4)

wherel,(.,.) and,(.,.) denote the partial derivatives in theandy directions.
Substituting the Taylor expansion into the auto-correlagquation, we get:
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c(z,y) = Z (@i yi) — L yi) — [Lo(@i, vi) Ly(2i, yi)|[ D Ay]')Q (6.5)

(iyyi) W
= Y (@) L@, y)[Dr Ay] P (6.6)
(zi,y:)EW
= Z (Mo (@i, i) 1y (2, yi)][Ax A?JHQ (6.7)
(zi,y:)EW
S (T (%i,i))? Sw Ta(@iyi) Ty (2i.yi) !
= [Ax DY) it i) S [AT Ay (6.8)
= [Az AyC(z,y)[Ax Ayl (6.9)

where matrixC'(z, y) reflects the geometrical structure of the local neighbooeho
If we calculate the two eigenvalues and \, of matrix C(z,y), then they form a
rotationally invariant description. The geometrical faahd explanations are:

(1) If both eigenvalues are small, then the local auto-datign function is flat;
that is, the intensity discontinuity in any direction is yemall. The image has a flat
area.

(2) If one eigenvalue is high and the other is low, then thlkely to be an edge.

(3) If both eigenvalues are high, then the local auto-cati@h function is sharply
peaked, which indicates the image is a corner.

(4) The two eigenvalues are proportional to the principavatures of the matrix
C(z,y). When the trace of the matrix is large there is an edge, and Wieedetermi-
nant is large there is an edge. So the corner strength signdle[142]:

O(z,y) = |C(2,9)| — kTrace*(C(z,vy)) (6.10)

wherex = 0.004 is set empirically.

As previously mentioned, first, we detect good corners usiiregHarris corner
detectors on two intermediate templates. These two intdiates are rendered under
different deformation controls which simulate the difier@atient set-ups. The two
detected corner sets are therefore independent of eaah othe

The detected feature sets in different intermediate tefepkre dynamically changed.
First, theith feature in an intermediate template at tifienight become thgth fea-
ture in another intermediate template at different titheSecond, theth feature might
disappear since a feature existing only at tithean become less prominent at time
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t1, due to skin deformation.

The variety of deformation mechanisms such as scalingimgtashearing, and the
different combinations of these deformation mechanisetgjire an extremely robust
feature matching algorithm. Such an algorithm will considet only the correlation
factor, but also the human perceptual feature matching amsims; that is, grouping,
similarity, and exclusivity.

A simple matching algorithm was proposed by Scott and Lotgliggins [147].
Their algorithm incorporates both the principle of proxiynand the principle of ex-
clusion. Given two feature sets; M andje N, the distance metric between features
can be defined as:

Gij = e /2" (6.11)

Matrix G captures relationships for all possible feature pairs. is the Euclidean
distance between featureand;.

The Gaussian weighted distance measdafg, is unique. It not only relates the
distance measure with feature coordinates but it also sch#ance weighting (the
discrepancy in human perceptual vision) using the paramete/hich controls the
extent of the interaction between two feature sets. In addithe distance measure
decreases monotonically with Euclidean distance. Fin&dlyidentical images, the
distance measures become positive definite.

Scott and Longuet-Higgins’ method can be improved by addlegcorrelation-
weighted factor(;;, the normalised correlation between two image patchegexnt
at the positions of two matched features [148];; varies from -1 to 1, where -1
represents completely uncorrelated patches, 1 represemtscal correlated patches.
The correlation-weighted proximity of matrix can be:

Gij = (Cyj + 1)x0.5xe "0/ (6.12)

Given the distance matri, we can calculate its SVD decompositidh,DU]| =

SV D(G). Then we set the diagonal elements in mafixo 1. The matrixG now
becomes the correspondence maftixhat is:

P=TIU=TU (6.13)

The above operation eliminates the singular matrix and tetscales data in fea-
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ture space. That is, the largest feature in both row and aolimnmatrix P indicates
mutual best match (correspondence).

So we would like to detect the best matching features in bat#rinediate tem-
plates and select the best matching set with the minimahdiyp By first using Scott
and Longuet-Higgins method to robustly detect good featuse can then match dif-
ferent feature sets and select the matching with the minimiisparity distance as the
optimal one. SVD based correspondence matching algoritaneot achieve both
globally optimal solutions and locally optimal solutionBhat is, the parameter in
Equation 6.12 controls the degree of interaction betweenwlo sets of features. A
small value ofr enforces local interactions, a large value enforces glioibatactions.
Therefore, we use RANSAC [144] algorithm in our correspartgematching pipeline.
The matching correspondence with minimal disparity willdieked up as the optimal
solution. Our feature detecting and matching pipeline aaddscribed as:

Image 1 |"comer | FeatureSet: D |1 N: feature no. in D
—P| detecto > ,
2 J: feature no. in/;
3 Forj=N:3N
J=N:1:3N _

Image 2 Corner ] FeatureSet: M, End
—P| detecto 4 OptimalCorrespondence=

Min _disparity(C(j),j=N,...,3N)

Figure 6-16: Feature detecting and matching in intermed&nplates: feature sét
and)M; are detected using Harris corner detector. Thereforeftbegest/ features in
image 2 will be fed into the correlation weighted S&LH matupalgorithm. Image 2
is divided into sub-areas. Feature sets are detected ia sésareas first. The detected
feature points are then combined into the featureélsetThe dynamic feature seid;
are different to each other in the loop in step 3. The conceRRINSAC is used here.
The optimal correspondence solution is calculated by pigkip the feature set with
minimal disparity between the matching featuredin

Note that only the matching correspondences whose caaelabefficients are
greater than 0.99 (an empirical threshold) and whose matreglation are maximum



6.5 Universal Template Atlas 149

at both columns and rows will be picked out as the optimalespondences. The
number of matched correspondences and the accuracy of tiehintawill directly
affect the effect of image warping.

..

(a) Spherical template without FFD  (b) Spherical templaté wFD

(c) Matched correspondencesin (a)  (d) Matched correspmaddan (b)

Figure 6-17: Matching correspondences between interreetémplate (a) without
FFD deformation and intermediate template (b) with FFD degtion. The FFD de-
formation factor isc = 0.2. The index numbers of matching features are different.
Correspondences are dynamically detected. Figures (d}darohnotate the matching
features.



6.5 Universal Template Atlas 150

Some experiments

Some results of 2D features detecting and matching are digemn The correspon-
dences in Figures 6-17(a) and (b) are dynamically detectatyuhe Harris corner
detector.

The two images are further divided into 5x5 sub-areas. Tioagest features in the
sub-areas are detected. This mechanism gives us a neanlgistebution of features
on the whole images. The total number of features in Figut&@) is10x5x5. The
total number of features in Figure 6-17(aRisx5x 5. The distribution and location of
these two correspondence sets are given in Figure 6-18.hér atords, features are
detected locally, whereas, correspondence features dohedaglobally.

As previously discussed, intermediate templates can lukered with enhanced in-
formation such as enhanced geometrical features, enhéexdede images. They can
also be rendered using multi field functions and spatialtions. Therefore, interme-
diate templates can capture a variety of different inforamatvhich is well-suited to
real applications. Here, we have demonstrated that thereepbints of 3D deformable
models can be detected and matched using intermediateatsspln addition, the ge-
ometrical features on the soft tissues within the voluma dat can be detected and
matched using the same techniques we provide.

As shown in Figure 6-19, the feature points of soft tissuekthe feature points
on the skin can be detected and matched at the same time. Ttleatideature corre-
spondence can be the control points used in fine registrakymmithms, such as Lu et
al.’s coarse to fine registration techniques [145].

The corresponding features are dynamically detected abched In other words,
they are the best (the strongest) matching features. Tleeserés can always exist
during the period of the transitions of different patient-gps. Therefore, they can
act as the control points for investigating the relatiopdetween the model of the
exterior surface and the model of the internal organs. Nwedonventionally, these
control points that act as land marking labels (functionalkars) are stuck onto the
skin of patients [146].
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(a) Detected features on the intermediate template withBDt

(b) Detected features on the intermediate template with.FFD

Figure 6-18: Detected correspondences in intermediatplétes (a) without FFD de-
formation and intermediate template (b) with FFD deformatiThe FFD deformation
factor iso = 0.2.
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(a) Spherical template without FFD (b)) Spherical templaté WFD

(c) Matched correspondencesin (a)  (d) Matched correspmaddan (b)
Figure 6-19: Matching correspondences between interrreetimplate (a) without
FFD deformation and intermediate template (b) with FFD defttion. The FFD de-
formation factor iss = 0.2. The index numbers of matching features are different.
Correspondences are dynamically detected. Figures (d}drhnotate the matching
features.

6.5.3 Computational Expenses

The volume splitting algorithm presented in this chaptemiplemented using c/c++.
The complexities of the volume splitting algorithm comenfrdéhe fact that each vol-
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ume integral elements of tracing rays needs to calculatewts indexing label by
casting an additional tracing ray. Feature detection aaking algorithms presented
in this chapter are implemented using Matlab, since thesgatipns can be easily
implemented using matrix operations.

Rendering Figure 6-6(b) take 1 minute 48.3 seconds. Thearsag is 198x300
pixels and the running step length is setto 0.1. There is oird fight in the rendering
scene. The size of the CT-head dataset is 180x113x237 voxels

It is worth pointing out that different configurations of wohe rendering pipelines
will lead to different complexities of rendering algoritsmThe elements of a typical
volume rendering pipeline may include: resolutions of ezt images, step lengths
of tracing rays, depth of shadow rays, a variety of volumedeéation functions, spa-
tial functions, field functions, a variety of interpolatitechniques, etc. We use VLIB
as our basic volume rendering engine. A detailed discusdiont the structural com-
plexity of VLIB was given by Dr. Winter in his PhD thesis [6]Tlie structural network
of interconnected data structures in VLIB implementatggiven in Appendix C in this
thesis)

6.6 Conclusion

In this chapter we have introduced a novel constraint foittsgy volume objects.
We employ the concept of traditional and contemporary Zdouechniques and we
implement a novel scalar field, masking field, to split voltineespace. Our methods
can be volume rendering techniques, and additionally witb\ael application issue.

We presented a tracing ray based masking ray method. It edb@sthe volume
rendering techniques. Moreover we have extended the #igotb more general se-
mantic constraints.

Additionally, we have presented an efficient universal tetepatlas method for
texture mapping a volume data set.

The iso-surfaces we use here are all single value levelvgiditsself-occluding
geometrical structures. We can effectively split and aatgotifferent parts of the
iso-surface with different texture information.

The user has to specify the indexing number of the maskind feebe textured.
More research needs to be done on computational cost sindeevextra rays to
calculate the masking index number at each position theerargiray traverses.
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Using masking fields and volume visualisation techniques,can render infor-
matively enhanced intermediate templates. We demondttia¢eapplication to image
registration, feature detection and matching. In paréicuklational information con-
veyed by proximity matrices of adjacency correspondencesansidered. Therefore,
we provide a possible solution for modelling deformable sisdor positioning pa-
tient set-ups in radio-therapy treatment.

The main idea of our intermediate template based regisiratiethod is using the
distribution of eigenvalues to achieve globally optimdusions.



Chapter 7
Conclusions and Future Work

This thesis presents an image based texture mapping pgdelivolume objects. The
solutions offered touch the problem of texture mapping anva data set: to find an
appropriate representation of digital images that pravalknk between 2D, 2.5D, 3D
texture models and the 3D volumetric data set.

Multi-layers of iso-surfaces (hidden structures) can kired independently. There-
fore, we believe our methods can be a possible solution ter atiage-related appli-
cations in the areas of volume visualisation. We recogitiegrhportance of giving a
volume data set natural appearance and this is the motimatiour projective texture
model.

By using MDS-based LWLS flattening control, images can beadtly overlaid
onto intermediate templates for texture mapping. Thereoisamgling of textures.
Efficient and effective practical applications that neealisen based volume objects,
such as medical training, surgical planning, can be draam fihis model.

We studied the texture smearing and texture penetratidolgares in volume visu-
alisation. We presented a survey of discretely samplectbigpresentations. We com-
bined projective texture models with colour transfer fumas, field mask constraints,
flattened surfaces, and a variety of field function and spatiasfer functions.

7.1 Contribution

We are trying to link textures and 3D volume objects that ige&metrical, topological
and semantic constraints. We offer a projective textureehfad texture mapping vol-
ume objects. This model allows various volume visualisagipplications to use this
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texture representation and to recover continuous texti@ic intensities from dis-
crete image data samples. We have examined several afpikatuch as 2D image
based texture mapping, 2.5D pseudo-solid textures, arddigiendent interpolations
(DDT) of texture mapping volume objects and other applaraiof texture mappings
in continuous space. The simplicity of the underlying tegtmodel leads to simple
and effective applications in these different areas. Ini@aar, we use field masks to
control texture penetration, which is often the most obsioliallenge of using projec-
tive texture models.

Conventional projective texture models index / penetrexéures (colours) along
the projective directions. The drawback of these conveatiprojective based ap-
proaches is the shear effect. Textures will not only smear avrelative large area
but also penetrate to their neighbours that reside on thjegiiee directions. This the-
sis provides the field mask solution to this problem. In addjtwe demonstrate the
flexibility of our semantic texture models by rendering imtediate templates into a
universal template atlas with enhanced information. Weehelwe offer a direction
to representing volume objects using such intermediat@lees. The flexibility of
rendering intermediate templates is given in this thesis.

Our model does not try to detect or attempt to find an expliedrgetrical model
for the local geometry. It simply probes 3D positions wheaeing rays terminate. By
doing this, the geometrical structures of the volume dataa®ebe well presented.

We propose an MDS-boundary based LWLS technique to exglerkitden struc-
tures of 3D point clouds using 2D flattened configurationse ftain strength of this
model is that it represents the flattened 3D surface in theephaithout twisting and
tangling. The algorithm is based on linear calculationsiarikdus simple and effective
for volume rendering applications.

At heart, out model constructs the connection between pixetl voxels through
different techniques such as projective modelling, voluemalering and effective field
masking. In particular, we offer a MDS-boundary based LWL&hod to eliminate
the tangling and twisting of points in 2D configurations.

Projective texture models, MDS-based LWLS flattening athors, and field masks
are three cornerstones. We have used these three modetsfrartiework of volume
visualisation. The details of these methods are given below
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7.1.1 Projective texture models

We present an approach to texture mapping volume dataskésagdproach is based
on multiple constraints and continuous space mappingssorergood image quality.
The method was composed of three pasesmantically generating intermediate tem-
plates selectively forward and inverse indexiramdvolume renderingThis three-part
aspect additionally allows the texture image to be indepenhdf the volume data. We
demonstrated an extension to 2.5D textures, extrudeddhrte volume, using an ap-
proach consistent with 2D texture. A data-dependent ttikign method is used to
retain edge quality in texture images. In addition, we pnésga colour transfer tech-
nique, in which the colour information of pixels in illusti@n images is transferred to
the colour fields of voxels in 3D space.

7.1.2 MDS-based LWLS flattening algorithms: point clouds’ ©n-
figurations and shear effect

We discussed the challenges of our projective texture nsd#l as texture smearing,
penetrating and self-occlusion. In order to reduce thersétect of the projective
texture model, we presented a method for smoothing the ptond within volume
objects. The method is based on ttlassic multidimensional scaling (MD&}ing
shortest-path proximities.

By mapping 3D points into 2D flattened (Euclidean) domaie, phesented meth-
ods not only flatten the 3D surfaces of the volume object aa pteserve information
about local geometrical features on the surfaces of volubjects. Our plenoptic
based dimensional reduction methods combine three aresgsh tayout, volume ren-
dering, and multidimensional scaling. By flattening the 3ings cloud using classic
metric MDS, our method benefits the projective texture mdagebverlaying texture
images onto 2D flattened surfaces, i.e., warped intermetkatplates, of 3D volume
objects.

In order to eliminate the existence of tangling and twistmlyIDS configurations,
we introduce MDS-based Linear Weighted Laplacian Smogthiodel to flatten 3D
point cloud within volume objects. This method integrates benefit of Laplacian
smoothing methods and the advantages of classic metric ME&iBads. We demon-
strated that the proposed method prevents the tanglingtterfied points cloud in the
application of texturing volume objects.
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7.1.3 Field masks and universal template atlas for annotatig vol-
ume objects

We presented a solution to the texture self-occlusion praldnd the texture penetra-
tion problem, by splitting the 3D space into differently édlled layers. Using labelled
3D space masks, self-occlusion and texture penetratiomeaffectively controlled
using volume rendering techniques, such as DVR and DSR. Weduild any static
field masks in advance. Similar to the techniques of constri@.5D pseudo-solid
texture models, we dynamically construct field masks duviolgme rendering. As
we demonstrated in this thesis, different iso-surfaceseasplit independently using
different plenoptic-based field mask models.

So, in our volume rendering engine, the volume data can berexkusing different
projective texture models, using their associated fieldksasodels, and using a vari-
ety of field functions and spatial transfer functions. Intigatar, a flattened (warped)
intermediate template can be used during volume rendefihgse operations reduce
the effort of texture warping. In other words, texture imaigan be directly overlaid
onto flattened intermediate templates. The texture distodue to plenoptic projec-
tion is reduced.

7.2 Future Work

There are a number of directions in which the work of thisigean be continued.

2.5D Registration

We offer a possible solution to an medical application: vodiric data registration
during the process of radiotherapy treatment. As discussedapter 2 and in [1], vol-
umetric object registration is commonly based on trackiDgf@atures of segmented
objects, either using geometrical information (statictatistical models) or advanced
pattern recognition and clustering techniques. Howeverjemonstrated that 3D fea-
ture tracking can be converted from 3D space into 2D spaeeby:
(1) Rendering plenoptic intermediate templates usingtenfdil / enhanced informa-
tion such as colours and textures; (2) Warping intermedetgplates using MDS-
LWLS control, which is equivalent to flattening 3D surfacdsvolume objects; (3)
Tracing 3D features is therefore converted into trackingf@&tures in the warped
intermediate templates (images).
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Conventional 2D registration techniques for medical insagee based on feature
detection techniques, which use geometrical informatmahiatensity information. In
the rendered intermediate template, we can enhance gecahédatures by adding
colour or texture information through field transfer functs. Detecting and tracking
2D features in intermediate templates become easier anel agourate.

Realistic Volume Graphics

We noticed that MRI scanned, CT scanned, 3D X-ray scannedjiatance scanned
data sources such as animals, human bodies, vegetablest avatks, etc., originate
from the variety of the surrounds in our daily life, but arexd@gionally exposed to us
without natural appearances.

Therefore, it would be extremely desirable to develop tetdgy for physically
realistic volume graphics. It would be even more desirabkbe realistic volume
characters can be used in medical training and surgicahpignThe ability of realistic
volume graphics will innovate the basic research framewdslolume graphics.

Estimating optimal proximity in MDS, and optimal linear wei ghts in LWLS

We use Euclidean distance, geodesic distance, and MDS hasad Laplacian
weights to smoothing 3D point clouds. The shape of the flateWiDS boundary is
affected by the estimation of proximity. Different proximestimation will affect the
performance of MDS smoothing.

Using local neighbourhood information to construct lownénsional-scaling mod-
els is our main consideration. We will focus on using localtidimensional scaling
(LMDS) plus graph layout techniques. We will construct daisie drawings of graphs
by balancing attractive forces between near points andsepuorces between distant
points. The LMDS method is investigated by Chen and Bujagusonlinear reduction
models, in the draft [127] in 2006. In this thesis, we arerfgdhe same problem, in
particular for volume based applications. However, wegréd use linear dimension
reduction methods. We are currently working on this.

Visualisation of Errors

We use direct surface rendering algorithm and direct voluenelering algorithm
in our system. While we are trying to locate the positionssofsurfaces using dif-
ferent step-lengths of tracing rays, we find that the isdase@s’ termination positions
are different. This means that we can not exactly locate tis&tipns of iso-surfaces.
In other words, visualisation errors do exist and may noblbextolerable under some
circumstances, in particular in surgical planing [99]. féfere we would like to in-
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vestigate and quantify visualisation errors to improveuisealisation accuracy in our
system.

7.3 Conclusion

In this thesis, projective texture models are developethtodD images and 3D vol-
umetric DSORs. MDS and LWLS methods are combined to deliveokking and
robust method for smoothing point data and to explore hi@iZzetructures of volume
data. MDS based LWLS techniques are powerful for smoothidg@faces and are
effective for other texture mapping applications. In adif a novel splitting model
for volume objects is developed to eliminate texture pextietns.

We are trying to texture mapping volume objects with remliappearances. This
leads to the research which presents an effective modelr{teamediate template)
to exploit properties of 3D features in the information emted images. It is not
only a better representation of 3D point clouds but also aeneffiective model than
conventional 3D procedural texture techniques. Theref@delieve it is generic for
different kinds of texture based applications, in paréecubr preserving realism for
volume objects.

Field functions, spatial transfer functions, field masksg ao on, can be effec-
tively integrated into our rendering process. Therefareerimediate templates can be
rendered flexibly. The enhanced information in intermedtatnplates includes tex-
ture, colour and geometry features, which will further li¢gaie the processes of feature
detection and tracking.

Parts of this research have been presented at the followimfgiences:

e The 26th Eurographics Conference (Dublin, Ireland, 20Qp) [

e The Institute of Mathematics and its Applications, Visidfigeo and Graphics
(Edinburgh, 2005) [39].

e The 3rd International Conference on Computer Graphics atatdctive Tech-
niques in Australasia and Southeast Asia, ACM SIGGRAPH ¢@dim New
Zealand, 2005) [40].



Appendix A

Glossary

3D texture mapping - textures can be added to a 3D object using a three dimersiona
texture block. It can be treated as 3D volumetric sculpturee 3D object can be
effectively carved out of the 3D texture block.

A

Adaptive (early) ray termination - a technique to accelerate the volume rendering.
The casted ray can stop sampling the volume object when tharadated opacity,

or intensity, reaches a predefined threshold. The amouniadls which need to be
processed can be reduced.

Aliasing - a problem about objects edges are represented in the wdiscodte repre-
sentations. The edge is decided by judging whether it isiesr outside of the object.
This leads to a jaggy or zigzag effect at the edges.

Annotating volume objects- a process in volume visualisation and the surgical plan-
ning application. 3D space of volume object is split and wodobject is segmented in
advance. Transfer functions or are used to assign coloamivétion to inner structures
or segmented and classified geometrical features.

Antialiasing - the process of filtering so that sharp edges can be softértezlgeo-
metrical features of edges can be used to facilitate theifij@peration.

B
Backward projection - a volume rendering technique which cast rays through the im
age plane, into the volume object.
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C

Colour transfer - a set of transfer functions which assign colour infornmatio the
numerical values or positions in a volume object.

Compositing - the process of merging together all the colours and ogacifihe com-
position can take place in a back-to-front manner.

Constructive volume geometry (CVG)- a constructive representation of volume ob-
jects, including both volumetric datasets and scalar fieldee combinational opera-
tions are normally defined in the real domain and enable thetoaction of complex
volume objects through the combination of the geometrindl@hysical properties of
simple (solid or amorphous) volume objects.

D

Direct surface rendering (DSR)- a method used to display a surface (level sets)
which is inside a volumetric object without constructing esh model. The method is
based on ray casting and uses tri-linear interpolation terdene the location of the
iso-value of the surface.

Direct volume rendering (DVR) - rendering an image from a volume object without
any intermediary step in which a surface is generated. Vetumray tracing is re-
ferred as direct volume rendering in this thesis.

Distance field- a volume dataset in which the voxel values give the appratemdis-
tance to the surface of interest.

E

Environment mapping - a texture mapping method which reduces the computation of
a reflection ray to a simple intersection. A scene is mappé&a@oubic or a spherical

or cubic map.

F

Forward projection - the name given to a collection of volume rendering algongh
which synthesis an image by projecting the voxels onto inpgee.

lllustrating volume objects - a process of volume visualisation which combining the
familiarity of physical based illumination model or nongih realistic rendering tech-
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niques to make the important visual cues become more pramivelume illustration
provides a flexible unified framework for enhancing struatynerception of volume
models through the amplification of features and the addaidllumination effects.
ISO-surface - a surface of equipotential. For a field functignR* —R, the r-iso-
surface,S(7), is defined ag? : f(z%) = 7, 7 is referred to as an iso-value or threshold.
ISO-value - a value which represents something interesting in a péaticlomain. In
3D iso-surface, the iso-value defines the surface of intaras$is calculated such that
all points on the surface (level sets) have a function vatpgkto this value.

M

Marching cubes algorithm - an algorithm for determining an iso-surface (mesh model)
in a 3D dataset. Function values are evaluated at regularetiispoints to make a
3D grid of data values (voxels). Eight neighbouring voxelakan up a cube, from
which the surface can be determined using lookup tablesafdr ef the possible cases.
Since each of the eight voxels can be inside or outside ofulface, there exist 256
cube configurations, which ban be reduced to 14 configumtismg symmetry. The
lookup table indicates the triangles to be added to a trimngoesh, with their vertices
interpolated from known voxel positions and values.

N

Non-photorealistic rendering - an approach to image synthesis which gives the abil-
ity to use various effects which do not attempt to realisycanodel and render the
scene, while still retaining the advantages of a conveatimgndering system.

O
Object self-occlusion- parts of an object hidden from the viewer

P
Parameterised texture mapping- adds surface details by wrapping a two dimen-
sional texture map around an object.

Projection mapping - adds surface detail in two stage. The texture is first mapped
onto a single (intermediate) three dimension object (gdinamodel), S mapping.
The intermediate object is then mapped onto the object eimdered() mapping.
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R

Ray casting- the process of sending a primary ray from a point in spaceardcene
with direction. The ray terminated and the intensity is acualated according to shad-
ing models.

Ray tracing - the process of sending an additional second ray of rayrzpptiocess.
Upon the intersection with an object, the second ray willfensed in order to deter-
mine all contributions of other light sources.

S

Semantic functions- Transformation functions could be extended to a generic de
scription, that is:isemantic functionsvhich operate on space criteria, logical criteria,
temporal criteria, geometrical criteria, topologicateria, and so on.

Semantic transfer function - A semantic transfer function operates on both spatial
positionp and field valueF;(p); whereas, a transfer function can only manipulate field
values on the same position, spatial transfer function céytoansfer the same scalar
value from one position to another.

Scalar field - a scalar field takes a coordinate and returns the valuefigged or
actual) at that coordinate.

Solid texture - Complex three dimensional textures constructed from ipikiey non-
linear and basis functions.

Space partition - the process of dividing space into smaller subspaces. 8dsoning
behind this is that processes can be carried out on diffetdrgpaces independently.

T
Texel - the individual pixels of a two dimensional texture imageexdl is also the
name given to the element of a three dimensional texturekbAdich is used in the
volumetric texturing mapping.

Texture image (map)- a two dimensional image which represents textures.
Texture mapping - gives the impression of surface detail by mapping texets tre
surface (level sets) of volume objects during volume reinder

Transfer function) - a mathematical function which assign different scalappraes
to the numerical values of the volumetric object.

Two-part texture mapping - seeprojection mapping
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Volume graphics- a sub-field of computer graphics which models and rendeifs bo
discrete volumetric datasets and continuous scalar figlis.main aim of this field is
to provide all known graphics effects and techniques withavolume environment.
Typical operations include CVG, volume sculping, hypettiegs, etc.

Volume rendering - a process for obtaining images from three dimensionalnaelu
objects. Volume objects can be represented by a set of dedbs in a way that rays
can pass through the 3D space of these scalar fields simailtsiye Typical scalar
fields include colour components, opacity settings, distaireld and velocity field.
Direct surface rendering and direct volume rendering teghes are two typical algo-
rithms used in this thesis.

Volume sculpting - a free-form, interactive modelling technique based oripgity
voxel-based solid material. It is also used to explore theiirstructure of a dataset by
removing material step by step.

Volume visualisation - a sub-field of scientific visualisation focused on visualis
and exploring the inner structures of volume objects.

Z
z-buffer - an arrayz(x, y) of depths for each pixel in images.



Appendix B

Generalised 2D Tutte embedding

To prevent tangling and flipping of internal nodes, we usé@aht conditions given
by generalised 2D Tutte embedding algorithms [133]:

Consider the grapty;; of a mesh\/ € Mg, with N vertices. There exist a boundary
(cycle) B in the graphtz,,; and all other vertices withi®s are internal vertices. There
aren internal vertices, where < N.

Assume boundary3 is a convex polygon iR?. For each internal vertix, its
weightsw;; can be constructed using the following conditions:

Wi > 0, (Z,j)GE(GM), and, Wij = 0, (Z,?)g_fE(GM) (Bl)
JEN;

whereN; is the set of vertices neighbouring the internal vertex
Givenw;;, internal vertex can be calculated using the following ¢iqgua:

N

u; = Z WU (B.3)

Jj=1

The above equation can be written as the following lineatesys

n N
w; — E Wit = E (s (B.4)
7j=1 j=n+1
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The above equation can be written into the matrix form:

Au=1b (B.5)
— Wy, if i#]
A(ij) =11 ifi=j (B.6)
0 iff (i,j) notin E

whereu andb are positions of internal vertices and boundary verticeatriM A is an
M-matrix therefore it is non-singular. So the above lineatsm has unique solution.
Given matrix A and boundary positions we can calculate the positions of internal
verticesu.

Lemma 1. Every internal vertex is positioned at;;, and it is the solution of the above
linear system. Then every internal vertex lies strictlydeghe convex polygon Q with
vertices ab = {u,,11, Upy2, ..., Un}.

Theorem 1 The solution of the above linear system yields a planar elting of the
graphG,, of meshM, in which no triangles overlap.

The details of the approvement of Lemma 1 and Theorem 1 ae: @iv[133] on
page 47 and page 48.



Appendix C

Structural Complexity of VLIB

The complexity of volume rendering pipelines highly depeod different configu-
rations of different applications. The following diagraimosvs the network of inter-
connected data structure in VLIB implementation given by Winter in his PhD
thesis [6].

Each data structures are represented using a box. They Garebeering scene,
or some elements of a rendering scene. Their data struaweasmplemented using
“struct” structures in C. Arrows from one box to another boxistructdynamiclinks
in different configurations of different volume renderiniggdines. The functions are
implemented using pointers in C.
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Figure C-1: Network of interconnected data structure in daB/implementation [6].
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