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Abstract This paper proposes a novel Adaptive Region-
based Edge Smoothing Model (ARESM) for automatic
boundary detection of optic disc and cup to aid automatic
glaucoma diagnosis. The novelty of our approach consists
of two aspects: 1) automatic detection of initial optimum
object boundary based on a Region Classification Model
(RCM) in a pixel-level multidimensional feature space;
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2) an Adaptive Edge Smoothing Update model (AESU)
of contour points (e.g. misclassified or irregular points)
based on iterative force field calculations with contours
obtained from the RCM by minimising energy function
(an approach that does not require predefined geometric
templates to guide auto-segmentation). Such an approach
provides robustness in capturing a range of variations and
shapes. We have conducted a comprehensive compari-
son between our approach and the state-of-the-art existing
deformable models and validated it with publicly available
datasets. The experimental evaluation shows that the pro-
posed approach significantly outperforms existing methods.
The generality of the proposed approach will enable seg-
mentation and detection of other object boundaries and pro-
vide added value in the field of medical image processing
and analysis.

Keywords Medical image processing and analysis -
Machine learning - Computer-aided retinal disease
diagnosis - Glaucoma

Introduction and background

Automated boundary detection of optic disc and cup plays
an important role for the computer-aided diagnosis of
retinal diseases from ophthalmic images. In a typical 2-
Dimensional (2D) retinal image, the optic disc is a bright
elliptical structure with a cup and surrounding rim tissue.
Changes in the shape and depth of the cup or colour of the
rim tissue represent signs of optic neuropathology such as
glaucoma, which is a leading cause of irreversible blindness.
In the case of glaucoma, nerve fibre atrophy is accom-
panied by erosion of rim tissue, which manifests as cup
enlargement. The degree of cupping is quantified clinically
as the horizontal, vertical and area Cup-to-Disc Ratio (CDR)
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Fig.1 Comparison of CDR in a normal image and b glaucoma image. The glaucoma image has higher CDR

(Figs. 1 and 2) [1, 2]. In current clinical practise, the size of
the cup relative to the disc is estimated subjectively which is
both time-consuming and prone to inter-observer variabil-
ity [3]. Therefore, accurate automatic boundary detection of
optic disc and cup is critical for the diagnosis of glaucoma.
Some research efforts have been made on automatic seg-
mentation of the optic disc or optic cup [4—11]. These efforts
can be broadly divided into two categories: non-model-
based and model-based approaches. In the non-model-based
approaches [12—15] the boundary detection mainly uses
some algorithms such as thresholding, morphological oper-
ations, pixel clustering etc. However, the identification pro-
cess of the optic disc boundary had some problems due to
obscuration by bridging retinal vessels. The model-based
approaches can be classified into shape-based template
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Vertical
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Area
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Fig. 2 Different meridians of Cup to Disk Ratio (CDR) measurement
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matching and deformable modelling approaches. The tem-
plate matching focuses on incorporating the shape of
the object and its grey-level appearance in an image by mat-
ching optic disc edge with a circular [16, 17] or ellipti-
cal shape [18]. But these methods suffer from inaccuracy
since they often fails to detect shape irregularity due to
the shape variation of an object. The deformable modelling
can be further classified into either free-form or parametric
deformable models. The free-form deformable models have
no global structure of the template, which can freely deform
the shape of an object. Typical examples of free-form defor-
mable models include the active contour or ‘snakes’ model
(ACM), level-set model [19-21] and Chan-Vese (C-V) level
set model [22] (a type of ACM model without edge) and
their variations [23-28]. The parametric deformable mod-
els involve an offline training process to determine a shape
model parameterising diverse shape characteristics, such
as Active Shape Model (ASM) [29-31]. The ASM-based
approach refers to shape approximation of an object using
statistical approaches to learn the boundary shape of the
optic disc from a training set [32—-34].

The aforementioned deformable models have shown
promise for segmentation of the optic disc or cup. However,
there are still challenges related to achieving high accuracy
in optic disc and cup segmentation. For instance, in some
cases, the optic disc might not have a distinct edge due to
disc tilting or peripapillary atrophy (PPA) and disc vessels
could misguide the segmentation. The ASM does not ade-
quately segment optic discs with PPA [34]. Additionally,
since pathological changes may arbitrarily deform the shape
of the optic disc and also distort the course of blood ves-
sels, the existing ASM-based approaches fail to accurately
extract the object boundary with variation and irregularity
and are influenced by blood vessel obscuration. The modi-
fied ACM approach as proposed by Xu and colleagues [35]
have addressed optic disc segmentation problems due to
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vasculature occlusion and PPA by adjusting the uncertain
cluster points of the contour. Nevertheless, they have also
observed optic disc segmentation failures due to retinal atro-
phy or bright retinal lesions. Furthermore, the method is
dependent on initialisation parameters as it relies on local
gradient information only. The accuracy of the Chan-Vese
(C-V) level set model is dependent on the initialisation para-
meters as well. Despite the application of gabor filters at dif-
ferent frequencies used after vasculature removal to reduce
the PPA occlusion [23], the filtering parameters may need
to be modified manually for better accuracy. Vasculature
removal with morphological filtering can also diminish the
optic disc edges which can affect the segmentation accuracy.

To address the limitations above, this research has pro-
posed a novel adaptive deformable model for automatic
segmentation of the optic disc and cup capable of capturing
shape variation and irregularity. Our approach doesn’t need
to fit a predefined template or shape constraints. The major
contributions include:

1. A new Region Classification Model (RCM) which iden-
tifies the initial optimum contour approximation rep-
resenting optic disc or cup boundary between inside
and outside a Region of Interest (ROI) based on pixel-
wise classification in a multidimensional feature space
(with features extracted on the pixel level). The mul-
tidimensional feature space represents the local textu-
ral, gradient and frequency based information which
is used as input for training a backpropagation Neu-
ral Networks classification model of an optimum contour
approximation.

2. A new Adaptive Edge Smoothing Update model (AESU)
for contour regularisation and smoothing update based
on iterative force field calculations with any contour
obtained from the RCM.

Fig. 3 Block diagram of
adaptive region-based edge

Region Classification Model

The rest of this paper is organised as follows: “The pro-
posed adaptive region-based edge smoothing deformable
model” details the proposed model; “Experimental eval-
uation” describes datasets used, evaluation metrics and
experimental results; “Conclusion” concludes the work and
highlights future work.

The proposed adaptive region-based edge
smoothing deformable model

The rationale

The proposed adaptive region-based edge smoothing model
(ARESM) aims to accurately detect the boundary of an
object and search optimum contour points in an iterative
way. As shown in Fig. 3, the principles of the proposed
method mainly include: 1) The Region Classification model
(RCM) that generates the initial optimum contour; 2) the
Adaptive Edge Smoothing Update (AESU) model that
dynamically updates the initial optimum contour obtained
from the RCM for accurate detection of the boundary.
The segmentation focuses on the pixel-based image repre-
sentation in a multidimensional feature space by applying
Gaussian [36], Dyadic gaussian [37] and Gabor filters [38]
at different scales on both the red and green image chan-
nels to make use of local information and provide power in
capturing shape variation and irregularity.

Different from the existing approaches, the proposed
method extracts the feature information at the pixel-level,
identifies the initial optimum contour based on regional
classification, and dynamically updates the contour without
requiring a predefined template such as a circular or ellip-
tical shape. The model uses only once the mean of shapes
in the training set as an initial parameter. The model will

Adaptive Edge Smoothing Update
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then search the optimum contour points based on the RCM
classification, which is not necessarily identical with the
landmarks of the mean shape and may dynamically change
during the search. The shape irregularities and misclassified
contour points are then dynamically updated and smoothed
by the AESU model through the minimisation of energy
function based on the force field direction. The proposed
approach can capture shape variations and irregularity very
well, for example, in the presence of PPA or vasculature
occlusion.

Pixel-based image representation in multidimensional
feature space

To provide robustness against variations found in and
around the Region of Interest (ROI), we consider features on
the pixel-level to fully take advantage of local image infor-
mation. Each pixel of an image belongs to a homogenous
region corresponding to an object or part of an object. We
have generated a multidimensional feature map by apply-
ing the Gaussian, Dyadic Gaussian and Gabor filters at
different scales on both the red and green channel of an
image. These features represent the gradient, texture and
the frequency based information. The details of these fea-
tures have been based on our previous work [40] and are
summarised in Table 1. This is in contrast to the previ-
ous pixel-based approaches which focus on either the red

Table 1 Summary of Gaussian and Gaussian derived features

channel or its gradient. The advantage is to extract the rep-
resentative pixel-level features of an image and accurately
classify between the region inside and outside the boundary
of an object (e.g. optic disc or cup). For the boundary of the
optic disc, its region outside includes the retinal area and
the PPA and the region inside includes Optic Nerve Head
(ONH) rim and optic cup. For the boundary of the optic cup,
we extract features and classify between the region inside
of the optic cup and the ONH rim. The retinal vasculature
area is also converged inside the ONH area and obscures
both the optic disc and the optic cup margin. To investigate
the influence of vasculature, we have calculated the fea-
ture map under two situations: a) with vasculature removal
and b) without vasculature removal. The comparison of the
classification power of the features with and without vas-
culature removal has been described in the experimental
section.

Feature extraction and selection

The feature space after applying the different filters above
on the pixel-level is of high dimensionality. To obtain the
most relevant features for the respective classification, we
have adopted iterative sequential maximisation of task per-
formance (also called the ‘wrapper feature selection’ [41])
in which initially the data is divided into k£ folds (in our
case k = 5). Then the first feature is selected which has

Feature name Equation Feature name Equation

ix2+jy?

Gaussian filter N(o, iy, jy) = ﬁe_ 202 Gamma- Lpp.y—norm = %(./\/“ + Ny —
normalised :
derivative \/('/\[” _/\/}'}’)2 +4-/\/:\".V2) (% 18 nor-

malisation factor with y = %)

Dyadic Gaussian Ly = 839y, = R+ G —2|R - G| Lgg.y—norm TNy + Ny +

J N = A2 440D
Lyn(c, s) = [Inn(c) — Interps_c Ly (s)] Differential Luu = Nix +./\fyy
Geometric Edge
Definition

RG(c,s) = [(R(c) — G(0))
—Interps—c(R(s) — G(s))|
Yrg(cv s) = |(Yrg(c)) - Inlerpsfc(yrg(s))l

_ _L#2 3
Gabor Gb(x,y,y,A,0,0) =exp 2(02+ >

o )
exp(i2ﬂ)()
A

X = xcos6 + ysinf y = ycos6 — xsinf

Lu,u :-/\/;(2 +NV2

Luv = Nxz-/\/;cx +2Nx_v~/v,-x-/\/:v +~/\/y2Nyy
(u, v) are local coordinate system [39]
x2+v2 x2+)‘2
1 T 20} 1 T 202

Fdl’dz(x’y)= alme Gome

Difference of

Gaussian (DOG)

iy and jy are the pixel coordinates of the filter. N (o) is Gaussian filter, Ny (¢) and N, y (o) are first order derivatives and Nix(0), ./\/;Cy (o) and
M\ (o) are second order derivatives of Gaussian filter in both horizontal(x) and vertical(y) directions. I,,, and Y, are mean and mixed reponses
of both Red(R) and Green(G) channels respectively at centre levels ¢ and surround levels s of the spatial scales, s = ¢ + d. Interps_ is the
interpolation to s — ¢ level. 0, 01, 09 = 2,4,8,16.c,d = [2,3,4]. y =[§. 3. 1.2.31. A =[§. 5. 1.2.3].6 = [0°, 45°,90°, 135°]
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maximum mean classification performance across the folds.
During subsequent iterations, the features together with
previously selected features resulting in the highest mean
classification performance are selected. This process con-
tinues until there is little or no maximisation (less than 0.01)
towards classification performance. For the quantification
of classification performance, we have certain performance
measures such as Area Under the Curve (AUC), Linear
Discriminant Analysis (LDA) accuracy and Quadratic Dis-
criminant Analysis (QDA) accuracy [42].

Region classification model for initial optimum contour
approximation

The RCM consists of two main steps: 1) Initialisation of
shape or contour profile; 2) Contour profile optimisation.

Initialisation of shape or contour profile

The RCM requires an initial shape profile which is then
dynamically updated. In our approach, we use the mean
of the shape from the training set as an initial input. It
is worth noting that the initial optimum contour profile
is not necessarily identical with the mean shape and can
dynamically change during the search. To obtain the initial
shape (the mean of the shapes), we have used Procrustes
alignment [43]. The shape alignment aims to transform all
training set shapes into a common coordinate frame. Given

Fig. 4 Contour profile
sampling steps to determine the
disc boundary in this
challenging optic nerve photo
due to extensive PPA with a
Mean shape initialisation, b
Sampling the search line (red)
normal to the contour point.
Each sample on the search line
has its subline samples. ¢
Determination of optimal
sample on the search line

an object shape, described by n points, referred to as land-
mark points which can be obtained from the training sample
images manually annotated by clinicians. Each shape can
be described as a vector of n coordinate pairs having 2n
elements as mentioned below:

v =[(x1, y1), (x2, ¥2), cevernne s Xy Ynl- ()

The shape alignment can be achieved by translating the
shapes to the origin. Initially, the centroid of each shape is
calculated as the average position of all its landmarks, then
the shapes are translated to its local origin by subtracting its
centroid. The centroid of the shape can be represented as:

o 1 « 1 «
Ve = (£,5) = (— Y %}, = v )
j=1 j=1

and the shapes are translated to the origin as:

Virans =V — Veent 3
where, V/qns = V — (% Z?:l xj, % Z?:l y;) is the shape
translated to local origin after subtracting its centroid. We

obtain the mean of N aligned shapes present in the training
set as:

1 &
X = N Zvimns' “)
i=1

Contour point from

Search Line
mean shape

=

Samples from the
search line

(a) (b)

Purple subline
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B
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Contour profile optimisation

After obtaining the mean shape from the training set
(Fig. 4a), we determine a preliminary optimum contour
around this initial region. The essence is to find the best con-
tour points around the initial region (the mean shape). We
have developed a classification model based on a backprop-
agation artificial neural network (ANN) [42] that creates a
classification of pixels as likely belonging to the optic disc
or to background. We have performed a search to find an ini-
tial outline of the optic disc. A search is made along the 7,
samples of each radial line extending from the centre to the
edge of the image, as shown in Fig. 4b. A sliding window of
length 2m+1, where m=7 was defined empirically, traversed
the radial line (Algorithm 1), to find the optimum transi-
tion from pixels which were highly likely to be optic disc
to pixels highly likely to be background, as determined by
the ANN (Fig. 4c). The optimum transition is where Eq. 5
is minimised. Considering that whilst training the classifica-
tion model (i.e. backpropagation ANN classification model
in our case), the samples outside the optic disc are labelled
as 0 and samples inside the optic disc region are labelled as
1, we have the equation to determine optimum position of
the contour point:

et &)

m

pf) = 1 ®)

(Zz;l net;(gr) n
m

where g is the subline of 2m + 1 subsamples and g is the

subsample of the subline g. The value of j corresponds to

the sample at the search line. The factor M is sup-

posed to be a group of subsamples from outside of the optic

disc and expected to have logistic output near to O whereas
2m+1

net;j . . .
the factor k=28 4o expected vice versa. net;(g) is

the neural weight of the respective profile at sample j of the
search line which is obtained based on ANN with the back-
propagation algorithm. The ANN is composed of an input
layer, a hidden layer and an output layer. The number of
units in the input layer are equal to the number of selected
features. The hidden layer is the weighted combination of

units of the input layer. In the backpropagation algorithm,
the weights of the hidden and the output layer are adjusted
according to the error between the expected output and the
actual output. The logistic output of the ANN is given with
the following sigmoid function as:

1

net = 1 + exp=Wo=2n wh(wot 2 ; wixi) (6)

The variables w; and wy, represent the weights to the input of out-
put layer and hidden layer respectively, w, is the bias input
value, whereas x; are samples from the selected feature
maps. The optimisation algorithm is shown in Algorithm 1.

Algorithm 1 Optimum profile search for optic disc
region search
Input: (X) = {X;|i = l..n},n is number of the
contour points in X
n,=number of samples for contour point X; from
centre to the image corner. Each sample has the
subline g sampled with 2m +1 subsamples i.e. m sub-
samples to the left of subline g and m subsamples to
the right. The function coor(j) determines the coor-
dinate at sample j and min(pf) function determines
the value of j at which pf array has minimum value
Output: Optimum coordinates Y; of the optic disc
contour Y
for (inti = 1;i<m;i++) {

for (int j = 1;j<np;j++) {

o Dy net(gr)
pf() === +1

2m+1
Zkr:n;;Jrz netj(8k)
m

}
Jmin = argmin (pf(j))
J
Y; = coor (jmin)

}

The RCM proves to be accurate and shows most of the
contour points have been classified correctly as the optic
disc boundary (Fig. 5a). However, some of the contour
points can be misclassified on disc with extensive cupping
and PPA as shown in Fig. 5b, c. Therefore, in order to over-
come the classification error, we have developed an adaptive

=)

(a)

(b) (c)

Fig. 5 An example of optic disc segmentation by our proposed algorithm with a example image from a disc with extensive cupping and
peripapillary atrophy , b output after optic disc region search by the RCM and ¢ output after optic disc shape edge update

@ Springer
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edge smoothing scheme to perform the contour update as
explained in subsequent sections.

Adaptive edge smoothing update

After the determination of tentative optimum contour Y
from the RCM above, the shape can still be irregular due
to misclassification as shown in Fig. 5b. There have been
several techniques such as least square regression or circu-
lar or ellipse fitting to approximate the shape of the contour
[16-18]. However, these methods have limited capability
in detecting shape irregularity. The ASM shape approxima-
tion approach tends to keep the shape consistent with the
mean shape of the training set (the shape parameter is static)
and can not dynamically adapt to the actual boundary of
the object (as each object has its variability). Different from
existing methods, we propose an adaptive edge smoothing
update (AESU) model to dynamically update the contour
profile generated from the RCM. The AESU is an itera-
tive model which is updated according to the force field
direction in every step by a minimising energy function of
grey-level image 1 as € = [ [(u? + ui + v + v%) +
[IVI||?||F — VI||?dxdy computed from Gradient Vector
Flow (GVF) [44]. For minimisation of energy function, we
need to determine force field F(x, y) = [u(x, y), v(x, ¥)]
at pixel (x, y). The u,, uy, v, and vy, are force field deriva-
tives along the x and y direction. In contrast to existing
approaches such as the Hough transform, we need not
assume that the optic disc is either circular or elliptical in

shape. The optimum contour Y obtained from the RCM can
be redefined as:

Yx; = x. + D;cosb; Yy; = y. + D;sin6; 7

where x. and y. are the centre of the contour Y. In the first
step of the iteration, they can be taken from mean of Y from
the RCM in both x and y directions respectively. D; and
0; are distances from the mean and angle from the x-axis,
respectively. We have n coordinate pairs and for each case,
6; can be given as:

6 = (i — 1)27” @®)

In the first iteration, we can calculate the force at the contour
point defined as follows:

FDi:NLD. >

0 — 22 <0; <0+ 7=
Np, Np,

F(x;i, yi).[cosO;, sinb;] (9)

where Np, is the number of neighbourhood points lying
between the range [0, — ]\2,—2 0; + 1\2,—2_]. The idea is to
determine the force field inclulding the contour point and its
neighbour so as to avoid false edges due to occlusion. After
determining the force field, the distances of the contour

from the centre can be updated as:

Dipew = D; +48D, if Fp; > tp
Dipew = D; — 8D, if Fp; < —tp (10

(a)

()

(e)

(b) ()

(d)

Fig. 6 The procedure of adaptive edge smoothing update with a optimum contour from the RCM, b best feature map for determination of optic
disc edge, ¢ Edge map after convolving b with DoG filter, d force field of (c), e contour update towards maximum force and f final disc contour

@ Springer
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where ?p is the threshold which can be determined empir-
ically based on the average force field of each contour
point in the training set. Like the distance, the centre of the
contour will also be updated. This can be achieved by defin-
ing the contour force in horizontal (F,;) and vertical (F,,)
directions. We can define these forces as:

1 n
Fon =~ (Yxi, Yyn).[1,01"

i=1

1 n
Fop=—Y (Yx;, Yy).[0, 117 11
ng(x ¥i)-10. 1] 11

The contour centre can be updated as:
Xenew = X¢ + 8xc, if Fop > 1c
Xenew = Xe — 8x¢, if Fopp < —t¢

{ Yenew = Ye + 8yc, if Fey
Yenew = Ye — 8yc, if Fey

1, 12)

=
= -l

where . is the threshold which can be determined empir-
ically based on minimum centre force field in the training
set. The contour is updated as:

YXinew = Xcnew + Dinewcost;

13
YYinew = Yenew + Dinewcost; (13)

This iterative process continues until convergence, i.e.
F(Yxuew, YVnew) — VI = 0. The update process is illus-
trated in Fig. 6.

ARESM application to segmentation of optic disc
and cup

Optic disc segmentation

Due to differences between the optic disc and optic cup,
we have applied our proposed approach with a certain
customisation for segmentation of the optic disc and cup,
respectively. Optic disc localisation is the first step towards
accurate segmentation of optic disc and cup. We have
described our optic disc localisation method in [40]. It is
based on enhancing both the optic disc and retinal vascu-
lature convergence point whilst avoiding bright lesions and
instrument reflections. The method is capable of locating
the point somewhere within the optic disc boundary. How-
ever, the region initialisation can be more accurate if it is
located closer to the optic disc centre. The optic disc cen-
tre can be readjusted to the centroid of the overlap area

Retinal
Image

Fig. 7 The overview of optic
disc segmentation based on the
proposed approach

of the vasculature structure and the optic disc segmented
within the area twice the size of optic disc. The vascula-
ture can be segmented as mentioned in [45] whereas the
optic disc can be segmented by binary classification from
the RCM. The overview of optic disc segmentation is shown
in Fig. 7. Furthermore, the optimum contour obtained from
the RCM needs to be updated according to the AESU
model which updates the contour according to the force
field direction in every step by minimising energy function.
To reduce undesirable influence of vasculature obscuration
or PPA, and enhance the region of interest, we calcu-
late the external energy of the image as the convolution
between the image and the DoG filter which is the dif-
ference between two Gaussian filters defined at different
scales, i.e. —I'g, 0, (x,y) * I(x,y), where I'y, ,(x,y) as
defined in Table 1.

Optic cup segmentation

Compared to the optic disc segmentation, the optic cup seg-
mentation is a more challenging task for two reasons: a)
there is no clear or distinct boundary between optic cup
and rim of optic disc and b) vasculature occlusion. We have
adapted our proposed approach to optic cup segmentation in
two ways: a) the use of the prior knowledge in the RCM for
accurate detection of optic cup by adding an additional fea-
ture, namely distance maps; b) adaptive smoothing update
using the weighted features to make the optic cup force field
more influential and enhance the region of interest (ROI)
by performing multiplication between the external energy
function and the weighted features from the RCM.

Normally, the optic cup has higher vasculature occlusion
since the vascular tree converges towards the centre of the
optic cup. This occlusion can affect the brighter portion of
optic cup, which can distinguish between optic disc rim and
optic cup, especially in case of normal images. Therefore we
have introduced the Distance Map as an additional feature
(the prior knowledge) to the classification model (RCM)
between the optic disc rim and the optic cup. The distance
map can be determined by the Eq. 14:

1
\/(Yxinew - xcnew)z + (Yyinew - ycnew)z)

where Yx;ew, YYinew are updated contour points by AESU
from Eq. 13 and X¢pew, Yenew are the updated centre. The
concept behind adding the distance map is based on the fact

D; (14)

- - - - - - -

Adaptive Region-Based Edge I
Smoothing Model :
I

Optic Disc
Localization

i Adaptive Ed
Centre Region aptive 08¢ | | ™ Final Optic
Adjustment Smoothing Disc Contour
] Model Update :
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Fig. 8 Determination of
distance map (b) after optic disc
segmentation as mentioned (a).
The distance map shows higher
pixel values near the centre
indicating the higher chances of
the pixel to be the part of optic
cup

(a)

that there is a higher probability of optic cup if the pixel lies
near the centre of the optic disc. Therefore, the prior values
for the pixel near the optic disc centre would be higher than
the those away from the centre. Optic cup segmentation is
performed after optic disc segmentation. Therefore the fea-
ture training will be performed between the optic disc rim
and the optic cup. As an example, the distance map for the
optic cup is shown in Fig. 8.

Since the gradient is a very poor approximation of the
boundary between the rim and the cup, we have redefined
the external energy function by multiplying the weighted
features obtained from the RCM. The purpose of perform-
ing the multiplication is to enhance the gradient for deter-
mining optic cup boundary. The modified external energy
function for the optic cup is —I'g, o, (x, ) * I (x, y). * net,,
where .x is dot multiplication, I (x, y) is the feature map
best suited for optic cup segmentation and net, is weighted
features based on logistic output of the ANN. The workflow
of the optic cup segmentation is shown in Fig. 9.

Experimental evaluation
Evaluation metrics

The optic disc and cup segmentation results have been compared
with the masks obtained from the clinical annotations. The Dice
Coefficient is used to determine the degree of overlap of the
mask from clinical annotation and segmentation results and

Fig. 9 The overview of optic
cup segmentation based on the
proposed approach

(b)

for determining the extent to which the segmented objects
match [32, 46], defined as follows:

2|AN B|

DA, B)= ———,
A5 |Al + | B|

s)

where A and B are the segmented regions surrounded by
model boundary and annotations from the ophthalmolo-
gists respectively, N represents intersection. Its value varies
between 0 and 1. A higher value means an increased degree
of overlap. For optic cup segmentation accuracy, it is depen-
dent on accurate optic disc segmentation as defined as
follows:

_ 2(|Rimy N Rimy| +[0C; N 0Cy))

Dye = 16
oc N (16)

where Rim| and Rim, are the rim pixels and OC| and OC3
are the optic cup pixels obtained from the benchmark and
the automatic segmentation respectively, N;,; = Rim +
Rimy, + OC1 + OC,.

The performance of our approach has also been evaluated
by determining mean absolute difference between a clinical
CDR and a CDR from the automatic segmentation results.
The absolute difference can be given as:
8 =|CDR, — CDRy]| a7
where C DR, is CDR from clinical annotations and C D Ry
is the CDR from segmentation results. The CDR values have
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Table 2 Inter-observer variability in the datasets

RIMONE (1 vs 2) Drishti-GS

Image Type Optic Disc Optic Cup Expert X vs Expert Y Optic disc Optic cup

Normal images 4.5% £+ 2.07% 6.93% £ 2.22% 1vs2 1.00% + 0.39% 1.47% + 0.83%

Glaucoma images 5.01% £ 3.15% 7.31% £ 3.81% 1vs3 1.87% £ 0.61% 3.07% £ 1.57%

All images 4.74% + 2.63% 7.11% =+ 3.06% 1vs4 2.99% + 1.35% 5.31% £ 2.10%
2vs3 0.84% £ 0.27% 1.57% + 0.94%
2vs4 1.96% + 1.20% 3.81% £ 1.61%
3vs4 1.09% + 1.02% 2.22% £ 1.25%

been evaluated in vertical, horizontal meridian as well as ratio
of area covered by optic cup to the area covered by optic disc.

Datasets

To validate the proposed approach, we have used two pub-
licly available datasets: RIM-ONE [47] and Drishti-GS
datasets [48]. The datasets used in the experiments include
retinal images consisting of normal, glaucoma and glau-
coma suspect images. The number of images in total is
209.

RIM-ONE (An Open Retinal Image Database for Optic
Nerve Evaluation) [47] is a fundus image dataset. The lat-
est release is composed of 85 normal, 39 glaucoma and 35
glaucoma suspect images; 159 in total with dimensions of
1072 x 1424 pixels. All the images have been annotated
by two experts with boundaries of optic disc and optic cup. The
interobserver variability of the RIM-ONE dataset has been
calculated by the Dice Coefficients (“Evaluation metrics”)
as shown in Table 2. There is 5% difference for optic disc
and 7% difference for optic cup with 2% standard devi-
ation on average amongst different annotations from the
experts. Therefore, we evaluated the mean of annotations
of both experts for each optic disc and cup in each image.
An averaged outline of the annotations of all experts was
obtained by taking, at each angle, the mean distance to
the annotations from the mean centroid. The retinal images
were obtained from three different hospitals across different
regions of Spain to ensure a collection of representative and
heterogeneous dataset. All images are non-mydriatic retinal
photographs, which were collected with specific flash inten-
sities to avoid saturation. This dataset has been used for the
training and testing.

Drishti-GS dataset contains 50 images [48] in total. All
images were captured at Aravind Eye Hospital, India. The
patients were selected based on the age (ranging from 40
to 80 years old) and the gender ( roughly equal number of
males and females). The images taken were centred around
optic disc with a field-of-view(FOV) of 30-degrees and of
dimensions 2896 x 1944 pixels and PNG uncompressed

@ Springer

image format. Four experts with various clinical experiences
of 3, 5,9 and 20 years annotated optic disc and optic cup of
the images (Table 2). Drishti dataset does not specify if the
image is glaucomatous or not. However, its average CDR
values are comparatively higher than those in RIM-ONE
(Table 3). This dataset has been used for the testing purpose
only.

Model parameterisation

The ARESM requires parameterisation for accurate bound-
ary detection and segmentation, which are related to several
factors: 1) whether vasculature removal is required before
feature selection; 2) feature selection; 3) training protocol
and 4) classifier and contour profile optimisation parame-
ters. The following sections details the approach of model
parameterisation.

Determination on whether vasculature removal is required

For the determination of feature sets for the RCMs of the
optic disc and optic cup, we have the features determined
with and without vasculature removal. The results of the
features with highest Individual Classification Performance
(ICP) (which is the measure of individual performance of
each feature in terms of classification power) for both cases
with and without vasculature removal is shown in Fig. 10.
The ICPs have been measured in terms of AUC value
for individual features. The results show that for both optic

Table 3 Average CDR values (vertical, horizontal and area) in the
RIMONE and Drishti datasets

RIMONE Drishti-GS
CDR Type Normal Glaucoma Both
Vertical 042+0.10 0.60+£0.17 050%£0.16 0.69+£0.13
Horizontal 0.40+£0.11 0.57+0.16 048+0.16 0.70+0.14
Area 0.18£0.09 037+£0.19 027+0.17 0.51+£0.18
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Fig. 10 Comparison of the
individual classification
performance with and without
vasculature removal for optic
disc and optic cup. The result 0.95
shows that the vasculature
removal has higher individual
classification performance

1.05

0.65

0.55

0.45

— 00 1N N O
— N N

disc and optic cup, the features calculated with vasculature
removal have higher ICPs compared to those calculated with
and without vasculature removal. Therefore we have deter-
mined the feature set on those after vasculature removal.

Feature selection

The results of the feature selection procedure with different
performance measures (as discussed in “Feature extraction
and selection”) are shown in Fig. 11. The results show
that if the features are selected by AUC as performance
measure of sequential maximisation, we can achieve sig-
nificantly higher classification accuracy compared to other

Fig. 11 Results of feature

ICP comparison for optic disc and optic cup

M O NN S = 00w AN W MmOINN S o WL N W mo s
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== \\/ithout vessel removal-disc === With vessel removal-disc

without vessel removal-cup with vessel removal-cup

performance measures. The list of selected features in
Table 4 (also represent x-axis of Fig. 11 for features selected
by AUC sequential maximisation) show that the Gaussian
derived features dominate the feature set for the optic disc
extraction since they have strong edge information at differ-
ent scales. The feature sets selected for optic cup extraction
are mostly dominated by Gaussian features and Dyadic
Gaussian Features.

Training protocol

The training was performed on the RIMONE dataset with 2-fold
cross validation i.e. training one part whilst testing the other.

selection procedures for optic
disc (OD) and optic cup (OC)

0.95

0.9

0.85

0.8

0.75
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Mean Classification Performance
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Table 4 Feature symbols for each feature set obtained by sequential
AUC maximisation for optic disc and optic cup region determination

Optic disc Optic cup

Nr(16), 1 (4, 8),
BY(4,8), Luuc(8),

N (16), Ly (16),
qu,y—normR(16),
In(4,7), BY(4,7),
Luyr#), Lyy,vuc(2),
LuuG(2), LuvG(4),
Lyur(16), Lyy,vur(16),
Luv,vuc(16), I's 4 R,
Lgg.y—normc(16), T42.G,
Lyv,vur(8)

Nr(16), Nixr(16),
Ti6,4.G65 Lu.uc(8),
BY4,7), Iy, (4,8),
Luy,vuc (16), NG (16),
Lin4,7), Lun 3, 7), Nr(8),
N (16), Ny (8),
Ny (16), Nexr(8),
qu,y—normG(g)y

RG(4,8), Nixg(16),
64,6

The Drishti dataset has been tested on the model built upon
the RIMONE dataset.

As far as the training is concerned, we have a binary clas-
sification problem for generating RCMs for both optic disc
and optic cup. The pixel-wise training can make the train-
ing set very large which can slow down the training process.
Also for the optic disc, we need to train the features which
are part of the atrophy region as well as the retinal area.
Therefore, we have divided optic disc into 3 zones in which
zone-1 and zone-2 belong to class-0 (outside optic disc) and
zone-3 belong to class-1 (inside optic disc) (Fig. 12). Zone-1
belongs to retinal area whereas zone-2 belongs to the atro-
phy region. We have randomly selected 2000 samples from
zone-3 and 1000 samples from each zone-1 and zone-2 of
each optic disc cropped image in the training set. For optic
cup, the procedure is the same except that we have removed
vasculature area after segmenting out and morphological
closing [45] as well as the training has been performed
between the optic cup and the rim inside optic disc.

Fig. 12 Classification zones for
a optic disc and b optic cup. The
classification of optic disc has
been performed between inside
and outside of optic disc whereas
classification for optic cup has
been performed between inside
of optic cup and optic disc rim

@ Springer

As far as training parameters are concerned in “Contour
profile optimisation”, we have trained a single layer back-
propagation neural networks with the number of input and
hidden neurons equal to the number of selected features (20
for optic disc and 25 for optic cup). However, the hidden
neurons vary from 15 to 30 which will give a similar result.
Other parameters include n, = 25 — 35, m = 7 — 10,
n = 200 (optic disc), 100 (optic cup).

Accuracy comparison with state-of-the-art approaches

The optic disc and cup segmentation accuracy were deter-
mined on the basis of the following aspects:

— Accuracy performance comparison with the previous
approaches.

—  Accuracy performance comparison based on CDR val-
ues (Cup-Disc-Ratio).

Optic Disc Segmentation Accuracy Comparison

We applied our approach to the datasets above and com-
pared it with existing approaches including ASM [29-31],
ACM [19, 49] and Chan-Vese (C-V) [22, 50] models. We
used the mean Dice Coefficient D to measure the accuracy
of the optic disc segmentation across different datasets and
methods as shown in Table 5. Some examples of optic disc
segmentation results based on different methods are shown
in Fig. 13. The second and third rows in Fig. 13 present the
optic disc boundary segmentation by the different methods
in the presence of PPA.

Based on the results, our proposed approach yield the
highest Dice Coefficients in comparison with the existing
models. Figure 13c shows the examples of visual results.
The ASM model-based segmentation is misguided as the
mean of the shape in the training set keeps constant ( once it
is trained). Figure 13d shows the examples of visual results.
The ACM and C-V model-based segmentations are compa-
rable to our approach on these images. Nevertheless their
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Table 5 Comparison of optic disc segmentation results - mean and
standard deviations of dice coefficient

RIMONE Drishti-GS
Normal Glaucoma  All
ARESM 0.92+0.06 0.90+0.07 0.91£0.07 0.9540.02
ASM model  0.85£0.10 0.77+0.16  0.76+0.13  0.8740.06
ACM model 0.86+0.07 0.85+0.09 0.86+0.08 0.91%+0.03
C-V model 0.88+£0.13 0.86+0.14 0.87+0.14  0.8540.11

performance is uncertain as presented in other examples.
The ACM is dependent on the strong edges of the optic disc
which might not be the case in every example. The examples
of visual results are shown in Fig. 13e. Optic disc margin
segmentation errors can occur using the Chan Vese model
when PPA is present (Fig. 13f). For RIM-One dataset, the
average accuracy of optic disc segmentation is 91%. The
accuracy of Drishti-GS is 95%.

Optic cup segmentation accuracy comparison

Compared to optic disc segmentation, optic cup segmen-
tation is more challenging as there is no clear or distinct

-

Normal from
RIMONE

Glaucoma with
atrophy from
RIM-ONE

Glaucoma with
atrophy from
RIM-ONE

Drishti

boundary of the optic cup. The cup has a volume and the
image is really a 2d presentation of a 3D structure. More-
over, in the normal optic nerve the cup is typically smaller
and it’s margins are often obscured by retinal vessels. Previ-
ous methods such as the Fuzzy C-means (FCM) clustering
[51] and thresholding [52] often fail to correctly outline the
optic cup boundary. Since the proposed approach is based
on the deformable model approach, we have compared our
method with existing deformable approaches (ASM, ACM,
C-V). The performance of our proposed approach produces
the highest Dice Coefficients compared to these approaches
in both large and small size optic cups as shown in Table 6.
Some examples of optic cup segmentation results are shown
in Fig. 14.

The results suggest that the proposed method has
achieved high accuracy, in comparing with the existing
approaches. The reason is that optic cup segmentation has
been highly dependent on the accurate optic disc segmen-
tation. Moreover, the algorithms like ACM and C-V are
not converged in the case of cup segmentation. The ASM
produces annotation failures due to vasculature occlusion
which is not the case in the ARESM. The ARESM method
does fail in some of the normal images due to their very
small size of optic cup. Nevertheless, the cup segmentation
has an average accuracy of 89% for RIM-ONE and 81% for
Drishti-GS database images.

(a) (b) (c) (d) (e) )

Fig. 13 Examples of Optic Disc Segmentation Results with a Original Image b Clinical Annotations, ¢ ARESM (our proposed approach), d
ASM, e ACM and f Chan-Vese (C-V). The Dice Coefficient of each method compared to ground truth has been shown above each visual result
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Table 6 Comparison of optic cup segmentation results - mean and
standard deviations of dice coefficient

RIMONE Drishti-GS
Normal Glaucoma All
ARESM 0.9140.06 0.8940.06 0.8940.06 0.8140.10
ASM 0.7840.09 0.7340.13 0.7640.12 0.7240.14
ACM 0.7640.10 0.8140.09 0.7940.10 0.7140.12
Cc-v 0.7140.18 0.7340.17 0.7240.18 0.8040.08

Accuracy Comparison based on CDR

CDR is an important indicators related to glaucoma diagno-
sis. Accurate automated CDR assessment requires precise
assessment of the cup and disc margins compared to an
acceptable reference standard.

In order to compare the clinical manual CDR and auto-
matically determined CDR, we have used the RIM-ONE
dataset in which both the optic disc and optic cup have been
manually annotated by clinicians. Hence the manual CDR
values can be calculated from these two datasets in the a)
vertical meridian, b) horizontal meridian; and c) area. How-
ever, CDR in the vertical meridian is used most commonly
by clinicians in optic nerve evaluation for glaucoma [1].

(a) (b)

Normal from
RIMONE

Glaucoma with
atrophy from
RIM-ONE

Glaucoma with
atrophy from
RIM-ONE

Drishti

Both datasets contain three types of images: normal,
glaucoma and glaucoma suspect images. Therefore, we
have evaluated the CDRs (i.e. vertical CDR, horizontal CDR
and area CDR) in two sets 1) normal (N) vs glaucoma (G)
and 2) normal (N) vs glaucoma and suspects (G+S). The
RIM-ONE dataset has 85 normal (N), 39 glaucoma (G) and
35 glaucoma suspect (S) images.

Receiver Operating Characteristic (ROC) curves have
been generated to illustrate the classification performance
between the manual CDRs based on clinical and automated
classifications as shown in Fig. 15. The paired t-test has
been used to compare the ROC curves generated by the
manual CDRs with those obtained from automatic CDRs.
The difference between the ROC curves were declared to
be significant if the p-value is less than 0.05 [53]. This
determines confidence level of using the automatic CDRs
clinically. The first row in Fig. 15 shows ROC curves about
classification performance between the manual and auto-
matic CDRs on the first set (normal (N) and glaucoma (G)).
The second row shows the ROC curves about classification
between the manual and the automatic CDRs on normal
and glaucoma plus glaucoma suspect (G+S) images. Table 7
shows the p-values calculated by the paired t-test between
ROC curves generated by the automatic CDRs and the man-
ual CDRs. The results show that there is no significant

(e) )

Fig. 14 Examples of Optic Cup Segmentation Results with a Original Image b Clinical Annotations, ¢ ARESM (our proposed approach), d
ASM, e ACM and f Chan-Vese (C-V). The Dice Coefficient of each method compared to ground truth has been shown above each visual result
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True Positive Rate (Sensitivity)

True Positive Rate (Sensitivity)

Fig. 15 Comparison of classification performance between the clin-
ical manual CDR and the automatic CDRs with the first row a, b
and c represents the results on set 1 (N vs G) and second row repre-
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CDR respectively

sents the results on set 2 (N vs (G+3S)). The first column ((a) and (d))

difference between the ROC curves generated by the man-
ual CDRs and the ROC curves generated by ARESM CDRs
as far as classification between Normal and Glaucoma is

Table 7 Comparison between our proposed approach (ARESM), the
clinical manual CDR and the other existing methods in terms of

mean CDR error and p-values of the paired t-test which shows the
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represent the results calculated on vertical CDR whereas the second
and third column represent the results on horizontal CDR and the area

concerned. This demonstrates that if the CDR is considered
as one of the clinical measurement for glaucoma classifi-
cation, the CDRs generated by the ARESM can be used to

comparison between ROC curves generated by manual CDRs and the
CDRs from automatic methods

Vertical CDR Horizontal CDR Area CDR
N G G+S All  p-value (Nvs.G) N G G+S All  p-value (Nvs.G) N G G+S All  p-value (N vs. G)
ARESM 0.08 0.11 0.08 0.07 0.05 0.08 0.10 0.08 0.07 0.16 0.05 0.11 0.08 0.06 0.02
ASM 0.22 0.21 0.21 0.22 <0.0001 0.31 0.29 0.27 0.29 0.05 0.26 0.33 0.29 0.27 <0.0001
ACM 0.20 0.13 0.13 0.17 <0.0001 0.20 0.12 0.12 0.16 <0.0001 0.19 0.14 0.13 0.16 <0.0001
C-v 0.13 0.14 0.14 0.13 <0.0001 0.12 0.13 0.12 0.12 <0.0001 0.09 0.14 0.12 0.11 <0.0001

The CDR values are generated in vertical meridian, horizontal meridian and area ratio of cup and disc. p-values are generated by comparing ROC

curves in terms of normal (N) vs. glaucoma(G)
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faciltate automatic classification between normal and glau-
coma. However, it needs to be tested on the large set of
images as there are other clinical factors which need to be
considered.

Conclusion

In this work, we have presented a novel solution to accu-
rately segment the optic disc and optic cup. In contrast to the
existing approaches, the novelty of the proposed approach
lies in two aspects:

— We have developed the Region Classification Model
(RCM) which identifies the initial optimum contour
approximation representing optic disc or cup boundary
between inside and outside region of interest based on
pixel-wise classification in a multidimensional feature
space, and performs region search for optimum contour
profile. This is different from the existing models such
as the conventional ASM model where the contour is
static once it has been trained from the training set. Our
model can dynamically search the region and obtain the
most optimum contour.

— To overcome misclassification and irregularity of con-
tour points, we have proposed the Adaptive Edge
Smoothing Update model (AESU) which can dynami-
cally smooth and update the irregularities and misclassi-
fied points by minimising the energy function according
to the force field direction in an iterative manner. Our
model does not require a predefined template such as a
circle or an ellipse. It could be any contour generated
from the RCM model. This is different from the exist-
ing approaches which used a circular or ellipse fitting
for smoothing update.

We have applied our approach to both optic disc and
optic cup segmentations. We have conducted a comprehen-
sive comparison with the existing approaches such as ASM,
ACM, and Chan-Vese (C-V) models. The approaches were
validated with two publicly available data sets: RIM-ONE
and Drishti-GS.

For optic disc segmentation of RIM-One dataset, the
average accuracy of optic disc segmentation is 91%. The
accuracy of Drishti-GS is 95%. It should be noted that the
proposed approach works well on high resolution images
of RIM-ONE since the low resolution images have blurred
vasculature and optic disc edges. For optic cup segmen-
tation, the average accuracy of optic cup segmentation is
89% for RIM-ONE and 81% for Drishti-GS databases. The
optic cup segmentation results are highly dependent on
the accurate segmentation of the optic disc segmentation.
Moreover, failed cases of optic cup segmentation include
the normal images which have very small cup size. Future
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work will focus on more accurate segmentation of the small
cup.

Based on the rationale outlined here, our proposed
approach can also be applied to boundary detection of other
objects. Future work is needed to apply this algorithm to
other object boundary detections and also improve accuracy
of the ARESM model.
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