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Abstract

A problem in the field of semantic sentence similarity is the inability of
sentence similarity measures to accurately represent the effect perception
based (fuzzy) words, which are commonly used in natural language, have
on sentence similarity. This research project developed a new sentence
similarity measure to solve this problem. The new measure, Fuzzy Algorithm
for Similarity Testing (FAST) is a novel ontology-based similarity measure
that uses concepts of fuzzy and computing with words to allow for the
accurate representation of fuzzy based words. Through human
experimentation fuzzy sets were created for six categories of words based
on their levels of association with particular concepts. These fuzzy sets were
then defuzzified and the results used to create new ontological relations
between the fuzzy words contained within them and from that a new fuzzy
ontology was created. Using these relationships allows for the creation of a
new ontology-based fuzzy semantic text similarity algorithm that is able to
show the effect of fuzzy words on computing sentence similarity as well as
the effect that fuzzy words have on non-fuzzy words within a sentence. In
order to evaluate FAST, two new test datasets were created through the use
of questionnaire based human experimentation. This involved the generation
of a robust methodology for creating usable fuzzy datasets (including an
automated method that was used to create one of the two fuzzy datasets).
FAST was evaluated through experiments conducted using the new fuzzy
datasets. The results of the evaluation showed that there was an improved
level of correlation between FAST and human test results over two existing
sentence similarity measures demonstrating its success in representing the

similarity between pairs of sentences containing fuzzy words.
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1. Introduction
1.1.Background and Motivation

Sentence similarity is the process by which algorithms determine how alike
sets of text are to each other through returning a similarity value between
them (Li et al. 2006) (Islam and Inkpen 2008). It is a fast developing area
that has an increasing number of applications in a number of different fields
(Foltz et al. 1999a) (Lemaire and Dessus 2001) (Bigham 2007). The earliest
sentence similarity measures utilized the syntactic likeness between pairs of
text to determine their level of similarity to each other (Salton and Lesk
1968) (Salton and Buckley 1988). This involved comparing the locations of
common words in the texts and determining how close they were to each
other (with a greater level of closeness determining a higher level of
similarity). A problem with these types of approaches was that they did not
deal with sentences that were syntactically similar but semantically different,

for example;

“The dog is in a kennel”
and

“The man is in a house”

Therefore, new approaches were required that were able to deal with the
semantic component of sentence similarity. Towards this end, new
measures were developed. The first and most popular of these was called
Latent Semantic Analysis (LSA), which determined the semantic similarity of
texts based on statistics derived from the occurrences of the words in
corpuses (Landauer et al. 1998). When LSA was created, it was built
specifically to deal with large sets of texts (Landauer et al. 1998) (Li et al.
2006) but there was still a need for a short text similarity measure. As a
result, the STASIS similarity measure was created (Li et al. 2006), which
took an ontology-based approach to determining similarity for short sets of
text (with 35 words or fewer). LSA and STASIS are discussed in detail, in
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Chapter 2. A fundamental problem with both of these measures was that
they were unable to accurately determine the level of similarity between
words with subjective meanings that are based on human perception such

as,

“big
or
“good”.

Words with subjective definitions (as opposed to words with crisp, objective
definitions) are defined as Fuzzy Words (Zadeh 1999). Other examples of
such words are ‘huge’, ‘tiny’, ‘hot’ and ‘giant’. As a result of this problem,
existing sentence similarity measures have been unable to accurately
determine the level of similarity between sets of text with these words within
them. This is a substantial challenge as it prevents sentence similarity
measures from accurately representing natural language sentences that are
commonly used in human dialogue (that frequently contain perception based
words). The main motivation behind this research project has been to
address the challenge of creating sentence similarity measures that are able
to accurately represent fuzzy words. The aim of this project is to create a
new fuzzy sentence similarity measure that can represent the level of
similarity between perception based words more accurately than any
existing Sentence Similarity Measure. Towards this end, examination of the
field of Computing with Words (CWW) was required (Zadeh 1996) (Zadeh
1999). This was a field that was specifically based on the representation of
perception based words (or fuzzy words) towards computer systems. This
field is an expansion of the field of fuzzy sets (Zadeh 1996) (Zadeh 2008)
(Mendel 2007a). Both CWW and fuzzy sets are explored in greater detail in
Chapter 2. Through using techniques developed in CWW that dealt with
fuzzy words, a methodology could be developed to create the new fuzzy text
similarity measure. The measure that was developed was named Fuzzy
Algorithm for Similarity Testing (FAST).
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1.2.Research Goals and Objectives

e Determine quantitative relationships between a large set of fuzzy
words based on how they are scaled against each other and

represent these relationships in a suitable structure.

e Use the relationships between fuzzy words to create a fuzzy word
similarity measure that can return a semantic similarity value for pairs

of fuzzy words.

¢ Implement the fuzzy words similarity measure into a sentence
similarity measure (FAST), this system should allow for the
comparison of pairs of texts with fuzzy components, returning a

similarity value between them.

e Evaluate all aspects of the FAST measure and benchmark it against
existing sentence similarity measures. This involves the creation of a

suitable dataset for the evaluation to be based on.
1.3 Contributions
The main contributions of the project are:

e A Fuzzy word similarity measure and a description of the

methodology used to build it. This includes
o A method for quantifying fuzzy words using human participants

o A method for determining the relationships between the words

based on these quantities.

o A formula for using the relationships between words to

determine the level of similarity between pairs of words.

e The FAST sentence similarity measure, which is a functional fuzzy
sentence similarity measure that can be implemented in any system

that has a sentence similarity component.

12



¢ A new dataset for evaluation of a fuzzy sentence similarity measure

and a method for creating this dataset. This includes

o A Single Fuzzy Word Dataset (SFWD) which contains pairs of
sentences with a single fuzzy word in each sentence and the
similarity between them and the novel methodology that was

used to create the dataset

o A Multiple Fuzzy Word Dataset (MFWD) which contains pairs
of sentences with multiple fuzzy words in each sentence and
the similarity between them and the novel methodology that

was used to create the dataset
1.4  Thesis Structure
The following subsections detail the structure of the thesis.
1.4.1. Overview of Chapter 2: Literature review

Chapter 2 involved background research into the challenges present in
creating the FAST similarity measure and approaches that could provide
solutions to these challenges and allow FAST to be built. This was focussed

in three areas;
1) The field of sentence similarity
2) The field of CWW and Fuzzy Sets
3) Ontology creation

The first area involved an in-depth analysis of the history and current state of
the art in the field of sentence similarity. This involved looking at the different
measures that were built, including STASIS and LSA, exploring how they
operated and determining how successful they were (Deerwester et al.
1990) (Landauer et al.1998) (Li et al. 2006) (Islam and Inkpen 2008) . This
was to provide evidence of whether or not STASIS’ ontology-based method
would be suitable for FAST.

13



The second area involved an exploration of the areas of fuzzy and CWW
(Zadeh 1996) (Zadeh 1999). This is because these fields areas discussed
the representation of fuzzy words in a manner that computer systems could
understand. The focus of the literature review was on how fuzzy words could
be considered as components of a larger concept and on how fuzzy words
could be represented by a range of quantities through the use of fuzzy sets.
This provided an important reference on how fuzzy words could be
quantified and scaled against each other (which could then be used to

determine how similar they are to each other)

The third area explored was the construction of Ontological structures. This
is because the FAST measure makes use of ontologies to determine
semantic similarity (such as other semantic similarity measures such as
STASIS (Li et al. 2006) and OMIOTIS (Tsatsaronis et al. 2009)). The
justification for using an ontology-based methodology is discussed in
Chapter 2. It was therefore important to explore different methodologies and
standards that need to be adhered to in creating ontologies and determining
which ones would be most appropriate to use in creating FAST.

1.4.2. Overview of Chapter 3: Collecting and Quantifying sets of
Fuzzy Words

Chapter 3 involved the creation of six categories of fuzzy words and the
guantification of the words within those categories on a particular scale.
Before the FAST measure could be created, sets of fuzzy words would have
to be scaled against each other, to allow their similarity to be determined.
For this to be done (and to allow the relationships between the words to be
determined), the fuzzy words had to be first quantified on given scales. The
process required that sets of fuzzy words be collected around a particular
concept (or category) that could be used to construct a scale for the sets of
words to be quantified on. The whole process was conducted using human

testing with two sets of empirical experiments.
1) Populating a set of categories with fuzzy words.

2) Quantifying the sets of fuzzy words.

14



The first experiment involved a set of participants filling sets of pre-
determined fuzzy categories with words that they thought were appropriate
for these categories. These categories contained words based around
particular subjects (such as size or temperature), with the intention of them
holding a large number of commonly used words. The categories that were
used were selected based on the large number of fuzzy words they could
hold. Through the results of these experiments, six complete sets of fuzzy
words were returned. The second experiment involved determining
quantities for the fuzzy words. This was done using methods that were
developed by Mendel in his work on CWW and Fuzzy Words (Mendel
2007a) (this is discussed in Chapters 2 and 3). The method involved giving a
group of participants a scale and asking them to quantify the words in each
of the categories on that scale. Through methods that were inspired by
previous work done in the field of CWW (which are explored in Chapter 2),
the results from the experiment were used to return representative quantities
for the fuzzy words. At the end of this stage of the project was a set of six
distinct categories of quantified fuzzy words were generated. The categories

were
e Size
e Temperature
e Goodness
e Frequency
e Age
e Level of Membership

The scales contained within the categories could then be used to create
ontological structures to determine the overall level of similarity between
pairs of fuzzy words within a given category. This is discussed in more

detail, in Chapter 4.

15



1.4.3 Overview of Chapter 4: Implementation of FAST

Chapter 4 involved implementing the FAST similarity measure. This was
done through determining the similarities between pairs of fuzzy words
based on the quantities on given scales that had been calculated in Chapter
3. These similarities were then used to implement a complete similarity

measure.

From the conclusions of the literature review chapter, it was decided that the
word similarity component of FAST should be created through use of
ontologies (Noy and McGuinness 2001) (Gruber 1993). For each category,
the words would be placed into an ontology (Gruber 1993), and their
relations determined by their relative positions within it. Two candidate
ontology structures were created to later (Chapter 6) be evaluated against

each other in terms of effectiveness at determining similarity at a later stage.

A formula was developed that allowed the ontological distances between
words and their distances to a common subsumer to be used to calculate
the semantic similarity value between the two words. This formula was
inspired by the work done in by Li et al. (2003).The same formula was
applied to both the candidate ontology structures. With this formula, the
similarity between any pairs of fuzzy words within a given category could be
calculated.

After the ontology-based word similarity component had been created, the
component was adapted into wider text similarity measure (that could return
a similarity value for pairs of sentences that contained fuzzy words). To do
this, inspiration was taken from the work that was done with STASIS,
another ontology-based similarity measure (Li et al. 2006). The results of
this stage of the project were two implementations of FAST, one for each of
the ontology structures. The aim was to test each of them during evaluation
and determine which one could more accurately determine sentence

similarity.
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1.4.4 Overview of Chapter 5: Creating a Fuzzy Evaluation

Dataset

Chapter 5 describes the creation of fuzzy datasets. Before FAST could be
evaluated there needed to be a suitable evaluation dataset. This dataset
needed to contain pairs of sentences (short texts) with human ratings stating
how similar they were to each other. Unfortunately, none of the existing
datasets contained a suitable number of fuzzy words. Therefore, a new
dataset had to be built for this purpose. This new dataset comprised of two
smaller datasets, a set of sentences containing one fuzzy word per
sentence, the Single Fuzzy Word Dataset (SFWD) and a dataset containing
multiple fuzzy words per sentence, the Multiple Fuzzy Word Dataset
(MFWD). Methodologies inspired by the work done in.(O’Shea et al. 2008a)
were adapted to create these datasets.

The creation of the SFWD involved fuzzifying (adding a fuzzy component) to
words in an existing dataset of sentence pairs. The dataset that was chosen
was created by James O’Shea (2010), the STSS-131 dataset. The process
of fuzzifying the sentences was undertaken by a panel of experts. Once a
set of fuzzy sentence pairs had been created, they then had to have the
levels of similarity between their constituent sentences determined. This was
done through a set of human participants rating each sentence pair based
on its level of similarity. The methodology was inspired by the work on

dataset development by James O’Shea (2010).

The creation of the MFWD involved extracting fuzzy sentences from a large
corpus and creating new sentences for them to be paired with through
replacing their fuzzy words with other random fuzzy words. An algorithm was
designed and implemented to accomplish this goal. Once the fuzzy
sentence pairs had been created, they were then rated against each other in
terms of their levels of similarity through use of human participants as had
been done with the SFWD.

17



1.4.5 Overview of Chapter 6 : Experimental Results

Chapter 6 described the procedure through which all aspects of the FAST
measure were fully evaluated. This evaluation was now possible based on
the datasets that were created in Chapter 5. Firstly it involved determining
the level of effect that the presence of fuzzy words had on sentence
similarity. The next stage of Chapter 6 involved determining the effect that
fuzzy sentence pairs had on existing sentence similarity measures. This was
done through selecting two measures (STASIS and LSA) and comparing
their accuracy with the STSS-131 dataset to their accuracy with the SFWD.
Through examining the results of this, it was possible to determine if the

accuracy of the measures decreased when dealing with fuzzy words.

The next stage involved determining which ontology structure to use to form
a general implementation of FAST. The implementations were tested
against both the SFWD and the MFWD. Through looking at these results, a
clear picture was returned about the effectiveness of the structures. Through

using that information, a general implementation was selected.

The final stage of the evaluation involved testing FAST, LSA and STASIS
The final stage of the evaluation involved testing FAST, LSA and STASIS
against SFWD and MFWD. Through this evaluation, a clear picture is
returned about the effectiveness of FAST as a measure and how useful it
would be for any future work. From the testing, FAST was shown to have
returned a statistically significant improvement over STASIS and LSA. This
showed that FAST and its ontology-based methodology was able to address
the challenge or representing fuzzy words.

1.5 Conclusion

In conclusion, this project chronicles the work that was required to create the
FAST sentence similarity measure; this involves the research, the different

challenges that had to be addressed in its implementation and the results of
its evaluation. Through the successful completion of the project, the issue of

creating a fuzzy semantic similarity measure is addressed.

18



A paper was presented at The 2013 IEEE International Conference on
Fuzzy Systems that provided a brief description of the creation of FAST
(Chandran et al. 2013). (Appendix 5).

A paper has been accepted at the 2014 IEEE International Conference on
Fuzzy Systems that provides a description of the creation of the Evaluation
dataset (Chandran et al. 2014) (Appendix 6).
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2. Literature review

2.1.0verview

This chapter contains a detailed exploration of all the background
material that was reviewed in preparation for the research project. The
background research focussed on three particular areas.

e The evolution and state of the art of the areas of Fuzzy and

Computing with Words.
e The history and development of Sentence Similarity Measures (SSM).

e The general development of ontological structures and how they

relate to sentence similarity.

The goal of the project, as stated in the introduction (Chapter 1), was to
create a sentence similarity measure that can accurately represent human
perceptions. Therefore, the first objective (Section 2.2) was to review the
field of fuzzy logic focusing on Computing with Words (CWW). This gives an
illustration of the different methodologies that are in place to deal with
subjective (or fuzzy words), in terms of representing them to computer

systems.

The second objective (Section 2.3) was an exploration into the background
of sentence similarity measures. As was discussed in chapter 1, these are
systems that are able to take in two sets of text as input and return a single
similarity value to denote how alike they are. This objective provides
important context for the project, particularly in terms of what existing
measures and methodologies may be implemented towards the project
being successful.

The third objective (Section 2.4) deals with the concept of ontologies. As is
discussed in Section 2.3, one of the most successful semantic text similarity
measures was the STASIS similarity measure (Li et al. 2006). STASIS dealt
with similarity through use of an ontological structure (differing from the
methods used in other similarity measures). This was a novel approach that

allowed the similarities between every word pair combination in two
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sentences to be calculated and then have those similarities used to calculate
the semantic similarity value. This method used ontological structures to
determine the inter-relatedness of particular words. Therefore, the third
objective of the literature review is to explore the area of ontologies with a
focus on its applicability to the concept of creating a fuzzy sentence

similarity measure.

2.2.Fuzzy Sets and Computing with Words
2.2.1. Introduction

In his seminal 1999 paper and subsequent work, Lofti Zadeh identified a
significant issue in human-computer communication (Zadeh 1999) (Zadeh
2008). This was the introduction of CWW as a field. He noted that while
computers tend to communicate with each other using crisp quantities,
humans tend to communicate information to each other using perception
based words. These are words whose meanings are dependent on an
individual's previous experience with those words. For example, a human
being when describing (to another human being) the location of a nearby

area to another area might use an expression such as;
“It is a short walk from here”.

Whereas if a computer system was trying to communicate that information
(to either a human or another computer system) it may use an expression

such as
“It is 20 metres away” — a more precise answer.

Zadeh noted that the perception based approach that humans used
enabled many accomplishments (an example Zadeh provided was the moon
landing with a discussion on how our ability to communicate issues in that
endeavour in terms of perceptions enabled it). However, given that it allowed
people to communicate quantities in an abstract manner, it had also been
problematic in that it had Ilimited the scope of human-computer
communication. It created a situation where a computer could not perfectly
understand what a human’s intent was when the human worded a statement

in terms of their perceptions. To deal with this issue, Zadeh created a new
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framework called CWW (Zadeh 1999) (Zadeh 1996) through which
perception-based words could be communicated to computer systems.
CWW expanded on the pioneering work that was done by Zadeh in the field
of fuzzy sets (Zadeh 1965) (Zadeh 1999). Therefore, before any further
discussion of CWW can take place, the area of fuzzy sets must be briefly

examined.
2.2.2. Fuzzy Sets

The concept of fuzzy sets was first introduced by Zadeh in (Zadeh 1965).
This paper moved away from the existing model of set theory which stated
that an element was either completely a member of a set or it was

completely outside of it
ee{0,1}

Under this model, a set of items would either have to completely describe
the items with it or have no relationship with them. This was adequate to
describe sets where membership could easily be stated as true or false. For
example, given the set ‘Fruit’; membership and nonmembership can easily
be determined. Membership in the set is crisp, an item can either be a fruit
(and a member of the set, having a value of 1), or not a fruit and have a

value of 0.
Fruit = {Apple, Orange, Banana ... }
Fruit # {Car,Bread,Cat ...}

The Zadeh model (called fuzzy sets) instead described partial membership.
Zadeh stated that elements do not have to either completely belong to a set
or be completely outside of one. Instead, they could be partial members of a
set, containing a level of membership while not being a full member. This
level of membership was termed an element’s membership function. Zadeh

defined fuzzy sets as

“A fuzzy set A in X is characterised by a membership function f(x) which
associations each point in X with a real number in the interval [0,1] with a

value of f(x) at x representing a” grade of membership” of x in A”
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The higher an elements’ grade of membership or membership function, the
greater its level of membership in a set with a membership function of 1

denoting full membership of a set.

The advantage of these sets was that they could represent sets where the
levels of membership of elements are partial and where different elements
have different levels of membership (Zadeh 1965) (Zadeh 1997). For
example, consider the set of entities that could be represented by the
statement “This is an animal that moves fast”. The definition of the word fast
is completely subjective. As a result of this, a number of different animals
would have different levels of membership in the set depending on their
speed. As illustrated by Zadeh, various entities would have different values
of membership in a set based on how “true” the statement that they move
fast was. For example, a sloth, a human, a horse, a cheetah and a race-car
could have the values 0.01, 0.3, 0.6 and 0.9 respectively. This could be
presented as a fuzzy set (with isv being defined as a veristic constraint to
illustrate a level of truth (Zadeh 1997) (Zadeh 1999)):

Fast(animal)isv(0.01|Sloth + 0.3|Human + 0.6|Horse + 0.9|Cheetah)

In the given example, the statement “Is an animal that moves fast” had
varying degrees of truth for each of the entities that were presented. This
illustrates how Fuzzy Sets could be used to deal with sets where
membership is non-binary and concepts where values are subjective. As
work in the field of fuzzy progressed new types of fuzzy sets (that are
discussed in Section 2.2.3) were created. Therefore, classic fuzzy sets

(which are described in this section) are referred to as type-1 fuzzy sets.
2.2.3. Type 2 Fuzzy Sets

The work that was done by Zadeh and others (Zadeh 1973) (Zadeh 1975)
(Yager 1980) expanded on the initial work on fuzzy sets by creating a new
fuzzy set. While the initial fuzzy sets created by Zadeh could be used to
show how elements might have partial membership of a set, they still had an
unresolved issue. The issue of uncertainty about the fuzzy membership

functions within a fuzzy set needed to be addressed. For example, consider
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a fuzzy set y with a member x. There is uncertainty about whether the
membership function of x is 0.2, 0.3 or 0.4 (as is the case for all other
members of y). This creates a problem in terms of accurate representation
due to the uncertainty regarding which of the values should represent the

membership function.

Acknowledging that there could be fuzziness between elements in a fuzzy
set, Zadeh created the concept of type 2 fuzzy sets. These were created to
represent the issue of fuzziness about the membership functions of
elements within existing fuzzy sets (referred to henceforth as Type-1 fuzzy
sets) and as such deal with the issue. A type-2 fuzzy set is defined as a set
of type 1 fuzzy sets. For example, consider three type-1 fuzzy sets, f1,f2 and
f3 related to the same concept but with each containing different ranges of
values (e.g. f1 = {0.6,0.7,0.8}, f2 = {0.5,0.6,0.7} and f3 = {0.7,0.8,0.9}). A
type-2 fuzzy set F is a set that could hold each of the type-1 sets,

F ={(0.6, 0.7, 0.8), (0.5, 0.6, 0.7), (0.7, 0.8, 0.9)}
Or
F={f1, f2, f3}

Each of the three type 1 fuzzy sets is now an element of a type two fuzzy set
and their differences can be easily represented. Type-2 Fuzzy Sets are
therefore an effective method of illustrating the fuzziness between the
boundaries of fuzzy sets. The work that Zadeh did on Type 2 fuzzy was
further developed by other researchers in the fuzzy community (Zadeh
1965) (Mizumoto and Tanaka 1976) (Lee and Wang 2011). Work of
particular importance was done by Jerry Mendel (Mendel and John 2002)
(Mendel et al. 2006).

A type-2 fuzzy set could be transformed into a type-1 fuzzy set with
representative values through a process called type reduction. There are a
number of different methods of type reduction that have been developed
(Zadeh 1975) (Mizumoto and Tanaka 1976) (Tanaka et al. 2000). This is
important as it allows the fuzzy membership functions to be represented as

crisp membership functions. This further allows them to be used in
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processes where crisp membership functions for fuzzy words are required.
A method that was explored in detail by Mendel and was demonstrated to
have a high level of accuracy is to take a centroid based approach (Karnik
and Mendel 2001) (Mendel et al. 2006) (Mendel and Wu 2007). That is, for
each of the fuzzy sets in a type-2 fuzzy set, their centroids were taken as a
representative value for the element's membership function. For example,
consider the earlier type-2 fuzzy set that had been defined in this section. If
the centroids of the values f1, f2 and f3 were 0.5, 0.7 and 0.9 respectively, a

new type-reduced type-1 fuzzy set F1 could be defined as:
F1 ={0.5,0.7,0.9}

This solution created a robust method through which uncertainty in fuzzy
sets could be dealt with. For example, if in a type-2 fuzzy set of “hot things”,
there were three distinct membership functions for the entity “warm”, through
type reduction these three membership functions could be projected onto a
single membership function. This process is not limited to type-1 fuzzy sets
as, if required, uncertainty in type-2 fuzzy sets could be handled using a
similar process (defining a new set that is composed of a set of type-2 fuzzy

sets).
2.2.4. Computing with Words

Zadeh (1999) expanded upon the work that he had previously done in the
field of fuzzy set theory with the creation of CWW. This was to address the
issue of representing human perceptions to machines. Zadeh put forward
the idea that that perception based (fuzzy) words would cover a range of
values effectively being represented by a fuzzy set (Zadeh 1996) (Zadeh
1999). For example if a person was to state where on a scale of temperature
the word “warm” would be. A person might consider it to cover an area on
the scale rather than a single point. To this end Zadeh talked about the
concept of granularity that explored the association of multiple concepts
around a single concept (or granule). For example, a second, an hour and a
day would all be related to the concept or granule of time, which
encompassed all of them. Zadeh discussed how different entities could

have different levels of association with a particular concept (for example, if
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we were to consider the concept of hotness, “hot” would have a higher level
of association with the concept than “lukewarm”) (Zadeh 1996) (Zadeh
1999). This was an expansion on the work that had been done on fuzzy type
1. Each fuzzy element associated with the granule would be members of a
fuzzy set with different membership functions. Through this, the different
values covered by perceptions of a group of fuzzy words could theoretically
be represented in terms of a concept they are associated with. Further
expansion on Zadeh's work in CWW came from Jerry Mendel who applied
fuzzy type-2 methods to CWW (Mendel 2007a) (Mendel 2007c) (Wu and
Mendel 2007a). Mendel noted that perceptions around words differed from
individual to individual. The fact that different people have varying views on
fuzzy words meant that the differences between individuals needed to be
represented, as well. For an illustration of this, consider the illustration
presented by Mendel (Mendel 2007a) regarding the word “some”, showing a
set of fuzzy sets, from 3 individuals, containing the range of membership

functions of the word “some” on a given scale.

Figure 1 A type-2 fuzzy set (Mendel 2007a)

The use of a type-2 fuzzy set allowed for the representation the range of
different perceptions about a particular word (this allowed for the collection
of type 1 fuzzy sets from a range of people that were then made elements of
a type-2 fuzzy set). Therefore in Mendel's approach the fuzziness in the
boundaries between elements of the type-2 fuzzy set had to be able to be
represented to a computer system. In order to reduce a fuzzy type-2 set into
a fuzzy type-1. Mendel had earlier proposed determining the centroid of a
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type-2 set (Karnik and Mendel 2001) (Mendel et al. 2006), towards type
reduction (projecting the type-2 set to a type-1 set). This approach also
allowed for the representation of the level of uncertainty that was present in
the fuzzy type-2 set (Karnik and Mendel 2001). Mendel described the
centroid of a type-2 fuzzy set as “The union of the centroids of its T1 FSs”.
This could then be defuzzified, to return a single value. This single value
could then be taken as a representative value for level of association a
particular element had with a granule based on the perceptions of a

multitude of people rather than just one.

Liu and Mendel (2008) developed and implemented a methodology to create
a “codebook” to determine the Footprint of Uncertainty (FOU) of 32 fuzzy
Type-2 sets each based on a fuzzy word (with the FOU of a type-2 fuzzy set
being defined as the union of all primary memberships of the set). The
methodology adopted an “Interval Approach” to determine these FOUs. All
of the 32 words related to a particular area (the concept of size) with the
fuzzy sets containing ranges of quantities covered by these words on a
scale related to size. These quantities were determined through an
experiment where a group of 28 participants were asked what the interval

end points on a 0-10 scale were for the words in relation to size.

After the FOUs had been determined a series of centroids for the T2 fuzzy
sets of each word and a mean value for each of them was returned (using
the method described by Liu and Mendel (2008)). It was observed that there
was a significant amount of overlaps between many of the FOUs. However,
each of the different words had a uniqgue mean value. While Mendel
cautioned against using the specific values that were found in the codebook,
he suggested that the methodologies he proposed could be used for further
experimentation. While this does mean that for any work that is done in this
area; new words will need to be collected, it does provide a good reference

point and framework.

27



2.2.5. Applications of CWW

There is a wide range of practical applications of CWW in a wide range of
fields. Many of these were identified and explored by Zadeh in his seminal
paper (Zadeh 1999) where he first described the concept. Of particular
importance is the use of CWW in systems where human-computer
communication is required and the human needs to converse with a
computer in a natural manner (Zadeh 1996) (Zadeh 1999) (O’Shea 2012a)
(Latham et al. 2012). The applicability of CWW and the concept of
granularity to the field of data-mining and the applicability of CWW in the
area of intelligent database querying as was described by Lin et al. (2002),
Martinez et al. (2010) and Herrera et al. (2006). Furthermore, Herrera et al.
(2009) described the use of CWW in the area of decision making and stated

its use in terms of decision making systems such as expert systems.
2.2.6. Relevance to Project

The research into fuzzy theory and CWW presents vital concepts that can
be used towards the goal of finding representations of natural language or
fuzzy words that are used by humans. Through acknowledging that different
people have different interpretations of fuzzy words and that they have no
singular qualities, their values can instead be represented through the use of
fuzzy sets. Therefore, the work that has been done on CWW allows for the
generation of a method to use representations of the values of fuzzy words
as a method to determine their similarity and from that create a sentence

similarity measure.

The main strength of the CWW approach is that it provides a framework
through which fuzzy words can be quantified, scaled against each other and
then represented to a computer system. The scaling of fuzzy words against
each other is a critical step in creating a fuzzy sentence similarity measure.
There are some weaknesses in CWW, however, which must be considered.
Firstly, given the size of the language and the fact that it is continually
evolving, it is unlikely that all the fuzzy words in a given language would be
able to be covered with CWW. To create a comprehensive representation of

a given language with CWW would require a vast amount of data collection.
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2.3.Semantic Sentence Similarity Measures
2.3.1. Introduction

The fields of natural language processing and sentence similarity have,
since their inception, had a major impact on a wide range of areas of
computer science and artificial intelligence. The premise of Sentence
Similarity is the comparison of sets of text to determine the level of similarity
between them. This is done through the use of various semantic similarity
algorithms. One area where it has a particular level of importance is that of
interactive intelligent systems, crucially, conversational agents (Li et al.
2004) (K.O’Shea et al. 2008). These are computer systems with which
humans are able to converse through the use of natural language and
receive intelligent responses (Li et al. 2004). Systems that use sentence
similarity for human-computer interaction do so through comparing human
input with a knowledge base that the system holds. By using an algorithm to
determine which members of the knowledge base the input has the highest
level of similarity with, the system can intelligently determine which rules to
fire and thus what the response of the input will be. As these systems
continue to develop and technology advances they are capable of
performing progressively more complex tasks and fulfilling increasingly

complex demands.

The earliest of these sentence similarity measures (SSM) were based on the
premise of determining similarity based on a comparison of syntax (Lewis
and Croft 1989) (Salton and Lesk 1968) between sets of text. These
measures worked by looking at common words between the two texts that
were being compared and determining the distances between them. The
distances between these common words can be used to determine a
similarity value giving a representation of the level of similarity for the two
compared texts. There was, however, an issue with these early measures
that limits the accuracy of their analysis. While they are capable of
representing the level of syntactic similarity, they were incapable of
accurately representing the level of semantic similarity between two sets of

text. This limits these algorithms to the superficial similarities between texts
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while not being able to determine the effect of the similarity of their

meanings has on the overall level of similarity (Li et al. 2006)..
2.3.2. LSA

The first sentence similarity measure that was able to factor in the level of
semantic similarity was the seminal Latent Semantic Analysis, the creation
of which is described by Deerwester et al. (1990). Using a corpus based
approach, this system was able to specifically determine the level of
semantic similarity between two sets of text. This system worked through the
analysis of corpus statistics. The system took words in two blocks of text and
referenced them from within a large corpus. Generating statistics based on
the occurrences of these words in the corpus allowed the creation of
semantic values to determine the level of similarity between the compared
sets of text. Tests of the LSA system against a human dataset (O’Shea et al.
2008b) showed that the system returned a high correlation with human
results and was able to deliver results with a high level of accuracy (with a
positive Pearson’s Correlation of 0.884). A weakness that was identified with
LSA, however was that it was designed to deal primarily with large sets of
text, as opposed to short texts (sentences with a length less than thirty five
words) (Landauer et al. 1998) (Li et al. 2006).

2.3.3. STASIS

A new sentence similarity measure called STASIS was proposed for the
specific purpose of accurately representing the level of similarity between
short pieces of text (Li et al. 2006). This method proposed determining the
level of similarity between two sentences through the use of ontological
relations between words. The basis of this measure was a word similarity
measure that was created earlier (Li et al. 2003). This method expanded on
the taxonomy based approach that was taken by Rada et al. (1989) to
determine relationships between concepts and entities. The word similarity
measure worked through taking through looking at the distances between
two words in an ontology and well as the distance between those words and
their closest subsumer. By doing this, the measure was able to return a level

of semantic similarity for those two words. The ontology that this system
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used was the WordNet ontology, a large lexical database that contains
ontological relations between large numbers of entities (Miller et al.1990)
(Miller 1995) (Pedersen et al. 2004). Having been tested against the highly
regarded Rubenstein and Goodenough word-pairs dataset (Rubenstein and
Goodenough 1965) the word similarity measure was shown to have a high

correlation with human results.

The STASIS system uses the word similarity measure (Li et al. 2003)
between all two possible word combinations within two sets of texts. The
results from this are used in conjunction with corpus statistics from the
Brown corpus (Francis 1965) to create a semantic value. This semantic
value is used with a level of similarity derived from comparing the word order
between the texts (representing how similar syntactically they are ), which is
created through the positions of words in the texts, to return an overall level
of similarity for the two sentences. O’'Shea et al. (2008a), created a dataset
showing human similarity ratings between pairs of sentences based on the
definitions of words in Rubenstein and Goodenough’s dataset. Both LSA
and STASIS were compared against these sentences pairs, and while both
measures had a high correlation, STASIS was shown to be closer to the

human ratings than LSA.

There are a number of ways that the ontology method alongside corpus
statistics to determine semantic similarity is advantageous over using solely
corpus statistics as similarity measures such as LSA do. This is because
certain ontological structures such as WordNet are demonstrated to
successfully represent the inter-relatedness between a wide variety of words
(Miller 1995) (Pedersen et al. 2004). As such, they can be used to show how
related pairs words are to each other and from that it can be derived how
similar they are to each other. The success of the ontological approach
specifically to word similarity was demonstrated by Li et al. (2003) when an
ontology-based word similarity measure was shown to be able to accurately
represent the levels of similarity between pairs of words using pre-
established datasets (Rubenstein and Goodenough 1965). Further evidence
of the success of using the ontological approach to word similarity as a

component of a sentence similarity measure was described by O’Shea et al.
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(2008b) when STASIS was evaluated against LSA with a sentence pair
dataset. The results showed that STASIS was able to more accurately

represent sentence similarity than LSA.

There was, however, a problem that existed with the STASIS measure. The
WordNet ontology contained insufficient depth between relations between
the vast numbers of fuzzy words in the English language. As a result, when
comparing two words, even ones as similar as “tiny” and “miniscule” the
word similarity component would likely return a similarity of 0. To deal with
this, a new measure had to be created. The goal of this measure would be
to accurately represent the effect that perception based words had on
overall sentence similarity. The measure’s objective was to be able to
succeed in doing this in an ontology-based short text sentence similarity
measure such as STASIS. This could greatly improve the abilities of a
measure to represent the naturalness of human dialogue, which very often
contains a significant degree of fuzzy words. For such an ontology-based
system to be constructed the relationships between fuzzy words would need
to be established. To do this, methods created within the field of CWW can

be utilized.
2.3.4. Operation of STASIS

The STASIS algorithm is adapted to deal with words, corpus statistics and
syntactic similarity (Li et al. 2006). STASIS takes two sets of text as input.
Every pair of words in the texts is referenced in the WordNet ontology (Miller
1995). Their path length, |, (the length of the shortest path between them)
and their depth h, (the subsumer depth) are then retrieved (an illustration of

the WordNet ontology is provided in Section 2.5 (Figure 2)).
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The level of similarity between the words (w; and w,) is determined with the
following formula:

—al ePh_eg—Bh

SWy, W, =¢ 2Bhto—Fh (1)

The parameters a and 8, based on calculations done by Li et al. (2003)
(2006) take on the values of 0.2 and 0.6 respectively (these values were
chosen based on testing done by Li et al. (2003)).

These similarity values are taken along with word frequency information and
information on word positions from a short joint word set value(represented
as r in the following equation) to determine the total level of similarity
between the two sentences (T, and T,). Overall similarity (S) is calculated
with the following formula.

S(Tl'TZ) = 6& + (1 _ 6) [lr1=72|| (2)

lIs1ll-lls2l llr1+72l

2.3.5. Other Semantic Similarity Measures

Since the establishment of STASIS, a number of other similarity measures
have been created (Mitchell and Lapata 2008) (Islam and Inkpen 2008)
(Agirre et al. 2009) (Tsatsaronis et al. 2010). Many of these new similarity
measures have adopted the corpus based approach towards sentence
similarity, with varying levels of success. None of the measures, however,
have explicitly addressed the challenge of fuzzy words or have been tested
using a dataset that contained large numbers of fuzzy words. It is important
to consider these measures to decide if an ontology-based approach would

be the most effective approach to take in creating FAST.

A prominent recent method was put forward by Islam and Inkpen (Islam
and Inkpen 2008) (Islam and Inkpen 2009), which used a method combining
corpus statistics and string matching. The string matching component used
a rule-based mechanism to determine semantic similarity based on specific
structural similarities and differences between strings within sets of texts.
Like STASIS, this method aimed to address the problem of similarity
between short texts. However it moved away from the ontological approach
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that was taken by STASIS and showed an improvement over STASIS using
the same Rubenstein and Goodenough dataset that STASIS was initially
evaluated with. It needs to be noted, however, that STASIS was
subsequently assessed against a more advanced dataset (O’'Shea et al.
2008a) (O’Shea et al. 2008b) and was shown to have a high level of
accuracy while the Islam and Inkpen measure was never assessed with the

dataset (due to how recent the dataset is).

The Islam and Inkpen method was not benchmarked against LSA. However
given that STASIS showed an improvement over LSA with that dataset and
the Inkpen, and Islam method showed an improvement over STASIS it could
be assumed to be able to show an improvement over LSA with that dataset,
as well. Neither this nor STASIS were assessed with datasets that contained
fuzzy sentences. This method, however, given its use of string matching
has no techniques to deal with individual word similarity. This diminishes its
usefulness as part of this overall project which requires determining the level
of similarity between pairs of fuzzy words in addition to determining the

effect of fuzzy words in terms of sentence similarity.

Another important text similarity measure was OMIOTIS (Tsatsaronis et al.
2009) (Tsatsaronis et al. 2010). As with STASIS and the Islam and Inkpen
methods it looked at corpus statistics but also took a WordNet based
thesaurus approach towards semantic similarity (distinct from the method
used by STASIS). The nature of the measure’s approach considered the
relative distances of words in a semantic network (that was defined by
WordNet) and as such was ontological in nature. The results showed that
this method was able to represent similarity more accurately than STASIS,
the Islam and Inkpen method and LSA when used with them, in terms of the
existing (non-fuzzy) datasets. This therefore provides further evidence that a
method of determining fuzzy word similarity through considering the

ontological inter-relatedness of fuzzy words is a viable strategy.
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2.3.6. Disambiguation in Sentence Similarity

A problem that all text similarity measures need to address is that of
disambiguation (uncertainty about a word's definition). It is possible that
syntactically similar sentences can be semantically very different (or vice

versa). For example the sentences;
The male cat is cold;

and

He is a cool cat;

Are syntactically quite similar to each other. There is, however, a clear
semantic difference between the words cool and cold and between the two
instances of the word cat. Various measures deal with disambiguation in
different ways. Corpus based methods (Landauer et al. 1998), do this
through examination of the occurrences of words in a corpus to determine
the most likely definition (as corpuses contain a great number of words,
decisions can be made on their definitions given the frequency of their
occurrences in a given context). Ontology-based measures take the
definitions that provide the highest level of similarity when comparing words
(Li et al. 2006). In spite of the many methods that have been used to deal
with disambiguation, it remains a difficult problem to solve.

2.3.7. Developing a Fuzzy Sentence Similarity Measure

It was decided that an ontology-based approach should be used alongside
corpus statistics to create the new similarity measure. This is to allow the
accurate representation of the relationships between pairs of fuzzy words
(creating a word similarity component to the sentence similarity measure)
and as a result, allow the measure to represent the levels of similarity
between short sets of text. This allows the system to more accurately
represent natural language used by humans who normally speak in the form
of short sentences. The two fuzzy measures that used ontologies were
STASIS and OMIOTIS. Of the two measures that were available, it was
decided that the methodology from STASIS should provide a framework for
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the system. This is because although OMIOTIS showed a higher correlation
with human similarity ratings than STASIS by Tsatsaronis et al. (2010),
STASIS is substantially more widely established. It has also been tested
with a wider range of data than OMIOTIS (as the STSS-131 dataset had not
been developed when OMIOTIS was created). This makes it more reliable

as a the reference when creating a framework.

2.4.An Overview of Ontologies

2.4.1. Defining an Ontology

An ontology is a structure that can be used to describe the hierarchical
relationships between the entities that are contained within it (Gruber 1995).
They differ from other forms of taxonomic relations in that not only does it
specify that two entities are related to each other but also defines the nature
of their relationship. Ontologies can be used to classify different entities and
from this classification determine how closely related they are to each other.
This is through looking at their ontological distance between them and the
location of their nearest common ancestor. This has allowed them to be
used in the field of text and word similarity (as has been explored in Section
2.3). This section provides a detailed exploration of the area of ontologies
and presents their importance in terms of developing a fuzzy sentence

similarity measure.
2.4.2. Development of Ontologies

From the inception of ontological structures in computer science, they have
played an important role in the area of knowledge representation and
computer reasoning. In an early paper on the subject, the use of ontology
structures in showing hierarchical entity relations was presented (Clancey
1985). This was put forward as a method through which the relations
between various concepts could be discovered and represented. The
ontology, through use of a directed graph, classified various concepts into
categories and sub-categories. Through ontologies, all the properties that an
individual entity possessed could be determined based on the categories

that it belonged to. The ontology presented by Clancey (1985) allowed for an
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entity to have more than one unrelated property (to belong to more than one
concept) noting that, in such cases, it was rare that both properties were
considered at the same point. The ontology structure also noted that all
entities could be considered either as a singular or as part of a greater
collective (in the example that was presented a collective of cows was a
herd). To deal with this, the paper presented that idea of parallel ontological
schemas, one for the entities as individuals and another that dealt with
collectives that entities could belong to.

Important work on the use of ontologies in computer science (particularly in
terms of knowledge representation was done in a widely cited paper by
Thomas Gruber (Gruber 1991)). The paper discussed the very important
role that ontologies had so far played in the field of artificial intelligence in
terms of knowledge sharing. In terms of that role, the paper proposed a set
of design criteria for ontologies to better facilitate their usefulness upon

creation. The criteria put forward by the paper were “clarity”, “coherence”,
“‘extendibility”, “minimal encoding bias” and “minimal ontological
commitment”. A series of case studies that were presented in the paper
(Gruber 1993) illustrated the importance of the criteria. This was the first
case of consolidating experience in creating ontologies. These criteria have
since played a crucial role in the wider area of ontological creation
(Gruninger and Fox 1995) (Corcho et al. 2003) (Duong et al. 2008). It is,
therefore, important that they be regarded in terms of any future ontology
that is created. This work was further expanded on by Uschold and
Gruninger (2004) who proposed steps in creating a unified methodology for
creating ontologies. This was through analysing existing methods that could
potentially be merged into a single method. An ontology was defined as “An
explicit account or representation of some part of a conceptualisation”. This
is an adaptation of the definition presented by Uschold and Grunninger
(1996). Importantly the paper added two further criteria onto Gruber’s initial
ones regarding building an ontology, “Go middle-out” and “Handle
Ambiguity”. These two further criteria need to also be considered in terms of
future ontology creation. In addition Uschold and Grunniger presented by

Uschold and Gruninger (2004) a skeletal method for ontology development,
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which acts as a useful reference. Furthermore, they also discussed the
practical situations in which ontologies are useful and, importantly,
discussed the need for formal languages in both the development and the
evaluation of ontologies and presented the barriers to be overcome in

ontology design.

An adapted exploration of the meeting points between the various elements
of ontology development (including the tools used to develop them) was
presented by Uschold and Grunninger (1996). This paper also discussed
how the area of ontology development had evolved from the early work in
the field (as was described earlier in this section). It demonstrated the
increased level of maturity of the field, the fact that the number of tools and
methodologies had increased, and how the basic working definitions of
ontologies had continued to evolve and diverge with the growth of the field.
The papers goal was to determine the level of common ground between the
continually developing methodologies, tools and languages. Through its
analysis the paper reached a series of important conclusions, two of which
were of particular importance. Firstly, even though many of the tools in use
were functionally similar, there was very little interoperability between them
making them difficult to use in conjunction for ontology development.
Furthermore, the paper pointed out that there was increasingly less need for
manual ontology development with the current trend in languages for
automated tools for the purpose. Given the lack of interoperability however,
an issue that remains is that selecting the right framework to develop an

ontology remains of importance.
2.4.3. Ontologies in Text Similarity

The development of ontologies has played an important role in the field of
semantic similarity. This is particularly shown in terms of determining the
level of semantic similarity between pairs of words. It has allowed the
creation of new measures to determine the level of similarity between entity
classes in either the same or different ontologies (Rodriguez and Egenhofer
2003) (Budanitsky and Hirst 2006) (Li et al. 2003). This work stemmed from

the early work done on information retrieval from ontological structures. This
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was explored in depth by Rada et al. (1989) where the authors looked at
conceptual distance as a method of information retrieval. Specifically it
proposed a system of determining the conceptual closeness between
Boolean queries and documents. The paper noted that the method that it
used returned results that were very close to human results. This work was
later expanded upon in Reznik’s seminal paper (Resnik 1995). Reznik
approached the problem of determining semantic similarity between entities
in a taxonomy structure through information retrieval techniques. The
system applied a method that deviated from the edge counting method
between pairs of words that were connected in the hierarchy that had
previously been applied (Rada et al. 1989). Instead, Reznik took a
probabilistic approach. This was based on assigning probabilities to
individual entities in the ontology based on their frequencies of occurrence in
a corpus. The specific lexical ontology that Reznik used was adapted from
the WordNet database (which is described in detail in the following section).
Subsequent tests of the system showed it to perform well against human

results. Resnik later expanded on the work that he had done (Resnik 2011)

Determining levels of similarity through ontologies is based on the fact that
entities being more closely related ontologically to each other implies a
higher level of similarity (Baldauf et al. 2007) (Miller et al. 1990). Therefore,
word and text similarity measures work through taking information about
how closely related words are to determine a semantic similarity value
between them. As word similarity measures using ontologies have been
shown to be successful in representing word similarity (Li et al. 2003),
ontological structures present a framework through which the level of
similarity between pairs of fuzzy words could be determined. If ontological
structures that contained fuzzy words were created, their relatedness could
be calculated and through that an overall similarity value could be found.
Use of these values could then be applied to expand word similarity to

determine the overall level of similarity between pairs of texts.
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2.5.WordNet

Itis in this context (of the development of ontologies) that the WordNet
lexical database needs to be considered. WordNet is a large, widely used
lexical database that was described by Miller et al. (1990). WordNet was
created to deal with the lack of machine readable lexical databases. This
was an issue at the time given the development of more advanced computer
system that would be suited to processing lexical information far more
efficiently than the dictionary systems of the time allowed. The problem to
be addressed was how to create a machine readable database in the most
effective and accurate manner possible. To address the issue, the creators
took work that had been done in the field of Psycholexicology. This field,
proposed by Miller and Johnson-Laird (1976), dealt with the structure of
linguistic knowledge and as such was important in developing a system
where such knowledge could be represented to a computer system. From
the work by Miller (1986) in 1985, WordNet was first proposed. The idea was
a linguistic database that could represent words conceptually rather than
alphabetically.

While previous work in this area dealt with relatively small samples of words,
WordNet would contain a substantially larger number. Specifically, the
WordNet database contained a total of 95600 word forms in total (Miller et
al. 1990). These words were furthermore organised into sets of synonyms
(synsets) based on their shared meanings. This was achievable through the
concept of a lexical matrix illustrating multiple word forms with a common
meaning or a single word form that encompassed multiple meanings. A
distinct feature of WordNet was in the lexical categories that contained the
words. Specifically, it used Nouns, Verbs, Adjectives and Adverbs. An issue
that was mentioned by Miller et al. (1990) was that words could be present
in more than a single category potentially leading to confusion. WordNet
also categorised the different relations between words based on synonymy,
antonymy, hyponyminy, meronymy and morphological relations. A synonym
relation exists between two words if they share the same meaning (belong to
the same synset), an antonym relationship exists between two words that

have diametrically opposed meanings. Hyponym/hypernym (or conversely
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ISA) relations are transitive relations wherein one of the words is a subset of
another word (for example car and vehicle), these are discussed in further
detail in the next paragraph. Meronym/holonym relations (or HASA)
relations are transitive relations where one word is part of a grouping defined
by the other. For example “dog” and “pack” would be an example of such a
relationship. Morphological relationships are defined as the relationships
between the different morphological forms of a particular word for example
“car” and “cars”. This categorisation of words makes WordNet far easier for

a computer to extract information from than other systems.

One of the most important features of WordNet, particularly in terms of
ontological structures and the wider field of word similarity is what was
accomplished with nouns and their relations. Of the 57000 nouns that were
present in WordNet, a lexical inheritance system was introduced. This
categorizes the nouns in a vast lexical tree based on their lexical
relationships with others. Superordinate (ISA) relations for each of the nouns
towards single points were created. This gave definition to the inter-
relatedness of the huge number of nouns that were present. This is a
hierarchy that has been defined as an inheritance system. This is because
an entity inherits the various properties of all its superordinate words.
Therefore, every word is assumed to have not only the properties from its
own definition, but also the properties contained in the definitions of its
superordinates. For an example see Figure 2. This was built through
creating a set of 25 different broad categories with “beginner” nouns that
large numbers of other nouns inherited values from. For each of these 25
words, a hierarchy was created containing all the nouns that were
subordinate to them. Most of the nouns in WordNet inherited from one of
those beginner words. It was later observed that there were some common
properties among the beginner words that could be described by a small set
of nouns. This led to the creation of a small “Tops” file which contained

those relations (as well as a central point of “Entity” or “Thing”).

From (Miller et al. 1990) the decision to use an inheritance based
system came from work that was done in psycholexicology (continuing

towards the initial goal of representing human lexical memory). That
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research indicated that human lexical memory operated on an inheritance
based system and that people were quicker to ascertain attributes from a
closer superordinate than a more distant one. Therefore through usage of
the inheritance based model, the WordNet system worked towards
effectively emulating the naturalness of human thought (allowing computers
to process information in a similar manner to the human mind). This gives
WordNet further strength in terms of its use with human-computer dialogue
communication systems. This is the reason it was such a suitable candidate
to form the basis for the STASIS word similarity measure. Figure 2 shows

the hierarchical relations between the word “car” and all its parent nodes.
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car, auto, automobile, machine, motorcar -- (a motor vehicle with four
wheels; usually propelled by an internal combustion engine; "he needs a cal

to get to work™)

=> motor vehicle, automotive vehicle -- (a self-propelled wheeled

vehicle that does not run on rails)

=> self-propelled vehicle -- (a wheeled vehicle that carries in itself a

means of propulsion)

=> wheeled vehicle -- (a vehicle that moves on wheels and usually]
has a container for transporting things or people; "the oldest known wheeled
vehicles were found in Sumer and Syria and date from around 3500 BC")

=> vehicle -- (a conveyance that transports people or objects)

=> conveyance, transport -- (something that serves as a

means of transportation)

=> instrumentality, instrumentation -- (an artefact (or

system of artefacts) that is instrumental in accomplishing some end)

=> artefact, artefact -- (a man-made object taken as a

whole)

=> whole, unit -- (an assemblage of parts that is
regarded as a single entity; "how big is that part compared to the whole?";

"the team is a unit")

=> object, physical object -- (a tangible and visible
entity; an entity that can cast a shadow; "it was full of rackets, balls and

other objects")

=> physical entity -- (an entity that has physical

existence)

=> entity -- (that which is perceived or known

or inferred to have its own distinct existence (living or nonliving))

Figure 2 WordNet Ontology hypernyms for word “Car”
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Due to the nature of its development, WordNet can play an important role in
semantic similarity. This is due to it being structured in such a way as to
allow the relationships between the nouns to form a lexical ontology. There
have been a number of different semantic similarity measures that have
made use of the structure to determine the relatedness of words in the
database (Patwardhan and Pedersen 2006) (Duong et al. 2008) (Suchanek
et al. 2008). Furthermore, as has been previously discussed, it was the
basis for the substantial work that was done by Resnik. Taking Resnik’s
approach to WordNet, the word similarity measure for STASIS was created
(Li et al. 2006) (this has been discussed further in Chapter 2, the literature
review). Through using the inheritance based system that was provided with
WordNet, word similarity measures were able to determine the relatedness

of entities based on how closely they were related.
2.6.Conclusions

In conclusion, the background research provides a clear look at the
frameworks that are in place to deal with perception based words using the
CWW approach and an overview of how it can be used to attribute quantities
to sets of fuzzy words and thus scale them against each other. The review of
sentence similarity measures provides a look at the different methods
available and illustrates the effectiveness of the ontology-based approach.
The further exploration of ontologies demonstrates how ontological
structures are able to represent the differences between different words in
terms of their semantic meanings (through looking at their distances in the
structure). The nature of these structures, therefore, provides a method
through which fuzzy words could be scaled against each other and have
representations of their differences mapped. Prior to this, the words need to
be quantified through consideration of the techniques that are available in
fuzzy and CWW. With the completion of the background research, the

implementation of the project can begin.

From the research that was done in the background work some important
foundations have been created for building FAST. The work done by Zadeh
and Mendel with fuzzy sets and CWW illustrated how values could be given

44



to fuzzy words that could then be represented to a computer system.
Furthermore, the work that was done on Granularity illustrated how different
words could have different levels of relevance to a particular concept (Zadeh
1996) (Zadeh 1999). In addition, the work that was done on fuzzy type-2
showed how the fact that different individuals have different perceptions
about the values of words could be represented (Mendel 2007a) (Liu and
Mendel 2008). The research on sentence similarity measures and the further
work that was done on ontologies showed how an ontology-based approach

could be used to determine the level of similarity between pairs of words.
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3. Collecting and Quantifying Fuzzy Words

3.1.0verview

Prior to any work on creating a new text similarity measure the issue of
word similarity had to be resolved. This is because calculating the level of
similarity between fuzzy words was required to accurately the effect that
these words had on sentences that contained them. For example before the
level of semantic similarity between the sentences “This is a big tree.” And
“That is a small house” could be accurately calculated, the relationship
between the words “big” and “small” needed to first be determined. If the
guantitative relationships within sets of fuzzy words can be calculated then
these relationships can be factored into a new semantic text similarity
algorithm. In order to determine these relationships, the words need to be
scaled against each other. To accomplish this goal, a methodology needed
to be developed to quantify sets of fuzzy words on particular scales. In this
chapter, such a methodology is presented. It is based on the work done by
Mendel and Zadeh (as was discussed in the literature review). The
methodology involves creating a set of categories to contain fuzzy words,
populating those categories with words and then, quantifying the fuzzy
words against each other based on their level of association within a
particular category. This will result in a set of fuzzy words with quantities on
a given scale, thus demonstrating the differences between them. This
provides a framework from which fuzzy words can be integrated into a text

similarity measure.

3.2.Chapter Aims:
o Describe the creation a set of categories to hold sets of fuzzy
words
o Describe the generation a set of fuzzy words for each category
o Describe the Quantification each of the fuzzy words on scales
related to the categories

3.3.Overview of Quantifying Fuzzy Words

When discussing the concept of Granularity Zadeh stated that different

entities could be associated with a larger concept or “granule” (Zadeh 1999).
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From his work on fuzzy theory, it was illustrated that different entities could
have different levels of association with a given granule (just as entities
within a fuzzy set could have different membership functions) (Zadeh 1996)
(Zadeh 1997). With his work on creating a codebook, Mendel showed
explicitly that Zadeh’s work on granularity and CWW could be used to
generate quantities to represent words on a given scale (in that particular
case a limited set of words related to Size) (Liu and Mendel 2008). As was
discussed in the literature review Mendel also proposed a methodology for
doing this. This provides a framework for a large set of words to be
quantified over a set of categories. Through use of the concepts introduced
by Zadeh and Mendel, a set of categories can be created to serve as
granules with sets of associated fuzzy words. For example, a category such
as “Temperature” could act as a granule and have words such as “Hot”,
“Cold” or “Lukewarm” associated with it. Therefore, once a method was
created and utilized for generating a set of granules they could then be

populated with fuzzy words. A granule is illustrated by Figure 3

/'A \

Hot Cold Lukewarm

Figure 3: Example of a granule of temperature, a fuzzy concept.

The next stage after that is the method of populating the granules. The
objective of this exercise is to determine the relationships between words
that can be used in a new sentence similarity measure. For this to be useful,
the selected words had to occur in natural human dialogue and so the
method used to collect them needed to reflect this. A questionnaire based
approach was taken to generate a set of words for each category based on
responses from a set of participants. The methodology used in generating
these words was based on previous work that had been done by a number
of different individuals (Rubenstein and Goodenough 1965) (Miller and
Charles 1991) (Charles 2000) (O’Shea 2010). Through processing the
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results of these questionnaires, sets of words were then available for all the
categories that could be quantified in terms of a common scale (for each

category).
3.4.Creating a Set of Fuzzy Categories

As was discussed in the literature review, a codebook for fuzzy words was
created by Liu and Mendel (Liu and Mendel 2008). This codebook provided
an illustration of how taking Mendel’s centroid based method of
defuzzification could be used to determine the levels of association a set of
words had toward a particular concept. It was based on a type-2 fuzzy set
being created for each word and then reduced and defuzzified. Given that
Liu and Mendel’s experiment only contained one category, for it to be
sufficiently expanded a wider range of categories will need to be created to
hold a large range of fuzzy words that cover a series of different concepts.
An important factor when determining what the categories are is to ensure
that they are broad enough to hold a large range of fuzzy words.
Furthermore it is important that the category can permit related fuzzy words

to each be scaled in terms of their level of association with the category

A limited number of six categories were chosen to ensure that the collection
of results was not excessive in scope. This is because each of the
categories needed to be populated with words and that these words had to
be generated from human experimentation. As such asking respondents to
deal with too many categories could have proved an overly complex task for
them. When Zadeh first described CWW (1999), he talked in detail about
three categories (size, distance and age) as granules and so it was decided
that these categories should be used. Size and Distance were then merged
into a single one due to the large level of overlap between them. It was,
therefore, decided that six categories should be used. This was a due to the
large overlap between their members. Four other categories were selected
due to the large number of frequently used words that can be contained
within them. They are Goodness, Frequency, Temperature and Level of
Membership. This is a large expansion on the number of words that were

dealt with during Liu and Mendel's codebook paper, which focussed solely
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on the category of size. Once the categories had been determined, the next

phase was the population of the categories with fuzzy words.
3.5.Generating a Set of Fuzzy Words

With the categories having been created, the next stage involved populating
them with fuzzy words. It was important that a wide range of fuzzy words be
collected to create the FAST algorithm which is discussed in later chapters.
It was also important that the words that were collected be representative of
natural language. Specifically it was important that the words be commonly
used by English speakers. Through making sure the categories were
populated by commonly used words, it ensured that they could be used in
any future natural language processing system that required them.
Therefore, an experiment needed to be done to determine what words would

be contained in the categories.

With their codebook, Liu and Mendel demonstrated the quantification of
words, but did not specify why that specific set of words was chosen. This is
a problem given the importance of collecting natural language words. As
was discussed by O’Shea et al. (2008) if words were arbitrarily chosen there
is a risk of selective bias in terms of the person who determines the words.
This has the risk of corrupting the value of quantities returned for the words.
Furthermore an individual might have particular words that they use that are
not widely used or have very commonly used words that they do not
consider. The problem in CWW of differing perceptions between individuals
was explored in detail by Mendel in a number of papers (Mendel 2007a) (Liu
and Mendel 2008). For these reasons, it was not sufficient to simply expand
on Mendel's codebook and populate the other categories based on an
individual’'s opinions. Therefore, whatever the experiment to populate the
sets of categories, it needed to incorporate the opinions of a wide range of
people.

In terms of creating datasets, a great deal of work was done by James O’
Shea in the creation of the STSS-65 benchmark sentence similarity dataset
where methods for collecting data were presented (O’Shea et al. 2008a)

(O’Shea et al. 2008b). What he created was a robust methodology to return
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results from human participants in an unbiased manner. The results of this
dataset were used in testing the STASIS algorithm (as was discussed in
Chapter 2) and comparing it to the LSA system (This was later expanded to
create the STSS-131 dataset that was presented in James O’Shea’s
doctoral thesis (O’'Shea 2010)). The dataset's methodology detailed how
sentences could be generated from groups of people. Adapting the methods
that he used allows for an experiment to generate a list of words for each
category. This experiment involved asking a group of twenty native English
speakers to return questionnaires (Appendix 1) that asked them to write
down as many words as they could think of from the different categories.
The reason that native English speakers were selected was to remove the
risk of a participant having a hugely different notion of the meaning of a word
based on English being a second language. Being a native English speaker
was the sole criterion and participants covered a wide range of
demographics. As an illustration of the experiment, on the category of
“temperature”, participants were asked to write down all the adjectives that
they could think of that related to levels of temperature. To ensure that that
there was a wide range of words with different values across the categories,
a series of guide words were used across each category (for example, with
the size/distance category, the guide words were ‘near’, ‘far’, ‘tiny, ‘small’,
‘medium’ and ‘large’). Guide words played an important role in the creation
of the benchmark dataset (O’Shea et al. 2008a). When considering which
guide words would be used, it was important to factor in two things. Firstly it
was important that the guide words not be selected in such a way so as to
bias the results. Secondly it was important that the guide words serve their
intended purpose and not mislead participants. Therefore, careful selection
was applied when the words were selected. Once the questionnaire had
been completed it was distributed. After the experiment was conducted, it
returned a large number of different words that could be used in the creation

of a quantification experiment.

Once the words were collected, it presented an opportunity to get an
approximation of the impact of fuzzy words on the English language.

Specifically an estimation of the frequency with which these words occurred
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could be determined. This could provide further justification regarding the
importance of the project. Through taking the words that had been collected
and then, collecting a set of synonyms for them, statistics could be collected
from the Brown Corpus (Francis 1965). The Brown Corpus is a large corpus
that contains numerous English language texts from a very wide variety of
sources. This includes a large number of sources where the text is
representative of human conversation. It has been widely used in a number
of different areas (Brill. 1995) (Charniak 2000). Critically, it is also the corpus
that the STASIS similarity uses in determining semantic similarity
(specifically in terms of finding corpus statistics). Therefore, it can serve as a
useful indicator of natural language usage. Looking at the presence of the
limited set of words in the Brown Corpus, it was determined that they
represented 1.6 percent of all the words within the corpus. Then looking at
the presence of the words within sentences within the corpus it was
determined that 24% of all the sentences in the corpus contained at least
one of the fuzzy words. This shows the influence even a very limited number
of words has and is a strong indication of the significance of fuzzy words in
terms of sentence similarity. Therefore this stands as further evidence of the

importance of integrating fuzzy words into a text similarity algorithm.
3.6.Quantifying The Fuzzy Words in the Categories

Once the words had been collected in the various categories, the remaining
objective was to determine crisp quantities to represent each of the words
on a given scale. Doing so would allow the relationships between them to be
determined based on their relative values on that scale. Therefore, a new
experiment had to be designed that would allow for the accurate
quantification of these words. As has been discussed, Liu and Mendel
provided an illustration of how fuzzy words could be scaled against each
other in their codebook paper (2008), using methods that were described by
Zadeh (1999) and Mendel (2007a). As was discussed in the literature
review, Mendel's codebook worked on the premise that different people
have different perceptions about the meanings of different words and as
such these words would have to be represented in a type-2 fuzzy set

(allowing for the representation of the uncertainty of the boundaries). At that
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point, the centroid based approach could be used to type-reduce the fuzzy
set to a type-1 fuzzy set and from there defuzzify it to return a crisp quantity.
The concept of defuzzifying a fuzzy set with a set of different people
perceptions around a word forms the basis of the experiment to quantify
them. It could be considered an option to integrate the values determined by
Liu and Mendel in their codebook into the wider set of values. However, in
their paper they argued against this and stated that the codebook could not
be used as a general purpose set. Furthermore, the results from Liu and
Mendel’s experiment came exclusively from employees of the Jet Propulsion

Lab, and as such was not necessarily a representative population sample.

The main difference in terms of how this methodology differs from Liu and
Mendel’s codebook methodology is that while Mendel asked for a range of
values from each participant in his experiment for each word, in this
experiment only a single value is being collected from each participant. In
their methodology, when type reducing a fuzzy type-2 set to a type-1 set, Liu
and Mendel took the centroids of each element of the type-2 set to form the
type-1 set. In this experiment, participants were instead asked to provide a
single value that is representative of the point where the membership
function of that word would be highest (Appendix 2). It is through taking
these values instead of a set of centroids that a type reduced fuzzy set is
created for the different words in this experiment. As with the codebook
experiment, the standard deviation of these points reflects the level of
uncertainty. The reason for this difference is that given that there are a large
number of words being covered (because of the number of categories),
asking individuals for separate ranges for each word could prove too
onerous a task for them to complete successfully. It also reduces the steps
needed to deal with potential problems arising from cases where an
individual’'s centroid or a range is not characteristic of the point that they
consider having the highest membership function. Comparing the results
after the experiment with common words from Liu and Mendel’s codebook
would provide an example of whether or not this method would provide

significantly different results (something that could prove problematic).
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When looking at the words that had been returned for the experiment to
collect them, it was noted that there were too many to be used in a
quantification experiment, within the planned scale. This was because using
them all in the questionnaire based approach may have overwhelmed
respondents and corrupted the results (from such problems as participants
losing interest). Therefore, to reduce the overall number of words that would
be used, only words that had appeared in more than one response were
maintained. This ensured that while there were a sufficient number of words
in each category, none of the categories was excessive in size (specifically
none of the categories contained significantly more words than Liu and
Mendel’s codebook). This also ensured that each category was comparable
in scale to the “size” category from Liu and Mendel’s benchmark experiment
(though given the number of categories the total humber of words was
substantially higher). Furthermore, this method of sorting the words ensured
that the words that remained were the ones that were more frequently used
in natural language. Once the sizes of the categories had been narrowed
down, the remaining words now allowed experimentation into their
qguantification and scaling through use of human participants and the

application of fuzzy concepts.

There were two important previous papers in terms of word similarity that
provided a good framework for a methodology to acquire numeric values for
the words from human participants. Aside from Mendel's methodology, a
methodology for acquiring levels of similarities between sets of words was
put forward by Rubenstein and Goodenough in their seminal paper
(Rubenstein and Goodenough 1965) (as was discussed in the literature
review), where a dataset of word pair similarities was developed. The
Rubenstein and Goodenough set contained 65 sets of word pairs from which
human similarity ratings were collected. This dataset has been used in a
number of areas (Budanitsky and Hirst 2001) (Budanitsky and Hirst 2006).
Furthermore, it was used as a benchmark for the word similarity measure
that STASIS was based on. This methodology involved a group of
undergraduate students comparing a set of words on a scale of 0 to 4.

These experiments showed a sufficiently low level of deviation between the
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results for them to provide a framework for the numbers of words,
participants and the types of scales that were used in this experiment.
Another important and widely used dataset was developed at Technion) and
called the Wordsim-353 dataset (Finkelstein et al. 2001. The Wordsim-353
dataset covered a far wider number of word pairs than the Rubenstein and
Goodenough dataset and used a 0 to 10 scale to determine similarity, as
opposed to a 0 to 4 scale. The Wordsim-353 dataset used 353 different
word pairs giving a much larger number of word similarities (though it should
be noted that the Wordsim-353 set also encompassed recalculated similarity
ratings for the Rubenstein and Goodenough word pairs). An important point
to note about all the existing datasets however is that the selection of the
words used within them is arbitrary. There has been no system of using
human respondents to generate the words that were paired. This is an issue
that was addressed in this experiment (in terms of specific types of words) to
ensure that the words were representative of natural language. The datasets
showed how scales going from low to high can be used to represent levels
of association. It was decided that the questionnaire would ask respondents
to rate words in each category on a scale of 0 to 10 (in keeping with the
Wordsim-353 and codebook methods). The words would be rated based on
their levels of association with the highest point in that category (for
example, in the temperature scale words would be rated best on their level

of association with the maximum possible temperature).

To acquire values for the words in the categories, a questionnaire was
created that asked respondents to rate each word in each category on a
scale of 0 to 10 based on which value they felt best represented a numerical
value for the word with an option to add a decimal if required (Appendix 2).
This represented what the participants considered to be a point where the
membership function was highest. It was these results that would be taken
in lieu of centroids to form a fuzzy set. The next issue that needed to be
addressed was the size of the test group that would quantify the different
words. This was determined by looking at the sizes of the different groups
that were used to build the other datasets. Acknowledging the numbers used

in the codebook and the Wordsim-353 datasets which are more relevant to
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this experiment, it was decided that the total number of participants be 20. It
was also important that the people who were tested gave answers
representative of natural language. To do this, the test group was restricted
to native English speakers. This is because, in cases where individuals had
English as a second language, different words might have had largely
different meanings from a native speaker and could risk distorting the
results. This was also a risk in terms of regional dialects. However it was
decided that the latter was not a large enough factor to be considered. Of
the twenty questionnaires that were sent out, two were spoilt and as such
had to be discarded. This left a total of eighteen completed questionnaires.

This was sufficient to obtain the desired results from.

The union of these results, per word, creates a fuzzy set. This set can then
be defuzzified to create a single value to be used that is representative of
that word. To defuzzify the results the mean average of each of the sets will
be used. This shall return, for every result, a single crisp-value. The
usefulness of this value is then determined by looking at the standard
deviation of the members of the set. If a low level of standard deviation
exists, the implication is that there is a tendency towards that value
containing the highest membership function. If on the other hand, the
standard deviation is high, the implication would be that there is no such
tendency and taking the centroid of a range would have been better for that

word and that other defuzzification methods would need to be considered..
3.7.Results

From the experiment and the subsequent defuzzification, the

following results were returned, for each of the categories.
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Word Defuzzified | Standard
Value Deviation
Adjacent 2.22 1.52
Alongside 1.78 1.31
Average 4.89 1.08
Big 7.22 0.94
Close 2.39 1.85
Diminutive | 1.94 2.22
Distant 7.89 1.53
Enormous | 8.78 1.63
Far 8.28 1.07
Gargantuan | 9.00 241
Giant 8.94 1.95
Gigantic 9.11 1.97
Great 8.22 1.56
Huge 8.39 1.65
Insignificant | 1.86 1.66
Large 7.17 1.86
Little 3.17 1.86
Massive 8.11 1.32
Medium 4.67 1.37
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Microscopic | 0.94 1.21
Middle 4.72 1.02
Miniscule 1.11 0.90
Minute 1.67 1.19
Near 2.67 1.53
Nearby 3.00 1.08
Normal 4.67 0.69
Petite 2.06 0.94
Proximal 3.11 1.53
Proximate |3.11 1.45
Regular 4.44 0.92
Remote 8.11 1.75
Sizeable 7.11 1.97
Small 3.00 1.03
Standard 4.56 0.86
Substantial | 7.33 1.57
Tiny 1.72 0.89

Table 1 Size/Distance Category

Word Defuzzified | Standard
Value o
Deviation
Arctic 1.06 2.13
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Baking 8.17 1.10
Biting 2.11 0.90
Bitter 2.11 1.08
Body- 5.00
temperature 0.59
Boiling 8.72 0.83
Brisk 3.28 1.27
Burning 8.67 0.91
Chilly 2.78 1.22
Cold 2.67 1.03
Cool 3.17 1.04
Freezing 1.17 0.99
Frigid 1.50 1.04
Frosty 1.67 1.03
Frozen 1.28 1.07
Hot 7.67 0.91
Ilcy 1.44 0.70
Lukewarm 4.89 0.83
Mild 4.44 0.86
Nippy 3.06 0.73
Roasting 8.39 1.09
Scalding 9.39 0.78
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Scorching 9.00 0.77

Spicy 7.18 2.24

Steaming 7.94 1.11

Sub-zero 1.11 1.68

Sweaty 6.78 0.81

Sweltering 7.89 1.23

Temperate 5.00 0.35

Tepid 4.50 0.99

Warm 5.22 131

Table 2 Temperature
Word Defuzzified | Standard
Value Deviation

Acceptable 4.83 0.86
Alright 5.06 0.87
Amazing 8.17 0.86
Appalling 1.50 0.86
Average 5.00 0.35
Awful 2.39 0.98
Bad 2.17 1.34
Boring 3.24 1.25
Brilliant 7.83 1.95
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Dire 2.33 1.88
Dreadful 1.50 0.79
Enjoyable 6.78 1.99
Excellent 8.56 1.10
Fair 5.39 0.85
Fantastic 8.28 1.27
Fine 6.22 1.26
Good 6.56 0.86
Great 7.56 0.86
Inadequate 3.22 1.11
Marvellous 8.06 1.80
Mediocre 4,72 1.67
Middling 4.89 0.32
Nice 5.67 0.84
Ok 5.22 0.73
Passable 4,72 0.75
Pathetic 1.83 0.99
Pleasant 6.00 0.84
Poor 2.56 0.70
Rotten 1.11 0.68
Splendid 8.22 0.73
Superb 9.00 0.97
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Terrible 1.22 0.73
Unacceptable 1.17 1.20
Unbearable 0.44 0.62
Unsatisfactory 1.78 1.17
Useless 1.11 1.02
Wonderful 8.78 0.65

Table 3 Goodness Category

Word Defuzzified | Standard
Value Deviation
Adolescent | 4.00 0.97
Adult 6.50 1.10
Aged 8.33 0.59
Ancient 9.83 0.38
Antiquated | 9.11 1.08
Antique 9.39 0.61
Archaic 8.11 3.38
Baby 0.83 0.62
Babyish 1.39 1.04
Child 2.50 0.71
Childish 3.00 1.14
Child-like 3.39 1.24
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Decrepit 6.28 2.82
Elderly 8.28 0.83
Experienced | 6.78 0.88
Full-grown 6.17 1.29
Grown-up 6.33 1.33
Immature 3.94 1.43
Infantile 2.61 0.92
Juvenile 3.61 0.92
Mature 7.06 0.94
Middle-aged | 6.06 1.43
New 1.00 0.59
Old 8.22 1.00
Pensionable | 8.28 0.83
Pre-historic | 6.50 4.74
Pre-

pubescent | 3.67 0.97
Recent 2.56 1.42
Young 3.11 0.68
Youthful 3.83 0.92

Table 4 Age Category
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Word Defuzzified | Standard
Value Deviation
Always 8.89 2.14
Barely 1.67 0.69
Commonly 6.39 1.61
Consistently | 7.61 1.46
Constantly 8.33 2.38
Daily 6.89 191
Frequently 6.89 1.49
Habitually 6.17 1.47
Hardly 2.17 0.86
Infrequently | 2.50 0.99
Never 0.06 0.24
Normally 5.72 1.07
Occasionally | 3.89 1.23
Often* 6.61 1.04
On-Occasion | 3.89 1.37
Periodically 4.28 1.41
Rarely 1.89 0.90
Regularly 6.17 1.34
Repeatedly 7.17 1.47

63




Scarcely 1.72 0.83
Seldom 1.94 1.35
Somewhat 3.83 0.92
Uncommonly | 2.83 0.79
Unpredictably | 3.65 1.69
Usually 7.06 1.70

Table 5 Frequency Category

Word Defuzzified | Standard
Value Deviation
Adequate |6.12 1.54
Almost 8.22 1.11
Average 5.33 0.77
Barely 2.33 1.37
Bit 2.44 0.92
Generally | 6.00 1.28
Greatly 8.06 0.73
Halfway 4.83 0.71
Hardly 2.67 0.59
Just 6.33 2.54
Largely 8.11 0.83
Little 2.33 0.84
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Mainly 7.06 1.39
Middling 5.11 0.47
Mostly 7.50 0.99
Partially 4.33 1.18
Rather 6.76 1.86
Scarcely |2.11 1.18
Scraping | 2.53 2.07
Somewhat | 5.18 1.24
Sufficient | 6.76 1.71

Table 6 Level of Membership

The results present a crisp defuzzified value for each word in each of the
categories. It is important to assess the value of the results that were
collected. Through a review of the standard deviations of the values within
the sets that the words were derived from, it can be observed that, in a vast
majority of cases, the standard deviation was less than 2.00. This was true
for each of the different categories. Looking at the words from within the

size/distance category and comparing them with the common words with

those collected by Mendel (Table 7).

Word Our Method | Codebook
Tiny 1.72 0.635
Little 3.17 2.13
Small 3 2.315
Medium 4.67 5.19
Sizeable 7.11 7.155
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Large 7.17 8.125

Substantial 7.33 7.9

Huge 8.39 9.34

Table 7 Comparison of common words with codebook

It can be observed that there is a very high correlation (0.99) between the
results collected using this method and the means of the centroid collected
by Mendel, there is also a very small average standard deviation of 0.51. A

T-Test was conducted to test the hypothesis

H1: There is a difference between the values returned by our method and
Mendel’s

With the resultant null hypothesis

HO: There is no significant difference between the values returned by our
method and Mendel’s

This returns a p-value of 0.98, strongly suggesting that there is no significant
difference between the results returned by the two methods. This indicates
that the method used to determine the points of highest membership was
successful. As such it can give a good representation of the results that
would have to be determined through using Mendel's centroid-based
approach. This means that in cases where fuzzy words are quantified on a
scale, it is, based on the results from this experiment, sufficient to ask for the
single point with the highest membership function rather than collecting
ranges for each participant. The results show that there is unlikely to be
much difference between what the points with the highest membership
functions and centroids are. Significantly, these results show that humans
tend towards particular values as the points of highest membership for
various words. This implies that this method can be used to acquire greater
numbers of fuzzy words and as such, expand the existing categories that
way as well as populate wholly new categories through further work with

human participants.
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3.8.Conclusions

These results give us a series of words across a number of categories that
have been scaled against each other on individual scales pertinent to each
category. This is important to note as the scaling is solely restricted at
present to being within the categories and as of yet the words are not scaled
between the categories. Developing a method for doing this is a potential
area of future work. The accuracy of this can be demonstrated by the low
standard deviations. It shows that we can take these values as
representative of human perceptions. This also shows that, with groups of
humans, perceptions regarding fuzzy words tend towards certain values. As
the words are scaled against each other, a clear picture can then be
acquired regarding their relationships with one another. Significantly then,
these results could be used in the creation of a new fuzzy ontology. Given
that it is now possible to numerically represent these words in terms of each
other, an ontology structure could be created to map these relations.
Through doing this, these relations can be integrated into an ontological
sentence similarity measure. Through mapping the relations between the
words in such a structure like WordNet does, a word similarity measure
could be created that can represent the levels of similarity between them in
the same manner as the word similarity component of STASIS. This would
effectively allow a sentence similarity measure to accurately determine the
effect of fuzzy words on the overall level of a sentence’s similarity.
Therefore, the next stage of the project was to develop such and ontological
structure based on the information that was collected during this experiment
and then use that structure to implement a new fuzzy word similarity
measure (that would then be used in a new sentence similarity measure).
The work done in this chapter also has further uses. What is now presented
is a set of results, as well as a methodology to collect further results in any
future work based around the quantification of fuzzy words. This can include
the expansion of the existing categories or the creation of further new

categories, with wholly different sets of words.
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4. A Methodology for building FAST

4.1.Chapter Overview
This chapter describes the new algorithm called FAST (Fuzzy Algorithm for

Similarity Testing). The purpose of this algorithm is to take two sentences as
input and return a similarity value for them. The difference between FAST
and existing semantic similarity measures is that FAST can show the effect
that fuzzy words have on the overall level of similarity between pairs of
sentences. An important source of inspiration FAST is the STASIS measure
which is an existing and well recognized similarity measure that has been
discussed at length in the literature review. A brief overview of STASIS will
be provided in Section 4.3, which describes the importance of Word
Similarity in the context of Sentence Similarity. The first step in the
development of FAST was to use the words that had been quantified in
Chapter 3 to create a fuzzy ontology (described in Section 4.6) for each
category of words. These ontologies could be used to determine the
relations between words within the same category. Adapting the STASIS
formula to these relationships delivers a similarity value for pairs of fuzzy
words. Furthermore, the effect that fuzzy words have on non fuzzy words
can be determined through the relationships between fuzzy words (a
separate algorithm has been created that determines what these associated
words are which is discussed in Section 4.7).This chapter describes the
methodology used to build FAST and the development its main components.
This includes the creation of fuzzy ontologies and an ontology-based fuzzy
word similarity measure; the development of an algorithm that determines
the association of non fuzzy words with fuzzy words and a method to

determine the effect of fuzzy words on non fuzzy words.

4.2.Chapter Aims

e Describe the creation of ontologies of fuzzy words for the categories
e Describe the development of a fuzzy word similarity measure

e Describe the implementation of the FAST sentence similarity

measure

68



4.3.Relevance of Word Similarity to Sentence Similarity

The STASIS (Li et al. 2006) algorithm was discussed in detail in Chapter 2
(The Background Chapter). The algorithm takes two sets of texts as input
and returns a total level of similarity based on semantic and syntactic values.
The semantic value is calculated first through calculating the levels of
similarity between pairs of words in the two sentences through their relations
in the WordNet ontology and then through statistics based on Corpus
Statistics. The measure returns a final overall level of similarity between the
two sets of text. This illustrates the key importance of an integrated Word
Similarity measure to the ability of the STASIS measure to return levels of
sentence similarity. Therefore, creating a word similarity component is vital

in the creation of an ontological sentence similarity measure.

4.4.Evaluation of an existing Word Similarity Measure

The creation of the Word Similarity Measure that had been implemented in
STASIS (Li et al. 2006) has been discussed in detail, in the Literature
Review (Chapter 2). However before proceeding it was important to review
the effectiveness of the word similarity utilized by STASIS against previous
datasets. This is to give a clear impression of the usefulness in extending
the ontology-based approach that was taken into determining the level of
similarity between fuzzy words. It is also important to review as a factor
when evaluating the FAST similarity measure against human ratings.

The word similarity measure was first evaluated in by Li et al. ( 2003), where
it was tested against human similarity ratings. The ratings in question were
based on the sets of words that had been collected and quantified by
Rubenstein and Goodenough (Rubens