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Abstract

Conversational Agents integrate computational lisiges techniques and natural language
to support human-like communication with complexmpater systems. There are a
number of applications in business, education amer@inment, including unmanned call
centres, or as personal shopping or navigationstasgs. Initial research has been
performed on Conversational Agents in languagesratian English. There has been no
significant publication on Thai Conversational AgenMoreover, no research has been
conducted on supporting algorithms for Thai womikirity measures and Thai sentence
similarity measures. Consequently, this thesisildethe development of a novel Thai
sentence semantic similarity measure that can bd ts create a Thai Conversational
Agent. This measure, Thai Sentence Semantic Sityilareasure (TSTS) is inspired by
the seminal English measure, Sentence Similarigetbaon Semantic Nets and Corpus
Statistics (STASIS). A Thai sentence benchmark sgdfacalled 65 Thai Sentence pairs
benchmark dataset (TSS-65), is also presentedisnthibsis for the evaluation of TSTS.
The research starts with the development a simpk Word similarity measure called
TWSS. Additionally, a novel word measure calledean@ntic Similarity Measure, based
on a Lexical Chain Created from a Search EngineS@)Cis also proposed using a search
engine to create the knowledge base instead of M&ird.CSS overcomes the problem
that a prototype version of Thai Word semantic kirity measure (TWSS) has with the
word pairs that are related to Thai culture. Thardvbenchmark datasets are also
presented for the evaluation of TWSS and LCSS d¢ahle 30 Thai Word Pair benchmark
dataset (TWS-30) and 65 Thai Word Pair benchmat&sea (TWS-65), respectively. The
result of TSTS is considered a starting point fofFhei sentence measure which can be
illustrated to create semantic-based Conversatidgaints in future. This is illustrated
using a small sample of real English Conversatidghgént human dialogue utterances
translated into Thai.
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1.1 Overview

Conversational Agents are of increasing importantethe marketplace where the
consumer is becoming ever increasingly mistrustihfprceful salespersons and looking
for new ways to conduct their everyday activit€enversational Agents save firms a lot
of money these days, whether through unmannedceatres or as personal shopping or
navigation assistants, as the need to employ biadf been greatly reduced. The term
‘Conversational Agent’ within this thesis refers ttoe text dialogue variant, although
Conversational Agents take many other forms sudhesclusion of an animated ‘avatar’
that is able to follow the mouse pointer so thah#intains realistic eye contact and body
language whilst in communication (Embodied Convarsal Agent). The idea of the
original Conversational Agent started as long agtha 1950s when a test of a computer’s
intelligence was benchmarked against a human bleing\lan Turing (Turing, 1948;
Turing, 1950; Turing, 1952) as part of his reseakis famous ‘Alan Turing Scrapbook’
describes the quest in detail of discovering ‘taatvéaxtent (the machine) could think for
itself’ (Hodges, 1997) and assuming it could thiokitself, the drive to find out how well

it would perform with natural language queries.t@aty, the so called ‘Imitation Game’
was a good test of this (Turing, 1950). The gamslired a human participant at a
computer screen engaged in dialogue with the Csatienal Agent via a keyboard and
computer screen and also a human being respondihgtheir keyboard. If a human
participant could not tell computer and human apdmén situated behind a screen when
receiving the response to his or her questionsCiveversational Agent is said to have
passed the ‘Turing Test'.

Figure 1.1: The Turing Test (Copeland, 2000)

Conversational Agents are a good measurement obraputer’'s simulated human
intelligence, although other qualities such as humand wit need to be included to give
the agent a social human-like presence. The ademild be able to select the right
response rather than respond from the prior expezief education from everyday living
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as a human being would otherwise. It is mainly tlmesome of these aforementioned
characteristics that Turing’s prediction of compsitbeing able to fool human beings into
believing they are real people has still not baély fachieved. Conversational Agents are
used in many areas of commerce, including as ap'lesk’ Goker, 1998) ‘Customer
Self-service’, ‘Fault Diagnosis’ (McSherry, 200aAnd ‘Product Recommendation’ (Ricci,
2002) and many more. The Conversational Agent istmbthese areas can be used as a
‘pattern matcher that has canned responses tapatéd inputs’ (Sammut, 2007). Natural
Language Processing supports syntactic and senaangigsis and is therefore essential for

a convincing Conversational Agent.

Conversational Agents can be separated in two group
. Pattern matching Conversational Agent

. Semantic-based Conversational Agent.

Writing a pattern matching Conversational Agenaiime consuming process. Scripting
using the structural patterns of sentences requhesscript writer to consider every
permutation that the user may send as input (Sam2@@l). Conversely, a semantic
similarity measure can compute the similarity ofameg of many diverse human
utterances against a single prototype sentencegseming the general intention of the
user (O’Shea et al., 2009). Therefore, whilst & kapturing the intention of human users
in a pattern matching Conversational Agent will team many carefully-crafted patterns,
each rule in a semantic similarity-based ConveysatiAgent will contain a few prototype
sentences (ideally one). Thus, semantic similaagya scripting technique reduces the
volume of work and skill required from a script€or instance, multiple sentences with
similar semantics ought not to be incorporatedhm same rule. Accordingly, solely one
permutation could be adequate in most cases. liti@ddnatural language scripting is
regarded as significantly easier to maintain andemnotuitive to write. This semantic-
based Conversational Agent approach has been dewodut English and a few other

languages.

Unfortunately, research is still lacking for a Th@bnversational Agent. Moreover,
research on natural language resources in Thaises lamited (Aroonmanakun, 2007,
Thoongsup, 2009). Therefore, the aim of this thessie propose a Thai sentence semantic
similarity measure, called TSTS, which can be usedreate a Thai semantic-based
Conversational Agent. To create a Thai sentencasgosimilarity measure, a Thai word
similarity measure is needed. Again, there is seaech on Thai word similarity measures
at the time of writing. However, related works omglish word similarity measures can be
22



used as a starting point. Also, Thai benchmark séétaare needed to evaluate those

measures.

The contributions in this thesis are as follows:

A review and discussion of Thai natural languag®ueces

Creation of the first Thai word semantic similanityeasure (TWSS)

Methodology for creating the first Thai word semasimilarity benchmark dataset
(TWS-30)

Application of the methodology to rating TWS-30

Evaluation of TWSS with TWS-30

Creation of a 65 Thai word pairs benchmark dat@satS-65)

Application of the methodology to rating TWS-65

Evaluation of TWS-30 with TWS-65

Evaluation of TWSS with TWS-65

Creation of a word similarity measure based onxc#t chain created from a
search engine (LCSS)

Creation of a testing dataset (TWS-51)

Evaluation of LCSS with TWS-51

Creation of a new word measure specifically forthai language (nTWSS)
Evaluation of nTWSS with TWS-51

Creation of a 65 Thai sentence pairs benchmarlsea(aSS-65)

The application of the methodology to rate TSS-65

Evaluation of TWS-65 with TSS-65

Creation of the first Thai sentence similarity meagTSTS)

Evaluation of TSTS with TSS-65

An illustration of the use of TSTS with represem@tdialogue utterances for a

future Thai Conversational Agent.

The degree to which the contributions answer theeaech questions is discussed in
Chapter 9, Section 9.2.

1.2

Research Questions

This thesis investigates the following researchstjass:

Can a semantic-based Conversational Agent be deetlio Thai?
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. Can an English word similarity measure be develofpedhe Thai language by
translating Thai words into English?

. Can a WordNet based English word similarity meaguogluce a similarity rating
between words that are based on Thai culture?

. Can a search engine provide an alternative natanguage resource for a Thai
word similarity measure?

. Can a combination of TWSS and LCSS provide a bettedel of human
perception of Thai word semantic similarity thather separately?

. Can a Thai word measure be used to develop a €htersce similarity measure?

. Is the developed Thai sentence similarity measeasible to use to develop Thai

Conversational Agents?

1.3 Thesis Objective

The objectives of this thesis are to address theareh issues:
1. Adapting an English word similarity measure Tdrai words by using translation
from Thai to English.

2. Creating Thai word benchmark datasets to ewaltlé Thai word similarity
measure.
3. Developing a Thai word similarity measure to r@dd weakness in (1) and include

Thai culture by using a search engine to createndasure’s knowledge.
4. Developing a sentence similarity measure forTthai language based on the Thai

word similarity measure.

5. Creating a Thai sentence benchmark datasettaae the Thai sentence similarity
measure.
6. lllustrating the use of the Thai sentence sintyameasure for future Thai

Conversational Agents.

1.4 Thesis Structure

This chapter presents an overview of the resedrbis research proposes three word

similarity measures, two Thai word benchmark ddtasene Thai sentence similarity

measure, and one sentence benchmark dataset. hmirey chapters are summarised as

follows:

. Chapter 2 presents a background to this thesisititi@duces related previous
research on word and sentence similarity measare$,the fundamentals of the

24



Thai language and current natural language ressuresearch on the Thai
language.

Chapter 3 presents a Thai word similarity measaset) on the English WordNet
(TWSS), the first Thai word benchmark dataset (T80$- and evaluates the
experimental results.

Chapter 4 presents a Thai word benchmark data®¥é&(&5) based on Thai culture
which covers the weakness of TWS-30, and evaluditesexperimental results
between TWS-30 and TWS-65. An evaluation of TWS8 awVS-65 is also
discussed in this chapter.

Chapter 5 proposes a word measure that uses & ssayine (LCSS) to produce its
knowledge and evaluates the experimental resutiggle® TWS-65 and LCSS.
Chapter 6 proposes a Thai word similarity measa®\SS) that results from
combining TWSS and LCSS judgments and evaluatesesperimental results
between TWS-65 and LCSS.

Chapter 7 presents the first Thai word benchmat&seg (TSS-65) that is based on
Thai culture and evaluates the experimental rebeltween TWS-65 and TSS-65.
Chapter 8 proposes a Thai sentence similarity mea@5TS) that results from
NTWSS and evaluates the experimental results batW&S-65 and TSTS. This
chapter also illustrates the potential of TSTSr&mte a Thai Conversational Agent.
Chapter 9 provides a conclusion of the thesis amgbests direction for future

work.
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Chapter 2

Related Works
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2.1 Introduction

Conversational Agents are applied in a broad raigareas including business (Lemon,
2006), education (Kopp, 2005) and entertainmemtaflimn, 2002). Conversational Agents
may be used in unmanned call centres or as persbpgbing or navigation assistants to
reduce operating costs and provide 24/7 accessstns. Most Conversational Agents use
English. However some work has been done in Chirfeismng, 2000) and Japanese
(Ehsani, 2000). Little or no work has been don€&hai.

The chief barrier to deploying Conversational Ageetfectively in the real world is the
labour cost of scripting and maintenance. Consdtyea new generation of sentence

semantic similarity-based agents is being introduoeovercome the problem.

This chapter presents a background to this thbatsintroduces related previous research
including English word similarity measures, non-kEstg word similarity measures,
English sentence similarity measures, non-Englefitesice similarity measures, and an
overview of the Thai language and current statees¢éarch on Thai WordNet. In addition,
a review of Thai similarity measures is discussethis chapter. The aim of this chapter is
to investigate the research question: Can a secdlaased Conversational Agent be

developed in Thai?

The remainder of this chapter is organized as WiadloSection 2.2 reviews English and
non-English word semantic similarity measures; iac2.3 reviews English and non-
English sentence semantic similarity measures;i@e@.4 discusses the benchmark
datasets; Section 2.5 discusses the fundamentéthe dfhai language and Thai linguistics

resources that are available for this researchSaution 2.6 presents the conclusions.

2.2 Word Semantic Similarity Measure

This section will give a summary of English and +iEmglish word measures. One of the
most significant word measures, Li's measure (Lakt 2003), is also reviewed in this

chapter. Li's measure is also used as a prototypeette a non-English measure.

22.1 Word Semantic Similarity Measure in English

There are numerous approaches to word semanti¢astyyi including thesaurus based
(Morris, 1991; Jarmasz, 2004), dictionary basedz{Ka, 1993), and WordNet based
(Rada, 1989; Wu, 1994). All use a lexical resowwweeh as a directed graph or network and
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their semantic similarity is measured from the ipatar graph or network. The highlighted

word measures in English are the following:

Rada et al. (1989) use the minimum number of edgparating two concepts that contain
the compared word to calculate the similarity befmvevo target words. This measure is a

starting point for the edge counting based methods.

Information theory based measures were first pregpoBy Resnik (1995). Resnik’s
measure (Resnik, 1995) used an ontology and a sotpgether as the measure’s
knowledge. There are a number of measures devefopedthe original work of Resnik.
Jiang and Conrath (1997) proposed an improvemeat Besnik’'s original measure by
taking the edge counting based methodology andnfbemation content was added as a
decision factor. Another measure that developeth fResnik’'s measure is one proposed
by Lin (1998). Lin’s approach (1998) calculated #wmilarity of two target words by the
combination of the information content of the comgoh concepts assuming their
independence (Li et al., 2003).

Bollegala et al. (2007) calculated a number of peprelatedness metrics based on page
counts for a Web search engine such as point-wigiah information (PMI); three
coefficients are combined, which are the Dice dokfit, the Jaccard coefficient, and the
Simpson coefficient with lexico-syntactic pattemass model features. To rank word pairs,
the model parameters were trained by using Supgector Machines (SVM). Another
word measure based on a Web search engine wasmepied by Sahami and Heilman
(2006). A vector is represented in each snippanftbe result of a search engine, and
weighted with the TF*IDF score. The semantic simiya between two queries is

calculated as the inner product between the celstiaii the respective sets of vectors.

One of the most significant word measures is Lisasure (Li et al., 2003). Li's word
measure is a measure based on WordNet (Miller, )198®rdNet was developed by
Princeton University and is a machine-readablechdxdatabase which is organized by
word senses. Words in WordNet can be broken dowem imouns’, ‘verbs', ‘adjectives’ and
‘adverbs', which are grouped into sets of synonyrhese synonyms are called 'synsets’
and are connected by means of ‘conceptual-semantic'lexical' relations. Figure 2.1 is

part of the hierarchy of WordNet.
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entity, something

life form, being ...
animal, beast, ... person, human, ...
adult, male, female, juvenile,
grown up male person female person juvenile person
professional, male child, female child, girl, child, kid,
professional person boy, child child, little girl mino, ..
educator,
pedagogue
teacher,
instructor

Figure 2.1: Extract of WordNet

Li's measure approximates the semantic similardiwieen two words by using WordNet,
which does the estimate by looking up their subsuohéwo words in WordNet. The Li

measure is calculated by the following formulas:

Given two wordsw; andw,, the semantic similarity(w;,w,) (Equation 2.1) can be

calculated from:
s(wy,w,) = tanh(B X h) x e-X®d Equation 2.1

Where o and g are the length and depth factors respectivelyEquation 2.2) can be

calculated from:

d=dy+d,—(2xh) Equation 2.2

whered,; andd, are the depth aof;andw, in WordNet, andh is the depth of their least

common subsumer in WordNet.

2.2.2 Non-English Word Semantic Similarity Measure

The aim of this section is to give an overview afan-English word measure that will be
implemented. There are a number of word measures namber of languages include

Chinese, Malay, and Arabic.
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Guan (2002) proposes a measure of semantic sityileor Chinese words by using

HowNet (Dong, 2006) as the measure’s knowledge. Mgws a bilingual common sense
ontology (Chinese-English) online. There are thsteps for this measure. Firstly, a
concept feature file from HowNet is used to creatsememe network. Secondly, the
semantic similarity degrees between sememes aendwy quantifying their semantic

paths in the sememe network and using a semementmgignethod. Lastly, the word

measure for Chinese words is presented by combthase components.

Noah (2007) proposes a Malay word similarity measby using a dictionary as
knowledge. Lesk’s method (Lesk, 1986) is adoptedide with the word measure. The
similarity of words is calculated by referring toetratio between the counts of meanings
containing any of the words in the set of uniqumrgrlapped words found in the meanings
with all the meaning associated with the word.

For Arabic, the Arabic word measure was implemenited®013. Almarsoomi (2013)

proposed a method to measure the semantic similaettveen two Arabic words in the
Arabic knowledge base. The measure is modified friba English word measure
WordNet-based (Li et al., 2003) but uses Arabic i@t (Elkateb, 2006) as knowledge
instead. The measure has achieved the PearsoncRMdment correlation coefficient

(Blalock, 1979) between the measure and ArabicséataAlmarsoomi, 2012) at a value of
0.894.

2.3 Sentence Semantic Similarity Measure in Enghs
(STSS)

According to O’'Shea et al. (2013), there are atl®@ measures created between 2004 and
2012, including improvements of existing measusnumber of these measures are
proposed based on STASIS (Ferri et al., 2007) andSA (Jin and Chen, 2008). Example
of these are WordNet based measure (Kennedy anak&aprz, 2008; Quarteroni and
Manandhar, 2008), or thesaurus-based measures(rd@07; Kennedy and Szpakowicz,
2008). Other technique measures include: TF*IDFavas (Kimura et al., 2007); a
measure based on string similarity (Islam, 2008)epcosine measures (Yeh et al., 2008);
Jaccard coefficient and other word overlap meas(Fattah and Ren, 2009); grammar
based measures (Achananuparp et al., 2008); grapkeobased measures (Barzilay and
McKeown, 2005); concept expansion (Sahami and H®iln2006); and a directional
relation between text fragments measure (Corlegl.et2007). However, this section is

focused on two significant sentence similarity nueas: Latent Semantic Analysis (LSA)
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and Sentence Similarity, based on Semantic NetsGorgus Statistics (STASIS). Also

presented is a review of a non-English sentenciasity measure.

2.3.1 Latent Semantic Analysis (LSA)

Latent Semantic Analysis is a theory and method eixtracting and representing the
contextual-usage meaning of words by statisticelnatations applied to a large corpus of
text (Landauer et al., 1998). There are two stagesSA. First, a matrix of words is
created based on the number of times a word appbeaeespecific context; the word order
in a sentence is not taken into consideration (haed et al., 1998). Second, the
application of Singular Value Decomposition (SVB)ised to decompose the word matrix
to reduce its size. SVD is a mathematical matricodeposition technique that reduces the
dimensional representation of the word matrix lyyniy to keep the entries that have the
strongest relationship between the words and tieurrences in sentences. As LSA does
not take the word order and the word with polysging coexistence of many possible

meanings for a word), this might cause an inabibtganalyze the sentence correctly.

2.3.2 Sentence Similarity based on Semantic Netsnca Corpus
Statistics (STASIS)

STASIS (Li et al, 2006) uses three elements fordéermination of sentence similarity:
word similarity; statistical information such as ndrequency; and word order similarity.

Figure 2.2 shows an overview of STASIS.

> "
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) vector 1 - vector 1
r=—=< ' .
' ! Semantic
) i similarity
» L .
i " | Raw semantic H Semantic
> vector 2 L. IS vector 2
— F--) 1
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: : Sentence
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similarity
Lexical Do—
Joint word set database
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|
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T 'r Order vector
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Figure 2.2: An Overview of STASIS
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Construction of the Joint Word Set
Equation 2.3 describes a joint word $ederived from all unique words in two sentences:
T ande.

T = Tl V) TZ = {Wl, Wy, "',Wm} Equatlon 23

Giving two sentences; andT; a joint word set is formed using Equation 2.3:
T:: The lion is the king of the jungle.

T,: Lionis a mammal.

A joint word set,T is

T={The lion is the king of the jungle a mammal}

Formation of the Lexical Semantic Vectors

The vector derived from the joint word set, called ‘lexical semantic vector’, denoted by
8. § ,is derived from the joint word set for each shestt, andm equals the number of

words in the joint word set. Each entgy(wherei=1, 2, ...,m) is determined by the

semantic similarity of the corresponding word ire tjpint word set to a word in the

sentence.

For each word in the joint set, there are two pgmesiases to process when the joint set is

scanned.

. Case 15; is set to 1, ifv; appears in the sentence,

. Case 2: ifw; is not contained iif;, a semantic similarity score is computed between
w; and each word in the short télkt using the word measure described in Li et al.
(2003). The most similar word ify to w; is that with the highest similarity score. If
the highest score exceeds a preset thresholdsthemqual the highest score; if not,

§i is 0.

Equation 2.4 shows how the words are weighted doogrto their information content
(Resnik, 1999), on the assumption that word frequenfluences the contribution of the
individual words to the overall similarity. Entropyeasures are calculated using the

Brown Corpus (Francis, 1979):

Sp = X I(wy) X 1(wy) Equation 2.4
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Given thatw; is a word in the joint word set, amg is its associated word in the sentence,
I(w;) is the information content of; in the corpus. The value 6fw;) can be [0,1] and it
is defined as:

I(Wl) — —log(p(w;))

log(N+1) Equation 2.5

Wherep(w;) is the probability of a worav, andN is the total number of words in the

corpus,p(w;) can be calculated as:

p(w;) = 22 Equation 2.6

N+1

wheren is the word frequency of the wowdin the corpus.

Calculation of the Semantic Similarity component
Lastly, the semantic similarity betweén and T, (S) is calculated using the cosine
similarity measure between two vectors, as showiEquation 2.7:

S1 XSy

lIs<lIxlIszl

s = Equation 2.7
Formation of the Word Order Vectors
Given two sentences; andT,, the following sentence pair illustrates the intpoce of
word order:

Ty The male lion kills the poor tiger.

Ty The male tiger kills the poor lion.

Then, using Equation 2.1 to create joint word set:

T = {The male lion kills the poor tiger}

A unique index number is assigned for each wort,iandT, by the order of the word that
appears in the sentence. For instancd; ifor the wordlion, the index number is 3 and 6
for poor. A word vectorr; andr; is creating based on the joint word set. FromTthand
T,, the vectors;andr, are produced as:

r:{1234567}

,:{127456 3}

33



Calculation of the Word Order Similarity Component
Word order similarity &) is calculated as shown in Equation 2.7:

_ |7 =12l
S, = 1—-2—20
llry+r2ll

Equation 2.7

Calculation of Overall Sentence Similarity
Finally, the overall similarity between two sentes6(T;,T,) is calculated using two

components; ands, as in Equation 2.8:
S(Ty,T,) = 6Ss + (1 —8)S, Equation 2.8

whered is a constant in the range <5 < 1 which adjusts the relative contributions of

semantic and word order.

2.3.3 Sentence Semantic Similarity Measure in Othdranguages

There are a number of non-English sentence measwiesling in Chinese, Malay, and
Arabic. The recent Chinese sentence similarity mmeas proposed by Ru Li (2009); the
measure calculates the similarity between two lg@neentences based on Chinese
FrameNet (You, 2005) and Chinese Dependency Graplks &nowledge. The measure
calculates the similarity by distance between twamies in Chinese FrameNet; also
another component of similarity is obtained by logk from a Chinese Dependency
Graph. Then, the similarity between two Chinesdaesaes is combined from those two

components.

A sentence similarity measure for two Malay sengsnis proposed by Noah (2007). The
measure uses the method of STASIS (Li et al., 26@§)roduce the sentence similarity
between two Malay sentences. Although there wassmart text benchmark dataset
available at that time, Noah (2007) claims that éRperiment has shown consistent and

encouraging results which indicate the potential efsthis modified approach.

An Arabic sentence similarity measure (Almarsoa2@il3) is under development, and the
measure is also derived from STASIS.
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2.4 Benchmark Datasets

This section summarises benchmark datasets thataa#able in English. Using a
benchmark dataset of word pairs or sentence paihssimilarity values that are obtained
from human judgment is the only way to authenticatsemantic similarity measure
(Resnik, 1999; Gurevych and Niederlich, 2005; O&heal., 2013). A semantic similarity
measure is evaluated by using its correlation (adymPearson’s Product-Moment
correlation coefficient) with the human ratings.

This section can be separated into two parts: Wmedchmark dataset and Sentence
benchmark dataset.

24.1 Word Benchmark Datasets

Two word benchmark datasets commonly used for auation of word similarity

measure in English are:

. Rubenstein and Goodenough word pairs dataset (Rtéenand Goodenough,
1965)
. Miller and Charles word pairs dataset (Miller antb@es, 1991).

Rubenstein and Goodenough (1965) built the mostienfial English word benchmark

dataset. There are two steps to create this wdebela The first is creating 65 word pairs
ranging from maximum to minimum similarity of meagi A list of 48 English nouns

were separated into two groups (A and B); the 6%dwmairs dataset is produced by
choosing one word from group A and one from grou@Be second step is to collect the
human similarity ratings of the 65 word pairs. Tpaticipants were asked to rate the
similarity of word pairs. The words pairs were gchlsing a rating scale that ran from 0
(minimum similarity) to 4 (maximum similarity). Th&ubenstein and Goodenough
dataset, nevertheless, was published without goémdthe specific choices of 48 nouns

and the method of choosing the word pairs.

After 25 years from the creation of the Rubenstmd Goodenough dataset, Miller and
Charles (1991) recreated the Rubenstein and Goadanexperiment, but examined only
30 word pairs from the 65 word pairs of the Rubeinsand Goodenough dataset to avoid
an inherent bias towards low similarity. The paptnts, 38 undergraduate students, were
asked to rank the 30 word pairs using the samegatiale as Rubenstein and Goodenough

from O to 4; the participants were all native Eslglspeakers. Comparing human ratings
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from the two datasets, a correlation coefficien® &7 was obtained, which is a high value.
Moreover, in 1995, the Miller and Charles experitn@as reproduced by Resnik (1995).
The 10 participants, comprising computer scienadgate students and post-doctoral
students were asked to rank the subset of 30 wang from Miller and Charles. A
correlation coefficient of 0.96 was obtained fradmstexperiment. From the results of two
reproduced experiments, it indicates the Rubensteth Goodenough dataset has shown
stability over the years. Plus, this stability icates that the use of human ratings could be

a reliable reference for the purpose of compangibim similarity measures.

Over 5 decades, the Rubenstein and Goodenoughetiadastill valuable (Pirro, 2009).
Therefore, the Rubenstein and Goodenough dataskiodwogy was chosen for use in
producing a Thai word benchmark dataset. Howew@lpwing the Miller and Charles
experiment which used only 30 word pairs shoulé@ lg®od starting point. The creation of
30 Thai word pairs (TWS-30) is explained in detail Chapter 3. O’Shea (2013)
established that a combination of Rubenstein anad&uwough sorting, Charles’ semantic

anchors and other instruction produced ratingsbeaineated as ratio scale.

2.4.2 Sentence Benchmark Dataset

There are four notable datasets that demonstratertfoing state of sentence benchmark

datasets which are:

 LEES5O (Lee et al., 2005)

e STSS-65 (Li et al., 2006),

e Mitchell400 (Mitchell and Lapata, 2008)
e S2012-T6 (Agirreet et al., 2012).

* STSS-131 (O’Shea et al., 2013).

LEE50 was made in 2005 using all distinct comboradiof 50 email reviews of headline
news stories (in the range of 51-126 words); thatlj225 text pairs with human ratings.
Published in 2006, STSS-65 was created by repldabmgvords with naturalistic sentences
(in the range of 5-33 words) from their dictionatgfinitions in the Collins Cobuild

Dictionary (Sinclair, 2001), from the 65 Rubensteamd Goodenough word pairs
(Rubenstein and Goodenough, 1965). STSS-131 usebtdst practice established from
STSS-65 to rate a more representative set of BEngekstences. Mitchell400, presented in
2008 (Guo and Diab, 2012; Mitchell and Lapata, 30@®ntains 400 pairs of simple

sentences (in the range of 3 words), built by usitriginsitive verbs and going with subject
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nouns extracted from CELEX8g@ayen, 1993and the British National Corpu8irnard,
1995. The S2012-T6 dataset contains approximatelybsghtence pairs (in the range of
4-61 words), separated into training set, testiey and evaluation set for Machine

Learning.

The Thai sentence benchmark dataset, which wiirbduced in this thesis, will be based
on the methodology of creating STSS-65 as the SA%I8-built specifically for sentence
similarity measure evaluation (O’'Shea et al., 2013)e creation of the Thai sentence

benchmark dataset will be explained in more dataihapter 7.

2.5 Challenges of Thai Language

The aim of this section is to describe the natdith® Thai language, including the current
stage of the research in the Thai similarity measiAiso, a review of Thai word order,

Thai WordNet, and the current stage of Thai sintifaesearch is discussed in this section.

251 Basis of Thai language

The Thai language was formalised in 1283 by KingnRkamhaeng of Sukhothai. The
Thai alphabet is derived from the Khmer alphabeictvhin turn, was derived from
Brahmic script from the Indic family. In the Thaariguage, there are a number of
components that are different from European langsiagrhich include consonants, vowel
characters, tenses, levels of politeness, verlstmnconversion. The purpose of this
section is to provide the information needed toeausthnd the challenges of the Thai

language.

2.5.1.1 The Thai Alphabet

The Thai alphabet uses forty-four consonants dtekeh basic vowel characters. These are
horizontally placed, left to right, with no intemiag space, to form syllables, words and
sentences. Vowels are written above, below, befarafter the consonant they modify,
although the consonant always sounds first whensiiable is spoken. The vowel
characters (and a few consonants) can be comhbmearious ways to produce numerous

compound vowels.
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251.2

Table 2.1 shows the forty-four consonants in thai Bfphabet which produce twenty-one

The Thai Consonants

initial consonant sounds when used at the beginmifiga syllable. The forty-four

consonants in the Thai alphabet are divided inteetltlasses, which include: low class
with twenty-four consonants (shown in blue); middlass with nine consonants (shown in
green); and high class with eleven consonants (shiowed). The classes are important for
determining the tone with which a syllable should bpoken. Since many of the
consonants produce the same sound, each cons@saahtacrophonic word (a system in
which an alphabetic letter is represented by a woad starts with the sound of the initial

letter) that is conventionally used to identifyriquely.

Table 2.1: The Forty-Four Consonants in Thai Languge (Simon, 1998)

Letter

Name/Meaning

Transliteration

Letter

Name/Meaning

Transliteration

, kokai/chicken k thothahan/soldier th/t
N 'ln N nus
Q1 aj khokai/egg k B 59 tho thong/flag th/t
khokhuat/bottle kh/k no nu/mouse n
A 2736 U 1%y
khokhwai/water kh/k . bobaimai/leaf b/p
A ANE | puialo U Tu'lai
A au khoknon/person kh/k ‘]J dan popla/fish p
A 53519 khora-khang/bell kh/k X ﬁ\‘l pho phueng/bee ph
99 ngongu/snack ng N ol fofa/lid f
chochan/plate chlj ho phan/tra h/
Q31U ’ ) Wy | Phophaniray | phip
D 50 chochang/cymbals | ch w Au fo fan/teeth f
o chochang/elephant | ch/t 5 ho samphao/sailing ph/
2 29 gieep A a1 ant " Prip
. S0 so/chain sit o mo ma/horse m
Qf Taf p VBT
ol Laia chochoe/bush ch 81 fini yo yak/ogre y
= oying/women /n o roruea/boat r/n
& wego |7 y 5 32
{] 29 do cha-da/hairdress| d/t Q &9 lo ling/monkey IIn
o to pa-tak/goad t woweng/rin w
£ 1gn pertard 2 uvu e
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§ 57U thosa-than/base th/t @A fan so sala/pavilion sit
N uaIN :Eg?da;ngcrgfn_ thit W o8 S0 rue-si/Hermit sht
al Laus r;]oogin/novice N M iy ho hip/chest h
6 \&n do dek/child d/t W i o chula/kite i
0 16N to tao/turtle t 3 519 o ang/basin 5
a 09 thothung/sack th & ungn honok-huk/owl k

In the Thai consonants, there are some that ngyeraa at the end of a syllabig:, w, ,
w, 8. In addition, in the Thai language when consonapfsear at the end of a syllable, they

can be separated into two groups: live consonadinga (k, p and t) and dead consonant
endings (m, n and ng). Each group produces thne¢ ¢donsonant sounds. This distinction
Is important for the tone rules. Table 2.2 belowvss six final consonant sounds.

Table 2.2: The Six Final Consonant Sounds (Thai-layjuage.com, 1999)

sound low mid high
-k A, A9 n U, U
-p W, W, A u, U

dead
d'?'il ml sm, GJ‘II
-t 49,4, 0,6 8 0,6 4 &
n, o

-m U

live -n

2.5.1.3 Thai Vowel
The basic Thai vowel is shown in Figure 2.3. Theeteo ang(s) acts as a silent vowel carrier at

the beginning of words that start with a vowel.
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Ay a1 a a a a a a A
a a i i ue ue u u e e
u

[a?] [a:] [i] [i:] [uu] [uu:] [ul [u:

war  wa  lazr 1a 127 23 a7y a1 Bur 13

ae ae 0 o) o o) ua ua ia ia
[€?] [e] [07] [o:] [07] [o:] [ua?] [ua] [ia?] [i:a]

-

Bar @a war wa o1 la la 2 1 I

uea uea oe oe am ai ai ao silences

[uua?] [uu:a] [Y?] [Y:] [am] [aj] [aj] [aw] Final consonants

Figure 2.3: The Vowel in Thai Language (Simon, 1998

The vowel karan:{) silences final consonants usually used with fprevords written in

Thai such asomputer(rauiiitanas) andcartoon(nN3au).

Thai vowels are more complicated to use than Emgl®vels because in English, those
terms with short and long duration (when using tbevels in spoken language) do not
impart meaning. This is unlike Thai where each Vawgronounced using either a short
or a long duration and do impart meaning. For exampin Thai, the word “kaf{g)” is
spoken with a short duration it means “to estinsaaething” but if the word is said with

long duration it is spoken as “kaan(” which means “a crow”.

2.5.1.4 Tone Make

There are four tones in the Thai language, maietaitoh, maidtree, maijaidtawa and they

are shown in Figure 2.4.

Tones are very important as there are so many sfwras which are spelled differently
but can sound the same to a Westerner's ear. Bydghauifferent tone for each word Thai
people can then understand what is being saidc8éasithere are five tones: middle, low,
high, rising, and falling. The middle tone is usygbroduced without any tone mark.
However, there are some tone rules that can beaepanto two parts: tone rules when

there are tone marks, and tone rule when thereratene marks.
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Tuan uin
f mai ehk lowtone ) mai toh falling tone

Tum3 Tuaman
| .
f mai dtreehlgh tone ) mai jat tha rising tone

wa
Figure 2.4: The Tone Makes in Thai Language (Simori,998)

25141 Tone Rule with Tone Marks

In the case where there are tone marks, theseecaagarated into three groups of rules by

consonants classes.
Tone rule with low class consonants

There are twenty-four consonants that are low @assonants. Three tones are possible
(middle, falling, and high) for this class and tefothe tone marks can be used, which are

mai eak, and mai toh. There are two rules forcatass of consonant.

* Alow class consonant produced with a mai eak toagk will create a falling tone.

* Alow class consonant produced with a mai toh tmaek will create a high tone.

The middle tone can be created without any toné&nidre twenty-four consonants in this

class are shown below.
AAvdd N NN NEUNANNaTRIANE
Tone rule with middle class consonants

There are nine consonants that are middle classocants. All five tones are possible for
this class and all four tone marks can be used;iwdrie mai eak, mai toh, mai dtree, and
mai juttawa. There are four rules for this classaisonant.

* A middle class consonant produced with a mai ea& toark will create a low tone.
* A middle class consonant produced with a mai tole tmark will create a falling tone.

* A middle class consonant produced with a mai dvae mark will create a high tone.
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* A middle class consonant produced with a mai justéone mark will create a rising

tone.

The middle tone can be created without any toné&nidre nine consonants in this class

are shown below.
naagoeaauia
Tone rule with high class consonants

There are eleven consonants that are high claseoants. Three tones are possible (low,
falling and rising) for this class and two of tlkmé marks can be used, which are mai eak,

and mai toh. There are two rules for this classoofsonant.

* A high class consonant produced with a mai eak toakk will create a low tone.

* A high class consonant produced with a mai toh toagk will create a falling tone.

The rising tone can be created without any toneknTdre nine consonants in this class are

shown below.
UASOWNNA N AU

25142 Tone Rule without Tone Mark

In a case when there are no tone marks, it caefmerated into two groups of rules by a

live or a dead syllable.
Tone rule with live syllable
A live syllable is either:

e an open syllable with a long vowel

* aclosed syllable with a live consonant ending.

Two tones are possible (middle and rising) for bemsonant endings. All rules for live
syllables are shown below.

* Alow class consonant produced with a live syllahikk create a middle tone.
* A middle class consonant produced with a live §j#awvill create a middle tone.

* A high class consonant produced with a live sy#akill create a rising tone.
Tone rule with dead syllable

A dead syllable is either:
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* an open syllable with a short vowel

* aclosed syllable with a dead consonant ending.

Three tones are possible (high, falling and risfiegg live consonant ending. All rules for

a dead syllable are shown below.

* Alow class consonant produced with a short vowel @ead syllable will create a
high tone.

« Alow class consonant produced with a long vowel dead syllable will create a
falling tone.

* A middle class consonant produced with a deadldglaill create a low tone.

* A high class consonant produced with a dead syladdl create a low tone.

2.5.1.5 Grammar

In comparison with English and other European laggs, there is very little in the way of
fixed rules in Thai grammar. There are no definite indefinite articles, no verb
conjugations, noun declensions or object pronouvisreover, past and future tenses are
often indicated only by context, or with the wotdéready (laaeouwad)" or "will (ja: ag)"
tacked on. This may make it seem quite simple, thatlack of structure can end up
making understanding sentences more difficult thaher languages with stricter

grammatical rules.

2.5.1.5.1 Verbs

In the Thai language, verbs do not change withp@eson, tense, voice, or number as
English does. However, tenses are often indicatdyg lwy context or tense markers before

or after the verb.

Typically, the past tense can be indicated by laagd) after the verb. In addition, dai
(16) is also used to indicate the past tense by bpiaged before the verb. It is also

possible to have those two words in one sentence.

For instance:

. dai (1\y
Sentence: N'laAu
Transliteration: khadai kin
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Translation: S/he ate

. laaeo (#a7)

Sentence: LNAULR?D

Transliteration: khao kitaaeo

Translation: S/he ate or He has already eaten
. dai (7@ and laaeo (#a9)

Sentence: n'laAunan

Transliteration: khadai kin laaeo

Translation: S/he ate or He has already eaten

Moreover, the word muea wan (yesterda‘imwu) can be an indicated action which took

place in the past. This word can be added eithéreabeginning of a sentence or the end of

a sentence.
Sentence: AU aNU
Transliteration: khao kin laaeonuea wan nee
Translation: S/he already ate yesterday

The present tense can be often indicated by kan{angently: inav) before the verb for
ongoing action (as in the English -ing form). Al#ogan be indicated by yw§) after the
verb, or by both.

For example:

. kamlang (currently: A2av)
Sentence: LNARII
Transliteration: kha&amlang wing
Translation: S/he is running

. yu (24)
Sentence: n39at)
Transliteration: khao wingu
Translation: S/he is running

. kamlang(currently: A724v) and yu (a£/)
Sentence: lnA§9Ieat)
Transliteration: kha&amlang wing yu
Translation: S/he is running
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The future tense can be indicated by ja (wil) before the verb or by a time expression

indicating the future.

For example:
. ja(will: 32)
Sentence: RIRETPN
Transliteration: khaga wing
Translation: S/he will run or He/She is going tio r

The passive voice is indicated by the insertiothak (n) before the verb. This describes

an action that was experienced by rather than clbedrby the person.

For example:

. thuk(g9a)
Sentence: Lngnea
Transliteration: khathuk ti
Translation: S/he is hit

Negation is indicated by placing mai (nti) before the verb.

For example:

. mai (not: 7%
Sentence: va'liAu
Transliteration: khamai kin
Translation: S/he does not eat.

2.5.1.5.2 Adjectives and Adverbs

In the Thai language, there is no specific ruleutiwechere adverbs or adjectives should be.
There are a number of words that can be usedherdiinction. They follow the word they

modify, which may be a noun, verb, or another adjecr adverb.

For instance:

Sentence: AUAIU
Transliteration: khomian
Translation: a fat person
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Sentence: AuaIug’

Transliteration: khomian uan

Translation: a very/rather fat person

Sentence: AuTaIWEINN

Transliteration: khon thiian reo mak

Translation: a person who becomes/became fatquackly
Sentence: AuMaIuEINNgt

Transliteration: khon thian reo mak mak

Translation: a person who becomes/became fatwazgyquickly

For the comparative in Thai, this is often exprdsse"A X kwa (131) B" which means A

is more X than B.

For example:

Sentence: Juaiunnea
Transliteration: chan ugkwa khao
Translation: | am fatter than her/him

In the case of the superlative in Thal, it takesftirm "A X thi sut ﬁam)" which means A

is the most X.

For example:

Sentence: RRERVVIG ()
Transliteration: khao uathi sut
Translation: S/he is the fattest

2.5.1.5.3 Nouns and Pronouns
In Thai, nouns are neither singular nor plural. rehere some specific words that can point
out which nouns are plural. The word called phugkd) can be used as a prefix to a noun

or pronoun to indicate which noun is plural.

! Mai ya mohk §) - the repetition character in written Thai.
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For example:
Sentence:
Transliteration:

Translation:

Sentence:
Transliteration:

Translation:

LN
dek
Child

WINLAAN
phuak dek
A group of children

In addition, there are some nouns and pronouns#mbe used as plural by adding Mai ya

mohk €) at the end of the word.

For example:
Sentence: Lineg
Transliteration: dek dek

Translation: A group of children

Subject pronouns are often omitted, while nicknaaresoften used where English would
use a pronoun. There are specialised pronounseirrayial (Royal family) and sacred
(Monk) Thai languages. The nouns and pronouns tifsgn appear in common

conversation are shown in Table 2.3.

Table 2.3: Frequently Used Nouns and Pronouns

Word Transliteration Translation

ATV phom I (masculine; formal)

AU dichan | (feminine; formal)

AU chan I (masculine or feminine; informal)
Aant khun you (polite)

1/i1u than you (polite to a person of high status)
152 thoe you (informal, usually use with girl/woman)
151 rao we/us, I/me/you (casual)

L2 khao he/him, she/her

qu man It

WIALAN phuak khao they/them

As shown in Table 2.3, the word raa™, we) can represent the first person (I), second

person (you), or both (we), depending on the cdn#exother thing that makes Thai more
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complicated than European languages is that thel wom English can only mean “I”
unlike in Thai. There are a number of words that oeean ‘I’ such as phonu{), chan
(%), dichan @su), nuu @), and gra maawmngzwlian). Each word expresses a
different gender, age, level of politeness, stadngl, relationship between the speaker and

listener.

Moreover, there are classifiers (used as a measard) that are used with plurals. A
classifier is almost always used in the Thai lamgguanlike in English or European
languages. There are a number of words that casassifiers. Examples of those words
are shown in Table 2.4.

Table 2.4: The Thai Classifier

Word ' Transliteration ' Used with

au un for small objects, things (in general)
DU cha bub for letters, newspapers

afa chaw for bunches of flowers

uu baan for windows, doors, picture frames, mirrors
Tu bai for round hollow objects , leaves
nan dork for flowers

N duang for stars, postage stamps

wWav fong for poultry eggs

ia hor for bundles, parcels

LA gaew for drinking glasses, tumblers

a1 cum for words, mouthful of food

AU cun for vehicles, umbrellas, cars

au kon for a person, a child, human beings
a koo for pairs of articles, forks and spoons
l,:n"'a gaew for drinking glasses, tumblers
AXav gluk for matchboxes

nay gon for lumps of sugar, stones
AsZUan gra bawk for guns, cannon

nav gong for piles or heaps of stones, sand

an lum for boats, ships, aeroplanes

uav lung for houses, mosquito nets

LN lem for books, candles, scissors

wie met for smaller things, fruit pits, pills
U muan for cigarettes

ava ong for holy personages, kings, also for monks
LLEN U phaen for sheets of paper, pieces of plank
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The Thai classifiers are used with plurals undertdrm of “noun-number-classifier”. As

shown in Table 2.4, those words can be only uséd specific nouns.

For example:

Chabub (s1/)

Sentence:

Transliteration:

AnUauRivaTy

joht maay neumrha bap

Translation: one letter
+ Chaw (2/a)
Sentence: aan'liviaaada

Transliteration:

Translation:

Duang (a2v)

Sentence:

Transliteration:

Translation:

daawk maai laaftaw

a bunch of flowers

Autifinnvaiunie
kheuun nee mee daao ldagng

This evening there are many stars.

25154

In English, the words “what, when, where, why, antlo” are mainly used at the

Expressions of Time, Place, Quantiy

beginning of a sentence unlike in Thai, where theseds are always at the end of a
sentence. In addition, “khrald@s: who)” and “Tum mai ¥in'luu: why)” can often be used

at the beginning of the sentence. Examples of guresentences are shown below.

» Arai (a5 what)

Sentence: aadlaayls
Transliteration: kun cheuasrai
Translation: What is your name?

« Meuuarai (&72 s when)

Sentence:

Transliteration:

Translation:

Aandutnuials
kun glab bameuua rai

When do you go home?
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« Teenhai (#1s1; where)

Sentence: AMINANT LAY
Transliteration: kun mar jarttge nhai
Translation: Where do you come from?

« khrai (Za5 who)

Sentence: aaAalas

Transliteration: kun kheukhrai
Translation: Who are you?
Sentence: Tasldngonw
Transliteration: khrai bpai groong thaehp
Translation: Who goes to Bangkok?

e Tummai (#2%. why)

Sentence: vinludevinuuudl

Transliteration: tum mai theung tham baaep nee
Translation: Why do you do it like that?
Sentence: virwuudivinly

Transliteration: tham baaep neen mai
Translation: Why do you do it like that?

25.2 Thai Word Order

A number of similarity measures take word orderaasimportant part to produce the
semantic similarity between two sentences includBiDASIS. However, in the Thai
language, word order is not an important part @éwheining the meaning of the sentence,

for instance, in the 5 given sentences:

S1adlanucuaniingainn (yesterday raining at Bangkok)
S2: lluanifiadnuingawnny (raining yesterday at Bangkok)
S3:Angemwanuaniiiainu (at Bangkok raining yesterday)
S4:vingomwendiadnununn (at Bangkok yesterday raining)

S5: Lﬁa‘l']uﬂ‘;\‘)L‘I/IWﬂNqu (yesterday Bangkok raining)
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All five sentences mean exactly the same: ‘It waising yesterday in Bangkok’. This
example is the example of one of a number of calsewing that the word order in Thai

does not play an important role to determine meanin

2.5.3 Thai WordNet

There is a Thai WordNet (Thoongsup, 2009) whictstil under implementation. Thai
WordNet is created from English WordNet (Miller,9B) by using a translation of a Thai-
English dictionary $ornlertlamvanich, 2008p create senses in Thai. Figure 2.5 shows the

current progress on Thai WordNet.

WordNet Statistic

1. Overview Progress

— ®m Approved ®m Have translate ®Don't have translate —

31%
(36,291)

Source: http://th.asianwordnet.org/statistic, Da01/14

Figure 2.5: Thai WordNet Progress

From Figure 2.5, only 63% of Thai words have begpraved into Thai WordNet. Plus,
Thai WordNet pays no attention to the Thai wordst thave more than one meaning in
Thai culture, as Thai WordNet is constructed byngsEnglish WordNet (Thoongsup,
2009). This makes the use of Thai WordNet unredigbl create any similarity measure

that is based on the Thai language.

254 Alternative Knowledge Other Than WordNet
As discussed in Section 2.5.3, Thai WordNet isrebable. However, there are a number
of English similarity measures that use alternatkrowledge other than WordNet,

including corpus and search engines. The Thai cowgas first introduced in 2007 by
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Wirote Aroonmanakun (2007), called “Thai Nationar@us”. In 2009, there was a report
of the current stage of the corpus (Aroonmanak®@92 Since 2006, the Thai National
Corpus could only collect fourteen million wordstaf its aim of eighty million words
(Aroonmanakun, 2009). This means the Thai Nati@@pus had completed only 17.5%
over three years since the project first startdweréfore, the Thai National Corpus is not
chosen to develop the Thai similarity measure.

Further Thai lexical knowledge can be obtained frarsearch engine. Consequently, a
search engine will be chosen as lexical knowledgehe Thai measure. This subject will

be discussed in Chapter 5.

255 Previous Research on Thai Semantic Similarityleasure
Unfortunately, no research has been conducted degarboth Thai word similarity
measures and Thai sentence similarity measuresefbine, this was an encouraging factor
for the novelty of this research. The research mglish similarity measures provides a
good starting point. There are two significant sane measures in English, which are
STASIS and LSA. LSA architecture superficially seeto be a good choice to use in
developing Thai sentence similarity as both LSA dredThai language pay no attention to
word order. LSA requires substantial corpora todpoe the similarity rating. However,
due to the lack of natural language resources ai, There is only one Thai corpus, which
is still in the development process as mentionedSecttion 2.5.4. Therefore, LSA
architecture is not suitable at this time. Accogdin Pirro (2009) and Hliaoutakis (2006),
the STASIS is more effective for larger scale amgilons as it is simple and fast to
calculate. Accordingly, the STASIS architecture wea®sen to develop a Thai sentence
similarity measure. Moreover, STASIS architectuas lalso influenced development in a
number of languages including Malay and Arabic ti#es aim of this thesis is to propose a
Thai sentence similarity measure that can be applecreate a Thai Conversational
Agent, a Thai word similarity measure is needed disst step. Furthermore, Thai word
and sentence benchmark datasets are also needéuefédhai measure evaluation. The
creation of the first Thai word measure will bedésed in more detail in Chapter 3.

2.6 Conclusion

This chapter presented an overview of word andeseet similarity measures. Also
reviewed were some of the non-English similarityaswees and English benchmark

datasets; fundamentals and difficulties of Thaigleage have also been discussed. As
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mentioned, the aim of this research is to proposEha sentence similarity measure.
Unfortunately, to date, there is no reported warkTdai similarity. Therefore, the research
question ‘Can a semantic-based Conversational Agerdeveloped in Thai?’ cannot be
given an immediate answer ‘YES’. The Thai languageply does not yet have the
resources to support this. Therefore, the maindamuthis work is to create a suitable
framework to support future work. The STASIS aretiitire is chosen to develop a Thai
sentence similarity measure. However, to propdsestalhai sentence similarity measure,
a Thai word similarity measure is needed. The @yeaif the first Thai word measure can

be found in Chapter 3.
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Chapter 3

A Prototype Version of Thai Word Semantic

Similarity Measures

54



3.1 Introduction

The aim of this thesis is to develop the first Teantence semantic similarity measure. To
do this, the first step is to develop a Thai wogthantic similarity measure. As mentioned
in Chapter 2, there has been no research on Thai semantic similarity. This chapter
presents an experiment with new benchmark datasetsvestigate the application of a
WordNet-based (Miller, 1995) machine measure ta $mailarity as a starting point for a
Thai word measure. Because there is no functiofiimg WordNet (Sornlertlamvanich,
2009; Thoongsup, 2009), as mentioned in SectiorB2the aim of this chapter is to
investigate the research question: Can a WordNs#ebavord similarity measure be
developed for the Thai language by translating Miards into English and using the

English Language WordNet in a word similarity aigan?

The contributions in this chapter are:
* Creation of a first Thai word semantic similaritgasure (TWSS)
* Methodology for creating the first Thai word semasimilarity benchmark dataset
(TWS-30)
» Application of the methodology to rating TWS-30
» Evaluation of TWSS with TWS-30.

The rest of this chapter is organized as followect®n 3.2 describes the development of
the Thai word semantic similarity measure works;tiea 3.3 describes the collection of a
Thai word similarity benchmark dataset from pap@sits using a method based on Miller
and Charles (1991) and O’Shea et al. (2008); Se@&id discusses human and machine

similarity ratings; and Section 3.5 is the conabasi

3.2 A prototype version of Thai Word semantic simarity
measure (TWSS)

In this research, Li's word similarity measure étial., 2003) provides a starting point for
a prototype of a Thai word semantic similarity measas STASIS architecture was
chosen to develop a Thai sentence similarity measas mentioned in Section 2.5.5.
However, it is not possible to use Li's measureD@Qo calculate the Thai words without
any modification as the Thai and English languaaesdifferent, as discussed in Section
2.5. Also, Thai WordNet is very immature and noitaale for a Thai word similarity
measure. Therefore, Li's measure (2003) is modifigdsing a Thai-English translation as
a starting point.
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Thai English

wl

Google .- Ny | I~

traslation :( > | FesTa—— > Rating
w2 Ve T/

\

Figure 3.1: Overview of TWSS

Figure 3.1 shows an overview of the prototype TWaird Semantic Similarity Measure
(TWSS). The Li algorithm (Li et al., 2003) was atepby using a machine translation of
Thai words to English before submitting them to ahgorithm. This was done by choosing
the first sense (the most frequently used sense)nexd by the Google translation utility.
There are two reasons that Google Translate waseaohior use in this research. First, the
Google translation engine uses the United Natipasgillel corpus to train their translation
engine (Och, 2005). The United Nations’ paralletpes consists of around 300 million
words per languagé={sele, 2010)Second, apart from English to Thai, it can traestever
53 languages for which the methodology could beetbfor further research.

TWSS calculates the similarity between words bykiog up their subsumer in WordNet.

TWSS is processed by the following steps:

» Givenw; andw, are two Thai words

* The two Thai words are translated into English lmp@e translation

» Calculate the rating of two Thai word$ws,w») by using Li's measure (Li et al.,
2003).

The TWSS rating can be calculated as follows:

Given two wordsw,; andw,, the semantic similarity(w,;,w,) (Equation 3.1) can be

calculated from:
s(wy,w,) = tanh(B x h) x eCXD Equation 3.1

whered can be calculated from Equation 362= 0.2 ands = 0.6, which is the optimal

value reported by (Li el at., 2003).

d=d;+d,—(2Xh) Equation 3.2
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whered; andd, are the depth of; andw,, andh is the depth of their least common
subsumer in WordNet.

For example, ifv1 is teacherandw?2 is boyin Figure3.2, the depth @fl andw?2 are 7 and
5, respectively, and the synsetpairsonis called the subsumer for the wordgezcher

andboy. Thereforeh for teacherandboyis 3, and thel of teacherandboyis 6.

entity, something

life form, being ...
animal, beast,( Eon. human, ...
/ \
adult, male,/ \ female, juvenile,
grown up male Terson female person juvenile person
profeslsional, male child,  female clh,]d, gitl, chﬂl Kid,

professional person hoy, child child, little girl

educator,
pedagogue

teacher,
instructor

minot, ...

Figure 3.2: Extract of WordNet (Li et al., 2003)

3.3 Methodology for Creating a Thai Word Benchmark
Dataset (TWS-30)

The aim of this section is to describe the methoglplfor creating the first Thai word
benchmark dataset, which will be called “TWS-301sd, it will present TWS-30 so that it
can be used to evaluate the prototype TWSS by laedileg and comparing the similarity
rating between Human and TWSS in Section 3.4.

3.3.1 Participants

The experiment used 40 participants to providefa sergin above the group size of 32

which has been sufficient to obtain statisticalyngficant results in prior work (O’Shea et
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al., 2013). In addition, prior work has shown thativerse group of students can represent

the general population (O’Shea et al., 2013).

Similarity ratings were collected from 40 native altspeakers to create a benchmark
dataset. The participants had an equal number fHldmanities and Science/Engineering
backgrounds. They consisted of 12 undergraduatds28npostgraduates studying in 4
different UK universities. The average age of thatipipants was 25 and standard
deviation was 2.8, with 23 males and 17 female&. dvVerall breakdown of qualifications
was: 45% Bachelor's degrees; 8% PhDs; 42.5% Mastdrhis is comparable with
participant groups used for English word similafity both Rubenstein and Goodenough
(1965) and Miller and Charles (1991).

3.3.2 Materials

Following the previous practice of Miller and Clerl(1991) and O’Shea et al. (2008), a
representative subset of 30 word pairs evenly sieeoss the similarity range was chosen
from the Rubenstein and Goodenough dataset (1968%. original Rubenstein and
Goodenough 65 word pair dataset is biased towardssimilarity, and so Miller and
Charles (1991) selected a subset of 30 word paies/oid an inherent bias towards low
similarity. The important issue has been raiseds{@a et al., 2008) that these words are
not a representative sample, consisting of largelycrete nouns. However, the set has
been widely used in prior word studies (Miller abdarles, 1991; Resnik, 1995; O’'Shea et
al., 2008). The semantic properties of these wardswell understood by researchers in
English and this advantage is considered impoitaoteating a Thai dataset at this early
stage in the field. Those 30 word pairs were taesl into Thai by a native Thai speaker
using the first meaning from an established Thagtsh dictionary (Trakultaweekoon,
2007). Each word pair was printed on a separatd naing a standard Thai font. A
questionnaire was produced containing instructimngecording similarity ratings and a
small amount of personal data (Name, Confirmatibbeing a native Thai speaker, Age,
Gender, and Academic background) was collected.aBgmanchors were also provided
to guide the participants. Appendix 1 contains fbieowing examples of experimental

materials:

. Appendix 1.1 The Ethics Statement
. Appendix 1.2 The Instruction Sheet
. Appendix 1.3 A Sample Card
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. Appendix 1.4 Sample Rating Recording Sheet
. Appendix 1.5 The Person Data Collection Sheet

. Appendix 1.6 Semantic Anchors.

3.3.3 Procedure
The participants were asked to perform the follagnestablished procedure (Rubenstein
and Goodenough, 1965; Charles, 2000; O’'Shea €(18):

1. Please sort the cards into four groups in a roudgeroof the similarity of meaning
of the word pair.

2. After sorting the cards into groups, order the sard each group according to
similarity of meaning (i.e. the card that contaiins lowest similarity of meaning is
at the top of the group).

3. Please recheck the cards in every group. You maygsh a word pair to other
groups at this stage.

4. Please rate the semantic similarity rating of gaaih of words by writing a number
between 0.0 (minimum similarity) and 0.9 for thesfigroup, 1.0 and 1.9 for the
second group, 2.0 to 2.9 for the third group, 318 4.0 (maximum similarity) for
the fourth group on the recording sheet. You canthe first decimal place (e.g.
2.5) to show finer degrees of similarity. You mdgoaassign the same value to

more than one pair.

The cards were shuffled into a random order belf@iag given to the participants. The
participants were supervised by the experimenteinduhe experiment. Previous work
(O’'Shea et al., 2008) has found no evidence to@tppe idea of the order of presentation

of the sentences in the pair biasing similaritygjonent.

3.34 TWS-30

The benchmark dataset is shown in Table 3.1. R&@&svare the original words from
Rubenstein and Goodenough (1965). Translated wamelghe Thai words translated by
Google translation as described in Section 3.2u@alWP shows the number of the word

pair of TWS-30. Columidumanpresents the human rating for the Thai word pairs.
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Table 3.1: The Average of Similarity Rating from 40Native Thai Speakers

Word Pair
wp o Translated v Translated Human
R&G Word Word R&G Word Word
1 Cord qe'n Smile sanfiy 0.078
5 Autograph anafiada Shore SR 0.022
9 Asylum Aviausie Fruit 'Ll 0.068
13 Boy LenKNe Rooster une 0.682
17 Coast foneia Forest 'l 0.632
21 Boy LenAe e Sage fnusae] 0.598
25 Forest g #Y] Graveyard & u 0.548
29 Bird un Woodland 1N 0.595
33 Hill viiuean Woodland 1hn 2.162
37 Magician VGIRERBE Oracle Avinune 1.260
41 Oracle Avinune Sage fnilsuef 1.298
47 Furnace LA Stove ToRRY 1.613
48 Magician VOIRERRE Wizard Waum 1.570
49 Hill tfiutan Mound AL 2.420
50 Cord el String ian 0.882
51 Glass w7 Tumbler L[N 3.125
52 Grin flunie Smile sanfiy 2.330
53 Serf VRE Slave 2 5ule 3.345
54 Journey ANTLAUNTY Voyage ATViagLTAEN 2.788
55 Autograph aadiatia Signature Ly 3.223
56 Coast foneia Shore ey 3.218
57 Forest 1 ) b1 Woodland 1 2.830
58 Implement ainsal Tool \A3aviia 3.335
59 Cock 1naaey Rooster UNGIK 1.515
60 Boy LenRjanel Lad LOAWUY 2.425
61 Cushion (§Tjp} Pillow nuau 2.035
62 Cemetery 1 Graveyard JU 3.400
63 Automobile FTOEUG Car saLny 3.080
64 Midday Wisedu Noon nanviu 3.008
65 Gem DeUNaL Jewel LWSAWRAE 3.075
3.35 Discussion of TWS-30
An appropriate measure of consistency is the arosl coefficient. Similarity

measurements have usually been treated as being @tio scale in previous word
similarity works (Rubenstein and Goodenough, 1948ler and Charles, 1991; Resnik,
1999; Charles, 2000). Previous word similarity wonkas also made the untested
assumption that data are normally distributed. H@rea recent thorough investigation
has established that the English STSS methodoleggl as the model for this work does
produce data suitable for Pearson Product-Momemeletion coefficient (O’Shea et al.,
2013). Consequently, the Pearson Product-Momeneletion coefficient (Blalock, 1979)

IS appropriate.
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Calculating Pearson Product-Moment correlation foeht between TWS-30 and

Rubenstein and Goodenough the result is:
. Pearson’s = 0.857 (P-Value < 0.01)

For bothr, a value of +1 indicates perfect correlation, Qicates no relationship and -1
indicates a perfect negative correlation. P-valnescate the likelihood of obtaining the

result by chance.
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Figure 3.3: Scatter between TWS-30 and R&G

Figure 3.3 shows data points between TWS-30 and R&gst of the data points are near
the linear line (dotted line). It is quite reasoleabot to have a prefect correlation. This is
because some of the words are polysemy (the ceexkistof many possible meanings for a
word) e.g. in English, word ‘glass’ and ‘cran&@he same as Thai, the wondi?’ (glass)
means either ‘glass’ or ‘crystal’. It has been eohjred that participants adopt the most
similar pair of senses for polysemous words (Ruteémsand Goodenough, 1965).
However, there are some data points that are fay &em the linear line. The worst data
point comes from word pair 50 (Cord-String) top-lef the figure. The word pair 50
(Cord-String) from the R&G English human rating vgigen as 3.41. Yet, after translation
into Thai as &e'lw-tdian’, the Thai human rating was given as 0.882. Thibdcause in

Thai there is the wordke'lW’ which has a meaning similar to ‘Cable’ in Engligthus, it
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can be said that Thai humans rate the word pa{Co@d-String) according to its meaning
in Thai.

3.4 Evaluation of the Thai Word Semantic Similaity

Measure

The aim of this section is to describe a seriesxgferiments that were conducted using
TWS-30 to evaluate the prototype TWSS measure itbescin Section 3.2.

34.1 Methodology
To evaluate the prototype TWSS measure, a benchoetdset is required. The word

benchmark dataset described in Section 3.3 can mwsed to evaluate the TWSS

measure described in Section 3.2. The methodobptiows:

* Translate all word pairs in TWS-30 into EnglishngsGoogle translation

» Calculate the TWSS rating for each word pair in F&05

The Pearson Product-Moment correlation coefficiéntbetween Thai human rating and
TWSS will be calculated and shown in Section 3.4.3.

3.4.2 Semantic Similarity Ratings

Table 3.2 shows the semantic similarity ratingstfa translated word pairs. ColuriviP

is the number of the word pair as shown in Table @olumnThai Human Ratings the
human rating for the Thai word pairs. Colufinai Machine Ratings the machine rating
for the Thai word pairs using TWSS described inti8ac3.2. ColumnEnglish Human
Rating is the human rating obtained from Rubenstein andd8&oough (1965) for the
purposes of comparison. Coluniimglish Machine Ratings the machine rating for the
English word pairs using Li's word measure (Li bf 2003). Human ratings are calculated
as the mean of the ratings provided by the setdfqgipants for each word pair. All of the

measures have been scaled in the range 0 to d tmaiparison.
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Table 3.2: Semantic Similarity of Human Rating andVachine Rating

Thai English
WP Thai Thai English English
Human Rating Machine Rating Human Rating Machine Rating
1 0.020 0.097 0.005 0.070
5 0.006 0.070 0.015 0.050
9 0.017 0.016 0.048 0.156
13 0.171 0.110 0.110 0.107
17 0.158 0.322 0.212 0.320
21 0.150 0.365 0.240 0.366
25 0.137 0.176 0.250 0.175
29 0.149 0.145 0.310 0.200
33 0.541 0.322 0.370 0.320
37 0.315 0.298 0.455 0.245
41 0.325 0.365 0.652 0.366
a7 0.403 0.448 0.778 0.548
48 0.393 0.991 0.802 0.366
49 0.605 1.000 0.822 0.817
50 0.221 0.214 0.852 0.814
51 0.781 0.818 0.862 0.817
52 0.583 0.996 0.865 0.667
53 0.836 0.544 0.865 0.818
54 0.697 0.819 0.895 0.547
55 0.806 0.816 0.898 0.818
56 0.805 0.801 0.900 0.817
57 0.708 0.978 0.912 1.000
58 0.834 0.816 0.915 0.817
59 0.379 1.000 0.920 1.000
60 0.606 0.811 0.955 0.670
61 0.509 0.816 0.960 0.817
62 0.850 0.999 0.970 1.000
63 0.770 1.000 0.980 1.000
64 0.752 1.000 0.985 1.000
65 0.769 0.999 0.985 1.000

3.4.3 Discussion
According to O’Shea et al. (2013), the Pearsonetation coefficient has been suitable for

measuring the assumption between human and maetting of semantic similarity since
the 1960s (Rubenstein and Goodenough, 1965).
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Figure 3.4: The Correlation between Thai Human Ratng and Thai Machine Rating

The experimental results in Table 3.2 suggest that TWSS measure and semantic
similarity of human rating provides good results. ¢an be seen in Figure 3.4, most of the
data points are near the linear line (dotted lifd)e data points indicate how well the
measure performs. The closer the data point tolitlear line, the better the measure
performs.The Pearson Product-Moment correlation coefficiebtsined from these results

were:
» Pearson’sr =0.823 (P-Value < 0.01)

Table 3.3 illustrates the agreement of both oftfaehine measures with human ratings by
calculating the Pearson Product-Moment correlatoefficients between the human
ratings and the machine ratings over the datasistirhportant to investigate how effective
the semantic similarity measure is. This can baeaeld by comparing its performance
with the ‘average’ human. Also, the upper and lookthe expected performance can be
set using the correlation for the best and worsmndms. Leave-one-out resampling
technique (Resnik, 1995) is used to find the cati@h coefficient of each participant with
rest of the group and calculating the average.
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Table 3.3: The Pearson Product-Moment Correlation @efficients.

Correlationr P-value
Thai human similarity rating and TWSS 0.823 0.000
English human similarity rating and Li’'s measure 91a 0.000
'rl'z;ﬁ:ghuman similarity rating and English human &aniy 0.857 0.000
Average of the correlation of all participant 0.842 -
Worst Thai native speaker participant and theottie
group 0.606 -
Best Thai native speaker participant and the retsteo
group 0.933 -

Table 3.3 shows the Pearson Product-Moment cooelabefficients. The Thai machine
measure performs close to the English machine measvith a difference of 0.088
between the two correlation coefficients. The Timaichine measure also performs better
than the correlation between the worst performioghén and the rest of the group<
0.606), which supports the view that it could fothe basis of an effective algorithm.
Furthermore, because the best performing humarewasthithe correlation of 0.933, it
shows this benchmark dataset is capable of measconsiderable improvement over the

current algorithm and should be useful to reseaschie Thai semantic similarity.

Word pairs 37 (Magician-Oracle) and 41 (Oracle-$ame Table 3.2 illustrate an
interesting problem. Both pairs of nouns contaia thord Oracle In general,Oracle
means either ‘a message given by an oracle’ or eem® who gave advice to people or
told them what would happen’; the definition canfband in the Longman Dictionary
(Mayor, 2009). In this work, the first meaning waken from the Thai-English dictionary
(Trakultaweekoon, 2007), which i87#7u7#& is likely to mean ‘prediction’. After we
translated the word back to English via Google 3iate, the first meaning from the
Google translation was chosen, angigphecy Consequently, the TWSS rating that was
obtained was low because their subsumegnisty. The human rating was significantly
higher than the machine rating, as shown in Tal##e Bhis shows that the way that the
TWSS calculates the rating for pairs of nouns isedaon only this first meaning that
comes up in the dictionary. In a debriefing sessfiar the experiment, the participants
reported selecting a word sense based on all of peesonal knowledge of a word. The
TWSS cannot predict which sense a human will uabler3.4 illustrates the words found

to raise problems of ambiguity during translation.
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Table 3.4: The Exception of Translate Word

R&G word Thai word Google word R&G word Thai word G oogle word

Cord RTINAY Wire Voyage n15ViadLien Travel
String \Han Rope Shore 29 Coast
Sage fnisael Savant Autograph anafiatla Signature
Oracle Avinung Prophecy Jewel LWATWRAEL Gem
Cushion TR Pad Stove o'W Fireplace
Rooster UNGE Bird Wizard Waum Necromancer
Woodland 1N Forest Implement ainsal Equipment
Serf M Thrall Asylum Avausn Shadow
Automobile TOLUG Car Mound aLan Mountain
Journey N1SLAUNIY Travel

Moreover, word pair 64 (Midday-Noon) in Table 312aillustrates another problem. Both
words translate to the same word, which idefa3y’ in Thai, by using the Google
translation. Nevertheless, in Thai culture, the dMdidday (Lﬁﬂo"i’u) means 12.00pm but
the wordNoon (n&a193u) can mean around 11.00am — 13.00pm. This is otleeafeasons
why the Thai Human rating for word pair 64 (0.75®)significantly different from the
English Human rating (0.985). This means the meaalso cannot fully predict the ratings

for those words that have different meanings inTthai culture.

The paired sample t-test was used to find whetherob Thai Human rating and TWSS
rating over the dataset were statistically sigaifity different ¢=0.05) from the
hypotheses:
* Ho: There is no statistically significant differenbetween Human rating
and TWSS rating.
* Hj: There is a statistically significant differencetwwveen Human rating and
TWSS rating.
The result is:
e t=-3.439df =29 (P-Value <0.01)

As a result, the null hypothesis is rejected. Téupports the view that the ratings by
Human are statistically significantly different fnothe rating of TWSS in that procedure.
This means there is room for improvement of TWSf8, BWS-30 is capable of measuring

future improvement.

Another paired sample t-test was conducted findtldreor not Thai Human ratings and
English Human ratings from Rubenstein and Goodemda§65) over the dataset were

statistically significantly differento=0.05)from the hypotheses:
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* Ho: There is no statistically significant differenbetween Thai Human
ratings and English Human ratings.
 Hji: There is a statistically significant differencetwveen Thai Human

ratings and English Human ratings.

The result is:
e t=-3.439df =29 (P-Value < 0.01)

From the result, the null hypothesis is rejected @érat means the ratings by Thai Human
are statistically significantly different from theatings by English Human in that

procedure. This can be explained as the TWS-30diataset whereby the word pairs are
based on English and translated into Thai. Theqgyeants of TWS-30 were native Thai

speakers and were asked to rate English based paird and that makes these two
datasets statistically significantly different. Hewver, the correlation coefficient between
the two datasets is still high £ 0.857).

The benchmark dataset from Section 3.3.4 is a elathat represents a subset of 30 word
pairs chosen from the R&G dataset. Because thissdhtvas created based on English
words, the TWSS could not perform very well witle tword pairs 54 and 64. Moreover,
the Human rating and TWSS rating are statisticgiliyificantly different from the dataset.
To clarify this particular problem, a benchmarkadaet with Thai culture needed to be

created. This will be explained in more detail ina@ter 4.

Although the dataset is small, it illustrates thia¢ semantic meaning of words when
translated from English to Thai is lost. The resilthis research is encouraging, however,

and indicates the potential for the creation oV&SS measure.

3.5 Conclusion

This chapter described how the prototype TWSS measwork was developed and
described the methodology for the creation of ai Beachmark dataset (TWS-30) from
human participants, as well as discussing the @xpeatal results. This work was
published in Osathanunkul (2011). As mentioned @cti®n 3.4.3, this measure cannot
fully predict those word pairs that relate to Thalture as TWS-30 was built based on an
English dataset (Rubenstein and Goodenough, 1968}, to experiment on words related
to the Thai culture, a more effective evaluatiomeégeded before it is possible to accept or
reject a particular algorithm as a component ofhai ISTSS measure. Therefore, a new

benchmark dataset based on Thai culture is ned@desiwill be discussed in Chapter 4.
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Chapter 4
65 Word Pair Thai Benchmark Dataset

(TWS-65)
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4.1 Introduction

Chapter 3 established the potential of a Thai wemchantic similarity measure (TWSS).
However, TWSS establishes a baseline against whiehperformance of a specifically
Thai-oriented measure can be compared. Chaptes@idéntified shortcomings in the
English-oriented evaluation benchmark datasetheurdevelopment requires an expanded
Thai word similarity benchmark dataset. Therefahe, aim of this chapter is to create a
Thai benchmark dataset (TWS-65) based on Thai reulund should provide a more
effective evaluation. To date, no prior work hagrbeeported on Thai word benchmark
datasets. The question is what the right way taterene is; the answer is that there is no
right way to do soHowever, following procedures previously practige@ther languages
prior to the Thai language should prove effectidence, this research will create a Thai
benchmark dataset following the Rubenstein and @oaagh (1965) procedure, and yet
Thai culture will be taken into account in termscoéation. This TWS-65 will contain 65
word pairs, the same amount as the original R&Gcberark dataset. This chapter will

describe the methodology for the creation of TWSa68 will discuss:

. The selection of theme words

. The selection of word pairs which separate integhtistinct categories:
o] High similarity word pairs
o] Medium similarity word pairs
o] Low similarity word pairs

. Collecting ratings from Thai native speakers fotla¢ word pairs.

The aim of this chapter is to investigate the redeauestion: Can a WordNet based
English word similarity measure produce a similardating between words based on Thai

culture?

The contributions in this chapter are:

. A methodology for creating TWS-65

. Application of the methodology to rating TWS-65
. Evaluation of TWS-30 with TWS-65

. Evaluation of TWSS with TWS-65.

The rest of this chapter is organized as folloveti®n 4.2 sets out the method of selecting
theme words for TWS-65; Section 4.3 describes tathad of forming high, medium, and
low word pairs.; Section 4.4 describes the coltecof rating for the Thai word similarity

benchmark dataset from the participants using éhodebased on Miller and Charles

69



(1991) and O’Shea et al. (2008) with a discussiohVidS-65 versus. TWS-30; Section 4.5
compares human ratings with TWSS ratings over WWS365 dataset and Section 4.6 is

the conclusion.

4.2 Theme Words

Prior to the creation of TWS-65, theme words relate the Thai culture need to be
established. Also, since theme words are requetpresent Thai culture, they cannot
simply be a wholesale replication of Rubenstein &wbdenough (1965). The R&G

dataset methodology (Rubenstein and Goodenough,) 196hosen to produce a TWS-65,
as discussed in Section 2.4.3. However, The R&@sdatwas published without grounds

for the specific choices of 48 nouns and the metifadhoosing the word pairs.

As Rubenstein and Goodenough word pairs are a g@oting point for creating a TWS-
65, the first sixteen pairs of theme words whick aslated to the Thai culture were
adopted from Rubenstein and Goodenough (1965) wivosge was first produced in 1965
and has been extensively referenced up to the ngretsy. There is no evidence of
categories for each word pair in the Rubenstein@Goddenough dataset. However, Battig
and Montague (1969) provide a good source of catgjosome of which map to
Rubenstein and Goodenough categories. The six paitseme words are referred from
Battig and Montague (1969), which separate noutts 56 categories. These pairs cover
certain noun categories missing from Rubenstein@oddenough and these six pairs of
theme words are related to Thai culture. Now 2Zspaf theme words are selected to
create TWS-65. However, the Rubenstein and Goodgn(965) dataset used 24 pairs of
theme words to create 65 word pairs. The addititwal pairs are listed by native Thai
speakers (NTS). These two pairs are regarded aansieally similar solely in the Thai

language and have been widely agreed by over 2gerBtbai speakers.

Table 4.1 shows the list of theme words. ColuiR shows the number of word pairs.
Column List of themewords shows 24 pairs of theme words in Group A and GrBup
ColumnSourceindicates the category of theme word pairs wheré&Rg& Rubenstein and

Goodenough, B&M is Battig and Montague, and NT8atve Thai speakers.
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Table 4.2: List of Theme Words

=
T

List of theme words

Source

Group A Group B
1 Autograph anadlada Signature aaLdu R&G
2 Boy LenAE{2E Lad LAY R&G
3 Coast Hanzia Shore 218169 R&G
4 Cemetery 1h2h Graveyard GER! R&G
5 Journey NSLAUNIY Voyage AsViagLTien R&G
6 Slave e Serf anFula R&G
7 Implement ailnsal Tool \3aviia R&G
8 Midday Wiou Noon na19fu R&G
9 Gem deyuel Jewel WWATWRA R&G
10 Hill UL Mound an R&G
11 Forest RN Y Woodland wWa'lws R&G
12 Automobile ENUNINRUY Car FOLUG R&G
13 Food Rl YRk Fruit W'l R&G
14 Glass (53] Tumbler aael R&G
15 Priest wnul Monk WY R&G
16 Magician #nuenna Wizard wWaum R&G
17 Cotton ARl Silk AR ST B&M
18 Teacher A3 Lecturer ananse B&M
19 Magazine finasng Book nilvda B&M
20 Temple I Church Tusd B&M
21 Uncle BN Aunt i B&M
22 Dog il Dog wan B&M
23 Cinema 159N WU Theatre 1598¢A5 NTS
24 Plant W Tree giu'lal NTS
4.3 Methodology of Selecting Word Pairs from Theme

Words

The aim of this section is to describe the methoglplfor selecting Thai word pairs for
TWS-65 which follows the same way as the Rubenstaoh Goodenough (1965) dataset.

Rubenstein and Goodenough separated 65 word p&irshiree classes: 20 high similarity

word pairs; 21 medium similarity word pairs; and [2% similarity word pairs. TWS-65

will have the same number of word pairs in any eanf similarity as Rubenstein and
Goodenough. According to Rubenstein and Gooden(l@#b), Miller and Charles (1991)

and O’Shea et al. (2008), the most difficult wordirp to select are in the medium

similarity range. To achieve this, an experimenedse to be conducted. Also, an

experiment was also conducted to find high sintjyapairs rather than relying on the

author’s subjective opinion. However, low similgrivord pairs are easy to construct as
most of the word pairs that are constructed am@yliko be low similarity pairs. TWS-65
word pairs will be presented in Section 4.3.4. Téxperiment is separated into two phases

as follows:
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* Phase 1: Selecting high semantic similarity wordspa
e Phase 2: Selecting medium semantic similarity waaids.

Those two phases of the experiment were done bgaime participants on the same day.

4.3.1 High Semantic Similarity Word Pair
The aim of this section is to describe the methoglplfor finding high similarity word

pairs.

4.3.1.1 Participants

To select high similarity word pairs, 20 native Thepeakers were selected. The
participants had 9 Arts or Humanities backgroundsl 41 Science or Engineering
backgrounds. They consisted of 8 undergraduatesla@ngostgraduates studying in 6
different UK universities. The average age of tlaetipipants was 24; standard deviation
was 4.8, with 11 males and 9 females. These paaitits were not the same participants
who rated the pairs in TWS-30.

4.3.1.2 Materials

Twenty-four candidate theme word pairs were cho$enm the Rubenstein and
Goodenough, Battig and Montague, and Thai natiealsgrs, as shown in Table 4.2. Each
theme word pair was printed in separate groupsr@ B), as shown in Table 4.1, in a
random order using a standard Thai font. A quesagor was produced containing
instructions for choosing high similarity word paiand specifying a small amount of
personal data (Name, Confirmation of being a nafitai speaker, Age, Gender, and
Academic background). The examples of experimentdeérials are:

. Appendix 1.5 The Person Data Collection Sheet

. Appendix 2.1 The Instruction Sheet

. Appendix 2.2 List of Theme Words

. Appendix 2.3 High Similarity Word Pairs Recordinige®t.

4.3.1.3 Procedure
The participants were asked to perform the follgypnocedure:
1. Please read through all words in Group A and GiBup
2. Please enter the best 20 word pairs that you thiakstrongly related in meaning.
Each pair of words chosen should have one fromm#poand one from group B.
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4.3.1.4 Results

The high semantic similarity word pairs produceahirthis experiment are shown in Table
4.2. Twenty word pairs were chosen to be high sintyl word pairs. This number of high

similarity word pairs is the same number as Rulensand Goodenough (1965) high
similarity word pairs in their dataset. Columws andW, are the word pairs. Participants
in the columnNumberindicate the number of participants choosing theesed pairs as

high semantic similarity. As there were 20 parteifs, the maximum number is 20.

Table 4.2: High Similarity Word Pairs

W; W, Number
AR el Boy LAANLN Lad 20
WAy Midday na19iu Noon 20
Tsoawerus Cinema 159a¢AT Theatre 20
NTLAUNNY Journey ANSviadLien Voyage 20
A3 Teacher a1sel Lecturer 20
TN Priest NIy Monk 20
donzia Coast e Shore 20
GRS Dog % Dog 20
aeyuel Gem LWUTWRAE Jewel 19
LN Hill an Mountain 19
ENUNINAUL Automobile TOEIUG Car 18
auiiada Autograph ALy Signature 18
ainsal Implement A3aviia Tool 18
VOHERE) Magazine nilvda Book 17
S INET Forest Wa'lws Woods 17
12 Cemetery RN Graveyard 16
M Slave anFulad Serf 15
WENe Cotton ARNYHY Silk 15
W Plant el Tree 14
a7 Glass g8l Cup 12
4.3.2 Medium Semantic Similarity Word Pair

The aim of this section is to describe the methoglplfor finding medium similarity word

pairs.

43.2.1

The medium similarity word pairs were collectednir@0 native Thai speakers. The 20

Participants

native Thai speakers were the same participants sefhected the high similarity word
pairs.
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4.3.2.2 Materials

Twenty-four pairs of theme words were selected fitbin Rubenstein and Goodenough,
Battig and Montague and Thai native speakers, awrshin Table 4.2. Each theme word
pair was printed in separate groups (A and B),hesva in Table 4.1, in random order
using a standard Thai font. A questionnaire wasdgeed containing instructions for

choosing medium similarity word pairs and a smatioant of personal data (Name,

Confirmation of being a native Thai speaker, Agen@er, and Academic background).
The examples of experimental materials are:

. Appendix 1.5 The Personal Data Collection Sheet

. Appendix 2.2 List of Theme Words

. Appendix 2.4 The Instruction Sheet

. Appendix 2.5 Medium Similarity Word Pairs Recordifgeet.

4.3.2.3 Procedure

The participants were asked to perform the follgypnocedure:

1. Please read through all words in Group A and GiBup

2. Please enter the best 21 pairs of words that yiol dre related in meaning, which
have not been selected in the High semantic sityilarord pairs. Each pair of

words chosen should have one from group A and mme §roup B.

4.3.2.4 Results

The medium semantic similarity word pairs obtairfiexn the experiment are shown in
Table 4.3. Twenty-one word pairs were chosen tonkdium similarity word pairs. This
number of medium similarity word pairs is the samember as Rubenstein and
Goodenough (1965) medium similarity word pairshait dataset. Columng, andW, are
the word pairs. Participants in the coluidomberindicate that the number of participants
choosing these word pairs. As there were 20 ppatits, the maximum number is 20. This
number also includes the number of participant$ Wexre selecting these word pairs as
high similarity word pairs; i.e. the colum¥umberis the number of participants choosing

these word pairs as high and medium similarity wuaits.

74



Table 4.3: Medium Similarity Word Pairs

W; W, Number
e[7) Temple Tuae Church 20
2IUNs Food Wa'lal Fruit 18
VRELE Magician wauam Wizard 18
N Uncle i Aunt 18
e[9) Temple EERY! Graveyard 15
GITRE Priest Waum Wizard 14
W Plant wa'lws Woods 14
1 Forest gru'lal Tree 14
FENe Cotton gl Tree 12
e[7) Temple n5Y Monk 12
LAAKN2AEl Boy ananse Lecturer 11
ailnsal Implement FOLUG Car 11
iy Hill TR Shore 10
N Uncle a7 Lecturer 10
1" Forest 2120 Mountain 10
Tnunana Magician LAsaviia Tool 9
e[9) Temple wWa'lng Woods 9
A3 Teacher i Aunt 9
1N BV Forest Wa'ly Fruit 8
il Dog LNl Lad 8
donzia Coast Wo'lws Woods 8
4.3.3 Low Semantic Similarity Word Pair

Twenty-four low semantic similarity word pairs wechosen at random from the theme
word pairs, and these low similarity word pairs ao¢ the same as the high similarity word
pairs or medium similarity word pairs. Moreovereske low similarity word pairs were

screened to avoid any higher similarity word paiy<hance.

4.34 TWS-65 Word Pairs Dataset
Table 4.4 exhibits the TWS-65 candidate word patelumn Source indicates the
similarity category of the word pairs. Colunws andW, are the word pairs. The next step

is to obtain the actual Human rating for the woait

Table 4.4: TWS-65 Word Pairs

Source W, W,
High LenE2E Boy LANALN Lad
High VAeaTu Midday na19iu Noon
High T9MWEIUG Cinema 1598¢AT Theatre
High NSLAUNIY Journey AsviagLen Voyage
High A3 Teacher a1 Lecturer
High TnuY Priest WY Monk
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Low fine&9 Magazine i Aunt

Low TN Priest VOSED! Book
Low G Dog LOANUY Lad
Low o[o) Temple Wa'lwg Woods
Low 1hah Cemetery %N Dog
Low dongia Coast Wa'lws Woods
Low Tnanena Magician AFaviia Tool
Low A3 Teacher nil&a Book
Low W Plant W1'lun Silk
Low tfiutan Hill Walal Fruit
Low inunenna Magician f28l Cup

4.4 Application of the Methodology to Rating for TWS-65

The aim of this section is to describe the methoghpfor evaluating TWS-65. Also, the 65
Thai word pair benchmark dataset (TWS-65) thatlmamsed to evaluate with TWSS are

presented in Section 4.4.4.

4.4.1 Participants

Similarity ratings were collected from 40 nativealtspeakers to create a benchmark
dataset. Those 40 native Thai speakers were ditférem the participants who selected
the word pairs. The participants had an equal numbke Art/Humanities and
Science/Engineering backgrounds. They consisted 16f undergraduates and 25
postgraduates studying in 2 different UK univeesitand 4 Thai universities. The average
age of the participants was 24 and standard dewiatias 2.6, with 22 males and 18
females. This is comparable with student partidipgroups used for English word
similarity for both Rubenstein and Goodenough (36t Miller and Charles (1991).

4.4.2 Materials

Following previous practice, Miller and Charles 919 and O’'Shea et al. (2008), the
representative subset of 65 word pairs in Tablevere used. Each word pair was printed
on a separate card using a standard Thai font. &tmnnaire was produced containing
instructions for recording similarity ratings andsiall amount of personal data (Name,
Confirmation of being a native Thai speaker, Agen@er, and Academic background).
Semantic anchors were also provided to guide theicgants. The examples of

experimental materials are:

. Appendix 1.1 The Ethics Statement

. Appendix 1.2 The Instruction Sheet
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4.4.3

Appendix 1.3 A Sample Card
Appendix 1.5 The Person Data Collection Sheet
Appendix 1.6 Semantic Anchors

Appendix 1.7 Sample Rating Recording Sheet.

Procedure

The participants were asked to perform the follgymnocedure:

1.

Please sort the cards into four groups in a roudkroof the similarity of meaning
of the word pair.

After sorting the cards into groups, order the saird each group according to
similarity of meaning (i.e. the card that contaiins lowest similarity of meaning is
at the top of the group).

Please recheck the cards in every group. You maggs#ha pair of words to other
groups at this stage.

Please rate the semantic similarity rating of gaaih of words by writing a number
between 0.0 (minimum similarity) and 0.9 for thesfigroup, 1.0 and 1.9 for the
second group, 2.0 to 2.9 for the third group, 318 4.0 (maximum similarity) for
the fourth group on the recording sheet. You cantbe first decimal place (e.g.
2.5) to show finer degrees of similarity. You als@ay assign the same value to

more than one pair.

The cards were shuffled into a random order bdbereg given to the participants.

4.4.4

TWS-65

TWS-65 is shown in Table 4.5. These word pairstfaeeoriginal words pairs from Section

4.3.4 with the average Thai human participant gati@olumnWP is the number of the

word pair. ColumnsW; and W, are the word pairs. Columkluman is the average

similarity rating from the 40 native Thai speak&slumnSDis the standard deviation.

Table 4.5: The Average of Similarity Rating from 40Native Thai Speakers

WP W, Ws Human SD
1 A Glass ansulad Serf 0.058 0.162
2 2115 Food ANeLTU Signature 0.068 0.206
3 Sayuel Gem anagu Signature 0.098 0.251
4 fonzia Coast SOEUG Car 0.110 0.257
5 il Dog ww3aviia Tool 0.123 0.335
6 ATLEUNIY Journey LR Graveyard 0.135 0.350
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Dog
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Book
Dog
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Book
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Lecturer
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Lad
Shore
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Tree
Car
Lecturer
Fruit
Aunt
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Jewel
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Graveyard

Woods
Mountain
Fruit
Cup
Monk
Aunt
Tree
Theatre
Mountain
Lad
Silk
Car
Shore
Tool
Serf
Voyage

0.175
0.225
0.243
0.278
0.278
0.293
0.318
0.320
0.343
0.415
0.420
0.440
0.530
0.540
0.555
0.650
0.983
1.043
1.083
1.095
1.160
1.175
1.265
1.283
1.336
1.410
1.551
1.625
1.720
1.923
2.010
2.150
2.210
2.255
2.363
2.413
2.675
2.743
2.905
3.018
3.023
3.030
3.050
3.105
3.118
3.120
3.140
3.188

0.506
0.509
0.511
0.390
0.499
0.506
0.310
0.541
0.581
0.560
0.768
0.557
0.743
0.818
0.636
0.846
0.986
0.988
1.007
1.093
0.884
0.905
0.996
1.020
0.831
1.000
0.805
0.808
0.890
1.007
0.969
0.805
1.005
1.045
0.935
0.922
0.991
0.980
0.848
0.774
0.787
0.407
0.758
0.851
0.408
0.856
0.473
0.358
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55 TG RE Magazine nilvda Book 3.198 0.620
56 anadiatia Autograph ALy Signature 3.210 0.412
57 Wi Su Midday ARNITU Noon 3.235 0.445
58 1 Forest wa'lws Woods 3.303 0.438
59 aeyuel Gem LWUTWRAE Jewel 3.318 0.346
60 A Plant eu'lal Tree 3.410 0.376
61 U Priest NIy Monk 3.575 0.311
62 12 Cemetery 81U Graveyard 3.625 0.323
63 e[0] Temple Tuge Church 3.693 0.230
64 A3 Teacher N Lecturer 3.783 0.262
65 Y] Dog 9N Dog 3.923 0.129
445 Evaluation of TWS-65 with TWS-30

TWS-30 and TWS-65 ratings were collected from défe groups of participants, but both
datasets were rated by using the same procedubde #i&6 shows the Pearson product
moment correlation coefficients of TWS-65 with 4@rgcipants; the leave-one-out
resampling technique was used to find the coraatioefficient of each participant with
the rest of the group.

Table 4.6: TWS-65 Correlation Coefficients with Mea Human Judgment

Correlation r

Average of the correlation of all participants 0.883
Worst participant 0.681
Best Participant 0.937

The ANOVA test was used to find whether or not TB®Band TWS-65 were statistically
significantly different ¢=0.05)from the hypotheses:
. Ho: There is no statistically significant differenoetween the two datasets.

. Hi: There is a statistically significant differencetween the two datasets.

To do this, the 14 word pairs, which were commomdth datasets, were used. Table 4.7
shows the 14 word pairs ratings from both datas&igimnsW, andW, are the word pairs

in English. Columnr'WS-30is the similarity rating from TWS-30 and columiwS-65is

the similarity rating from TWS-65.

Table 4.7: The Average of Similarity Rating for thel4 Word Pairs in Both Datasets

W, W, TWS-30 TWS-65
fdonzia Coast wo'lws Woods 0.632 0.318
vnunana Magician Waum Wizard 1.570 2.010
v Hill N Mountain 2.420 3.023
ingaing Boy LAANUN Lad 2.425 3.030
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ANSLAUNIY Journey ASViaaLiien Voyage 2.788 3.188
12"l Forest wWa'lws Woods 2.830 3.303
Wiseu Midday ARN9TU Noon 3.008 3.235
eyl Gem LWATWRAE Jewel 3.075 3.318
ENUNINUL Automobile FOEIUG Car 3.080 3.105
donzia Coast 2 e16l9 Shore 3.218 3.118
anusiada Autograph AU Signature 3.223 3.210
aunsal Implement wA3asiia Tool 3.335 3.120
ms Slave nFulad Serf 3.345 3.140
ilha Cemetery J&8U Graveyard 3.400 3.625
The result is:
. Pearson’s = 0.926 (P-Value < 0.01)

. ANOVA testf = 0.318 df = 1 (P-Value > 0.05)

As a result, the P-Value for the ANOVA test is geedhan 0.05, meaning we fail to reject
the null hypothesis, and that it is reliable toumss that the human ratings from TWS-30
and human ratings from TWS-65 are not statisticgithpificantly different.

It could be questioned for what reasons the twe gktatings are not in perfect agreement.
It should be noted, firstly, that it is illogicab nticipate perfect agreement (correlation =
1.0). Even when the Rubenstein and Goodenough wrpgriments were reproduced
(employing the Miller & Charles 30-word subset)rretations of 0.97 (Miller and Charles,
1911) and 0.96 (Resnik, 1999) were acquired.

4.5 Evaluation of the Thai Word Semantic Similarity

Measure

The aim of this section is to describe a seriesxpleriments that were conducted using the
TWS-65 to evaluate the TWSS measure described atioBe3.2. This established a
baseline for improvement by a dedicated Thai wardlarity measure.

45.1
The TWS-65 was used to evaluate the TWSS measheeTWSS rating was obtained by

Methodology

calculating the similarity of English words trartsi from Thai word pairs, as mentioned
in Section 3.2.

* Translate all word pairs in TWS-65 into English @aogle translation.

» Calculate TWSS rating for each word pair in TWS-65.
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The Pearson Product-Moment correlation coeffici¢gntdetween Thai human ratings and
TWSS are calculated and presented in Section 4.5.3.

4.5.2 Semantic Similarity Rating Results

Table 4.8 shows the semantic similarity ratingstfa translated word pairs. ColuriviP

is the number of the word pairs, as shown in Tdle ColumnHumanis the human rating
for the Thai word pairs. ColumRWSSs the machine rating for the Thai word pairs gsin
the algorithm (TWSS) described in Section 3.2. &lithe measures have been scaled in

the range 0 to 1 to aid comparison.

Table 4.8: Semantic Similarity between Human Ratingand TWSS

WP Human TWSS WP Human TWSS
1 0.014 0.144 34 0.406 0.244
2 0.017 0.216 35 0.430 0.365
3 0.024 0.176 36 0.481 0.263
4 0.028 0.144 37 0.503 0.991
5 0.031 0.044 38 0.538 0.097
6 0.034 0.014 39 0.553 0.547
7 0.044 0.097 40 0.564 0.322
8 0.056 0.044 41 0.591 0.144
9 0.061 0.132 42 0.603 0.668
10 0.069 0.144 43 0.669 0.128
11 0.069 0.157 44 0.686 0.445
12 0.073 0.079 45 0.726 0.586
13 0.079 0.144 46 0.754 0.818
14 0.080 0.097 47 0.756 0.656
15 0.086 0.053 48 0.758 0.811
16 0.104 0.128 49 0.763 0.664
17 0.105 0.145 50 0.776 1.000
18 0.110 0.108 51 0.779 0.801
19 0.133 0.108 52 0.780 0.816
20 0.135 0.197 53 0.785 0.544
21 0.139 0.445 54 0.797 0.819
22 0.163 0.360 55 0.799 0.670
23 0.246 0.105 56 0.803 0.816
24 0.261 0.360 57 0.809 1.000
25 0.271 0.365 58 0.826 0.991
26 0.274 0.448 59 0.829 0.999
27 0.290 0.544 60 0.853 0.716
28 0.294 0.520 61 0.894 0.298
29 0.316 0.244 62 0.906 0.999
30 0.321 0.548 63 0.923 0.669
31 0.334 0.445 64 0.946 0.668
32 0.353 0.244 65 0.981 1.000
33 0.388 0.216
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4.5.3 Discussion

The experimental results in Section 4.5.2 sugdest the TWSS measure and semantic
similarity of human rating still provides good résuHowever, there are a number of data
points far from the linear line (dotted line), aencbe seen in Figure 4.1. The Pearson
Product-Moment correlations obtained from theseltesre:

. Pearson’s = 0.807 (P-Value < 0.01)
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Thai Human Rating

Figure 4.1: The Correlation between TWS-65 Rating ad TWSS

Table 4.9 illustrates the agreement of the machmeasure with human ratings by
calculating the Pearson Product-Moment correlatioh®etween the human ratings and
the machine ratings over the TWS-65. Also, theeatation coefficients of each participant

with the average for the rest of the group overTttéS-65 from Table 4.6 is shown.

Table 4.9: Correlation Coefficients

Correlationr

Thai human similarity rating and machine similantgasure 0.807
Average of the correlation of all participants 0.883
Worst Thai native speaker participant and theak#te group 0.708
Best Thai native speaker participant and the rfesteogroup 0.937
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The TWSS performs better than the correlation betaée worst performing human and
the rest of the group €& 0.708), which supports the view that it couldhfiche basis of an
effective algorithm. Furthermore, because the hmmtforming human achieved the
correlation of 0.937, it shows this benchmark dettés capable of measuring considerable

improvement over the current algorithm.

The paired sample t-test was used to find whetharob the Human rating and TWSS
rating over the dataset are statistically signiftbadifferent ¢=0.05)from the hypotheses:
* Ho: There are no statistically significant differeaceetween the Human
rating and TWSS rating.
* Hj: There are statistically significant differencestvieen the Human rating
and TWSS rating.

The result is:

e t=0.313df= 64 (P-Value > 0.05)
From the result, the null hypothesis failed to bgcted; that means the rating procedures
by Human are not statistically significantly diféet from the rating of TWSS. This means
that we can accept that the ratings produced by SVd& representative of human

perceptions of similarity over the TWS-65.

Table 4.10: Problem Word Pairs

WP W, Ws Human TWSS
21 & Slave %N Dog 0.555 1.781
27 M Slave LNl Lad 1.160 2.176
37 Vi RIRGE Magician wauam Wizard 2.010 3.964
38 i Temple CERN Graveyard 2.150 0.387
41 2113 Food Wa'ld Fruit 2.363 0.578
43 e[9) Temple n5Y Monk 2.675 0.513
61 U Priest n5Y Monk 3.575 1.194
63 e[9) Temple Tuae Church 3.693 2.677
64 A3 Teacher a1 Lecturer 3.783 2.671

There are nine word pairs that have different gstibetween the Human rating and TWSS
rating of more than 1 in TWS-65, as shown in Tabl, called théroblem Word Pairs
There are six out of nine word pairs and the humaimg is higher than the machine

rating.

The Pearson Product-Moment correlations between adumating and TWSS rating
obtained from th&roblem Word Pairsn Table 4.10 are:
* Pearson’s = 0.037 (P-Value > 0.05)
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Therefore, it was also worth taking a second opiniothe form of Spearmanis (Fenton
and Pfleeger, 1998), the Rank correlation coefficier small sets of data, as well as the

Kendall tau rank correlation coefficient (Kendd!38).

e Spearman’g = 0.083 (P-Value > 0.05)
e Kendall's taur = 0.111 (P-Value > 0.05)

Forr, p, andz, a value of +1 indicates perfect correlation, dicates no relationship and -1
indicates a perfect negative correlation. The TWS&I8gs are statistically significantly
different from the Human ratings over tReoblem Word Pairgt = 1.232,df = 8, P-value

> 0.05). This shows insufficiency in rating perf@nce of the TWSS rating with the
Problem Word Pairgr = 0.037). As TWSS using WordNet to perform rating€English-
based, it results in an inefficient rating perfonoa of these word pairs, which are related
mainly to Thai culture. In addition, as previousitated, WordNet is an English-based
machine, which is thus incapable of identifying sudsumer of those pairs and results in a
lower rating than a human one as seen in those paifable 4.9. Therefore, it could be

inferred that TWSS is considered not always effitie

Accordingly, the flaws of the TWSS rating perforroarpreviously mentioned should be
taken into account as a pathway to improve the TW&sure. The new approaches to

develop the improved Thai word similarity measuik be discussed in Chapter 5.

4.6 Conclusion

This chapter aimed to describe the creation of T&ESTo begin with, the chapter covered
the essence of theme words and word pairs. Metbbdimding theme words primarily
related to Thai culture were presented, along w&ithapproach to formulate word pairs
from the theme word set. The procedure and exptanaf the word pairs were thoroughly
reviewed, leading to the presentation of a methmglolfor creating a Thai Word
Benchmark dataset. A rating procedure was adapoed known good practice in English
and an experiment performed following the procedufbe captured ratings were
presented and the evaluations of TWSS with TWS-éeweported and discussed. Lastly,
although displaying a promising result at this stahe measure may clearly be improved
as a predictor for human similarity perception. a&ralysis of some difficult cases provides
the motivation for the development of a new Tharadveemantic similarity measure, which

is the subject of the next chapter.
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Chapter 5

Word Similarity based on Lexical Chain Created
from Search Engine (LCSS)
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51 Introduction

As observed in Chapter 4, the TWSS is less effedtv those word pairs that are related
to Thai culture due to the problem of TWSS beingwéel from the English WordNet and

consequently, it has limited accuracy in terms ofdg that are associated with the Thai
culture. There is still no functioning Thai Word\Nethich is an essential component in
many English word semantic similarity measuresefLal., 2003). The aim of this chapter
IS to create a Thai word semantic similarity meaghiat will overcome the weakness of
TWSS, especially in its Thai cultural aspect, teate the new TWSS (nTWSS) without
relying on an immature Thai WordNet. This is ack@wn a novel measure by creating a
lexical chain using knowledge extracted from thebWidg a search engine, called ‘LCSS’.
This unigue measure uses completely different corapts to calculate the similarity

rating from other search engine based word meashméare reviewed in Section 2.2.1.

A “lexical chain” is defined as a sequence of mdlatvords in the text, short (adjoining
words or sentences) or long distances (entire {@torris and Hirst, 1991). A chain is
independent of the grammatical structure of thé @rnsequently, it is viewed as a list of
words that captures a portion of the connecteccttre of the text. A lexical chain can
present a context for the resolution of a vague tend enable identification of the notion
that the term represents (Morris and Hirst, 199h)s work is based on the conjecture that

a lexical chain can substitute for WordNet in a aptic similarity measure.

In Chapter 4, TWSS was evaluated with TWS-65, shgwstatistical significance.
Although TWSS shows reasonably good performance ttneeevaluation dataset TWS-65,
it is clearly capable of improvement. The analyiswed in Chapter 4 that there was an
impact on performance cause by a subset of word gzt relate to Thai culture. This is
explicable because TWSS functions with English VXatd

This chapter proposes an LCSS measure which isceegp¢o perform as well with Thai
culture words as with general concepts already w@meoed in the English culture. The
proposed algorithm aims to overcome those problbgnsising alternative knowledge,
which will be provided by a search engine. Follogvia review of current well-known
search engines, Google was selected for use inrdssarch, as the Google search
algorithm is a crawler-based engine designed tavitrthe information on the internet
and add it to its database, unlike other searclnesgvhich mostly use only PageRank
technology and massive listing (Brin, 1998). Moregwthe Google search engine is the

most widely used search engine worldwide (Seym@04,1). There are a number of
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benefits of using a search engine. Firstly, theckeangine can be used in a nhumber of
languages which means that LCSS can also be adaptectate knowledge in a wide
range of languages and used to calculate the madmmilarity rating in that language.
Secondly, the data provided from the search ergieaip-to—date, meaning this proposed
algorithm would cover new words which enter a laagg over a period of time (for
example, slang and fashion words).

LCSS has a trainable parameter and independentdataquired for training and testing.
Training set (TWS-30) and testing set (TWS-51)asated in this chapter to find the most

suitable parameter for the LCSS algorithm.

The aim of this chapter is to investigate the regequestion: Can a search engine provide

an alternative natural language resource for Thadwimilarity measure?

The contributions in this chapter are:

. Creation of a word similarity measure based onxac#k chain created from a
search engine

. Creation of TWS-51

. Evaluation of LCSS with TWS-51.

This chapter describes LCSS and outlines the metbgd for development. Section 5.2
aims to explain LCSS and its idea, which is basedhe notion that one word represents
one idea or one unit in a sentence and thus, twtelsees containing the same words
should represent the same ideas in some aspedts, (F957; Simahasan, 2002). Section
5.3 describes the datasets that were used asnan@raet and a testing set. Section 5.4
discusses Thai human semantic similarity ratingh laDSS ratings with the TWS-51 and

the last section is the conclusion.

5.2 A Semantic Similarity Measure based on LexicaChain
Created from Search Engine (LCSS)

This section presents the LCSS algorithm in deta@h its conception, through the steps
by which it estimates the semantic similarity bedswegwo words and its experimental
evaluation. The LCSS algorithm works in the Thaigaage and all experiments were
conducted using Thai words. However, the examplesngin this chapter are in the

English language to make them easier to understand.
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According to Simahasan (2002)i4z1am da nsuANGILE o Adull wSaesa
Aulddlalamnuanysal Usslaadsenausmaninilsesiu wasanAugay”, meaning a
sentenceis to connect more than two words together andenthke complete idea. A
sentence is composed of subject and predicatettard is a famous quotation “You shall
know a word by the company it keeps” (Firth, 195FE idea for the LCSS algorithm was
inspired by those sentences. While a sentences@qieone idea, a word also symbolizes
one unit or one idea. Thus, it is fairly easy tp@ase that sentence sharing using one or
more words will be about similar ideas. It can lssumed that the two sentences might
represent the same idea or could be related inineaspects. However, it also leads to the
further question with regards to the two senterweeieh do not contain any of the same
words. How can the algorithm know whether the tentences are related to each other or
not? This question will be discussed later on ia thapter.

5.2.1 Overview of LCSS Algorithm

To find the similarity between two words, LCSS fiiperforms a Google search using the
two words as a single search term. From the restlextracts the first eight WebPages
(standard number return by Google) to form a se@ipus of text relating the two words.
This mini-corpus is used to construct a “Chain afrds” between the two terms. To
explainChain of wordsthree sentences are given as an example of havweé&be a chain
of words, as follows:

S1: Monk lives in the temple.

S2: Priest goes to church.

S3: Churches are Christian and temples are Buddhist

Sharing words between sentences creates the chaiords. For example, S1 and S3 are
connected by sharing the waremple Likewise, S2 and S3 are connected by sharing the
word church Therefore, S1 and S2 are also linked via S3. eAample of these three
sentences connected by sharing words with each istsbown in Figure 3.1. The function
words also need to be taken out, discussed inldatar in Section 5.2.4.2. After the
function words are taken out, the three exampléesers are now as follows:

S1: Monk temple

S2: Priest church

S3: Churches Christian temples Buddhist
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Monk temple

Buddhist
church

RN

Pt Christian

Figure 5.1: An Example of the Chain of Words

As shown in Figure 5.1, the lexical chain betwdsnwordMonk and the wordPriestthat
can be created from this Chain of words is preseasMonk-temple-Christian-church-
priest It can be assumed from this lexical chain thatwitord Monk and the wordPriest

might be related to each other.

The following steps make use of a database whialaats lexical chains linking pairs of
words. This is based on the conjecture that thedéxlatabase will be populated with the
most frequent occurrences reducing the need foglesearches. At the start, the database
is partially populated using processes, which wdldescribed later. The lexical database
can also be automatically extended during the ojp@raf the algorithm. The extensionis

saved and becomes a permanent part of a growiggisitic resource.

LCSS

Thai

w1l
Google Create
I:":> search engine :> Chain of words
w2

L

3
Lexical
Database

Choose the best |:> Calcurate rating from -
lexical chain lexical chain ating

Search
all avaliable
lexical chain

Figure 5.2: An Overview of LCSS Algorithm
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Figure 5.2 shows an overview of the LCSS algoritgimen two words: wl and w2. The
semantic similarity othe LCSS can be calculated by following these steps

» Step 1: Send a request to the search engine (eaql€) with “wl w2” as input.
Step 2: Word Extraction from HTML Pages.
» Step 3: Insert Chain of Words into the lexical Bate.

« Step 4: Search the database for all availabledéxitains from wl to w2 in the
database.
» Step 5: Select the best lexical chain availablagi&iquation 5.3.

» Step 6: Calculate the similarity ratisgwvl,w2)from Equations 5.4 and 5.5.

To simplify the concept, in this chapter, the LCB#E be explained by using the word
Monk and the wordPriest as the main two target words. N.B. for the purpose
understanding by non-Thai speakers, English exasnipdee been used in some places,

although the algorithm works in the Thai language.

5.2.2 STEP 1: Send a Request to Search Engine withvl w2” as
Input
Google was selected for use in this research, plaierd in Section 5.1. LCSS estimates
the semantic similarity between two target wordsusyng data received from Google.
Generally, using the searching platform “wl w2” gvéme that LCSS estimates the
semantic similarity between words, LCSS functiogsskending a request to Google by
using the Google search API which is an open souomke (Technofreak, 2012). The
Google ajax api script returns the top eight WeleBdgpm the search back and stores it in
the database. For instance, to estimate the semsintilarity rating between the word
Monk and the wordPriest, they first submit a request to Google which thetarns the top
eight WebPage URLs, which will be used to create dhain of words in the next step.
However, if the WebPage URL already exists in th@ablase, LCSS has already captured
the lexical information so that Webpage is ignorEdjure 5.3 shows an example of

response from Google via input with the wdfdnkand the wordPriest
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Goxc 1816 Monk Priest “

Web mages Shopping More ~ Search tools

en.wikipedia.org/wiki/Monk

Eastern Orthodox monks are addressed as "Father” even if they are not priests; but
when conversing among themselves, monks will often address one another ...
Eastemn Christianity - Western Christianity - Buddhism - Jainism

The Meaning of the Terms Nun, Sister, Monk, Priest, and Brother
catholiceducation.org/articles/religion/re0042.htm

The Meaning of the Terms Nun, Sister, Monk, Priest, and Brother. FR. WILLIAM
SAUNDERS. Is there any difference between a nun and a sister? What about a ...

Can a priest be a monk?(roman catholic)? - Yahoo! Answers
answers.yahoo.com > ... > Religion & Spirituality

8a - 21 Oct 2009

To r- Yes. A monk, or friar, is a man who belongs to one of the monastic orders
in the Church, such as Basilians, Benedictines, Cistercians and Carthusians ...

- 19 Mar 2011
Oct 2008

Jan 2008

What is the difference between a Catholic Priest. Friar . -
What's the difference between a priest and a monk? - 9 ar
What's the difference between a monk. brother. and ... - 3
How can | become a zen monk/priest? - 5 answers - 19 Mar 2007
More results from answers.yahoo.com »

How a murderer became a monk: Priest tells how he converted ...
www.dailymail.co.uk/.. /How-murderer-monk-Priest-telis-con

Jan 14, 2012 - The unlikely story of how notorious jailed killer Clayton Fountain became
a monk has been told by Fr Paul Jones, the priest who befriended ...

The Monk, the Priest, the Nun - School of Arts & Sciences ...
ccat.sas.upenn edu/italians/Monk/Monk htm

The Center for ltalian Studies at the University of Pennsylvania, the ltalian Studies
Section, and the Italian Consulate General in Philadelphia present. The Monk ...

Spiritual Guidance: Monk healing vs. priest healing in Mists of ...
vow_joystiq.com/.. /spiritual-guidance-monk-healing-vs-priest

Mar 21, 2012 - Priests didn't see anything new on Monday, but with all the information
released about mistweavers and monk healing in general, | thought | ...

What is the difference between a monk and a priest

viki.answers.com > .. > Christianity > Catholicism

a monk lives in a monastery and leads a quiet devout life with hard work. a priest has a
Parish and caters to the people by saying mass and hears confessions ...

Figure 5.3: An Example of Results from Google

5.2.3 STEP 2: Word Extraction from HTML Pages

After extracting the WebPage URLs of the top eig¥fgbPages of wl and w2, LCSS
performs three more steps to prepare the datadeidting the data into the database, as
follows:
* Remove the HTML tags.
» Extract words from sentence. (This step is requimelnumber of languages where
the words in a sentence are connected, includied tiai language.)

« Remove function words.

Firstly, LCSS reads the source code from the eright WebPage URLs acquired from
STEP1. LCSS deletes all HTML tags by using funcstip_tags(); (Php.net, 2001).

Secondly, for the Thai language, there is no spetereen words in a sentence. A Thai
word extraction algorithm Sornlertlamvanich, 20Q0is used to separate words in a

sentence so that the LCSS can recognise each wind sentence.
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Lastly, Thai function words need to be taken ouindtion words in themselves are,
generally speaking, very high frequency. As indixd words, they make little or no
contribution in the semantic content of a sentertm&, patterns of function words
contribute structural information which define diglie acts and so on. The two sentences
are given as an example in Figure 3.4 to illusttiagedifference of having and not having

function words more explicitly.

S1: The car is opposite the school.

S2: My friend is going to school.

Figure 5.4: An Example of Two Sentences

Figure 5.4 shows two sentences. There is a difteren the chain of words that were
created by the two sentences with and without teegmce of function words, as shown in

Figure 5.5.

o the
Car Car
\ /opposite ~—_ school opposite
s schoo \ .
/ \ / o schoo!
. _——— g0
friend go friend
ya ™ b
My
Before After

Figure 5.5: An Example of Two Sentences with and Wiout the Presence of

Function Words

From Figure 5.5, the chain of words between thedwar and the wordrriend before
taking function words out isar-is-friend while the lexical chain on the right, eliminating
those function words, yields the lexical chaar-opposite-school-go-friendrherefore,
including the words makes the lexical chain betwe@ar andFriend artificially short.
Paradoxically, including the function words als@ade to more complex and lushly-

connected graphs, as there are thousands of seatemiataining function words suchigs
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to, and and so on. They make the lexical chain shortan tih should be. Therefore,
eliminating function words is essential in this g@es to prevent complications.
Furthermore, regarding the Thai language, the fanatiords are acquired from the Thai
National Corpus (Aroonmanakun, 2007).

For the main example worddonk andPriest the lexical chain before and after removing

function words is shown in Figure 5.6

Monk\ ) /ul ~——— the —— temple
live \ Monk temple
church / church \ Buddhist
go and
z AN t / N\ e
o are . Christian
Priest \ I Priest
/ Christian
Buddhist
Before After

Figure 5.6: An Example of Lexical Chain before and after Remové&unction Word

Before taking the function words out, the lexical chainvieen the wordMonk and the
word Priest is Monk-live-in-the-temple-are-church-to-go-Priestowever, after removing

the function words, the lexical chain becoriMenk-temple-Christian-church-Priest

524 STEP 3: Insert Lexical Chains into the LexidaDatabase

In this process, the links are attached to eacldworevery sentence as a lexical chain.
Every time the word is inserted into the lexicaladase, it also counts the word frequency
and so does the link frequency between words inyesentence. The link frequency is the
frequency of two words in the sentence that ard¢ teegach other. Their link frequency is
also counted when inserted into the lexical datb¥tord frequency and link frequency
will be used to calculate the rating between twgdtawords, which will be explained in
more detail later in Section 5.2.6. This algoriteontains three main database tables, as

shown in Figure 5.7.

94



URL o Link
% D “:f'JID ? 1D
wi w1
w2 .D_‘ word w2
URL count count
Figure 5.7: The Database
. The Word table records each word that is inserted into ti@lthse and the field

countrecords word frequency.

. TheLink table records each connection between two wordliseinexical chain that
is inserted into the database; fielolntrecords its link frequency.

. The URL table records each WebPage URL between two targetlsvand is
inserted into the database.

5.2.5 STEP 4. Searching for All Lexical Chain in te Lexical
Database
A
\X X " \

Figure 5.8: A Complex Chain of Words

More complex chains of words can be obtained frown lexical database after LCSS
receives a new WebPage URL from the search engigare 5.8 is a graph representing

the lexical database; eaghmarks a position occupied by a word in the lexatatiabase;
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word A and wordB represent the two target words. A high frequencydwoay be shared
by hundreds of sentences making complex chainsooisv There are two specific points
that need to be considered. First, there are pbssgoto find a lexical chain from word

to word B. Second, a boundary (the maximum range of thedéxihain) must be set on
the distance from word to word B to avoid the NP complete problem (Michael, 1979),
which will be explained in Section 5.2.5.2. Itlsu$s essential to expound the identification

process.

5.25.1 STEP 4.1: Searching All Possible Lexical @ms between the
Two Target Words

The algorithm will search and find all possibleitat chains between the two target words
from the lexical database.

Buddhist
\ graveyard
temple /
church \ \ cemetery
Priest Christian

Figure 5.9: A Chain of Words between WordMonk and Word Priest

Figure 5.9 shows an example of a chain of words/éen the wordMonk and the word
Priest There are three possible lexical chains betweenmvordMonkand the wordPriest

- Monk-temple-church-Priest

- Monk-temple-Christian-church-Priest

- Monk-temple-Buddhist-graveyard-cemetery-Christianfch-Priest

These three lexical chains will be chosen and usedalculate the semantic similarity
between the wordslonkandPriest In a case where LCSS cannot find any possibiedéx
chain (within the bound set) from the two targetrd# it can be assumed that the two
target words are related very slightly or not mdain meaning, as those two words are
completely separate from each other. The algorithinrate the word semantic similarity

equal to 0 in a case where it cannot find any Exbain from the two target words.
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5.2.5.2 STEP 4.2: Maximum Range of Lexical Chain

To avoid the NP complete problem (Michael, 1978 maximum range for the lexical
chain is crucial. Also, if there is no maximum rar{@gpper boundary) for the lexical chain,
LCSS will obtain an infinitely large number of leal chains for most pairs of target words
as the algorithm obtains additional data most c# tme the algorithm is used.
Accordingly, on this basis, it is essential thanaximum range standard for the distance
between the two target words is set. For the Taaguage, the maximum range of the
lexical chain is seven, including the two targetrds This number is based on the average
number of words in a sentence in the Thai langbe&gsg 6.6 (Aroonmanakun, 2007)

In the example from Figure 5.9, there are threenshaf words available. For the lexical
chain Monk-temple-Buddhist-graveyard-cemetery-Christianrch-Priest the two target

words have to travel through six words to reacthe@be number of words in total is eight
as it includes the two target words. Hence, acogrth the high range number, it could be
assumed that either the two words may be relateal tmv degree or they may not be
related at all. Thus, the lexical chaiMonk-temple-Buddhist-graveyard-cemetery-
Christian-church-Prieswill not be selected to calculate the rating fae thordMonk and

the wordPriestas it exceeded the maximum range of seven.

5.2.6 STEP 5: Selecting the Best Available Lexic@lhain

Once all lexical chains between the two target wdrdve been obtained from the lexical
database with the maximum range of no more thaerséw the Thai language), in the
case of no lexical chain, the word semantic sintylaating of the two target words will be
0, as explained in Section 5.2.5.1. In the caseevtiere is only one lexical chain for the
two target words, that lexical chain will be autdivaly selected to calculate the word
semantic similarity between the two target wordghi next step. If there is more than one
lexical chain, the extra step in LCSS is to selleetbest lexical chain available. To do this,
the word frequency and the link frequency mustdeslered. Firstly, the word frequency
is defined as the number of times the word occuimgaast web searches and is recorded
in the database. The higher the number is, the rfrespency the words have. The
example is given in Figure 5.10 showing three sergs.
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S1: She goes to school.

S2: She goes to cinema.

S3: He goes to school.

Figure 5.10: An Example of Three Sentences

In Figure 5.1051, S2andS3are analysed together, the frequency of the wairelswo for
the wordshe three forgoes two for schoo] and one forcinema It can therefore be
concluded that the womgbeshas the highest frequency among the other wortlssrcase.
Secondly, the link between words must be identipedr to counting their frequency. A
link is defined as the presence of two or more wanthich appear together in the lexical
chain. According to Figure 5.10, there aslee-goeshe-goes goes-schogl and goes-
cinema which are called the link between words. Consetiyethe link frequency is how
frequently they appear in sentences. Whes al52andS3are analysed together, it shows
that the linkshe-goesounts two as the frequency, while-goess one. Similarly, while
goes-schoohas a frequency of twgoes-cinemdas one. Hence, in this case, the Bhle-
goesandgoes—schodhave a higher frequency than the other two lilkesgoesandgoes—

cinema

Buddhist
8
Monk 5 A
21 graveyard
\ temple - y10
15
b /
Ch&r"h \ cemetery
b “ 9
Priest Christian
30 14

Figure 5.11: A Chain of Word between WordMonk and Priest with Word Frequency

and Link Frequency
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Accordingly, the frequency of the links between #rneeds to be pinpointed and
established so that the lexical chain can be ifiedti

Figure 5.11 is the same as Figure 5.9 with thetimhdil information. Figure 5.11 shows a
chain of words between the wort#onk and Priest with their word frequency and their
link frequency. The bold numbers under the worgseasent the word frequency. The italic
numbers appearing between words represent thdrégkiency, which is the count of the
number of times the words were found to be adjackming the graph construction

between words.

After applying the upper boundary length, thereentvo lexical chains left for the words
Monk and Priest These areMonk-temple-church-Priesand Monk-temple-Christian-
church-Priest respectively. To determine which lexical chain ® selected in LCSS, it
needs to calculate to find the Link Density of eéohical chain. Link Density can be used
to determine which lexical chain is most repres@rgeof the word pair behaviour in the

language and therefore should give the most mefningeasure of similarity.

The link density of the lexical chain is denoted ld® and it can be calculated from

Equation 5.1:
Link Density (LD) = 2= Equation 5.1
ink Density ( )_ZWF q .
where

n is the total number of words in the lexical chain.

Y. LF is the abbreviation fop"— ;' LF;;.;. It is a sum value of link
frequency in a lexical chain. In other words, iaisum value of each
link frequency [F,_;.,) between a pair of word& and {+1)" in
the lexical chain where thevalue can be [Ip-1].

YWF is the abbreviation fox,/-; WF;. It is a sum value of word frequency

(WF;) from wordi™ ton™ in a lexical chain.

A number of experiments were conducted to findh® most suitable formula to use in a

particular situation.
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To calculate:

The link density of the lexical chaMonk-temple-church-Priess:

LFMonk—»temple+LFtemple—»church+LFchurch—>Priest
WFMonk+WFtemple+WFchurch+WFPriest

(5+6+5) / (21+15+24+30)

0.178

Similarly, the link density of the lexical chaWtonk-temple-Christian-church-Pries:

(5+2+4+5) / (21+15+14+24+30)

0.153

According to the example, it shows that the lexiclahin Monk-temple-church-Priess
better than the lexical chaiMonk-temple-Christian-church-Priesince it has a higher
value ofLD. As a result, the routéonk-temple-church-Priestill be selected to calculate

the word semantic similarity rating in the nextste

5.2.7 STEP 6: Calculate the Semantic Similarity Ratg between Two
Target Words

This work adapts an equation for calculating sintyafrom the path length given in Li et
al. (2003). This can be generalized to EquationslizreAlphais a constant anBetacan

be calculated from Equation 5.3.

The semantic similarity from the lexical chain beém two target words can be calculated

by using two formulas in Equation 5.2 and Equabdh

Two words are givenyl andwz, the semantic similarity(w1,w2) can be calculated from

Equation 5.2:
s(wl,w2) = tanh(Alpha X Beta) Equation 5.2

The Alpha parameter is a constant value which is decide@rmi#ipg on the language. The
Alpha parameter of the Thai language will be discusadtieé experiment section, Section

5.4. The value oBetacan be calculated frolquation 5.3:

Beta =

LLF (M) Equation 5.3

n >WF
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Equation 5.2 is a well-known method used in STA8lEet al.,, 2003).A number of

experiments were conducted to determine the mdasitbéel equation foBeta.

From the example in Figure 5.11, as explained icti®e 5.2.6, the lexical chaiNlonk-
temple-church-Priesis selected as it returns a higher value of lieksity. Subsequently,
LCSS calculates the rating by using Equation 5@ Equation 5.3 as:

YLF = 5+6+5 = 16
YWF = 21+15+24+30 = 90
n = 4

Beta =  ox(=>) = 4.711

Thens(wl, w2)can be calculated from Equation 5.2:
Given that thlphavalue is 0.2:
s(wl,w2) = tanh (0.2 x 4.711)
= 0.736

From the calculation, the semantic similarity rgtof LCSS between the wolMonk and
the wordPriestis 0.736.

5.2.8 An Example of LCSS usage with Thai Word Pairs
The aim of this section is to present an actuahgia of LCSS. Given two words;; and
w, as ## (Plant) and 2/71% (Fores), the semantic similarity rating can be calculate®

steps.

STEP 1: Send a Request to Search Engine with “W1 (SpaceVB2’ as Input

The first step to calculate the rating between bedw/#2 (Plant) and /7% (Fores) is to
send a request to the search engine (Google).d-glR shows the top eight WebPages of
searched word#z (Plant) and /7 1% (Forest)
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asuihbilfladiedasunulmiaransiseudn - udnwuaayla
www.matichon.co.th/news_detail.php?newsid... ¥ Translate this page

10 hours ago - afudnsuih Ll naneai udnaimsuon nsuihbisanlidiunsuanenu
unorné dadthuaviusvias u 2 miaou ivhowAmAuihal Ysingit nsuananuy ...

‘auidnmmsiaunonsigruwasGausnsiiuvdusiuuuens | e dihd
m.dailynews.co.th/Article.do?contentid=216455 ~ Translate this page
2 hours ago - ... matustuznarhife 40 I ihignvivan donativsnaniduanasauiiu

Viunaus dumeamsihseinEawdaanudan sy Lisnsolanid iadaduiala

asuihlai deaaywisiuwiaussauinsuszsnsinlil sau 20 dasy
www_bkkparttime.com/susizms/nsuillai/ ~ Translate this page

17 hours ago - ¥nimmMsinLiliians dimiasuswmisnuiiavaaiauauia dot ...
HAMSAUM : Nsuaneu dadth uaviuswy Suaias 12557meaneo (4),www forest go ...

ueay yas - I Inenduwily sunsdisuuaraddindnm dnindwis ..
reg.mju.ac.th/registrar/room_time.asp?avs943220430... ¥ Translate this page
13 hours ago - gudnduinavhinanailsey. 112 ... avmswiawnu. 128. quedida
muaudasiriaofiunity. 129 ... vhsuvidmans. 807. vhsuinuasihlai’ 808. aued
Usrauanu

awAanssy - duauinddedih dnimidmsiuiiauinkii « (auasiusail)
wildlife.dnp9.com/wildlife/index php?mod...10 ¥ Translate this page

21 hours ago - Wiajun 15 &wmau 2556 woitdn Inwaams ganamsaauineaanith
... MUTaum asudnsuanenuumg dadith uaviusw Wulsrswluisidaiasins ...
uladun 14 fdauwiau 2556 wadaay naswiuv iHvainauuh bithwanu ..

Ussianaail | msiwunlssanuasial - WordPress com
tikhnamporn5652 wordpress.com/al'lai . /dlssiaviuas... ¥ Translate this page

5 hours ago - Tudsumalnusansautivlsuanvasthaanleiu 2 Usuanadoiulaun
ih‘Lindaly (Evergreen Forest) thisuaniiilsana 30% vasuiavithwviolsund ...

msanyiaf -- 21ansilaniial - 21naylsilug

www.ryt9_ com/tag/msian¥ia - Translate this page

20 hours ago - waMsAUMA: MsUaNi. ... IumsaivirgauasTwueunimia
UM WU ... Sunaaudiy Iandadesimi dausaulumagn T biauwaniug i
UMUINUD ...

auwiauli @yundnssusssu(indid

www.monmai.com/ ¥ Translate this page

8 hours ago - dauiludiniasegAaviandn ansalanlafaunnmavassund JaruAy
1A 10-12 @au ... naxfnmslanihiaglidaslanemmannsiuanmiheuiy
BSSULG

Figure 5.12:An Example of Result from Google for words#2 (Plant) and

11137 (Forest)
STEP 2: Word Extraction from HTML Pages

For each sentence in the top eight WebPages froEPSI, the Thai word extraction
algorithm Sornlertlamvanich, 200Q0is used to separate the words in a sentence. For
instance, in the paragraph:

“Ussindlnadunaunisanuuiaassd aauauysallddroduwuguiundda danunainvaie
2aIWUTATTUURLNTWENATEITNLN RN NUNaFUAITTAU I NEAITATITNA uagHufiasiuladu

T Qs [

ausniugnIsunarninennsnalvavat aduaulnanaaa’ly”

After each word in a sentence is separated antutition words are removed, the lexical
chain for each sentence is created as follows:

. Uszina'lneg — Auuau — W9 - ANUNRAITE

. aauauysal — 1l - "Ny

. ANUNAINURE — WUFATIU — NTNENNT — 535020 — Au'lng - aszniin
. Fufiarinla — aushy — Wugassn — nswenns - e
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. A — au'lne — aran — 1l

STEP 3: Insert Lexical Chains into the Lexical Database

Each lexical chain that has been created in STERAr&erted into the lexical database, in
which the word frequency and the link frequencyas® counted. However, starting with
an empty lexical database is unnecessarily paimgiand so the lexical database is pre-
populating by collecting data from Google followiBJEP 1-2 for all word pairs in TWS-
65.

STEP 4: Searching for All Lexical Chains in the Lexical tAhase

au'ly
Tree

P2
N m,,/

Figure 5.13:A Chain of Words between Wordwa (Plant) and 1l2"lsi’ (Woods) with

il

Forest

W
Plant

Word Frequency and Link Frequency

The chain of words between wordgz (Plant) and 2/77% (Forest) from the lexical
database are shown in Figure 5.13. The bold numbwtsr the words represent the word
frequency. The italicised numbers appearing betwten words represent the link

frequency

The possible lexical chains from the chain of wdvdsveen the wordgz (Plant)to 2/7714°

(Forest)in Figure 5.13 are as follows:

o ey laF 1113/ (Plant-Tree-Forest)
o W2 wa 13k 17 137 (Plant-Fruit-Forest)
o WraulaFua 13k 1113 (Plant-Tree-Fruit-Forest)

o W wa L3k 6 135 17 13/ (Plant-Fruit-Tree-Forest)
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STEP 5: Selecting the Best Available Lexical Chain

Calculate the Link Density from each lexical chéiom STEP 4 by using the Equation
5.2.

The link density of the lexical chaiiiz- sy 137 /7 13/ (Plant-Tree-Forestjs:

LFpiant->TreetLFTree»Forest
WFplanttWFTreetWFForest

(3+2) / (24+17+25)

0.075

The link density of the lexical chaiiz- aa 13 1/7 {3/ (Plant-Fruit-Forest)is:

— LFpignt>FruittLFFtuit>Forest
WFplant tWFFruittWFForest

(2+1) / (24+28+25)

0.038

The link density of the lexical chaiiz- sy 13- aa 13- /7 13/ (Plant-Tree-Fruit-Forest)s:

— LFpiant->TreetLFrree»FruittLF Fuit—>Forest
WFplanttWFrreetWFpryittWFForest

(3+3+1) / (24+17+28+25)

0.074

The link density of the lexical chaiiz- aa 13 61w {3 17 13/ (Plant-Fruit-Tree-Forest)s:

LFpignt>FruittLFFruit>Tree tLFTree—Forest
WFplanttWFpruittWFTreetWFForest

(2+3+2) / (24+28+17+25)

0.074

The lexical chainwz-auls- 17115 (Plant-Tree-Forest)is chosen to calculate the word

semantic similarity rating between the wondle (Plant) to /71% (Forest)since it has the
highest value okED.
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STEP 6: Calculate the Semantic Similarity Rating betw@&aro Target Words

Calculate the semantic similarity rating betweee wWords sz (Plant) to /71 (Forest)
from the lexical chainz-au 13- 2/713 (Plant-Tree-Forest)from STEP 5 by using the

Equation 5.2 and Equation 5.3 as:

YLF =  3+2 = 5
YWF = 24+17+25 = 66
n = 3

Beta =  Zx(=2) = 1.075

Thens(wl, w2)can be calculated from:
Given that thAlphavalue is 0.2:
s(wl, w2) = tanh (0.2 x 1.075)
= 0.212

From the calculation, the semantic similarity rgtof LCSS between the word# (Plant)
to 2/713/ (Forest)is 0.212.

5.3 Training Dataset and Testing Dataset to EvaluatLCSS

Prior to the present work, there has been no attémgreate a benchmark dataset for Thai
word similarity measures. Prior work in English lessablished the high cost of creating a
gold standard similarity dataset which is of suéfit size for training Machine Learning

classifiers, although evidence has been foundahsnall carefully designed dataset can

provide an acceptable evaluation (O’Shea at el3R0

To provide a meaningful evaluation, LCSS must beetd with a benchmark dataset.
However, LCSS also has a trainable parameter adepandent data are required for
training and testing and an acceptable value caestablished for this parameter with a
relatively small dataset.
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The aim of this section is to describe the methoglplfor creating training and testing sets.
Also, the training set will be used to experimeithvwhe Alpha parameter in Equation 5.2

in Section 5.4 and the testing set used to evall@&S in Section 5.5.

From Chapter 4 Section 4.4.5, an experiment waduwziad to find whether TWS-30 and
the TWS-65 are statistically significantly diffetedo evidence was found; thus, TWS-30
and TWS-65 are considered to represent the samégbiop.

5.3.1 Training Dataset
TWS-30 from Chapter 3 will be used as a traininggtsdind the most suitable value of
Alpha parameter, which will be explained in Section SMter the value of theAlpha

parameter is assigned, the testing data set willsled to evaluate LCSS.

5.3.2 Testing Dataset

The TWS-65 is used as a testing set to evaluatd @®&S measure. As mentioned in
Section 4.4.5, there are 14 word pairs in the tallleh contain the same meaning in both
TWS-30 and TWS-65. Hence, those word pairs will Ibetused as a testing set to avoid
bias when evaluating with LCSS. Therefore, theee %t word pairs from TWS-65 that

will be adopted as the testing set. Those 51 waitspvill be called TWS-51 and can be
found in Table 5.1. ColumWP is the number of the word pairs. Columis andW, are

the word pairs.

Table 5.1: TWS-51

WP W, W,
1 WA Glass nFulad Serf
2 2113 Food ety Signature
3 Seyndl Gem anagu Signature
4 donsia Coast SOEIUG Car
5 &l Dog AFaviia Tool
6 ATTLAUNIY Journey g&u Graveyard
7 Wi Tu Midday 1398vAs Theatre
8 A9 Midday ANSviadLTen Voyage
9 ENUNINRUL Automobile LWASWRAE Jewel
10 tfiutan Hill Wa'lal Fruit
11 VI RIRGE Magician g2l Cup
12 1 Cemetery ) Dog
13 Tnanenna Magician AFaviia Tool
14 ATLAUNNY Journey nan9iu Noon
15 daaans Magazine ih Aunt
16 DSTRE | Priest nilvda Book
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17 LenE{2E Boy Wi Dog
19 G Dog LNl Lad
20 e[9) Temple wa'lns Woods
21 & Slave %N Dog
22 2115 Food aael Cup
23 A3 Teacher nilvda Book
24 W Plant ARYAYEY Silk
25 LenE2E Boy nRERETi] Lecturer
26 Ts9aWeIus Cinema Tusd Church
27 ma Slave LANRUN Lad
28 wiuin Hill TR Shore
29 ENUNTNRUY Automobile LA3aiia Tool
30 W Ee Cotton Gu'lal Tree
31 ainsal Implement TaLUG Car
32 |y Uncle annsd Lecturer
33 1 Forest Wa'lal Fruit
34 A3 Teacher ih Aunt
35 Tnun Priest Waum Wizard
36 A7 Glass LNATNRAEL Jewel
38 e[ Temple GERN Graveyard
39 A Plant Wa'lws Woods
41 Yt Food W'l Fruit
42 wi Glass el Cup
43 e[7) Temple n5e Monk
44 ]9 Uncle i Aunt
45 1 Forest eu'lal Tree
46 TsoaweIus Cinema 159asAT Theatre
47 W Elne Cotton AR STHT Silk
49 W Plant eiu'lal Tree
50 finasns Magazine nilvia Book
57 v Hill N Mountain
60 TN Priest N5 Monk
62 e[ Temple Tusd Church
63 A3 Teacher anansed Lecturer
65 Y] Dog %N Dog
The methods for collecting and rating these paesdascribed in Section 4.5.
54 Experiment to Find the Most SuitableAlpha Parameter

in LCSS in Thai Language

The Alpha parameter is the constant in Equation 5.2. It setedbe assigned before

calculating the LCSS rating. As stated in Sectid) bBCSS can be used in other languages

and a suitable (optimal) value should be establistoe each language. For the Thai

language, TWS-30 will be used as a training sefing the most suitable value of the

Alphaparameter.
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54.1 Methodology

The following experiment was conducted to find thest suitableAlpha parameter in

LCSS to use in the Thai language.

. The lexical database was pre-populated by collgdlieta from Google following
STEP1-2 for all word pairs in TWS-30.
. The LCSS rating for each word pair in the traingeg was calculated by applying a

value of theAlphaparameter from 0-1, plus 0.05 each step.

. The correlation coefficients) between Human rating and LCSS were calculated
for each value of thAlphaparameter

. The optimal value oAlphawas chosen using the highest correlation coeffiqig

that was obtained.

The Pearson Product-Moment correlation coefficiéntbetween the Thai Human rating
and LCSS rating with the value of tAdpha parameter between 1-0 will be calculated and

shown in Section 5.4.3

5.4.2 LCSS Rating with a DifferentAlpha Parameter

ColumnWP shows the word pairs in TWS-30. ColurAnmanshows the Average human
rating for each word pair. The rest of the colureingw similarity ratings of LCSS with the
value of theAlpha parameter between 1-0. The values ofAlgha parameter 0.45, 0.30,
0.20, 0.15, 0.10, and 0.05 are shown in Table th2sé 6 values are selected for

presentation as they are the most promising vdioesthe set tested).

Table 5.2: The Average of Similarity Rating for thel4 Word Pairs in Both Datasets

The value ofAlpha

WP Human
0.45 0.30 0.20 0.15 0.10 0.05
1 0.020 0.000 0.000 0.000 0.000 0.000 0.000
5 0.006 0.000 0.000 0.000 0.000 0.000 0.000
9 0.017 0.000 0.000 0.000 0.000 0.000 0.000
13 0.171 0.487 0.340 0.232 0.175 0.118 0.059
17 0.158 0.563 0.401 0.276 0.209 0.141 0.071
21 0.150 0.498 0.349 0.238 0.180 0.121 0.061
25 0.137 0.493 0.345 0.235 0.178 0.119 0.060
29 0.149 0.648 0.473 0.330 0.252 0.170 0.086
33 0.541 0.479 0.334 0.228 0.172 0.115 0.058
37 0.315 0.467 0.325 0.221 0.167 0.112 0.056
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41 0.325 0.750 0.570 0.407 0.313 0.213 0.108
47 0.403 0.754 0.575 0.411 0.316 0.215 0.109
48 0.393 0.248 0.167 0.112 0.084 0.056 0.028
49 0.605 0.493 0.345 0.235 0.178 0.119 0.060
50 0.221 0.489 0.342 0.233 0.176 0.118 0.059
51 0.781 0.493 0.345 0.235 0.178 0.119 0.060
52 0.583 0.645 0.471 0.328 0.250 0.169 0.085
53 0.836 0.981 0.913 0.773 0.648 0.473 0.252
54 0.697 0.445 0.308 0.209 0.158 0.106 0.053
55 0.806 0.809 0.635 0.462 0.358 0.245 0.124
56 0.805 0.487 0.340 0.232 0.175 0.118 0.059
57 0.708 0.882 0.727 0.548 0.431 0.298 0.153
58 0.834 0.907 0.765 0.586 0.465 0.324 0.166
59 0.379 0.510 0.358 0.245 0.185 0.124 0.062
60 0.606 0.692 0.513 0.361 0.276 0.187 0.094
61 0.509 0.923 0.791 0.615 0.491 0.344 0.177
62 0.850 0.901 0.755 0.576 0.456 0.317 0.163
63 0.770 0.787 0.610 0.440 0.340 0.232 0.118
64 0.752 0.960 0.860 0.698 0.570 0.407 0.212
65 0.769 0.907 0.765 0.586 0.465 0.324 0.166

5.4.3 Results

The Pearson Product-Moment correlations coeffisiémt each value ohlphaassigned in

LCSS are shown in Table 5.3. The best correlatoefficients () between the Human

rating and LCSS similarity rating are obtained frasing value oflpha= 0.20 which are:

Pearson’s = 0.703 (P-Value < 0.01)

Table 5.3: The Pearson Product-Moment Correlationsn Each Value ofAlpha

LCSS Correlation P-Value
Alpha=0.45 0.696 <0.01
Alpha=0.30 0.702 <0.01
Alpha=0.20 0.703 <0.01
Alpha=0.15 0.695 <0.01
Alpha=0.10 0.688 <0.01
Alpha=0.05 0.682 <0.01

As a result, it can be assumed that the most seitaiue of theAlpha parameter is 0.20

for the Thai language.
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5.5 Evaluation of LCSS with the Testing Dataset (T\8-51)

The aim of this section is to describe the serfemxperiments conducted using the testing
dataset to evaluate the LCSS.

55.1 Methodology

The TWS-51 from Section 5.3.3 was used to evalu@8S by comparing the Pearson

Product-Moment correlation coefficient petween human ratings and LCSS ratings over

the dataset. The methodology is as follows:

. The lexical database was pre-populated by collgddeta from Google following
STEP1-2 for all word pairs in TWS51.

. LCSS rating was obtained using calculations asridestin Section 5.2, with the
Alphavalue of 0.2, established in Section 5.4.3.

The Pearson Product-Moment correlation coefficightoetween Thai human rating and

LCSS measure will be calculated and shown in Se&ib.3.

5.5.2 LCSS Semantic Similarity Rating

Table 5.4 shows the semantic similarity ratingstha Thai word pairs. ColumWP is the
number of the word pairs from the TWS51. ColuRumanpresents the Human rating for
the Thai word pairs. ColumhCSSdisplays the LCSS rating for the Thai word pairs
described in Section 5.2. All of the measures Haeen scaled in the range 0 to 1 to aid

comparison.

Table 5.4: Semantic Similarity Rating for Human Paticipants and LCSS

WP Human LCSS WP Human LCSS
1 0.014 0.218 28 0.294 0.319
2 0.017 0.000 29 0.316 0.567
3 0.024 0.000 30 0.321 0.223
4 0.028 0.000 31 0.334 0.678
5 0.031 0.213 32 0.353 0.202
6 0.034 0.207 33 0.388 0.201
7 0.044 0.000 34 0.406 0.561
8 0.056 0.202 35 0.430 0.204
9 0.061 0.104 36 0.481 0.202
10 0.069 0.207 38 0.538 0.564
11 0.069 0.211 39 0.553 0.364
12 0.073 0.000 40 0.564 0.568
14 0.080 0.318 41 0.591 0.558
15 0.086 0.333 42 0.603 0.698
16 0.104 0.397 43 0.669 0.697
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17 0.105 0.203 44 0.686 0.394
18 0.110 0.360 45 0.726 0.396
19 0.133 0.494 46 0.754 0.521
20 0.135 0.209 49 0.763 0.202
21 0.139 0.399 55 0.799 0.401
22 0.163 0.201 60 0.853 0.568
23 0.246 0.566 61 0.894 0.802
24 0.261 0.221 63 0.923 0.701
25 0.271 0.221 64 0.946 0.876
26 0.274 0.000 65 0.981 0.975
27 0.290 0.202

553 Discussion

The experimental results in Section 5.5.2 sugdestthe LCSS provides good results on
TWS-51. The Pearson Product-Moment correlationfaoent () between the Thai human
rating and the LCSS measure is:

. Pearson’s = 0.723 (P-Value < 0.01)

Table 5.5 illustrates the agreement of both thehimecmeasures with human ratings, and
the machine ratings over TWS-51 by calculating ¢berelation coefficientsr{ between
the human ratings and the machine ratings ovebihword pairs. Also, the leave-one-out
resampling technique is used to find the correfatioefficient of each participant with the

rest of the group.

Table 5.5: The Pearson Product-Moment Correlation @efficients ()

Correlation r P-value

Thai human similarity rating and TWSS 0.752 <0.01
Thai human similarity rating and LCSS 0.723 <0.01
Average Thai native speaker and the rest of themro 0.865 -
Worst Thai native speaker participant and thea&sie group 0.708 -

Best Thai native speaker participant and the rietsteogroup 0.928 -

In Table 5.5, the LCSS measure performs better thancorrelation between the worst
performing human and the rest of the groug 0.708), which supports the notion that it
could build up the basis of an effective algorithm.

The paired sample t-test was used to find whethevrod the Human ratings and LCSS

ratings over the dataset were significantly differ@=0.05)from the hypotheses:

. Ho: There is no statistically significant differenbetween Human ratings and
LCSS ratings.
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. Hi: There is a statistically significant differencetlveen Human ratings and LCSS
ratings.

The result is:

. t =0.104,df = 50 (P-Value > 0.05)

As a result, it fails to reject the null hypothesighich means the ratings produced by
humans are not statistically significantly differé&om the rating of LCSS. This means the
rating produced by LCSS is not statistically sigraihtly different from the Human rating
over the TWS-51. As a consequence, LCSS is coresiderbe part of the nTWSS.

To calculate Steiger's z-test between two measueggiires the construction of a
correlation triangle. In this case, we considereohgaring the correlation between TWSS
and the TWS-51 human rating with the correlatiotween LCSS and the TWS-51 human
rating. Correlation triangles are formed as showirigure 5.14 and the specific triangle

for this calculation is formed according to Figbré5.

ri r2
rxy rzy

r3
rxz

Figure 5.14: General Form of Correlation Triangle
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rl r2

TWSS vs LCSS vs

Average Human Average Human
r3

TWSS vs LCSS

Figure 5.15: Specific Correlation Triangle for TWSSvs LCSS

From Table 5.4:

rl rxy TWSS vs Average human 0.752
r2 rzy LCSS vs Average human 0.723
n=>51

Calculate correlation:
r3 rxz TWSS vs LCSS 0.447

Applying the test gives the following results:
. z=0.346df = 48 (P-Value > 0.05)

As a result, the null hypothesis is accepted. Tihsans TWSS and LCSS are not
statistically significantly different from the TWSL dataset.

Table 5.6 shows thBroblem Word Pairswhich are the same pairs shown in Table 4.7,
Section 4.5.3. Those pairs are the pairs wheredtimeg between TWSS and Thai human

semantic similarity is different by more than 1.
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Table 5.6: Problem Word Pairs

WP W, W, Human TWSS LCSS
21 & Slave %N Dog 0.555 1.781 1.595
27 Ma Slave  annuu Lad 1.160 2.176 0.810
37 finunenna  Magician wauam Wizard 2.010 3.964 2.137
38 e[7) Temple EGRY! Graveyard 2.150 0.387 2.255
41 a1%s Food Wa'ly Fruit 2.363 0.578 2.232
43 e[9) Temple n5Y Monk 2.675 0.513 2.788
61 U Priest NIy Monk 3.575 1.194 3.208
63 e[9) Temple Tuae Church 3.693 2.677 2.805
64 A3 Teacher ananse Lecturer 3.783 2.671 3.506

]

The most underperforming word pair of TWSS is wpait 61 for which the human rating
is 3.575, since the wordav72 (Priest) is a subset of the wosdsz (Monk) in Thai.
However, TWSS used WordNet as knowledge, based rgilish, which made TWSS
underperform for this word pair, giving the ratitdl94, a difference of 2.381 from the
Thai human rating. On the other hand, the ratiognfilLCSS is 3.208 for word pair 61,
which performs significantly better than TWSS, wattdifference of only 0.367 from the
Thai human rating. The Pearson Product-Moment ladioa coefficients i), Spearman’s
rank correlation coefficientg), Kendall's tau rank correlation coefficienty between the

Thai human rating and TWSS results are:

. Pearson’s = 0.037 (P-Value > 0.05)
. Spearman’g = 0.083 (P-Value > 0.05)
Kendall’s taur = 0.111 (P-Value > 0.05)

Furthermore, the Pearson Product-Moment correlatimefficients ), Spearman’s rank
correlation coefficientsp), Kendall's tau rank correlation coefficient$ between the Thai

human rating and LCSS results are:

. Pearson’s = 0.900 (P-Value < 0.05)
. Spearman’g = 0.950 (P-Value < 0.05)
. Kendall's taur = 0.833 (P-Value < 0.05)

Steiger’'s z-test (Steiger, 1980) is used to findethlbr or not TWSS and LCSS are
statistically significantly differento=0.05)from the hypotheses:

. Ho: There are no statistically significant differead®tween two measures.

. Hi: There are statistically significant differencedvieeen two measures.
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To calculate Steiger’s z-test between two requinesconstruction of a correlation triangle.
In this case, we considered comparing the coroglabietween TWSS and th&roblem
Word Pairshuman rating with the correlation between LCSS thedProblem Word Pairs
human rating. The specific triangle for this cadtidn is formed according to Figure 5.16.

rl r2

TWSS vs LCSS vs

Problem Word Pairs Problem Word Pairs
r3

TWSS vs LCSS

Figure 5.16: Specific Correlation Triangle for TWSSvs LCSS with theProblem Word

Pairs
From Table 5.6:
r1 rxy TWSS vsProblem Word Pairgaverage human 0.037
r2 rzy LCSS v#roblem Word Pairaverage human 0.900
n=9
Calculate correlation:
r3 rxz TWSS vs LCSS -0.052

Applying the test gives the following results:
. z=-2.334df = 6 (P-Value < 0.05)

With the result, the null hypothesis is rejectechisTmeans TWSS and LCSS are

statistically significantly different from theroblem Word Pairsiuman rating.

To compare TWSS and LCSS shows that the correlabefficients between theroblem
Word Pairs human rating and LCSS are significantly betternththe correlation
coefficients between theroblem Word Pair©iluman rating and TWSS with a difference of
0.863. It can be concluded that LCSS overcomegithielem in the Thai culture aspect as

stated at the beginning of the chapter which TW&$ot deal with very well.
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5.6 Conclusion

This chapter cornered the creation of LCSS, a nbeai Word similarity measure. It began
by describing the details of the problem with th&3S. Then it provided a step-by-step
specification of the algorithm. Considerations ua®#d the removal of Thai function
words, maximum length of the lexical chain, and tlse of word frequency and link
frequency. The training and testing datasets wése explained and prepared for the
evaluation of LCSS. The evaluation of LCSS and tbsting set (TWS-51) were
subsequently discussed. Both the TWSS and LCS8rperfell on their own, with TWSS
significantly better and LCSS marginally better.wéwer, the evidence shows that each
contributes a different insight into the similargiyocess. Therefore, a combination may be
more effective, which is the subject of Chapter 6.
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Chapter 6
New Thai Word Semantic Similarity

Measure (nNTWSS)
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6.1 Introduction

In Chapter 4, the problem of TWSS was stated an83. @as shown to provide a different
insight for words of particular importance in Thailture in Chapter 5. Thus, the idea of
creating a better version of TWSS was inspired. Riaing the best feature of TWSS and
LCSS could create a new version of TWSS (nTWSS) Wétter performance. Therefore,
the research question investigated in this chaptemether a combination of TWSS and
LCSS can provide a better model of human percepifohhai word semantic similarity

than either separately.

The contributions in this chapter are:
e Creation of N TWSS
« Evaluation of NnTWSS.

The rest of this chapter is organized as followsSéction 6.2 an experiment is designed to
find the most suitable combination between TWSS [aG8S; Section 6.3 evaluates the
new algorithm, nTWSS, with respect to human sintyaiatings; and the conclusions are

given in Section 6.4.

6.2 New Thai Word Semantic Similarity Measure (nTWS)

As stated in Chapter 5, there are two Thai wordsuess, TWSS and LCSS. TWSS uses
Li's word measure (Li et al., 2003) and translafbai words into English, and the English
WordNet (Miller, 1995) is used as its knowledge,eaplained in Chapter 3. The LCSS
algorithm in Chapter 5 uses information derivedrfra search engine to construct a chain
of words graph, used to create a lexical chain funich word similarity is derived. In
Chapter 5, a number of experiments were conductedaluate TWSS over the TWS-51
dataset, which shows that the Pearson Product-Moowrelation coefficients between
Thai human rating and TWSS rating< 0.752, P-Value < 0.01) perform better than the
correlation between the worst Thai native speaker the rest of the group € 0.708).
Likewise, the correlation coefficients between @i human rating and LCS&#£ 0.723,
P-Value < 0.01) also perform better than the wdlsti native speaker and the rest of the
group. This means that both TWSS and LCSS areeviatgasures in their own right. As
mentioned in Chapters 4 and 5, tAheoblem Word Pairsn Table 5.6 are specifically
grounded in Thai culture. It was found that TWSS$fgens poorly ¢ = 0.037) on the
Problem Word PairsHowever, LCSS performs significantly better thBWSS with a

correlation coefficient of 0.900 over theroblem Word Pairsas discussed in Section
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5.5.3. However, the overall performance of TW8S (.752) is still better than LCS&%
0.723) over the TWS-51 dataset. This leads to tmgecture that each of the two word
similarity measures has a different fundamentalightsinto Thai word similarity.
Accordingly, the idea of creation of NnTWSS is imspl

nTWSS
3
Google WordNet
Translate
Thai TlEnglish Tl
Thai ’ TWSS ]
wi >
» Rating
w2 »
Thai — LS S
Google Lexical
search engine Database

Figure 6.1: An Overview of NTWSS

Figure 6.1 shows an overview of how nTWSS, TWSS B88&S will be combined to
create nTWSS. The similarity rating between two dgoof nTWSS,s(wl,w2) can be

calculated as:
S(Wl, WZ) =6 STWSS + (1 - 6)SLC55 Equat|0n 6.1

whereSryssis the word similarity rating obtained from TWSS¢ssis the word similarity

rating obtained from LCSS, antlis a constant in the rage 0d<< 1 which adjusts the
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proportion between the two components. An experimneas conducted to find the most
suitable value ob between TWSS and LCSS in Section 6.3. This isrélai approach to
STASIS, but STASIS usesto adjust the rating between semantic componethtvaord

order component.

6.3 Experiment to Find the Most Suitabley Parameter

The aim of this experiment is to find the most abii 6 parameter for a combination
between TWSS and LCSS by using TWS-30 as a traisehglescribed in Section 5.3.1.
Theo parameter is a constant in Equation 6.1.

6.3.1 Methodology

The training set and testing set are independetheasesting set removes 14 word pairs
that consist of the same meaning with the trairsagj as explained in Section 5.3. This
training set was also used in the experiment td fire most suitable value of tidpha
parameter for the Thai language in Section 5.4wlmch the result of the experiment
assigned the value of th&lpha parameter as 0.2. Thus, in this experiment Algha
parameter will be assigned as 0.2. The valuesed tharameter used in this experiment

are in the range 0-1.

For each value of th& parameter, the procedure is as follows:

. Calculate the TWSS rating for each word pair in F805(Thai-English translation
included).
. The lexical database was pre-populated by collgdlieta from Google following

STEP1-2 in Chapter 5 for all word pairs in TWS-30.
. Calculate the LCSS rating for each of the word air TWS-30 by applying the

value ofAlphaparameter as 0.2.

. Calculate the nTWSS by combining ratings from TW&® LCSS for each
proportion.
. Calculate the correlation coefficients) between Human rating and nTWSS for

each proportion.

Choose thé parameter from the highest value of correlatiogfitcients ).

The Pearson Product-Moment correlation coefficigfnysbetween Human rating and
NTWSS for each proportion will be calculated andvah in Section 6.3.2.
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6.3.2 NTWSS Rating with Differenté Parameter

Table 6.1 displays the semantic similarity ratifgsthe nTWSS. ColumfVP shows the
number of the word pairs in the training set. Catufumanpresents the human rating for
the Thai word pairs. Columi@WSSlists the TWSS rating which can be calculated as
described in Chapter 3. Colunu€SSshows the LCSS rating, where tA#pha value =
0.2. The columng parameterpresent a series of valuesdofthe 5 values are selected for
presentation as they are the most promising vdtoesthe set tested). All of the measures

have been scaled in the range 0 to 1 to aid cosgari

Table 6.1: Semantic Similarity Rating of nTWSS

o0 Parameter
WP Human TWSS LCSS

0.7 0.6 0.5 0.4 0.3
1 0.020 0.097 0000 0.068 0.058 0.048  0.039 0.029
5 0.006 0.070 0.000 0.049 0.042 0.035 0028  0.021
9 0.017 0.016 0000 0.011  0.010 0.008  0.006 0.005
13 0171 0110 0.232 0.146 0.159 0171 0183  0.195
17 0.158 0.322 0276  0.308  0.303 0299  0.294 0.290
21 0.150 0.365 0.238 0.327 0.314 0.301 0289  0.276
25 0.137 0.176 0235 0194 0200 0206  0.212 0.218
29 0.149 0.145 0.330 0.200 0219 0237 0256  0.274
33 0541 0.322 0228 0293 0.284 0275  0.265 0.256
37 0.315 0298 0.221 0275 0.268 0260 0252  0.244
41 0325 0.365 0407  0.377 0.382 038  0.390 0.394

47 0.403 0448 0.411 0437 0433 0429 0426  0.422
48 0393 0.991 0112 0727 0.639 0552  0.464 0.376

49 0.605 1.000 0.235 0770 0.694 0.618 0541  0.465
50 0221 0214 0233 0220 0222 0224  0.225 0.227
51 0.781 0818 0235 0.643 0585 0527 0468  0.410
52 0583 0.996 0328 0796 0.729 0662  0.596 0.529
53 0.836 0544 0773 0.613 0636 0.659 0.682  0.704
54 0.697 0.819 0209 0.636 0575 0514  0.453 0.392
55 0.806 0.816 0462 0710 0.674 0.639 0604  0.568
56 0.805 0.801 0232 0630 0573 0516  0.460 0.403
57 0.708 0978 0548 0.849 0.806 0.763 0720  0.677
58 0.834 0.816 058  0.747 0724 0701  0.678 0.655
59 0379 1.000 0.245 0773 0.698 0.622 0547  0.471
60 0.606 0.811 0361 0.676 0.631 0586  0.541 0.496
61 0509 0816 0.615 0.755 0.735 0.715 0.695  0.675
62 0.850 0.999 0576 0.872 0.830 0788  0.745 0.703
63 0.770 1.000 0.440 0.832 0.776 0.720 0.664  0.608
64 0.752 1.000 0698  0.909 0.879 0849  0.819 0.788
65 0.769 0999 0586 0.875 0.834 0793 0752  0.710
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6.3.3 Results

The Pearson product-moment correlation coefficiafita series of proportions between
TWSS and LCSS ratio over TWS-30 dataset are showialle 6.2

Table 6.2: Correlation Coefficients

o Parameter 0.7 0.6 0.5 0.4 0.3
Correlation 0.865 0.875 0.879 0.875 0.857
P-Value <0.01 <0.01 <0.01 <0.01 <0.01

As seen above, Table 6.2 shows that the best abaelof NnTWSS can be obtained by
usingo = 0.5; i.e. the best correlation can be obtainedding half of the TWSS rating and
half of the LCSS rating. The Pearson Product-Mongentelation coefficientsr] between
the Thai human rating and nTWSS result is:

» Pearson’sr =0.879 (P-Value < 0.01).

According to this result, the nTWSS will calculdtee word semantic similarity between
two target words by usingj= 0.5.

6.4 Evaluation of TWS-51 with nTWSS

The aim of this section is to describe a seriesxperiments that were conducted using the
Testing set (TWS-51) from Section 5.3.2 to evaldlagenTWSS.

6.4.1 Methodology
The Testing dataset (TWS-51) from Section 5.3125ed to evaluate nTWSS. The nTWSS
rating is calculated by usingj= 0.5, found to be the most suitable value (asri®s=d in

Section 6.3). Thalphaparameter will be assigned as 0.2 as explain&tation 5.4.

The procedure for this experiment is as follows:

. Translate all word pairs in TWS-51 in to EnglislingsGoogle Translate.

. Calculate TWSS rating for each word pair in TWS-51.

. The lexical database was pre-populated by collgdlieta from Google following
STEP1-2 in Chapter 5 for all word pairs in TWS-51.

. Calculate the LCSS rating for each word pair in T84Sby applying the value of
Alphaparameter as 0.2.

. Calculate the nTWSS by using Equation 6.1.

. Calculate the correlation coefficientg petween Human rating and nTWSS.
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The Pearson Product-Moment correlation coefficiéntbetween Thai human rating and
NTWSS measure is shown in Section 6.4.3.

6.4.2 Results

Table 6.3 shows the semantic similarity ratingstfe nTWSS. ColumiWP present the
number of the word pairs of TWS-65. ColutHumandisplays the human rating for the
Thai word pairs. ColumiWSSshows the TWSS rating for the Thai word pairs dbed

in Section 3.2. ColumhCSSshows the LCSS rating for the Thai word pairs dbed in
Section 5.2. ColummTWSSshows the nTWSS rating, half from TWSS half frone t
LCSS rating, described in Section 6.2. All of theasures have been scaled in the range 0
to 1 to aid comparison.

Table 6.3: NnTWSS Semantic Similarity Rating

WP Human TWSS LCSS NnTWSS
1 0.014 0.144 0.218 0.181
2 0.017 0.216 0.000 0.108
3 0.024 0.176 0.000 0.088
4 0.028 0.144 0.000 0.072
5 0.031 0.044 0.213 0.128
6 0.034 0.014 0.207 0.110
7 0.044 0.097 0.000 0.048
8 0.056 0.044 0.202 0.123
9 0.061 0.132 0.104 0.118
10 0.069 0.144 0.207 0.175
11 0.069 0.157 0.211 0.184
12 0.073 0.079 0.000 0.040
14 0.080 0.097 0.318 0.207
15 0.086 0.053 0.333 0.193
16 0.104 0.128 0.397 0.262
17 0.105 0.145 0.203 0.174
18 0.110 0.108 0.360 0.234
19 0.133 0.108 0.494 0.301

20 0.135 0.197 0.209 0.203
21 0.139 0.445 0.399 0.422
22 0.163 0.360 0.201 0.280
23 0.246 0.105 0.566 0.335
24 0.261 0.360 0.221 0.291
25 0.271 0.365 0.221 0.293
26 0.274 0.448 0.000 0.224
27 0.290 0.544 0.202 0.373
28 0.294 0.520 0.319 0.419
29 0.316 0.244 0.567 0.406
30 0.321 0.548 0.223 0.386
31 0.334 0.445 0.678 0.562
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32 0.353 0.244 0.202 0.223
33 0.388 0.216 0.201 0.208
34 0.406 0.244 0.561 0.403
35 0.430 0.365 0.204 0.284
36 0.481 0.263 0.202 0.233
38 0.538 0.097 0.564 0.330
39 0.553 0.547 0.364 0.455
40 0.564 0.322 0.568 0.445
41 0.591 0.144 0.558 0.351
42 0.603 0.668 0.698 0.683
43 0.669 0.128 0.697 0.413
44 0.686 0.445 0.394 0.420
45 0.726 0.586 0.396 0.491
46 0.754 0.818 0.521 0.669
49 0.763 0.664 0.202 0.433
55 0.799 0.670 0.401 0.536
60 0.853 0.716 0.568 0.642
61 0.894 0.298 0.802 0.550
63 0.923 0.669 0.701 0.685
64 0.946 0.668 0.876 0.772
65 0.981 1.000 0.975 0.988

6.4.3 Discussion

The experimental results in Section 6.4.2 sugdedtthe NnTWSS measure and semantic
similarity of human rating provides good results. @an be seen in Figure 6.2, most of the
data points are near the linear line (dotted lin@e Pearson Product-Moment correlations
obtained from these results are:

. Pearson’s = 0.867 (P-Value = 0.000).
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Figure 6.2: The Correlation between TWS-51 and nTWS
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Table 6.4 illustrates the agreement of three measnith human ratings by calculating the
correlation coefficientsrf between the human ratings and the machine ratrugs the

testing dataset. Also, human performance usingetive-one-out resampling technique to
find the correlation coefficient between each ggrant and the rest of the group is shown

in this table.

Table 6.4: The Pearson Product-Moment Correlation @efficients ()

Correlation r P-Value

Thai human similarity rating and TWSS 0.752 0.000
Thai human similarity rating and LCSS 0.723 0.000
Thai human similarity rating and nTWSS 0.867 0.000
Average Thai native speaker and the least of themr 0.865 -
Worst Thai native speaker participant and the lefte group 0.708 -
Best Thai native speaker participant and the lefatste group 0.928 -

The nTWSS measure performed better than TWSS ai@5L&lone, with a difference of
0.115 between the TWSS and nTWSS correlation @ieffis and a difference of 0.144

between the LCSS and nTWSS correlation coefficients

The paired sample t-test was used to find whethenod Human ratings and nTWSS

ratings over the dataset is statistically signiiitbadifferent ¢=0.05)from the hypotheses:

. Ho: There is no statistically significant differenbetween Human ratings and
NnTWSS ratings.

. Hy: There is a statistically significant differencetlween Human ratings and
NnTWSS ratings.

The result is:
. t =0.819,df = 50 (P-Value > 0.05).

From this result, it fails to reject the null hypesis, meaning that there is no evidence to
support the position that the ratings produced BWBS are not statistically significantly
different from the Human ratings.

Applying Steiger’s z-test (Steiger, 1980) to findhether or not TWSS and nTWSS are
statistically significantly different=0.05),the hypotheses are:

. Ho: There is no statistically significant differenoetween two measures.

. Hi: There is a statistically significant differencetiveen two measures.
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To calculate Steiger's z-test between two measueggiires the construction of a
correlation triangle. In this case, we considerechgaring the correlation between TWSS
and the TWS-51 human rating with the correlatiotmieen nTWSS and the TWS-51
human rating. The specific triangle for this cadtidn is formed according to Figure 6.3.

rl r2

TWSS vs nTWSS vs

Average Human Average Human
r3

TWSS vs nTWSS

Figure 6.3: Specific Correlation Triangles for TWSSvs nTWSS

From Table 5.4:

rl rxy TWSS vs Average human 0.752
r2 rzy nTWSS vs Average human 0.863
n=>51

Calculate correlation:
r3 rxz TWSS vs nTWSS 0.849

Applying the test gives the following result:
. z=2.736,df = 48 (P-Value < 0.01).

From its result, the null hypothesis is rejectedaming TWSS and nTWSS are statistically
significantly different. This means nTWSE= 0.867) performs significantly better than
TWSS ¢ = 0.752) with the TWS-51 dataset.

Moreover, NnTWSS performs close to the best perfaneaf the humans and the rest of
the group (( = 0.928) with a difference of 0.061 between the twerrelation coefficients,
which supports the view that this is an effectilgoathm and it should be useful to any

future research on Thai semantic similarity.
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6.5 Conclusion

This chapter described how the nTWSS measure wiyksombining the best features of
TWSS and LCSS; showed the experiments conducteddmate nTWSS; and discussed
the experimental results. The nTWSS showed a pesitesult with the correlation
coefficients ( = 0.867). Moreover, the subsequent procedureisfréisearch is to create a
Thai short text semantic similarity measure thaésusTWSS to calculate the rating
between two target words. To do this, the prelimingtage is to obtain a sentence
benchmark dataset, which will be discussed in Hetaihe next chapter.

127



Chapter 7

A 65 Sentence Thai Benchmark
Dataset (TSS-65)
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7.1 Introduction

In Chapter 6, the word measure (nTWSS) gave a giogresult { = 0.867). However,
the overall aim of this research is to propose rdesee similarity measure suitable for
Thai Conversational Agents which utilizes nTWSS.dbathis, a Thai sentence benchmark
dataset is needed for the evaluation. The aimiefdhapter is to create the first sentence
semantic similarity dataset (TSS-65) based on tie lenguage. As there is no prior Thai
sentence semantic similarity dataset, a methodam®ggquired to create one. This will be
the first of its kind and will contribute substaily to future research on the Thai
language. The proposed methodology adapts proceguesiously shown to be effective
in other languages for the Thai language. Henadsg,résearch will create a Thai sentence
semantic similarity dataset adapting the methodplaged to create the STSS-65 dataset
(O'Shea et al., 2008; O'Shea et al., 2010) and diliaire will be taken into account during
its creation. This Thai sentence semantic simylabienchmark dataset (TSS-65) will
contain 65 sentence pairs with human ratings. T 8ehsists of pairs corresponding to
TWS-65 (i.e. each sentence pair from TSS-65 istedelsom a word pair in TWS-65). The
creation of TSS-65 is explained step-by-step devid:

. The Methodology for creating TSS-65

. The Application of the methodology to rating TSS-65

. Evaluation of TWS-65 with TSS-65.

The rest of this chapter is organized as follovecti®n 7.2 describes the methodology for
creating TSS-65; Section 7.3 describes the metbggadio produce TSS-65; Section 7.4
discusses TSS-65; and Section 7.5 is the conclusion

7.2 Creation of the TSS-65 Dataset

The aim of this section is to describe the methoglplfor finding a set of Thai sentence
pairs for TSS-65 which follows the procedure frome ISTSS-65 dataset (O'Shea et al.,
2008, 2010). The reason the STSS-65 procedure esei is that, according to O’Shea et
al. (2008), STSS-65 is specifically created to ead STSS measures. The STSS-65
dataset is adopted by a number English STSS rémzarto evaluate or compare their
algorithms. This methodology was used to create odd Gstandard STSS-65 dataset
(O'Shea et al., 2010) utilizing word pairs from tR&G dataset (Rubenstein and
Goodenough, 1965). The sentence pairs in the TS&&&et will correspond to the word
pairs TWS-65 from Chapter 4 which is the dataseebtaon the Thai language. TWS-65

contains 48 nouns arranged in various combination®iake up the 65 word pairs. The
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TSS-65 dataset is built from TWS-65, by adopting #ingle Royal Institute dictionary
definition (Thai Royal Institute, 2011) of the 65om pairs plus 4 more definitions
generated by 4 native Thai speakers as the matefibk Royal Institute dictionary was
chosen over other dictionaries to provide the defims because this is the official
dictionary for the Thai language. Also, it is usedteach students at primary and high
school (Thai Royal Institute, 2011). In additionr ach noun, four native Thai speakers
were asked to provide a sentence that containsnthat to represent the definition. The
four definitions from native Thai speakers serveaasubstitute in the case that the
definition from the dictionary is too complicated mot commonly used. An experiment
was conducted to find the most suitable definifimneach noun in TWS-65. TSS-65 will
be presented in Section 7.3.4.

7.2.1 Experiment to Find the Most Suitable Definiton for Each Noun
in TWS-65

Following O’Shea et al. (2006), the aim of this esment is to find the most suitable

definition for each noun in TWS-65, which will bsad to create TSS-65.

7.2.1.1 Participants

The definition for each noun in TWS-65 was chosgr2® native Thai speakers to create
TSS-65. The participants have 12 Art/Humanities &&tience/Engineering backgrounds.
They consisted of 8 undergraduates and 12 postgr@siistudying at 6 different Thai
universities. The average age of the participa@is 26, with 8 males and 12 females.

7.2.1.2 Materials
There are 48 nouns in TWS-65. There are five ptessiefinitions for each noun by
adopting from one definition from the Thai-Thaitibhoary (The Royal Institute, 2011) and

four more definitions by native Thai speakers.

The data collection instrument was a questionnairethich each noun in TWS-65 was
printed with five definitions for selection in aasidard Thai font (see Appendix 3.2) and a
small amount of personal data (Name, Confirmatibbeing a native Thai speaker, Age,
Gender, and Academic background) to ensure a mmiEs/e sample of the Thai

population. Examples of experimental materials wsed
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. Appendix 1.5 The Person Data Collection Sheet
. Appendix 3.1 The Instruction Sheet
. Appendix 3.2 Sample Question Sheet.

7.2.1.3 Procedure

The participants were asked to perform the follgypnocedure:

1. Please read through all definitions for each noun.

2. Please select the definition that you feel is thst ldefinition to represent that noun.
You can only select one definition for each noun.

The definitions were shuffled into a random ordé&ew presented to the participants.

7.2.1.4 Results

Tables 7.1-7.48 show definitions of each noun amehlver of participants choosing that
definition. ColumnDefinition shows the five definitions. Columviounshows the original
word from TWS-65 and five definitions. ColuniMumbershows number of participants

choosing the definition.

Table 7.1: Nouna1esiazia (Autograph)

Definition Noun a2&siazia Number
1 aafiadiafadydnalunuiing 12
An autograph symbolizes the person.
2 aaiadafaaudnwaldnysiNawnuau 4
An autograph is handwriting representing the person
3 anafiatiadatfarignidawdaflududnwalunugidau 3
An autograph is a name written to represent theewri
4 aafiatiadatianasyaradeidauaylitiaiusasinauilugvinnivda 1

An autograph is a name of individual written in @rdo verify their
. authenticity of the document.
5 aafiadiafadnstiaidausraarafiatianagevingsnssu 0
An autograph is a hand-written letter of the pensaking the
transaction.

Table 7.2: Nouna2£i2is (Signature)

Definition Noun a7&/427%4 Number
1 aedudadudnealunudnd 12
A signature symbolizes the person.
2 anadudadydnwaifignidauiasusasidey 4
A signature is a symbol written to verify the write

3 aadufadydnealunuaiaiada 3

A signature symbolizes an autograph.
4 aedudaaafiadandaunia 1

A signature is a scribbled autograph.
5 aududaaiafiada 0

A signature is an autograph.

131



Table 7.3: Nounssinaizre (Boy)

Definition Noun ssinsfare Number
1 WA ANy TN TINAR 6
A boy is a young male human.
2 oA aAanyR NN AaLsTznINsIAauasTaLInu 4
A boy is an early age male between birth and te=nag
3 wingafayaaaaaigiunintdatlusysalusde luiunn&unntl
usysal 4
A boy is a male individual aged over 7 years butexaeeding 15 years
old.
4 WoinKaAany s ainAgnaudaLRsyWus 3
A boy is a male before the reproductive age.
5 wninafarnaniaiyiay eg tusysal 3
A boy is a male aged not over 15 years old.
Table 7.4: Nount@nigys (Lad)

Definition Noun ¢sinsisfa Number
1 nntuAagaaneiias 10
A lad is a young man.

2 AntuAaTaguang 8
A lad is a male teenager.
3 nuiuAamanfiangwuiagn 1
A lad is a male whose age is over childhood.
4 AntuAanandeq luwaauda 1
A lad is a man whose look is not as old as his age.
5 LnMtuAamanfiangfus e&-mo il 0
A lad is a man aged between 15-30 years old.
Table 7.5: Nounslvmzia (shore)
Definition Noun Alynta Number
1 fenziadamaieifansia 5
A shore is a coast close to the sea.
2 HangiafanfufasunsLa 4
A shore is land close to the sea
3 fonsiafamanua 4
. A shore is a beach.
4 Honziafauinaunndssiadunsa 4
A shore is an area close to the sea.
5 fonsiadaiumeansia 3

A shore is the edge of the beach.
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Table 7.6: Noun 2/l (coast)

Definition Noun 2r£6ly Number
1 Mafofaznansia 6
. A coast is a beach.
2 afvdauunuduannnziaciusulduuun 5
A coast is a land line from the sea onwards.
3 A advAadILuLNTULUINGLA 3
A coast is an area on the land alongside the sea li
4 AafvAatautiufuiunnuwznangadulluuunay 3
A coast is a land line from the sea line to thellan
5 snafedauunanziadulluuunaudeusion 3
A coast is a sea line up to the land.
Table 7.7: Noun/72/7 (Cemetery)
Definition Noun £/72/2 Number
1 ThahAagaunidodn 15
A cemetery is a place to bury corpses.
2 1hahAada I uNTIUIUNAINANW 3
A cemetery is a place that gathers corpses.
3 thahdasgarundaeiaulitiarinnanssunasauae 1
A cemetery is a place organized for the after deathl.
4 thahAagar1unsIusINANK AL 1
A cemetery is the place that gathers dead people.
5 1hahdathuiandedalifundeniaien 0
A cemetery is a forest or a place used for burgingurning corpses.
Table 7.8: Noungar (graveyard)
Definition Noun g&1u Number
1 U0 UTILALAN 14
A graveyard is a place to store corpses.
2 gauAandoniatianw 4
A graveyard is place for burying or burning corpses
3 gauAandadna e 2
A graveyard is a place for burying corpses.
4 gauAaga unvinaaawKa e 0
A graveyard is a place to destroy corpses.
5 SR UADNRUAN 0

A graveyard is a grave.
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Table 7.9: NounAa15s@u#11v (Journey)

Definition Noun 275UV Number

1 nsiiumedanmsiadaudhaanndauiinde 'l derinds 11
A journey is to travel from one place to another.

2 ASLAUMIIARNITREYRST 5

A journey is to travel.
3 AL uMIvAansEnadILlvaaIRefidia 2
A journey is a movement of a living thing.
4 nstaunmAansldNnTuuniaaly 1
A journey is to travel around.

5 nsiiundanisindauiiiaaniseavalaaniseaormil 1

A journey is a movement for a specific purpose.
Table 7.10: NounA1s#avesiers (Travelling)
Definition Noun A75¥avisier Number

1 asviasiiienAanisiiunioluthusenilaiawneiau 8
Travelling is to travel at a certain time for leisu

2 ANsviavignAanIstAuUMIILHaNauAaIe 6

Travelling is a journey for leisure.
3 asviagimAanisesaaslliiamanuaunndanduauisie 4
Travelling is to wander around for leisure and gatement in places.
4 ANsviaviEnAansiEUIRS 1
Travelling is an excursion.

5 asviasinAanisldsusunsihasiiianisineiau 1

Travelling is a temporary movement for leisure.
Table 7.11: Noun#2& (Slave)

Definition Noun ¢7& Number
1 mafAansuly 14
A slave is a thrall.

2 maAadidniayiing 4
A slave is a thrall or servant.
3 maAa ludaaszlud 2
A slave is a person with no freedom.
4 MERaRNANAAULARINLRaNTRATNE 2
A slave is a person who devotes himself to whdtadefaith in.
5 maRapnaauaulnnatludruradeladonty 0

A slave is a person who accepts being under thepof\ssomething.
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Table 7.12: Nounz5w 72/ (Serf)

Definition Noun 225172/ Number
1 aFulddanFuly 8
A serf is a servant.
2 i sulddanulduasianune 8
A servant is a serf of the master.
3 aFuldfanqua 4
A servant is a care-taker.
4 suldfaruiadauniakfina 0
A serf is an entourage.
5 i suldfanlufiasssTuda 0
A servant is a person with no freedom.
Table 7.13: Nounai/asasé (Equipment)
Definition Noun gi/asai Number
1 alnsaldaia’asiiadruiamnuazalIn 8
Equipment is facilities.
2 alnsalda&vuavd niuladlunisonu 7
Equipment is tools used for work.
3 alnsaldainaniiunldeu 2
Equipment is an object used for work.
4 ailnsaldalniavhaniaimdavilsenay 2
Equipment is a helping tool.
5 ailnsalAatAiagldene 1
Equipment is tools.
Table 7.14: Nounsa5avsia (Tool)
Definition Noun ta5avsia Number
1 \wFaviadadenildiNanuuse 7
Tools are used for labour-saving devices.
2 vAsaviliadageuadarwiamnusgealIn 7
Tools are facilities.
3 wwsaviiadaainsaliiazhamdansazaasy 3
_Tools are helping equipment.
4 ia3avilafaadnsainiaynnaiignlad 3
Tools are equipment or people being used.
5 vasaviliadadeuasdniuldlunisou 0

Tools are objects used for work.
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Table 7.15: NounssiervFu (Midday)

Definition Noun ¢57£r9Fu Number
1 Wingudanaidusasuiwnn 6
Midday is the time at noon.
2 W TUADLIRLEIATY 5
. Midday is at noon.
3 LAY IUADIRATINRINTENINTU 4
Midday is the middle point of the day.
4 aviuAazenilvuadIaInatsiu 3
Midday is a point during the daytime.
5 aviudanalrlunaleiu 2
Midday is the time during the day.
Table 7.16: Nounaa?v7is (Noon)
Definition Noun Aa1v7u Number
1 na19fudastazans q wWineiu 16
Noon is the time around twelve o’clock.
2 AR TUARNAIIR GV THALNE 2
Noon is dawn to the sunset.
3 naviuAanannszaIin ey 1
Noon is the time when the sun rises.
4 na1viudastaznadouseFIfoeAn 1
Noon is the duration from dawn to late evening.
5 naTuAadiunadfudoussodonn 0
Noon is part of the day from dawn to early night.
Table 7.17: Nounadsyuai (Gem)
Definition Noun dgysuai Number
1 Souudidaussssunfndyadi 7
Gem is a natural mineral of value.
2 deyudidasaurnaniiaseluna? 4
Gem is the precious jewels.
3 deudiAanmugiauquananntnusnaa 4
Gem is other precious stone other than jewels.
4 deyudidatwastiaiuan 3
Gem is jewellery.
5 Teundidamanasudensynauliadrausuiaidendu 2

Gem is a solid form of mineral.
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Table 7.18: Nounswwzrswaass (Jewel)

Definition Noun swarswaasl Number

1 WsWaasAalrsaslsyduisiyani 7
Jewel is accessories of value.

2 iwaswaasdataumNudefitiiunn 7

Jewel is a sparkling precious stone.
3 IWATWRALADLATAILWATNADE 4
Jewel is precious stone

4 WAsTWRaaAaLATaYlsTAutlaa 2
Jewel is accessories of value.

5 INAITWRaLADSyNEL 0

Jewel is gem.

Table 7.19: Noun¢#uez1 (Hill)

Definition Noun s7¢27 Number
1 iundadnwazgilsenagedulilidnias 6
Hill is a little high-up terrain.

2 WiwnAaTanaunaivaifidasaiageduainsedudu 6
Hill is a high-up slope.
3 Wiuizndafuiarageduainseduidia 4
Hill is a high-up place from the same level.
4 luandafigensaniaau 2
Hill is the high place.
5 WiwnAaRuiidssdugeduainusnasauqua ligoannivingian 2
Hill is the area high up from other places buta®high as a mountain.
Table 7.20: Nouns¢z7 (Mountain)
Definition Noun 24217 Number
1 Andadnrazgdlssmagedullunn 11
Mountain is very high-up terrain.
2 Aundafiudiudigeduiulaning) 3
Mountain is a pile of rocks.
3 AunAatnaualnainIagy 3
Mountain is a big or high hill.
4 Anfatuiigetu 2
Mountain is the steep area.
5 AAafuniifissdugeduainusiinsany deus voo wastulal 1

Mountain is the place higher than other areas @®@metres.
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Table 7.21: Nouni/27s/(Forest)

Definition Noun /2% Number
1 Th'bidaananandeaanlaadrasulal 9
Forest is an area of abundant trees.
2 i lidaduuaunianldsranssasiulal 6
Forest is land full of plants.
3 thlidanndeulicneg duan 2
~ Forest is a place with many plants. .
4 ihlidandundellafiuana’lauiauilssuianguunanau 2
Forest is land which has not been acquired by amgonording to the
law.
5 1 bidaisuilifivaralaynnanieasaunsad 1
Forest is land with no owner.
Table 7.22: Nounwv w5 (Woods)
Definition Noun wv Iws Number
1 wo'lwsAathluudiade 6
Woods are one kind of forest.
2 wo'lwsAamsvgvdanliiisauduiluduih 5
Woods are bushes formed into a forest.
3 wa'lwsAanwunih 4
Woods are forest areas.
4 wa'lwsAanunnasuluadranssala 4
Woods are the areas of abundant plants.
5 wo'lwsAaithsnay 1
Woods are overgrown forests.
Table 7.23: Noun&uwaziisz (Vehicle)
Definition Noun &3 Number
1 enuwIvurAaiadasdnslalunisiiums 9
A vehicle is a machine used for transportation.
2 enuWINusAadnidinsudusinansaainidu 7
A vehicle is animals for riding and carrying.
3 ENUWIULADLATAIT LY 3
A vehicle is a riding machine.
4 EnUWIUEAaLATa9tinlal 1
A vehicle is the guiding machine.
5 enuwIvuzAatrdaviudisanazidalilusiu 0

A vehicle is a driving machine such as car and.ship
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Table 7.24: Nounsaeue (Car)

Definition Noun 5a£u6” Number
1 snEUGT AN UNINULRAD 17
A car is a four-wheeled vehicle.
2 saausAaNIRUsuinil 1
. _ Acaris avehicle. .
3 FAAUANTIRDAILGE3 AALASLAUGILAAILATDIL UG 1
A car with more than 3 wheels and driven by a motor
4 FOLUAADENUNINUSNTULARDUGIEILATDIEIUG 1
A car is a vehicle driven by a motor.
5 saausAacnuninugnnuiiailaluaisaugonoun 0
A car is all kinds of vehicle used in land trangption.
Table 7.25: Nouna?#i7% (Food)
Definition Noun 27175 Number
1 2 sfadendui asulsenu 8
Food is what living creatures eat.
2 avsAalriasndaldnetiia 6
Food is what makes people survive.
3 amsAadansia qdeusTaauiassuTnauinisivuasenie 5
Food is any substances consumed for nutrients.
4 anIsAauaInY 1
Food is edible things.
5 aMTAalAIadIAIUIn 0
Food is what makes people live.
Table 7.26: Nounwa 13/ (Fruit)
Definition Noun wa'ls/ Number
1 ua'lidaavnsilaannsulal 6
Fruit is food derived from a tree.
2 Wa'lidagnlal 4
Fruit is fruit.
3 nalifagnuianauaveuly 4
Fruit is fruit from tree.
4 WaliAanNaNdaNNNALNaNITULNEWUT 4
Fruit is a product of a plant for reproduction.
5 WalidananiAnannnsuenawuguaaulal 2

Fruit is a product of plant reproduction.
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Table 7.27: Noun#n? (Glass)

Definition Noun #a2 Number
1 LAIADNANUULUTTIUDILURD 14
A glass is a container containing liquid.
2 uihdanuziivindiaumdniulainfu 3
Glass is a container for water, made of glass.
3 uirdaiaaudeiifisdnracadduaniwidaiden 2
Glass is a solid material.
4 umdaRuudvlsuaaaatzinluzrelu'le 1
Glass is a transparent stone.
5 uirdauasildannmslainsann 0
Glass derives from white sand.
Table 7.28: Nounfa2& (Bowl)
Definition Noun a2 Number
1 drafan1nugnselasmnanaldifiaussauadviad 7
A bowl is a rounded container containing liquid.
2 drudanruzAudniseneg s msuldinviazasusinag 5
A bowl is container for water or anything for consation.
3 frafaadnsalAudnUITIUIAN9 3
A bowl is an equipment containing object.
4 frafaruauatanisilene 3
A bowl is a small bowl with different shapes.
5 drafadnwarunuiFundiaiifidinasussa 2
A bowl is a classifier used to call a bowl with ssthing in it.
Table 7.29: Nounginwazs (Priest)

Definition Noun #auI2r Number
1 fnnuAaKiadanivAmauInIsst 16
A priest is a person observing the precepts ingdihriity.

2 fnurAagunaaamaun 3
A priest is a person pertaining to religion.
3 nurAausINGe 1
A priest is a priest.
4 nuUAaKnIIAR 0
A priest is a person observing the precepts.
5 nudAariauy 0

A priest is a priest.
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Table 7.30: Nounwse (Monk)

Definition Noun wse Number
1 wsvhariadaaduatluin 7
A monk is a person living in a temple.
2 wsgAaunwIUluAAU 6
A monk is a priest in relations.
3 WA 3
A monk is a monk.
4 WisAaNTEWNEIU 2
A monk is a statue of Buddha.
5 wszdad ldunudadaniny ol 2
A monk is a word used to represent monk.
Table 7.31: Noungiaue1aa (Magician)
Definition Noun ¥Au1£10a Number
1 HnuenawaadsIAulalINUUG 6
A magician performs as if using magic.
2 finunennafatintauna 5
A magician is a magician.
3 fnuennafatlnuanIna 5
A magician performs magic.
4 nunennafapfinINaINTaNLAR 3
A magician is a person with special abilities.
5 fnanennadaiudaInialdan litiuiiluase 1
A magician is a person performing as if it is real.
Table 7.32: Nounwaua (Wizard)
Definition Noun waua Number
1 wauaAanTdLINUUGALNAL 7
A wizard is male person using magic.
2 wWauaRaRILAL 4
A wizard is a magic person.
3 wauafaldaatarau 4
A wizard is a person using magic.
4 wauafanldauantiasssuna 3
A wizard is a person using super power.
5 wauararanldaruravinaslsldfiasssuan 2

A wizard is a male using great power.
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Table 7.33: Nouna4/1& (Muslin)

Definition Noun &#24e Number
1 s adamindauiannaaniie 8
Muslin is a cloth produced from cotton.
2 Wfhafadenaannaanidig 4
Muslin is a cloth produced from cotton.
3 Wfhafataiavuvinvinenananie 3
Muslin is clothes made of cotton.
4 sihadadeivindradalutaaidnaviadanante 3
Muslin is made of the tissue of cotton.
5 rffhafandadausitiantsarnaaniie 2
Muslin is a product made of cotton.
Table 7.34: Nouna 133 (Silk)
Definition Noun &7 l3iu Number
1 s lundasnindnnannidulaanndd'luu 8
Silk is a cloth produced from silkworm fibres.
2 dlunndaianaannlaannndrlnu 5
Silk is clothes from silkworm fibres.
3 flunnAataiavuvinvinenalaanndl’lvuu 3
_Silkis clothes from silkworm.
4 Wlnndadenvindraciialalaaidnandadalaanndrlvu 2
Silk is made of tissue from silkworm fibres.
5 fMlnndandsdagiddaniisannlaanndl’lvu 2
Silk is a product produced from silkworm fibres.
Table 7.35: Nounag (Teacher)
Definition Noun a7 Number
1 asfanaululsazeau 14
A teacher is someone teaching at school.
2 ATAaKdIRauAM e 4
A teacher is a person teaching students.
3 asAafaananANNTTULA@RE 2
A teacher is a person sharing knowledge with stisden
4 AsAaninunnuLLy 0
A teacher is a steady person.
5 ATARKAITUANITLATTN 0

A teacher is a person worth respect.
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Table 7.36: Nouna1a1s&/(Lecturer)

Definition Noun 27375¢/ Number
1 anNsdAadaulumInean 15
A Lecturer is a person teaching at university.
2 mf»nsﬂﬂamm‘tﬁsunumm'ﬁauﬂﬂmwaLLammwunuaoawmms
Tumelan1ande 5
A Lecturer is a word used as the title of persoshtow respect as an
expert in a field.
3 anNstAanAg 0
A Lecturer is a teacher.
4 anNstAatindsual 0
A Lecturer is a philosopher.
5 anNstAadgauItILaraNlTENaa 0
A Lecturer is a person teaching subjects and bebewi
Table 7.37: Noun@aaas (Magazine)
Definition Noun #Ja&&a15 Number
1 finagsfanivdaaannadlavivianaifau 8
A magazine is a book published weekly or monthly.
2 finagrsdantlsdaRuviiaaniflusaau 6
A magazine is a newspaper published in a period.
3 finaasdanudauiiaaniusaaiuy 4
A magazine is writing published in a period.
4 finaasfananuniaturinfaanilusaay 2
A magazine is a report or record published in @oper
5 finaarsfadeiuwnamuiiaaniiiusyardiviuranuii 0
A magazine is printed matter published in a pefawdyeneral readers.
Table 7.38: Nounszivda (Book)
Definition Noun #ivda Number
1 wilsdadadotiurindrdnus 6
A book is a recorder of letters.
2 nilv&afavuidiau 6
A book is writing.
3 nilv&afasununsaliuvin 4
A book is a report or record.
4 nilvdafadeRun 2
A book is printed matter.
5 niv&afaeAnnwiAuainug 2

A book is printed matter recording knowledge.
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Table 7.39: Nounda (Temple)

Definition Noun 7@ Number
1 Yafa & UANARINIIAFIUINNE 11
A temple is a place for Buddhism.
2 JaAaga1uimemaun 3
A temple is a place for religions.
3 Tafanatuavdvaindatinury 3
A temple is a place for monks or priests.
4 TaAadavauanIadiunaiuasRemne 2
A temple is to measure the size or quantity ofghin
5 Tafaalsu 1
A temple is a temple.
Table 7.40: NounZuaa’(Church)
Definition Noun Tuaa Number
1 Tuaddasgaunn1oAmaUIAII6 12
A church is a Christian place
2 TuddAagarunninuulszau 3
A church is a place where priests have meetings.
3 Tuaddasanuisznauidnssudnfans 2
A church is a place for sacred rituals.

4 TudgdAagarundsenaundnssuuavaaguraugnluladdaguinng 2
A church is a place for sacred rituals of otheigrehs which are not
Buddhism.

5 Tuddfadgarundrnsutinualadlseyu 1

A church is a place where the priests have meetings
Table 7.41: Noungv (Uncle)
Definition Noun gv Number
1 auAafnaasinnzausan 7
An uncle is a brother of father or mother.
2 aufadnwagsnaivinduaAuiaielumin msusenie Wauad
AN 5
Uncle is a characteristic of a male who acts anédmlder in terms of
appearance, attitudes and manner.
3 avAammizananlisanuainaziiangunnnwaniaw 4
Uncle is a term used to call a male stranger, sahler than parents.
4 auAatnaffiialadausuininnaniawy 3
Uncle is a man of similar and older age to parents.
5 avAaafiuavih 1

Uncle is aunt's husband.
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Table 7.42: Nouni/? (Aunt)

Definition Noun i/2 Number
1 ihéafanuasiavizanisen 7
An aunt is a sister of father or mother.
2 ihdadnwawueadorivinduatAuTaolunin nsusonie Wauad
LAN15IA) 6
Aunt is a characteristic of a female who acts awds older in terms of
appearance, attitudes and manner.
3 ihAadBanudaerlaisinusinazfiangunnitwavdaus 3
Aunt is a term used to call a female stranger, liysaler than parents.
4 ihdandeidsaladausunninnansaud 3
Aunt is a woman of similar and older age to parents
5 ihAanssenuadxe 1
Aunt is uncle's husband.
Table 7.43: Noungz (Dog)
Definition Noun gz Number
1 glafanunldluarinienis 14
A dog is a dog in official language.
2 gUuAanun 3
~ Adogis adog .
3 quafatiadail]avgnsraunuianile 2
A dog is one kind of mammal.
4 giladadaiviihinu 1
3} A dog is a domestic animal. 3
5 guuAadail@augneiaundidien 2 6 dunind 517 Aunded 4 9) 0
A dog is a mammal with two fangs, five-finger fargs and four-finger
back legs.
Table 7.44: Noungiss? (Dog)
Definition Noun 277 Number
1 minAadaildnsgneauniaude 9
Dog is one kind of mammal.
2 ninAadaiidanvanaaundide 2 4 fumind 597 Aunded 42 4
A dog is a mammal with two fangs, five-finger fargs and four-finger
back legs.
3 nunAagdulun¥21tY 3
A dog is a dog in general language.
4 nunAadaindhinu 3
A dog is a domestic animal.
5 nuAagl 1
A dog is a dog.
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Table 7.45: Nounsva1weua (Cinema)

Definition Noun Tsvarweua Number
1 TIINMNEUATA RO U AUFAVNIWEUAS 5
A cinema is a place to show movies.
2 TsenwauasAagauridnnaundaulaufiani 5
A cinema is a place for leisure.
3 TsomnauasAaga I UNLMNMWAUANT 5
A cinema is a place to show movies.
4 TsomnauasAalsaniiomnauas 3
A cinema is a cinema.
5 TsomnauasAaganuitanisduiuanamnauas 2
A cinema is a place only for showing movies.
Table 7.46: Noun7svazas (Theatre)
Definition Noun 7Tsvazas Number
1 T59azATAaRAUNIALIAIRLAS 6
A theatre is a place for shows.
2 Tsvazashagaundnrauntaulauiinniis 6
A theatre is a place for leisure.
3 TsvazasAagaIuUNALaLAT 4
A theatre is a place showing dramas.
4 Ts9avasAagauilauazas 3
A theatre is the place for playing dramas.
5 TvazasAaganunanisdIniuanaayas 1
A theatre is the place only for showing dramas.
Table 7.47: Nounsiz (Plant)
Definition Noun W2/ Number
1 HirAadidiniiden 8
A plant is a green living thing.
2 ArAaudauglidenaziiuiugsa‘lil 4
A plant is a seed to be reproduced.
3 AuAanssalinvanatan g9 4
A plant is plant growing in places.
4 Wadaculie199 2
_ Aplantis trees.
5 firdasruladrunfivuasiaiuanuarAdesnuisaazianle 2

A plant is a part of plant which, even cut offstgl able to grow.
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Table 7.48: Nounaw s/ (Tree)

Definition Noun a3/ Number
1 dulidadiudafeidiadideruiiade 8
A tree is a type of plant.
2 siulaidadnudanfiaiildiaadnduiadasiu 6
A tree is a general term to call a plant, normh#ying a trunk.
3 su'liifaladusuauralna 2
A tree is a big perennial tree.
4 siu'lidafaiifiarefiue 2
A tree is a long-living plant.
5 sulidafuufiafifssdulngififouanaan 2

A tree is a plant with a huge trunk and branches.

The definitions are those which were chosen by highest number of participants.
However, if there were two or more definitions thattained the same number of
participants, the definition for that word was randy chosen from the most popular

definitions.

7.2.1.5 TSS-65 Sentence Pairs

TSS-65 is created by replacing the words from tW#ST65 with the most suitable
definition from Section 7.2.1.4. Table 7.49 shols TSS-65 sentence pairs. ColuBis

the sentence pair number. Colum®S-65s the sentence pair corresponding with the word
pair in TWS-65 in ColumiTWS-65
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Table 7.49: TSS-65 Sentence Pairs

sp TWS-65 TSS-65
W W, S S
1 1Fap) anFula LAIADANUULUITAUDILAR? aFulddansuly
Glass Serf A glass is a container containing liquid A serf is a servant.
2 Rl Rt ey avsAageridefidiasuilszmu aadufadydnealunuand
Food Signature Food is what living creatures eat. A signature symbolizes the person.
3 deyueil ey Souudifaussssunfndyadi aadudadydnealunudndm
Gem Signature Gem is a natural mineral of value. A signature symbolizes the person.
4 dovua saEus fenziadaadeifansa saUFAaENUNINULRAD
Coast Car A shore is a coast close to the sea. A car is a four-wheeled vehicle.
5 &l wA3agiia giladanunlalunnwimenis rsaviiadadeinumdlaiidanuuse
Dog Tool A dog is a dog in official language. Tool is used for a labour-saving device.
6  ATLAUMY U nsiiumeAanistadauthaannaauindelu dorinds g uAasauiLAuAN
Journey Graveyard Journey is to travel from one place to another. A graveyard is a place to store corpses.
7 Wiy 1598vA3 Wigefudanaiduaasunian Ts9azAsAadUISALIAIRLAS
Midday Theatre Midday is the time at noon. A theatre is a place for shows.
8  wimdu  nsviaaien Wigefudanaidusasunian asviasiiendanisiduniolutsusenilaiaineiau
Midday Voyage Midday is the time at noon. Journey is to travel at a certain time for leisure.
9  BUWINUY  LWTUNRDE enunIMurdalazasdnslalunisiiunie WWasWaandalaTaslsyauidyadi
Automobile Jewel A vehicle is a machine used for transportation. Jewel is accessories of value.
10 viutan Walal Winndadnwazgdlssmagedullid@niian ua'lidaa s laanneulal
Hill Fruit Hill is a little high-up terrain. Fruits are food derived from a tree.
11 {inunenna e nuennaudaavsAuldiinuus drudaniruznselasanaldifiaussazadnad
Magician Cup A magician performs as if using magic. A bowl is a rounded container containing liquid.
12 1hh e ThahAasauifdedn wndadafldnsgneaunniamude
Cemetery Dog A cemetery is a place to bury corpses. Dog is one kind of mammal.
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13

14

15

16

17

18

19

20

21

22

23

24

25

26

foneia
Coast
Vi RTRGE
Magician
ATLAUNNY
Journey
daaans
Magazine
"N
Priest
LOAR2E
Boy
Y]
Dog
e[9)
Temple
&
Slave
2119
Food
A3
Teacher
W
Plant
ORI
Boy
Ts9nweus

wa'lwsg
Woods
A3aviia
Tool
na1IIU
Noon
i
Aunt
VOSER!
Book
%N
Dog
LAY
Lad
wWa'lws
Woods
%N
Dog
Pl
Cup
VOSER!
Book
AR ST
Silk
ange
Lecturer
Tuae

Nongiadanafdeifansia
A shore is a coast close to the sea.
TruennansgaysTfuladiinuus
A magician performs as if using magic.

AsLGuNIYAaniIsiAdautnaanngatuinde'ly dovinde
Journey is to travel from one place to another.

finaasfanilvdaaansaddavivisasafiau

A magazine is a book published weekly or monthly

fnurAakfadaneamauIAI6

A priest is a person observing the precepts ingiianiity.

LA aAaNyEer LN TINAR
A boy is a young male human.

guuAanunldluainiens
A hound is a dog in official language.

Yada & UAIWARINIIAMIUINNS
A temple is a place for Buddhism.
madansuly
A slave is a thrall.
amsAadeigefidinsuilseniu
Food is what living creatures eat.
asAandaululstaau

A teacher is someone teaching at school.

Hudadefidindiden
A plant is a green living thing.
AN aAaNy s LN TINAR
A boy is a young male human.
TannaUASAadaURTAUEAINNEUAS

wa'lwsAarthluddade
Woods are one kind of forest.
irsaviiadageiuuwdldidanuuse
Tool is used for a labour-saving device.
na1vTuAasazAITN 9 WiaeTu
Noon is around twelve o’clock.
ihédafiaaasinvisausan
An aunt is a sister of father or mother.
wildadadeiurindidnus
A book is a recorder of letters.
winfadaiidavgnaunaianie
Dog is one kind of mammal.
LnniuAagaaeias
A lad is a young man.
walwsdaih biudiedle
Woods are one kind of forest.
winfadaiidavanaunaianie
Dog is one kind of mammal.
drafan1nusnselasmnanaldiiiaussauadmiad
A bowl is a rounded container containing liquid.
wildadadoiurindidnws
A book is a recorder of letters.
s Iudasnindnunanndulaanndd lu
Silk is a cloth produced from silkworm fibres.
annstAangaulunminea
A teacher is a person teaching at university.
TuddAaga U9 EUIASES
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27

28

29

30

31

32

33

34

35

36

37

38

39

Cinema
&
Slave
tuLan
Hill
ENUNINUL
Automobile
ARl
Cotton
ainsal

Implement
]9
Uncle
1
Forest
A3
Teacher
TN
Priest
w7
Glass
TAunenna
Magician
e[9)
Temple
W
Plant

Church
LA
Lad
2816
Shore
A3aviia
Tool
eu'lal
Tree
TOEUG
Car
ange
Lecturer
Wa'lal
Fruit
i
Aunt
wWaum
Wizard
LNATWRAE
Jewel
wWaum
Wizard
&
Graveyard
wa'lws
Woods

A cinema is a place to show movies.
madansuly
A slave is a thrall.
Wiundadnwazgdlssmagedullid@niian
Hill is a little high-up terrain.

grunIusdaLazadinslalunisiiunie
A vehicle is a machine used for transportation.

wihedarindaunaineantie
Muslin is a cloth produced from cotton.

alnsaldaindasfiadwiaanuazain
Equipment is a tool used as facilities.

auAaRnauaIiauzaNsan
An uncle is a brother of father or mother.

' lidaaanuadeannlusiasulal
Forest is an area of abundant trees.

asAandaululsaaau
A teacher is someone teaching at school.

nurAakfadanemauInI6

A priest is a person observing the precepts ingiianiity.

LAIADANAULUTIFUDILURD
A glass is a container containing liquid.
nuennausaavsAuldiinuus
A magician performs as if using magic.
Yada & UAIWARINIIAMIUINNS
A temple is a place for Buddhism.
Hufadefidindiden
A plant is a green living thing.

A church is a Christian place.
nninAagaaneias
A lad is a young man.
nafdedamansia
A coast is a beach.
wrTaviadadeiuuwildiianuuse
Tool is used for labour-saving device.
dulifanuuiiadie
A tree is a type of plant.
saEUFAaENUNINULRAD
A car is a four-wheeled vehicle.
anstAangaulunminea
A teacher is a person teaching at university.
ualaidaa1nisiilaannsulal
Fruit is food derived from a tree.
ihAaianuasidavzaunsen
An aunt is a sister of father or mother.
wauafanTdLINNUGALWA
A wizard is a male person using magic.
WasWaandalaTaslsyauidnadi
Jewel is accessories of value.
wauafanTdLINNUGALWA
A wizard is a male person using magic.
gRUAagaUALALAN
A graveyard is a place to store corpses.
wo'lwsAathluudiadie
Woods are one kind of forest.
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40

41

42

43

44

45

46

47

48

49

50

51

52

53

1
Forest
271113
Food
w7
Glass
e[9)
Temple
BN
Uncle
1
Forest
T39I NeU6
Cinema
tutan
Hill
LA aNE
Boy
We
Cotton
ENUWINUL
Automobile
donzia
Coast
ailnsal
Implement
M«

N
Mountain
Wa'ld
Fruit
Pl
Cup
nsg
Monk
ih
Aunt
gl
Tree
1598¢AT
Theatre
N
Mountain
LAAUUN
Lad
ARNAYEY
Silk
SOEIUG
Car
e
Shore
A3aviia
Tool
anFulad

i hidaarantuadeaanlusrasulal
Forest is an area of abundant trees.
anmsAadeineidinsuilsyniu
Food is what living creatures eat.

LAADNANUULUTTIUDILAR?
A glass is a container containing liquid.
YA a R 1UARARIMIAEUINNS
A temple is a place for Buddhism.
auAafnaaasiauTauTan
An uncle is a brother of father or mother.

i bidaananandeannliarasiulal

Forest is an area of abundant trees.
TINWHUATAaFOUTI T AUEAININEUAT
A cinema is a place to show movies.
Winndadnragdlssmagedullidniias
Hill is a little high-up terrain.
AN ANy s TN TINAR
A boy is a young male human.
sfhadarindninannaaniie
Muslin is a cloth produced from cotton.

guNIBULAaLAsadTnslalunIsL AU

A vehicle is a machine used for transportation.

donziadaradeidansa
A shore is a coast close to the sea.

alnsaifairsasiiadmaanuaznin
Equipment is a tool used as facilities.

mafazrsulyd

Aunfadnrazgflsunageduliunn
Mountain is very high-up terrain.
ualaidaa1msilaannsiulal
Fruit is food derived from a tree.
drudaniuznselasaaladiiaussazannad
A bowl is a rounded container containing liquid.
wizhaiadaardaatluin
A monk is a person living in a temple.
ihAaRanuasinvzaunsen
An aunt is a sister of father or mother.
siulidatudadefidindideuinls
A tree is a type of plant.
Ts9azATAadAUNALIAIRLAS
A theatre is a place for shows.
Aundadnragdlssmagedullunn
Mountain is very high-up terrain.
LanLNAaNaaTg A
A lad is a young man.
flund a1 indnnanndulaannd ' luu
Silk is a cloth produced from silkworm fibres.
sRHUAADENUNINULRAD
A car is a four-wheeled vehicle.
nadefamansa
A coast is a beach.
wnsaviiadageildiianuuse
Tool is used for a labour-saving device.
asuld@fa5ulad
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54

55

56

57

58

59

60

61

62

63

64

65

Slave
ATLAUNNY
Journey
daaans
Magazine
anadiatia
Autograph
WA
Midday
1
Forest
deyueil
Gem
Waf
Plant
TN
Priest
1
Cemetery
e[9)
Temple
A3
Teacher
GRS
Dog

Serf

ANsviavLiien

Voyage
wilvia
Book

ANeLTU
Signature

nAavIiu
Noon

Wa'lng
Woods

LWATWRAE
Jewel
eulal

Tree

W3y
Monk

U

Graveyard

Tuae
Church
ange
Lecturer

%N
Dog

A slave is a thrall.

nsiiumeAanmsiadaudhaanndauiinde 'l derinds
Journey is to travel from one place to another.
finagsdanivdaaannadlavivianaiiau
A magazine is a book published weekly or monthly
anafiatiadadydnwalunudng
An autograph symbolizes the person.
Winefudanaidugadunian
Midday is the time at noon.
' lidaaanaadeannlusiasulal
Forest is an area of abundant trees.
Souudidaussssunfndyadi
Gem is a natural mineral of value.
Hudadefidindiden
Plant is a green living thing.
nurAakfadanemauInI6
A priest is a person observing the precepts ingiianiity.
ThahAasauiidedn
A cemetery is a place to bury corpses.
Yada & UAIWARINIIAMFUINNS
A temple is a place for Buddhism.
asAandaululstaau
A teacher is someone teaching at school.
guuAanunldluainiens
A dog is a dog in official language.

A serf is servant.

Asviaviendanisidunisluzrvuazuilaiawnmau

Journey is to travel at a certain time for leisure.
wilsRadadotiurindrdnus
A book is a recorder of letters.
aadufadydnealunuand
A signature symbolizes the person.
na19fudastazans 9 Wineiu
Noon is around twelve o’clock.
wo'lwsAathluudiadie
Woods are one kind of forests.
WsWaandalaTavlseauidyadi
Jewel is accessories of value.
siulaidaNunfiande
A tree is a type of plant.
wszandaagluin
A monk is a person living in a temple.
FRUAagaUALALAN
A graveyard is a place to store corpses.
TuagAasauAnN19AmAUATG
A church is a Christian place.
anstAangaulunminea
A teacher is a person teaching at university
winfadaiidavgnaunaianie
Dog is one kind of mammal.
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7.3 Methodology for Rating TWS-65

The aim of this section is to describe the methoglplfor rating the TSS-65 dataset that
was collected in Section 7.2. This methodologyhe same one used with TWS-65.

Moreover, this section aims to present TSS-65.

7.3.1 Participants

Similarity ratings were collected from 40 nativeal speakers to complete the benchmark
dataset. The participants had an equal number wfldmanities and Science/Engineering
backgrounds. They consisted of 22 undergraduatdsl8npostgraduates studying at 4
different Thai universities. The average age of paticipants was 22 and standard

deviation was 2.4, with 23 males and 17 females.

7.3.2 Materials

Following the previous practice of O’Shea et aD(®), the representative subset of 65
sentence pairs chosen is shown in Table 7.49. &adence pair was printed on a separate
card using a standard Thai font. A questionnaiee (&\ppendix 4.3) was produced
containing instructions for recording similaritytirys and a small amount of personal
data. Semantic anchors were also provided to gtideparticipants. The examples of
experimental materials are:

. Appendix 1.5 The Person Data Collection Sheet

. Appendix 1.6 Semantic Anchors

. Appendix 4.1 The Ethics Statement

. Appendix 4.2 The Instruction Sheet

. Appendix 4.3 A Sample Card

. Appendix 4.4 Sample Rating Recording Sheet.

7.3.3 Procedure

The participants were asked to perform the follgypnocedure:

1. Please sort the cards into four groups in a rouderoof the similarity of meaning
of the sentence pair.

2. After sorting the cards into groups, order the saird each group according to
similarity of meaning (i.e. the card that contatine lowest similarity of meaning is

at the top of the group).
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3. Please recheck the cards in every group. You mangsh a pair of sentences to
other groups at this stage.

4. Please rate the semantic similarity rating of epaln of sentences by writing a
number between 0.0 (minimum similarity) and 0.9 fiest group; 1.0 and 1.9 for
second group; 2.0 to 2.9 for third group; and 318 4.0 (maximum similarity) for
fourth group on the recording sheet. You can uee fifst decimal place (for
example, 2.5) to show finer degrees of similaripu also may assign the same
value to more than one pair.

The cards were shuffled into a random order bdbereg given to the participants.

7.3.4 TSS-65

The average Human rating for TSS-65 is shown inerdlb0. These are the rating for the
sentence pairs in Table 7.49. Colu®iis the number of the sentence pairs in Table 7.49.
ColumnHumanis the average of similarity rating from 40 natiVieai speakers. Column

SDis the standard deviation.

Table 7.50: TSS-65 Sentence Pairs with Human Rating

SP Human SD SP Human SD

1 0.655 0.650 34 0.525 0.597
2 0.078 0.097 35 1.678 1.034
3 0.090 0.209 36 0.525 0.723
4 0.623 0.665 37 2.923 0.792
5 0.863 0.848 38 2.645 1.098
6 0.385 0.490 39 2.023 0.949
7 0.318 0.437 40 1.430 0.935
8 0.463 0.411 41 1.828 1.115
9 0.155 0.308 42 3.820 0.228
10 1.068 0.782 43 2.145 0.990
11 0.425 0.535 44 3.425 0.532
12 0.225 0.484 45 3.270 0.583
13 1.290 0.967 46 3.248 0.825
14 0.648 0.646 47 2.950 0.763
15 0.468 0.578 48 3.535 0.515
16 0.288 0.376 49 3.215 0.640
17 0.733 0.721 50 2.778 0.718
18 0.835 0.731 51 3.178 0.734
19 0.795 0.777 52 3.323 0.599
20 1.223 0.998 53 3.818 0.192
21 0.975 0.886 54 2.833 1.046
22 0.455 0.538 55 2.588 0.548
23 1.618 1.146 56 3.768 0.420
24 0.433 0.458 57 3.185 0.847
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25 1.403 1.009 58 3.073 0.724
26 1.353 1.125 59 2.723 0.941
27 0.543 1.021 60 3.003 0.798
28 1.360 0.884 61 2.678 0.979
29 2.170 0.949 62 3.553 0.608
30 1.975 1111 63 3.210 0.755
31 2.325 1.060 64 3.545 0.508
32 1.123 0.904 65 2.755 1.273
33 2.410 0.918

7.4 Discussion of the TSS-65

The fundamental conjecture was that if two wordseha particular degree of word
similarity, their definitions ought to have a castent degree of sentence similarity. The
Pearson Product-Moment correlation coefficients aatepted to demonstrate consistency

of the word and sentence pair similarities overtihe datasets.

In calculating these for the 65 pairs of similanigtings (words vs. sentences), the results
are:
. Pearson’s = 0.896 (P-Value < 0.01)

For r, a value of +1 indicates perfect correlation, dicates no relationship and -1
indicates a perfect negative correlation. P-vainéscate the likelihood of obtaining the

result by chance.

The ANOVA test was used to find whether or not thenan rating of TWS-65 and TSS-
65 were statistically significantly differeni£0.05)from the hypotheses:

. Ho: There is no statistically significant differenoetween two datasets.
. Hi: There is a statistically significant differencetlveen two datasets.
The result is:

. f=0.174df= 1 (P-Value > 0.05)

With its result, it fails to reject the null hypasis, which means the human ratings
procedure in TWS-65 and TSS-65 are not statisyicadjnificantly different.

Table 7.51: Correlation Coefficients with Mean Huma Judgment

Correlation r

Average of the correlation of all participants 0.840
Best participant 0.902
Worst Participant 0.752
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Table 7.51 shows the Pearson Product-Moment ctioelaoefficients of 40 participants;
the leave-one-out resampling technique is usedntbthe correlation coefficient of each

participant with the rest of the group.
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Figure 7.1: The Correlation between TWS-65 and TS$5

Figure 7.1 shows the data point between TWS-65TE88-65. The most outliers from
Figure 7.1 are obtained from sentence pairs thed@aand 65.

Table 7.52: The Odd Pair

Pair Wl W2 Sl SZ
. . o A frafandugnselavnaaldina
42  wAy @ WAIADNYULUTIAUDILURN
' U5UAILUAT
A glass is a container containing A bowl is a rounded container
Glass Cup o R
liquid. containing liquid.
65 Jia wn glafanunldluarwinienis nindadailRavgnsaunufianis
Dog Dog Adogis adog in official language. Dogiw kind of mammal.
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Table 7.52 shows the word pairs 42 and 65 and seafgairs 42 and 65; the Human rating
for the word pair 65 (Dog-Dog) is 3.923, which e thighest rating that was obtained in
TWS-65. Basically, the worg#2 (Dog) and the wordix7 (Dog) mean the same, which is
‘dog’. However, the Human rating for the sentene& B5 is 2.756. This is because the
definitions disambiguate two different word senfmssentence pair 65. The woah/z
(Dog) is normally used formally, which its defimiti “gifadanuldlua1inienis”
explains well in English. On the other hand, thedviax7 (Dog), whose definition isiun
Aadnidnvanarnunuiinnile’, means ‘Dog is one kind of mammal’. Another odrps
pair 42 (Glass-Cup); the human rating for this wpair is 2.413, while the human rating
for this sentence pair is 3.821. There are twoammsvhy the human rating for this
sentence pair is significantly higher than the wpaddr. Firstly, in Thai, the wordia7
(Glass) is normally used to describe ‘glass’ butsome cases, it can also be used to
describe ‘crystal’. This explains why the humanngtfor word pair is not high, as the
humans make a subjective judgment regarding whiohdvgense to use. Secondly, the
human rating of the sentence pair is very high beeahe definition of the wordn?
(Glass) used in the sentencelis$@an1uusussaUaILaY’ means ‘A glass is a container
containing liquid’. Therefore, it cannot refer wrystal’. Moreover, both definitions of the
sentence pair descrilig’? (Glass) andi7# (Cup) as used to contain liquid. Therefore, it is
reasonable to say that native Thai speakers see similarity in the sentence pairs than in

the word pairs.

7.5 Conclusion

This chapter presented the method of selectinguitiefis to create TSS-65. The sentence
pairs in TSS-65 correspond with the TWS-65. Theho#@blogy to rate TSS-65 was also

described in this chapter. This chapter presenedittst Thai sentence benchmark dataset
that can be used to evaluate Thai sentence sityitagasures. This paves the way for the

development of the new Thai sentence similaritysues the subject of Chapter 8.
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Chapter 8
Thai Short Text Semantic Similarity

Measures (TSTS)
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8.1 Introduction

Chapter 1 set out the aim of this thesis to pro@o3dai sentence semantic similarity
measure (TSTS). A validated Thai word similarityasgre and a Thai sentence semantic
similarity benchmark dataset are needed to prothedhai sentence similarity measure.
The Thai word similarity measure (nTWSS) and Thextence dataset (TSS-65) were
presented in Chapters 6 and 7, respectively. nTWWiHSoe used as a component of
TSTS and TSS-65 will be used to evaluate TSTS. @ine of this chapter is to
investigate the research question: Can a Thai wogdsure be used to develop a Thai

sentence similarity measure?

The contributions in this chapter are:

. Creation of TSTS

. Evaluation of TSTS with TSS-65

. An illustration of the use of TSTS with represem&tdialogue utterances for a

future Thai Conversational Agents.

The rest of this chapter is organized as followscti®®n 8.2 sets out the design and
implementation of the Thai sentence semantic siitylaneasure works; Section 8.3
discusses human and machine sentence similarihgsatSection 8.4 illustrates the use

of TSTS for a future Thai Conversational Agentsj &ection 8.5 concludes.

8.2 A Thai Sentence Semantic Similarity Measure (TES)

As mentioned in Chapter 2 Section 2.3.4, Semantal&ity based on Semantic Nets
and Corpus Statistics, or ‘'STASIS’ (Li et al, 2008)chosen to be used as a prototype to
develop TSTS. STASIS uses three elements for tterrdaation of sentence similarity,
which are word similarity, statistical informatidqsuch as word frequency), and word
order similarity. However, as TSTS is a measureth@s the Thai language, word order
similarity will not be used. In Thai, there are @mwber of cases whereby the order of the
words in a sentence can be changed whist retaihexgheaning, as described in detail in
Section 2.5.2. Therefore, there are two componatswill be used to develop TSTS:
word similarity and statistical information. The mlosimilarity measure (nTWSS) used
to calculate the word similarity and the word freqay are referred from the Thai

National Corpus (Aroonmanakun, 2007).
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Figure 8.1: An Overview of TSTS

Figure 8.1 shows an overview of TSTS. This algonittan be separated into three steps,
as follows:

» Construction of the Joint Word Set

» Formation of the Lexical Semantic Vector

» Calculation of the Sentence Similarity.

This similarity measure is implemented for the Tlaaguage; however, for more clarity,

an English example is used to illustrate the atgori

8.2.1 Construction of the Joint Word Set
Equation 8.1 describes a joint word Jederived from all the unique words in two

sentencest; andT,.
T =T1U T2 ={wi, Wy, ..., W} Equation 8.1

Given two sentencel andT; a joint word set is formed using Equation 8.1:
T,:  The lion is the king of the jungle

To:  Lionis a mammal

A joint word set,T is
T ={The lion is the king of the jungle a mammal}

8.2.2 Formation of the Lexical Semantic Vectors

The lexical semantic vector for each sentence, téenbys, is derived from the joint
word set. Then equals the number of words in the joint word Eetch entry§ (where
i=1, 2, ...,m) is determined by the semantic similarity of tleeresponding word in the

joint word set to a word in the sentence.
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For each word in the joint set, there are two fesoutcomes when the joint set is

scanned:
. Case 15 is set to 1, ifv; appears in the sentence,
. Case 2: Ifw; is not contained iff;, a semantic similarity score is computed

betweenw; and each word in the short tekt using the nTWSS word measure.
The most similar word iff; tow; is that with the highest similarity score. If the
highest score exceeds a preset threshold, §hisnequal to the highest score; if

not,S is O.

The threshold is used because it is assumed tkavdlues below the threshold are
merely contributing noise (Li et al., 2006). Itgst as 0.2; this value is the same as an
original value in STASIS (Li et al, 2006). The ct®iwas made because nTWSS uses
WordNet as a component, in common with STASIS. Valee could be optimized for

Thai when larger machine learning Thai word sintyadatasets become available.

Equation 8.2 shows how the words are weighted daogito their information content
(Resnik, 1999), on the assumption that word frequenfluences the contribution of the
individual words to the overall similarity. Entropypeasures are calculated using the

Thai National Corpus (Aroonmanakun, 2007):
§ = §x I(w) x I(w) Equation 8.2

Given thatw; is a word in the joint word set, amgl is its associated word in the sentence.
I(w;) is the information content of; in the corpus. The value &fw;) can be [0,1] and

defined as:

I(W|) — —log(p(wy))

]0g(N+1) Equat'on 83

wherep(w;) is the probability of a woravi, andN is the total number of words in the
corpus.p(w;) can be calculated as:
n+1

r(wi) = Equation 8.4

wheren is the word frequency of the wowdin the corpus.
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8.2.3 Calculation of the Sentence Similarity

Lastly, the semantic similarity betwed@n andT,, s(T1,T>), is calculated using a cosine

similarity measure between two vectors, as showiEqguation 8.5:

S1 X Sy

lIs1lIxlls2I

8.3 Evaluation of the Thai Short Text Semantic Sinkarity

Measure

Semantic similarity is a product of human perceptigrounded in consciousness.
Therefore, the only way to evaluate the TSTS algoriis against a dataset of Thai
sentence pairs with human similarity ratings. Theeepted measure of agreement
between human and machine rating is the Pearsodu&rdoment correlation
coefficients (). The aim of this section is to describe a sevfesxperiments that were
conducted using TSS-65 from Chapter 7 to evaluageTtISTS measure described in
Section 8.2.

8.3.1 Methodology

To evaluate the TSTS measure, the Thai sentenahimank dataset is required. There
is only one Thai sentence benchmark dataset thawadable, which TSS-65 from
Chapter 7. The TSS-65 dataset is used to evallheeTSTS rating can be obtained by
calculating the sentence pairs from the datasetxpkined in Section 8.2. The Pearson
Product-Moment correlation coefficienty petween the Thai human rating and TWSS
will be calculated and shown in Section 8.3.3.

8.3.2 Results

Table 8.1 shows the semantic similarity ratingstif@ translated word pairs. ColurSi

is the number of the sentence pair, as shown iteT&ak. ColumrHumanis the human
rating for the Thai sentence pairs. Colu®nASISis the STASIS rating for the Thai
sentence pairs translated in to English by Goaglestation (Och, 2005). ColunfSTS
is the machine rating for the Thai sentence painsguthe algorithm described in Section

8.2. All the measures have been scaled in the rangd. to aid comparison.
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Table 8.1: Semantic Similarity of Human Rating, ST/AIS, and TSTS

SP Human STASIS  TSTS SP Human STASIS  TSTS
1 0.164 0.311 0425 |[34 0.131 0.462 0.419
2 0.019 0.525 0.346 | 35 0.419 0.613 0.565
3 0.023 0.671 0.624 |36 0.131 0.665 0.326
4 0.156 0.531 0.537 | 37 0.731 0.904 0.702
5 0.216 0.669 0.538 |38 0.661 0.662 0.589
6 0.096 0.445 0.415 | 39 0.506 0.339 0.635
7 0.079 0.384 0.387 |40 0.358 0.326 0.535
8 0.116 0.218 0.444 | 41 0.457 0.644 0.525
9 0.039 0.470 0.620 |42 0.955 0.825 0.947
10 0.267 0.480 0.409 |43 0.536 0.424 0.757
11 0.106 0.369 0.250 |44 0.856 0.877 0.946
12 0.056 0.196 0.653 | 45 0.818 0.600 0.858
13 0.323 0.548 0.385 |46 0.812 0.805 0.876
14 0.162 0.646 0.364 | 47 0.738 0.675 0.921
15 0.117 0.327 0.225 |48 0.884 0.920 0.895
16 0.072 0.334 0.228 | 49 0.804 0.779 0.724
17 0.183 0.389 0.547 50 0.694 0.860 0.707
18 0.209 0.571 0.561 |51 0.794 0.630 0.715
19 0.199 0.793 0.685 |52 0.831 0.331 0.748
20 0.306 0.376 0.485 |53 0.954 0.564 0.912
21 0.244 0.467 0.474 |54 0.708 0.589 0.821
22 0.114 0.598 0.552 |55 0.647 0.668 0.620
23 0.404 0.404 0.676 |56 0.942 0.457 0.943
24 0.108 0.549 0.682 | 57 0.796 0.562 0.624
25 0.351 0.429 0.643 |58 0.768 0.638 0.845
26 0.338 0.566 0.579 | 59 0.681 0.791 0.785
27 0.136 0.603 0.562 60 0.751 0.619 0.624
28 0.340 0.472 0.577 | 61 0.669 0.346 0.575
29 0.543 0.684 0.736 62 0.888 0.559 0.867
30 0.494 0.705 0.624 | 63 0.803 0.622 0.777
31 0.581 0.831 0.672 64 0.886 0.788 0.944
32 0.281 0.392 0.574 | 65 0.689 0.673 0.779
33 0.603 0.747 0.564

8.3.3 Discussion
Figure 8.2 is a scatter plot plotting the rating flee Thai sentence pairs calculated by
TSTS against their corresponding Thai human ratime closer the points to the line of

best fit, the better the correlation.
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Figure 8.2: The Correlation between TSS-65 and TSTS
The Pearson Product-Moment correlations obtairad these results were:
. Pearson’s = 0.809 (P-Value < 0.01)

Table 8.2 illustrates the agreement of machine oreasvith human ratings by
calculating the Pearson Product-Moment correlatowmefficient ¢) between the human
ratings and the TSTS over the TSS-65. Also, theetation coefficient of each
participant with rest of the group over TSS-65 frarable 7.50 in Section 7.4 is

presented for comparison.

Table 8.2: Correlation Coefficients

Correlation r P-Value
TSS-65 and TSTS 0.809 <0.01
TSS-65 and STASIS 0.510 <0.01
Average of the correlation of all participants 0.840 -
Worst Thai native speaker participant and the least

0.752

of the group -
Best Thai native speaker participant and the leasbf 0.902 )

the group

The Thai sentence measure performs better tharcdhelation between the worst

performing human and the least of the group 0.752). This supports the view that it
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could form the basis of an effective sentence sémamnilarity measure for two Thai

sentences.

As the TSTS is the first sentence similarity meador two Thai sentences, there is no
other Thai sentence similarly measure for comparisdowever, omparison with an
English measure might give an idea how well TST#H#opams. The STASIS ratings
shown in Table 8.1 are obtained by calculatingrdtang with all the sentence pairs in
TSS-65 and those sentence pairs are translated Tioan into English by Google
Translate. A correlations coefficient of 0.510 @ue < 0.01) was obtained, which was

markedly below the TSTS value when compared witB-BS.

Steiger’s z-test (Steiger, 1980) was applied tad fivhether or not TSTS and STASIS
were statistically significantly different£0.05)from the hypotheses:
. Ho: There is no statistically significant differenoetween two measures.

. Hi: There is a statistically significant differencetlveen two measures.

To calculate Steiger's z-test between two measuvegsires the construction of a
correlation triangle. In this case, we considerethgaring the correlation between the
TSTS and TSS-65 human rating with the correlatietwben STASIS and the TSS-65

human rating. The specific triangle for this cadtidn is formed according to Figure 8.3.

rl r2

TSTS vs STASIS vs

Average Human Average Human
r3

TSTS vs STASIS

Figure 8.3: Specific Correlation Triangles for TWSSvs nTWSS

From Table 8.3:

rl rxy TSTS vs Average human 0.809
r2 rzy STASIS vs Average human 0.510
n =65
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Calculate correlation:
r3rxz TSTS vs STASIS 0.511

Applying the test gives the following results:
. z=3.695df = 62 (P-Value < 0.01)

From this result, the null hypothesis is rejectdds means TSTS and STASIS are
statistically significantly different. This mean§$TS ¢ = 0.809) performs significantly
better than STASIS & 0.510) with the TSS-65 dataset.

One of the reasons that STASIS has not behavedelisasy might be expected is the
“sentence” translation (Thai to English). The Thad English language structures are
mostly different, as mentioned in Chapter 2. Acaogdto Aiken (2011), the Google
sentences translations between European languageassaally good, whilst the Asian
languages are often relatively poor. The Thai-Ehglsentence translation does not
correspond to human expectatidfri{suthikul, 2006). For instance, for the sentence
‘vundadafidnsanaraunufiande’, literally “Dog is one kind of mammal” in senteaic
pairs 19, 21 and 65, the translation from Googls tRaippies are okapi’. The meanings
before translation and after translation are cleditferent. However, after cutting the
word ‘“ufiaudly’ meaning ‘a kind of’, the result from Google Tedae is ‘Dog is a
mammal’, which is the expected meaning. This exampbws one of the problems with

the sentence translation.

Nevertheless, TSS-65 is also translated by a nathe speaker who has a BA in
Language and Culture from Chulalongkorn Universdge of the best universities in
Thailand. Those translated sentence pairs are dghersimilarity rating by STASIS, a
correlationscoefficient of 0.754 (P-value < 0.01), which wasimprovement, but still
below the TSTS value € 0.809, P-value < 0.01). This also supports the/that TSTS
could be a basis for an effective sentence semaitidarity measure for two Thai

sentences.

8.4 The Evaluation of TSTS usage with Conversatioha

Agent Log Files
The aim of the evaluation is to find how well TSp&forms with Thai sentence pairs.
This following section will provide detail of thexgerimental methodology, results and
discussion.
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8.4.1

To achieve the aim of the evaluation of the TSTosgecific sentence pairs are selected.

Methodology

The 15 sentence pairs can be separated into thoeesy High similarity group, Medium
similarity group, and Low similarity group. Thes® ¥entence pairs are chosen from
English Conversational Agent debt adviser log filEsese log files come from a real-life
system. The semantic similarity rating calculateahf TSTS is also separated into three
groups as follows:

» High similarity group (rating between 0.750-1.00)

* Medium similarity group (rating between 0.25-0.749)

* Low similarity group (rating between 0.00-0.249).

The Medium similarity group has a bigger range bheeahe Medium similarity group

contains both Medium-High similarity and Medium-L@mmilarity groups.

The results are shown in Section 8.4.3.

8.4.2

The chosen 15 sentence pairs are shown in Table TB@se 15 sentence pairs are

Materials

translated into Thai by a native Thai speakéro has a BA in Language and Culture.
Column SPis the sentence pair number. Columrediction is the prediction similarity

group of sentence pairs (based on my personal jueigs.

Table 8.3: The Chosen 15 Sentence Pairs

Cannot afford payment

SP S S, Prediction
1 Judusu Juaduauat High
I am confused | am still confused
2 Julaitznla Aol High
| cannot understand this You do not understand
Auilupudnniswiiu Auiiluaudawiiu High
| am a gambling addicy | have a gambling addiction
FuaaINITIU Jusiain1siugn High
| want money I need cash
Aldduaznasnusiu Juanglauaguaiu High
All right I can pay third | can only pay third
FJufosasaraviiag vy Su'lififynniiau Medium
Do I still have to pay my debt | do not have a daioblem
Jufusududidanwiniluvuauan Susdninmananinildusu Medium
| am confused by all these choices | find all th@sons confusing
Tighansaanaule Wuaatande Medium

My accommodation payment
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9 denunsianalduni AU llA5UNTTANALRE Medium

Define assessment for me | did not get my assssyet
10 Auflelai'legu AUFADINITLIUY Medium
| did not get the money | want money
11 Suliasnuantfafunen Sufludasuasuduly Low
| do not want to tell you my name | applied for theney
12 Fudfasaan Tigunsanadule’ Low
| bought a car Cannot afford payment
13 Fusasanailuy Fuiluaudaniiy Low
Where do | pay | have a gambling addiction
14 dusiainisAudnaa duluwilainalsvinaene'ls Low
| need your help | am not sure what | should do
15 Aladuazanasusiu Aol la Low
All right | can pay third You do not understand

8.4.3 Results

The experiment result is shown in Table 8.4. ColU® is the sentence pair number.
Column TSTSis the machine rating for the Thai sentence pasmg the algorithm
described in Section 8.2. Colun@roup is the similarity group of TSTS rating. Column
Prediction is the prediction similarity group of sentencerpom Table 8.3. Column

Resultis the result of the prediction for each senteraie p

Table 8.4: The Results of the Chosen 15 SentencarBa

SP TSTS Group Prediction Result
1 0.922 High High Correct
2 0.894 High High Correct
3 0.908 High High Correct
4 0.953 High High Correct
5 0.843 High High Correct
6 0.527 Medium Medium Correct
7 0.612 Medium Medium Correct
8 0.224 Low Medium Wrong
9 0.467 Medium Medium Correct
10 0.726 Medium Medium Correct
11 0.186 Low Low Correct
12 0.309 Medium Low Wrong
13 0.226 Low Low Correct
14 0.324 Medium Low Wrong
15 0.178 Low Low Correct
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8.4.4 Discussion

According to the results shown in Table 8.4, TST&dts the High similarity group
correctly. For the Medium similarity Group, TSTSegdrcts 4 from 5 Medium sentence
pairs accurately, while the Low similarity Group TS predicts 3 from 5 Low sentence
pairs accurately. Thus, TSTS predicts 12 from Ifiesee pairs accurately; i.e. 80%.
The Spearman rank correlation between human predliahd TSTS prediction is:

* Spearman’g = 0.864 (P-Value < 0.01)

One of the wrongly predicted sentence pairs fronbl&e8.4 is sentence pair 8; this
sentence pair is meant to be in the Medium siniylapioup. However, TSTS produced the
rating for sentence pair 8 as 0.224, which is ia ltow similarity group. This happens
because after translating into Thai, the word ‘pagthin the sentence ‘Cannot afford
payment’ is translated into word3w’ (Money). Therefore, the word ‘payment’ in the
sentence ‘My accommodation payment’ is translatéd it3um1’ (Payment). This makes
the meanings in Thai and English more differentabse the wordwiua1’ (Payment) in
Thai can only be used in some specific content|eathie word t3u’ (Money) is generally

used .

A Conversational Agent has the capacity to go backect and disambiguate use of any
incorrect sense misunderstandings through dialogiiech is why 80% accuracy is
approaching workabl,e whereas it would be too lowapplications such as information
retrieval. Therefore, this supports the view th&T$ could be used to create the Thai

semantic-based Conversational Agents.

8.5 Conclusion

The aim of the research is to propose a Thai seatsemantic similarity measure
(TSTS). This chapter described how the first sesgesemantic similarity measures
works and also discussed the experiment resulhandcorrelations coefficient of 0.809
(P-Value < 0.01) was obtained. This measure peddoetter than STASIS when used
with the Thai sentence pairs and should be usafllhiai semantic similarity. TSTS is
considered to be a starting point for a Thai sesdgeneasure which can be used to create
semantic-based Conversational Agents in future. éd@w there are a number of aspects

concerning the algorithm which can still be imprdyvdiscussed in Chapter 9.
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Chapter 9

Conclusion and Future Work
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9.1 Introduction

This chapter summarises the work and contribution®lation to the research aims and
objectives of this thesis. The contributions of tiesis are also concluded. Finally,

recommendations for the direction of future researe given.

9.2 Summary of the Work

This research has proposed three Thai word sityilameasures, two Thai word
benchmark datasets, one Thai sentence similaritasore, and one Thai sentence
benchmark dataset. These are the outcomes of thetavanswer the research questions as

follows:

. Can a semantic-based Conversational Agent be deetlio Thai?

Chapter 2 established that this research quesaonot be given an immediate answer
‘YES'. The Thai language simply does not yet hahe tresources to support this.
Therefore, the main focus of this work is to creatsuitable framework to support future
work in the development of Conversational AgentsisTthapter provided a background to
this thesis that introduced related research, gty English word similarity measures,
non-English similarity measures, English sentencailaity measures, non-English
sentence similarity measures, the fundamentaleeofThai language and the current state
of research in Thai WordNet. Also, the potentiat 80 Thai similarity measure was
reviewed and discussed. This found no researcht abau similarity measures. Therefore,
as a starting point to develop a new Thai simyarieasure, the STASIS architecture was

selected.

. Can an English word similarity measure be develofpedhe Thai language by
translating Thai words into English?
Chapter 3 proposed the first Thai word measure (BYV®hich was developed directly
from Li's measure (Li et al., 2003). This work arms®/ this research question. TWSS was
created based on the conversion of Thai words glignfor Li's measure to be applied.
Moreover, a 30 Thai word pair benchmark dataset $¥3U) was also presented in this
chapter. In an evaluation of TWSS with TWS-30, ar@ation coefficient of 0.823 (P-
value < 0.01) was obtained, providing supportinglence for the research question. This
result was promising. However, this measure cooldoe used to fully predict those word

pairs that relate to Thai culture as TWS-30 wadthoased on an English dataset
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(Rubenstein and Goodenough, 1965). Thus, to expetimn words relating to the Thai

culture, a more effective evaluation is needed.

. Can a WordNet based English word similarity meaguogluce a similarity rating
between words based on Thai culture?

Chapter 4 presents the methodology for the creaifam 65 Thai word pairs benchmark
dataset based on Thai culture (TWS-65) which adédgeshis research question. The
evaluation of a subset of TWS-30 and TWS-65 humaéings has shown that both datasets
are not significantly different. In addition, a oelation coefficient of 0.807 was obtained
between TWS-65 human ratings and TWSS ratings. TWS& the English-based
WordNet to perform the rating. Hence, it resultsam inefficient rating performance of
these word pairs which are related mainly to thai Thlture. Therefore, the limitations of

TWSS mean it should be considered as a pathwayitalalrhai word similarity measure.

. Can a search engine provide an alternative natanguage resource for a Thai
word similarity measure?
Chapter 5 presented the investigations undertakesomsidering this research question.
This chapter proposed a word similarity measuredb@s a lexical chain that was created
from a mini corpus produced by a search engine @C3he aim of this algorithm is to
overcome the problem with TWSS. A training data@alVS-30) and a testing dataset
(TWS-51) were also presented. The training dataset used to find the most suitable
Alphaparameter in LCSS. The testing dataset was usedalaate the LCSS algorithm. A
correlation coefficient of 0.723 (P-value < 0.013snobtained. Both the TWSS and LCSS
perform quite well on their own. However, evidenseows that each contributes a
different insight into the similarity process. Tafare, a combination of TWSS and LCSS

may be more effective.

. Can a combination of TWSS and LCSS provide a bettedel of human
perception of Thai word semantic similarity thather separately?

Chapter 6 proposed a word measure that was créam®da combination of TWSS and

LCSS, called nTWSS, to addresses this researchtiguedhe correlation coefficient

between nTWSS ratings and TWS-51 human ratingsrwa$.867 (P-Value < 0.01), a

significant improvement on TWSS or LCSS alone. Adowly, nTWSS can be used to

develop a Thai sentence similarity measure.

. Can a Thai word measure be used to develop a €htersce similarity measure?
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Chapter 7 and Chapter 8 presented the investigatiordertaken in considering the
research question

Chapter 7 presents the first Thai sentence bendéhrdataset (TSS-65). Following
O’Shea’s procedure (O’Shea, 2008), TSS-65 was enely replacing the words with a
definition, shown in Section 7.2.1. Comparing T35-&nd TWS-65, a correlation
coefficient of 0.896 (P-value < 0.01) was obtaiadicating general consistency between
derived sentences and the word. This paved thefovaye development of the new Thai

sentence similarity measure.

Chapter 8 proposed the first Thai sentence semantdarity measure (TSTS). The

sentence measure is developed from STASIS; nTWS8ed to calculate the semantic
similarity between two words. Word order is notédakinto account. In this measure, the
correlation coefficient between TSS-65 and TSTS wa§€.809 (P-value < 0.01).

. Is the developed Thai sentence similarity measeasible for use in developing
Thai Conversational Agents
In Chapter 8, an experiment was conducted to ansherresearch question: ‘Is the
developed Thai sentence measure feasible to usevedop Thai Conversational Agents?’
In this simple experiment, TSTS predicted the aateg low, medium, and high similarity
with 80% accuracy between sentence pairs from avéwsational Agent log file.
Furthermore, the crucial function of STSS in a Gasational Agent is to find rules that
capture attributes accurately; therefore, the higherformance of TSTS in this
circumstance is important. Medium and Low similanhatches against rules normally
leading to disambiguation of user meaning or thiediof off-topic ‘chat’ rules. Because
Conversational Agents inherently do multiple intdéi@ans to disambiguate
misunderstandings, this is approaching a usabl®npeance. Therefore, this supports the
view that TSTS could be used to create Thai semwatsed Conversational Agents.

9.3 Summary of Contribution

The contributions in this thesis are:

* Review and discussion of Thai natural languageuess

» Creation of the first Thai word semantic similanteasure (TWSS)

* Methodology for creating the first Thai word semasimilarity benchmark dataset
(TWS-30)

173



» Application of the methodology to rating TWS-30

» Evaluation of TWSS with TWS-30

e Creation of a 65 Thai word pairs benchmark datgl3&tS-65)

« Application of the methodology to rating TWS-65

» Evaluation of TWS-30 with TWS-65

» Evaluation of TWSS with TWS-65

* Creation of a word similarity measure based onxic# chain created from a
search engine (LCSS)

» Creation of a testing dataset (TWS-51)

» Evaluation of LCSS with TWS-51

e Creation of a new word measure specifically forTthai language ("nTWSS)

» Evaluation of nTWSS with TWS-51

» Creation of a 65 Thai sentence pairs benchmarlsea(@SS-65)

* The application of the methodology to rating TSS-65

* Evaluation of TWS-65 with TSS-65

e Creation of the first Thai sentence similarity meagTSTS)

» Evaluation of TSTS with TSS-65

e An illustration of the use of TSTS with represen@tdialogue utterances for a

future Thai Conversational Agents.

These contributions are expected to provide a anbat starting point for research in the
new fields of Thai word semantic similarity, Thansantic sentence similarity, and Thai

Conversational Agents.

9.4 Future Work

There are a number of potential directions in whidh research could be continued in the

future. These directions are as follows:

. Creation of Thai semantic-based Conversational Agehat use the TSTS
algorithm.
. For nTWSS, non-linear approaches may be more apptepvhen combining two

different measures of similarity; this was suggegsty O’Shea (O’'Shea et al.,
2008). As nTWSS was created by a linear combinatfohWSS and LCSS using

the o parameter, replacing this with an artificial neunatwork trained to combine
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the two components should improve the overall perémce. However, a larger
Thai word dataset is needed to do this.

In LCSS, a Thai sentence extraction algoritf8arflertlamvanich, 20Q0s used as
mentioned in Section 5.2.4. This algorithm extra€tsai words from a Thai
sentence with the accuracy of 85%. Unfortunatehis tis the most precise
algorithm available at that time. If the accuraéyhe algorithm can be improved,
the NnTWSS is also likely to be improved.

Machine Learning can be applied to predicting tegtrword in a lexical chain in
the LCSS algorithm. The current algorithm is progmaed to find any lexical chain
that is available from the lexical database. Thiscess take a long time, causing
the algorithm to perform slowly. The next word ihexical chain can be predicted
by Machine Learning, which will save time to pragealso, the best Lexical chain
may be chosen without a calculation.

According to O’Shea et al. (2013), STSS-131 usedlbst practice established
from STSS-65 to rate a more representative sengfigh sentences. This can also
be done with TSS-65. A more representative sethai $entences should provide a

more meaningful evaluation of Thai sentence measure
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Appendix 1.1  Ethics Statement

LULFAUAINNITNARAIANUASRILARIAUUDIANUUNLUDIA

11agnnazaansfidiunulunsd@nnivingadgasamnununguasaaaadviuaag
AEILUANANIIAZEETIN TIL51 AL6ad AAaUANA A3 way uFslvinaunsuieiaa

Ade Wiuwasriag 1316 AnauuaddIaN M9asesTINAEFuAI U9

AI A Qs o 1 Qs
funaatar auAU AT vinadv sunnnaiuaa

(7

fnaanay aalinsanuuugauain lealvaianuaaiaadduuasaunuig ann 65

A UavAI

AMLATNaNNAIaNLNvatNAIAUGIaAa da a1 war sTAUASANENFIRAUAIA
aatazgnualvtiuffuinaaniuidirzasneing  aadayafuYAARUWRIU  LWSIE

ANTANEIMIIINENAIRAST UvATINaT lasunLlanTa deagsiaviinnsitasyvidaya

~ a
danudavla q uu

ANUEI LA AU ITNAaasiis L AunsuA A a Ty luwauunsy

U A Qs J 3 Qs
uuualuunzayanazgatAu'll
svsuAinaud vsuAma 1 AmAudadavgninly  Biduanuinduidasasiasau
MAafanatn wianuanlld Minaulazad daya dag Bidu fau ndanina A%

wsNAHNSHELNTATLUUTATa A

AMAZINauNIZdYadIULAAauavR U KN
aghildawnadayasdruuanauasnaliidfunnaunatuaniansenis  unasduagdaa

ANTARNFUALADIAMNKNNELRZARILARIAUADIAN AL LE5UNTT ARUW TuseauUI UG
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Appendix 1.2 Instructions

AN981973: AMNUAFNUAAIAUADIAMIUUUNUADIAN
aanaununavinuitiuais&iag fazinnulunsd@neil aadu1saazaausl naumni

L3N wuuFauauvia Manla 9 uaasvinwuugauay

agfiuuugauany yazasinsliduna way wiuliuviniazdaunisdndunacaa (Tuse

atdiauaylsuuiing) TasilasuasaFunuugu

nsusiazly azfigasdndauly nsansususianisauinsuaazly wazdaiiafuainy

ARNEARYAUAAIANNKIN AR 1A

asandaaviinsusazly  Tvakludarduanuasraadvdunasaununauada litilug

N

w9ty Tlsadasanuaa uafIduzasANUBINaTILGRLAuRIAN TaanTsidau
AILAUTEIN 0.0 (mmﬂa"mﬂa"oﬁ’umaommumﬂﬁmmﬁ) way 4.0 EIuARILARIAU

AIANUNUNEFIFA) VULHUTUTIA Aatasaldnadangadsinnue (11 2.2)

%

mnaafiifagnile 9 Aauniannudauiu Tusawaaaduilinila

ral gy N

Tdsansuinnsdne Lildusssiuaalumielaniouds - Lifi "ga” wsa "fa"
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Appendix 1.3  Sample Card
A7 10

A7 1 \inejane
A7 2 LA
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Appendix 1.4  Sample Rating Sheet (for TWS-30)

RAHULUTNER51AINUAINLAAIAUADIAINUUNNLADILAICANDIA
TsadasnANuARILARIAULAIANURINLUAILARLAUAIAT  Taanstdau IR
521319 0.0 (mmﬂa"mﬂa"oﬁumaommummﬁam‘/’i) way 4.0 @EuadaaAlviuuag

ANUNRINEFIFA) LuwKuuTin aauausaladnaAfiaugadsinuny (1au 2.2)

A7l 01 A7l 41 A7l 56
A7l 05 ATl 47 ATl 57
A7 09 ATl 48 A7l 58
A7l 13 ATl 49 A7l 59
ATl 17 A7l 50 A7l 60
A7l 21 A7l 51 A7l 61
A7l 25 A7l 52 ATl 62
ATl 29 A7l 53 A7l 63
A7l 33 ATl 54 ATl 64
A7 37 A7l 55 A7l 65
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Appendix 1.5 Personal Data Sheet

nsaUNsanlaasddluLAna

ane:

FLAUNTANEFIRA:

asudunaaniuidruasniznineg asagdu:
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Appendix 1.6  Semantic Anchors

ALLUZUN

minaafitfumnlunisisafiunadidudiaginovasssduanuaaiandeiavaalvineu:

0.0 UszTamniimnununaliiadzasiu

1.0 dsiaaifianuaauiazaluanumnung

2.0 UszTaanwaazimnununaiiiauiy

3.0 UsyTaavitAanziavattauinluanumung

4.0 Uszlaafiinnununaifiaudu

At lavafisuniles datvidudiaufaitauaaIaadvuasanuanaiu
A9UTITE1II9 3.0 uay 4.0 aauanunsalad@n 3.5
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Appendix 1.7  Sample Rating Sheet (for TWS-65)

RAULUTNER51AINUAINLAAIAUADIAINUUNNLADILAICANDIA
TsadasnANNARILARIAULRIANUNRINLUAILARLAUAIAT  Taanstdau IR
521319 0.0 (mmﬂa"mﬂa"oﬁumaommummﬁa{m‘/’i) way 4.0 @EuadaaAlviuuag

ANMNNINLFIFA) VULHUTUTIA Aardsaldnadiaugadsiniug (1du 2.2)

A7l 01 ATl 32 ATl 63
A7 02 A7l 33 ATl 64
A7l 03 ATl 34 ATl 65
ATl 04 A7l 35 A7l 70
A7 05 A7l 36 A7l 71
A7l 06 A7 40 A7l 72
A7l 10 ATl 41 At 73
AN 11 AN 42 AN 74
A7l 12 ATl 43 At 75
ATl 13 ATl 44 A7l 80
ATl 14 ATl 45 A7l 81
A7 15 ATl 46 ATl 82
A7l 16 A7l 50 A7l 83
A7l 20 A7l 51 ATl 84
A7l 21 ATl 52 A7l 85
A7l 22 A7l 53 A7l 90
ATl 23 ATl 54 A7l 91
ATl 24 ATl 55 ATl 92
A7l 25 ATl 56 A7l 93
A7l 26 A7l 60 ATl 94
A7l 30 ATl 61 ATl 95
A7 31 ATl 62
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Appendix 2.1  Instructions for High Similarity Word Pairs

AN981973: AMNUAFNUAAIAUADIAMIUUUNUADIAN
aanaununavinuitiuais&iag fazinnulunsd@neil aadu1saazaausl naumni

L3N wuuFauauvia Manla 9 uaasvinwuugauay

agfiuuugauany yauadMm lviduan uag wHuiunfasdaunisdaduuadno

AsaLRaNAIANNFAINRN ARUALAITIALAATANNARIEARIAUADIANUUUEUDIA

IR waznsanasluwpuiugin

mnaafiifanile 9 Aaruniannudauiu Tusawanaduiinile

Tsansuinnsd@n Lilddssiiuaalunislaniends - lif "ga" wia "Aa"
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Appendix 2.2

ARNUDIAN
ARN A

1. finuna

2. deyuel

3. Tsomneaue
4. LNk
5. Wie

6. 271113
7.89

8. &

9. ANSLAUNIY
10. anadiadia
11. Inunenna
12.50LA9

13. qua

14. \izneu
15.9m

16. fonzia
17. e adns
18.A3

19. viiuan
20.adnsai
21,47
22.1ha

23. WY

24 11"

List of Theme Words
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AXN B

1.9120
2.5081U60
KRIHSER
4. Waua
5.25uld
6.21315¢
7.\a3avfia
8..WUIWRAE
9.2nai9
10.ns5¢
11.W9'lws
12.1598¢A5
13.678
1488
15.A15viaaiien
16.61" 1w
17 usd
18.Wa'lal
19..6AnUN
20.143
21.AR197U
22 siu'lal
23.1h

24 a1y



Appendix 2.3  High Similarity Word Pairs Recording Sheet

wuHuiuingaavdIiinunstASIAUAAIAINKINLADIAININTAA
nsauLdan 20 quavAannaaInaul naNasAIiAnmAainNAs A& IAUTIANNVINE

229/ INNTFA waznsanasluwsuuin

AN A AXN B AN A AR B
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Appendix 2.4  Instructions for Medium Similarity Wor d Pairs

AN981973: AMNUAFNUAAIAUADIAMIUUUNUADIAN
aanaununavinuitiuais&iag fazinnulunsd@neil aadu1saazaausl naumni

L3N wuuFauauvia Manla 9 uaasvinwuugauay
agfiuuugauany yauadMm lviduan uag wHuiunfasdaunisdaduuadno

AsLdanAIANadNgl  NaNazAITinadainINAIEASIAUTAIANNVNNLUDIAT

]
al ]

g lighAunsnaaadiinainasnsanadlunHuiuin

mnaafiifanile 9 Aaruniannudauiu Tusawanaduiinile

Tsansuinnsd@n Lilddssiiuaalunislaniends - lif "ga" wia "Aa"
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Appendix 2.5 Medium Similarity Word Pairs Recording
Sheet

1 L4 =2 1 o J =l Qs =2 Q/ J A A 1 -
wWuiuvingaavaniinNuaaaadvAUAaIANUKINLADIAINNANFA T Taiain
AUAISNAARINUE
nsauLRan 21 AUadAINNFAINRN NRUNAYAITIAUAATANNARIEARIAUADIANNAUNE

avAnNgan luarAunimeaasnudInaznsanadlutKuiunin

AN A AXN B AN A AR B
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Appendix 3.1  Instructions (for TSS-65)

AT581573; ATSIEANAMNUNNATINL AN IAN
aanaununavinuitiuais&iag fazinnulunsd@neil aadu1saazaausl naumni

L3N wuuFauauvia Manla 9 uaasvinwuugauay

azfiuuugauany yarasANUINaLiFuAn uas wHuiuinfasdaunisdaduuadno
nsaLdannisidanAnuINadmINsaNTadAILarnTanadluLKuTun
mnaaditdanile 9 dauniaanudauiu Tusanaaaduiinise

Tdsansuinnsdne Lildusssiuaalumielanionds - Lifi "ga” wsa "fa"
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Appendix 3.2

Sample Question Sheet

AMNUNNE A oyl AsaLILAAN
1 suliidaiufadeidindidenufiadio
2 siulidadnuianiianiill Teadndufiadsisy
3 auliAa lidusuauralvai
4 siulidaRuvidanafuen?
5 siulidaRuufiaifisasulvaifidsuanaan'y
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Appendix 4.1  Ethics Statement (for TSS-65)

LUUFAUAINATNARAIANUAIILARIFUtaIANNNINEURILTE TaA

1sagnnazaanIsfidiunulunIs@n I nIvingmagasANNBINELRAR AR UADY
UsyTaA FIELKANANIIAZEETT 11l AL6DY UaaUANA &39MN wag wilriaun L&

MIAUATIAY LAUNWRITIAE 15116 T AnauaadAIaIn N19FaaIsUNEIAEYAIURTY

FonAaiar audu az vinadvlsunnaauiuean

1naanad alvinsannuugavain laalvAimnuaaiaaleduaasanuunuIg ann 65

A wavlsyiam

AMLATNaNNAIaNLNvatNAIAUfIaAa da a1 war sTAUASANENFIRAUAIA
aatazgnualvtiufuinaaiiluidirzasneng  aadayafuyAARUWRIU  LWSE

nsEnEIMIINEMANT LeaFInanlasuhulania deagsasfinisiinsvidaya

— =
danudavla q Tuu

ANUEI LA TaIRUNITNAaadiis L AunsuA A E Ty luwauunsy

U A Qs J GG Qs
uuua ' luunzayanazgatAiu'll
svsuAinaud vsuAma 1 AmAusadargninly  Widuanuinduisasasiasau
MAafanatn wianmuantld Minaulazad daya dag Bidu fau ndanina A%

wsNAHNSHELNTATLUUTATa A

AL AzINauNIZdgadIULAAauav iU lKN
arlidawadayadinuananasnalifunnauiiaguaniasents  unasduasais
ATIRAUALLAIANNKINELRTARNLARIAULAILTE e Aglasunis AWun  Tuseeu

TalTebinls)
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Appendix 4.2  Instructions (for TSS-65)

AN981973: ANUAFaAdvAUAaIAINKUNaAadlssTam
aanaununavinuitiuais&iag fazinnulunsd@neil aadu1saazaausl naumni

L3N wuuFauauvia Manla 9 uaasvinwuugauay

agfiuuugauany yazasinsliduna way wiuliuviniazdaunisdndunacaa (Tuse

atdiauaylsuuiing) TasilasuasaFunuugu

nsusazly avdaasilszloa auly nsandususdianisarutinsusasly uazdaiiadu

ANNARTEAAYAUARIANUNINURIRAILTE TaA

nranAaaeavtnsusaziu Tvagludarduanuaaiandvduzasanununauagdssiaon W
Hugnau

ndntu TUsadnANuaaIeadduzasANuUINEasLaarAuadlsETaA  TaaATs
Wiy fIRuTErnIY 0.0 (c-nmma”wﬂﬂa"oﬁ’umaommumﬂﬁmmﬁ) way 4.0 @

AREARIAULDIANMURUNEFIFA) LULNUUTin aadsaldnafiaugadsiuniy (1du
2.2)

AataNaguIaanRglitiuaIady  anuntnauadusazlsylan  asannatnayaa 1yl

angnacnanisaadulanasna

o _ o

mnaafiifanile 9 Aauniannudauiu Tusawanaduilinila

ral gy N

Tdsansuinnsdne Bildusssiuaalumielanionds - Lifi "ga” wsa "fa"
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Appendix 4.3 Sample Card (for TSS-65)

D
=
(@]
W

s

sylan 1 1 ANINIIANAUINNS

syiaum A 2 Tudadadn IunIvAIAUNASAGT
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Appendix 4.4  Sample Rating Sheet (for TSS-65)

wHuiunndnsIauAdINLAIVAUARIAN KN LARIUN arAAaYU s A
TisadasnanuaaandvduzasmuBINauadLeasAuadlsylan Taansidau AILR
521319 0.0 (mmﬂa"mﬂa"oﬁumaommummﬁa{m‘/’i) way 4.0 @EuadaaAlviuuag

ANMNNINLFIFA) VULHUTUTIA Aardsaldnadiaugadsiniug (1du 2.2)

A7l 01 ATl 32 ATl 63
A7 02 A7l 33 ATl 64
A7l 03 ATl 34 ATl 65
ATl 04 A7l 35 A7l 70
A7 05 A7l 36 A7l 71
A7l 06 A7 40 A7l 72
A7l 10 ATl 41 At 73
AN 11 AN 42 AN 74
A7l 12 ATl 43 At 75
ATl 13 ATl 44 A7l 80
ATl 14 ATl 45 A7l 81
A7 15 ATl 46 ATl 82
A7l 16 A7l 50 A7l 83
A7l 20 A7l 51 ATl 84
A7l 21 ATl 52 A7l 85
A7l 22 A7l 53 A7l 90
ATl 23 ATl 54 A7l 91
ATl 24 ATl 55 ATl 92
A7l 25 ATl 56 A7l 93
A7l 26 A7l 60 ATl 94
A7l 30 ATl 61 ATl 95
A7 31 ATl 62
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