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Abstract

The aim of this project is to develop a system for the stand-off detection (typically ten

metres) of concealed body-worn explosives. The system must be capable of detecting

a layer of explosive material hidden under clothing and distinguishing explosives from

everyday objects. Millimetre wave radar is suitable for this application. Millimetre

Waves are suitable because they are not significantly attenuated by atmospheric con-

ditions and clothing textiles are practically transparent to this radiation. Detection

of explosive layers from a few mm in thickness to a few cm thickness is required. A

quasi optical focussing element is required to provide sufficient antenna directivity to

form a narrow, highly directional beam of millimetre waves, which can be directed and

scanned over the person being observed.

A system of antennae and focussing optics has been modelled and built using designs

from finite element analysis (FEA) software. Using the developed system, represen-

tative data sets have been acquired using a Vector Network Analyser (VNA) to act

as transmitter and receiver, with the data saved for processing at a later time. A

novel data analysis algorithm using Matlab has been developed to carry out Fourier

Transforms of the data and then perform pattern matching techniques using artificial

neural networks (ANN’s). New ways of aligning and sorting data have been found

using cross-correlation to order the data by similar data slices and then sorting the

data by amplitude to take the strongest 50% of data sets.

The significant contribution to knowledge of this project will be a system which can

be field tested and which will detect a layer of dielectric at a standoff distance, typically

of ten metres, and signal processing algorithms which can recognise the difference
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between the response of threat and non-threat objects. This has partially been achieved

by the development of focussing optics to acquire data sets which have then been aligned

by cross-correlation, sorted and then used to train a pattern matching technique using

neural networks. This technique has shown good results in differentiating between a

person wearing simulated explosives and a person not carrying simulated explosives.

Further work for this project includes acquiring more data sets of everyday objects

and training the neural network to distinguish between threat objects and non-threat

objects. The operational range also needs increasing using either a larger aperture

optical element or a similarly sized Cassegrain antenna. The system needs adapting

for real time use with the data processing techniques developed in Matlab.

The VNA is operated over a band of 14 to 40 GHz, future work includes moving to

a stand-alone transmitter and receiver operating at w-band (75 to 110 GHz).
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Aims and Objectives

Academic Aim

To demonstrate the feasibility of a portable and deployable millimetre wave radar sys-

tem for the detection of on body concealed explosives consisting of layers of dielectric

media containing no fragmentation at standoff distances of up to 10 metres. Frag-

mentation is shrapnel contained within the explosive device, such as ball bearings or

nails.

Objectives

� To model and have manufactured beam forming optics such as lenses and high

gain antenna, for operation at millimetre wavelengths that will focus and move

a beam at a stand-off distance, so that the detector can spatially discriminate

a target against the background, e.g. a human. High gain antenna can be

made using standard gain waveguide horns and Gaussian Optics Lens Antenna

(GOLA).

� To develop techniques to detect the presence or otherwise of a person borne impro-

vised explosive device (PBIED), under practical conditions, at standoff distances.

The PBIED is typically a dielectric layer that may or may not contain metallic

fragments.

� To develop signal processing software that will autonomously identify the pres-

ence of a threat object by analysis of the return signature.
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� To construct and test a millimetre wave radar system that will scan an object at

a stand-off distance.

� To develop appropriate wideband receivers working at an appropriate frequency

range.
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Chapter 1

Introduction

1.1 Introduction

This thesis is part of a larger project, partly funded by EPSRC, to produce a con-

cealed weapons detector that will detect explosive devices and handguns concealed on

the body of a subject typically at a distance of a few metres and up to ten metres

away. Changes in global security requirements mean that conventional metal detectors

cannot provide sufficiently broad screening to ensure public safety. A screening device

which can detect explosives and / or handguns concealed on the body and discriminate

these objects from benign / non-threat objects is needed for security applications such

as airports and sports venues. The system developed here uses an active, non-imaging

technique to detect explosives concealed under clothing. Other widely employed tech-

niques rely on active and passive imagery taken at MMW bands.

The detector operates using a radar ranging technique which transmits Continuous

Wave millimetre waves and receives the radiation scattered from the target. The centre

frequency for the detector is based around a well known low attenuation, atmospheric

window centred on 94 GHz.

The reflected signal is received by the Vector Network Analyser (VNA), saved and

presented to software which performs a Inverse Fast Fourier Transform into the time

domain. Peaks are produced in the time domain resulting from reflections from the
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surfaces of objects and discontinuities in dielectric properties.

In the time domain multiple peaks are often produced but this pattern is usually

dominated by two principle returns: that from the front of the concealed material and

that from the body behind.

An automatic way of detecting these dominant peaks was needed to allow au-

tonomous operation of the detector. The data were simplified and presented to a

pattern recognition algorithm known as an Artificial Neural Network (ANN) to be

classified as either a threat or a non-threat item.

To enable the ANN to be trained on the data from the VNA, an algorithm to align

the data sets was developed that would remove the temporal shifting effect of a moving

person on the data set and align the peaks from the body and any explosives present.

This can then be used to train the ANN.

To increase the standoff distance, and as an extension to the work, a cassegrain

reflecting antenna was chosen as large diameter dishes can be made which are light-

weight and steerable compared with a refractive lens of the same size. The cassegrain

system uses a MMIC receiver operating at w-band (75-110 GHz) and a swept 12.5 to

18 GHz microwave frequency source into a six times multiplier giving an output of 75

to 110 GHz.

The frequency band 75 to 110 GHz was chosen because of the availability of com-

mercial transmitters and receivers and at higher frequencies the absolute bandwidth

available is larger than is achievable at lower frequencies of operation. The bandwidth

available is important because the bandwidth determines the range resolution of the

radar system.

Most clothing is transparent to EM radiation at millimetre wavelengths whereas

terahertz wavelengths approach the size of the weave of the fabric so do not penetrate

the fabric as well as MMW radiation.

Different methods of detection will be required depending on the environment the

detector is to be used in.

Particular challenges occur with lossy materials of high dielectric constant, this
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means a lot of incident energy is reflected and that which is transmitted is quickly

attenuated. Polar liquids such as water are difficult because of their high reflectivity.

The development of a robust and efficient detection algorithm is important because

the usefulness of a system will depend on its ability to distinguish between threat and

non-threat items.

Explosives containing fragmentation can be detected in the same way as metal-

lic objects and detection algorithms can be trained to recognise the signatures from

metallic objects and explosives containing fragmentation. Algorithms that are trained

to detect dielectrics may not be optimised for detecting metals and vice versa. The

signature from a dielectric contains an optical depth, relating to the separation between

the front and back surfaces of the object, whereas the signature from a metallic target

generally contains a single bright reflection. In this work, the dielectric detection al-

gorithm is trained to recognise a depth; indicating a thickness of explosive in front of

the body. The metallic detection algorithm is trained on the amplitude of the signal

reflected from the metal. Therefore a scattered radar signal from a target can be put

through two different detection algorithms or intelligence of the suspected target can

be used to select one of the algorithms best suited for each case.

1.1.1 Advantages of Working in the Millimetre Wave Band

Millimetre wavelengths are appropriate to standoff concealed threat radar because

there is an atmospheric window centred on 94 GHz which allows these waves to propa-

gate through the atmosphere without significant attenuation, atmospheric attenuation

against frequency is shown by figure 1.1.
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Figure 1.1: Attenuation across the electromagnetic spectrum, at sea level, based on
currently accepted models. Rain = 4mm/h, fog=100m visibility, STD (standard at-
mosphere) = 7.5gm/m3 water vapour and 2 x STD (humid conditions) = 15 gm/m3

water vapour. Figure and caption taken from (Appleby & Wallace, 2007).
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Clothing also appears transparent at millimetre wavelengths whereas THz waves are

more strongly attenuated than MMW and the weave periodicity enhances scattering

(like a diffraction grating).

1.1.2 Electromagnetic Spectrum

Millimetre waves occupy a region of the electromagnetic spectrum between the mi-

crowave and the far infrared region, their wavelengths are in the range of 1 to 10

mm (300 GHz and 30 GHz respectively) making them suitable for radar and imag-

ing because they give acceptable resolution. Techniques developed first at microwave

frequencies (such as mixing, up/down conversion, amplification etc) can also be used

at MMW frequencies. At MMW frequencies refractive and reflective elements are

often used to focus the radiation in a quasi-optical way. Examples of applications

where MMW are used include automobile collision radar, security screening and spec-

troscopy. MMW waveguide and receivers are physically smaller than their microwave

equivalents, since the wavelength of MMW radiation is shorter than that of microwave

radiation. The radar cross section (RCS) of objects is generally strongly dependent on

wavelength and smaller targets can be detected with MMW than can be detected with

microwaves. The waveguide bandwidth available increases with decreasing wavelength,

allowing improved radar range resolution at MMW frequencies than is obtainable at

microwave frequencies. Three types of scattering or scattering regions can be defined

for the radar-target interaction: the Rayleigh region, the Mie region, and the optical

region. In the Rayleigh region, the dimensions of the targets are small compared to the

wavelength, the radar cross section varies as λ−4. In the Mie region, the dimensions

of the target are comparable to the wavelength, and the RCS varies in an oscillatory

manner as a function of wavelength. In the optical region, the dimensions of the target

are much greater than the wavelength (Currie & Brown, 1987).

Millimetre waves are better for penetrating through dust and fog in imaging appli-

cations where optical wavelengths fail, because longer wavelengths penetrate mist and

fog better than shorter ones due to Rayleigh scattering. Figure 1.2 shows the range of
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the electromagnetic spectrum from radio waves to gamma rays (Wikimedia-Commons,

2010).

Figure 1.3 shows the position of millimetre waves in the electromagnetic spectrum

between microwaves and terahertz.

1.1.3 Cost and availability of hardware

The frequency band 75 to 110 GHz was chosen because of the availability of commercial

transmitters and receivers and that at higher frequencies there is a greater absolute

bandwidth in metallic waveguides carrying the TE1,0 mode. The bandwidth available is

important because the bandwidth determines the range resolution of the radar system.

220 GHz was not chosen because of the higher cost of transmitters and receivers in

this band and also absorption due to water vapour and oxygen generally increase with

frequency (Appleby & Anderton, 2007).
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Figure 1.2: This figure shows the range of the electromagnetic spectrum from radio
waves to gamma rays (Wikimedia-Commons, 2010).
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Figure 1.3: This figure shows the location of millimetre waves in the electromagnetic
spectrum between microwaves and terahertz (of St-Andrews, 2011).
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Chapter 2

Technical Introduction

2.1 Radar

The word Radar (derived from “RAdio Detection And Ranging”) summarises the two

main tasks of radar: remotely detecting the presence of an object and determining

the range to that object. The bearing and target velocity can also be measured using

radar techniques. Radar techniques are applied in many areas of technology from

automobile radar and chemical tank fill sensors to more traditional fields of aircraft

detection and tracking and meteorological measurements. The application of simple

Radar techniques to the field of security screening is a more recent development but one

that is becoming increasingly relevant. The simplest example of a radar system is an

Amplitude Modulated (AM) radar; this forms a pulse in the time domain and the pulse

can have any shape. Important figures of merit of radar systems are: range resolution,

unambiguous range and the cross correlation of transmitted pulse and received pulse

to determine range.

The Fourier transform allows decomposition of a function defined in time domain

to a continuous function of frequency which represents the original function’s frequency

spectrum. The reverse operation is also defined, where a frequency spectrum is trans-

formed into the time signal possessing that frequency spectrum. When discussing the

frequency and time domain we mean that, in the term frequency domain we have a
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function with an explicit frequency dependance and in the time domain a function with

an explicit time dependance. Generally, the frequency spectrum is a complex quantity,

containing the magnitude and phase of the signal.

The Fourier Transform is defined as

f(t) =

∫ ∞
−∞

F (ω)eiωtdω (2.1)

where ω = 2πν where ν is frequency.

F (ω) =
1

2π

∫ ∞
−∞

f(t)e−iωtdt (2.2)

Or, written more succinctly,

f(t) = F−1{F} (2.3)

F (ω) = F{f} (2.4)

Equations 2.3 and 2.4 are equivalent to equations 2.1 and 2.2 respectively.

For example, a delta function in the frequency domain becomes a sinusoidal wave

in the time domain. Mathematically, F (ω) = δ(ω − ω0) then f(t) = eiω0t therefore a

single valued frequency spectrum gives a continuous, sinusoidal function in time.

Conversely, f(t) = δ(t− t0),

F (ω) =
1

2π

∫
δ(t− t0)eiωt, dt =

eiωt0

2π
(2.5)

F = F{δ(t− t0)} =
eiωt0

2π
(2.6)

|F (ω)|2 =
1

(2π)2
(2.7)

For a delta function in the time domain the power spectrum is flat (constant) for
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all frequencies i.e. contains equal power in all frequency bands.

A key figure of merit in Radar is the range resolution that can be achieved. If a

target is a distance L from the radar and a second target is a distance L+ ∆L further

from the target, then the range resolution is the smallest distance between the targets

at which they are resolved into separate targets. Different applications will typically

have wide range resolution requirements. For example a liquid fill measuring radar in

a chemical engineering process might require an accuracy of 1 cm while a radar for

aircraft detection might only need an accuracy of 10 metres.

Consider a pulse width, τ , that is transmitted and reflects from two targets that

are separated by a distance ∆L. The time taken for the transmitted pulse to travel

the round trip between the targets is t = 2∆L
c

where t is the round trip time and c is

the speed of light. If the pulse width, τ , is greater than this value then the two targets

will not be properly resolved i.e. the reflected pulses will overlap in time. If τ < 2∆L
c

then the targets will be temporally distinct.

Practical radar systems send out a train of pulses which often have a fixed duty

cycle. The Pulse Repetition Frequency (PRF) is the inverse of the time between pulses,

where the time between pulses is τs, PRF is given by

PRF =
1

τs
(2.8)

Where two successive pulses are transmitted, the earlier pulse travels a round trip

distance of 2R = cτs where R is the distance to the target. Therefore objects that

are further than cτs/2 will have ambiguous range because one cannot be certain which

pulse in the train was reflected.

A detection scheme whereby the transmitted pulse is correlated with the received

pulse allows the determination of the temporal reflections. Such a correlation is, in fact,

equivalent to a convolution of the time reversed complex conjugate of the transmitted

pulse with the received pulse.

After correlation in the time domain the reflections can be isolated, provided that

they are not too close together. There is a minimum temporal spacing, below which two
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reflected pulses cannot be resolved from one another. This corresponds to a minimum

spatial separation of reflectors. The minimum resolvable temporal spacing is related

to the spatial resolution by

t =
2∆L

c
(2.9)

where c is the speed of light.

The required maximum pulse width, τω of the transmitted pulse is related to the

distance between the objects detected by equation 2.10, where c is the speed of light.

τω ≤
2∆L

c
(2.10)

∆L ≥ cτω
2

(2.11)

Therefore, to achieve better range resolution, the pulse width, τω, needs to be

reduced. However, the pulse width cannot be reduced indefinitely, since an antenna

cannot pass an infinite spectrum of frequencies. In fact there exists an uncertainty

between time and frequency that limits the precision to which both can be measured

or known simultaneously.

∆t∆ν ≥ 1

2
(2.12)

where ∆t is the root mean square duration (pulse width) in the time domain and

∆ν the root mean square bandwidth (bandwidth) in the frequency domain. Clearly a

more precise measure of one necessitates less precise knowledge of the other.

To improve time resolution, the bandwidth must increase. The available bandwidth

is however limited by amplification, up conversion and antenna feed bandwidth (carried

down a waveguide). This imposes a spatial limit on range resolution.

∆L ≥ c

2 ∗ bandwidth
(2.13)
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CW (Continuous Wave) radar emits a continuous signal; transmission and recep-

tion occur simultaneously. Ranging to target in the case of CW radar is achieved by

frequency modulation of the signal; this provides ability to determine round trip times

by measuring a quantity associated with the modulation. For example: Homodyne

radars use frequency modulation to measure range. These radars involve mixing the

received signal with the transmitted signal.

The optical depth of a material is the refractive index of the material multiplied by

its physical thickness. This is important in explosives detection because the minimum

thickness of explosive which can be detected by a system is determined by its resolution.

In an optically dense medium, such as polyethylene, the refractive index is a complex

number, n′; while the real part describes refraction, the imaginary part accounts for

absorption:

n′ = n+ jκ (2.14)

where the real part of the refractive index, n indicates the phase speed, while the

imaginary part κ indicates the amount of absorption loss when the electromagnetic

wave propagates through the material (Hecht, 2002). The resolution is related to the

frequency sweep of the transmitter and receiver. The optical depth depends on the

frequency sweep ∆f , and is related to the speed of light in free space, c by

∆L =
cτω
2

=
c

2BW
(2.15)

so wideband sources and detection systems are required with a typical sweep of

20 GHz to detect dielectrics with a thickness of less than a cm. The frequency band

does not affect the resolution, so the bands 20-40 GHz and 80-100 GHz have the same

resolution, the 80-100 GHz band is preferred though because it can be better focussed

(Andrews et al., 2009).

The dielectric loss tangent is defined by the angle between the impedance vector

and the negative reactive axis, as shown by figure 2.1. It determines the lossyness of

the medium, as given by ε = εRe + jεIm (RFcafe, 2012).
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Figure 2.1: This figure shows how loss tangent is related to the impedance vector
(RFcafe, 2012)

.
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The absorption coefficient, α, is related to the transmitted intensity Ix, the incident

intensity, I0, of the incident wave onto a material of thickness, x, by

Ix = I0e
−αx

where α has units of cm−1; this is known as the exponential law of absorption

(Jenkins & White, 1982).

It was found that paraffin wax has a similar dielectric constant to plastic explosives

(Lamb, 1996), (Kemp et al., 2006) and (Hu et al., 2006), so wax was a suitable replace-

ment for using real explosives. Kemp et al (Kemp et al., 2006) give values around 1.5

to 1.6 for the refractive index of explosives at a few terahertz. Hu et al. (2006) gives the

average refractive index of RDX as 1.7 for 0.2 to 2.6 THz and an absorption coefficient

for RDX of between 30 to 60 cm−1 for the 0.2 to 2.6 THz band. Yamamoto et al.

(2004) gives a refractive index of 1.9 for C4 and an absorption coefficient of 40/cm−1

in the terahertz range. Paraffin wax has a refractive index of 1.48 at 120 GHz and a

loss tangent of 27× 104 given by Lamb (1996).

Another variety of frequency modulated radar makes use of a technique known as

pulse compression. Pulse compression involves transmitting a wide band frequency

waveform without resorting to a narrow time duration pulse. This is often done using

a chirped pulse, where the frequency of the pulse changes with time. Figure 2.2 shows

a chirped pulse, which is essentially the same as pulse compression. If one can transmit

in the frequency domain with constant amplitude, then in the time domain this will

be a delta function. The technique is often called pulse synthesis - the narrow time

domain pulse is synthesised in the frequency domain.
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Figure 2.2: A linear chirped pulse, the frequency increases with time (WikiCommons,
2011).
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Mixing of multiple radio frequency signals is a key concept of radar, although the

technique is used in many other areas of electronics, optics and other processes where

nonlinear effects are present. Mathematically, mixing is the multiplication of signals

in the time domain. When two real signals are multiplied the resultant signal is the

inverse Fourier transform of the convolution of the Fourier transforms of the two signals.

In the simple case where the multiplied signals are sinusoidal (i.e. they have only one

non-zero frequency component in their spectra), then the resultant, multiplied, signal is

composed of sinusoids with frequency components equal to the sum and the difference

of the original signals’ frequency components.

A good example of the mixing of signals in radar is found in homodyne FMCW

(Frequency Modulated Continuous Wave) radar, where the modulation of frequency in

a linear manner with time allows ranging according to the following argument:

A pulse is transmitted which ramps linearly with frequency, it scatters off a target

and is then received. The received frequency is related to time because the pulse is

ramped and a frequency shift is caused by the time it takes the pulse to travel to the

target and back.

The transmitted and received signals are mixed together and FFT’d; this produces

the sum and difference frequencies and these are low pass filtered to give only the

difference frequency and that difference frequency is a function of the range to the

target. This arises because a time reference is coded in to the frequency ramping

(Brooker, 2005).

A similar FM technique is known as stepped frequency; in this case the transmitted

frequency is changed with time in a series of discrete steps. A stepped frequency pulse

is transmitted and then the return received; this is repeated for several hundred fre-

quencies to create a discrete frequency domain response which can then be transformed

into the time domain (Hausner & West, 2007).

Using FM techniques it is possible to synthesise a sharp pulse in the time domain.

This synthesis is possible because a wide frequency band is equivalent to a narrow

duration pulse (see equation 2.12). The word synthesis is used as the pulse physically
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transmitted is not of short temporal duration but contains the wide frequency spectrum

of a narrow duration pulse. This was first demonstrated using the stepped frequency

method at Stanford University in 1972 (Robinson et al., 1972).

The effect of range on the received signal strength of a radar signal is related to the

transmitted power of the signal, the area of the antenna and the antenna gain. The

gain of the antenna is determined by the size and shape of the antenna, the frequency

of operation and the antenna losses. The gain of some simple shaped antenna are given

in (Levanon, 2004).

One form of the radar equation gives the received signal power, Pr, as

Pr =
PtGt

4πR2

σ

4πR2
Ae (2.16)

where Pt is the power radiated by a radar in watts from an antenna of gain Gt at a

distance R (Skolnik, 1990). Ae is the effective area of the receiving antenna in square

metres and a target has a radar cross section σ, located at a range of R. The radar

equation is often given using dB-power, for example in dB watts.

The gain of an antenna is defined as

G0 = k0D (2.17)

where G0 is gain with respect to an isotropic source, k0 is ohmic loss factor where

0 ≥ k0 ≤ 1 and D is the directivity. The factor k0 = 1 if the antenna is lossless. It is

assumed that the antenna is matched to a specified impedance (Kraus, 1988).

The directivity, D, of an antenna is the ratio of the power radiated in a specific

direction to the power radiated by an isotropic antenna.

It is possible to increase antenna directivity and therefore gain by using a suitably

positioned reflective or refractive focussing element such as a mirror or lens. Such an

addition will increase the size and weight of the antenna.

An antenna with high gain is efficient and projects the majority of the transmit-

ted power into a narrow, directional beam. Conversely, a low gain antenna may be
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inefficient and will radiate power in a more isotropic distribution.

A waveguide is a type of microwave transmission line which is used to connect a

transmitter or receiver to an antenna. They are almost lossless at microwave frequencies

and are capable of transmitting high power. They have a cut-off frequency which

determines the lowest useable frequency for a given waveguide. A waveguide uses a

single conductor so cannot transmit the transverse magnetic mode. The first allowed

mode a waveguide can transmit is the transverse electric or TE1,0 mode. Generally the

cut-off frequency is given by

fm,n =
c

2π
√
εrµr

√
(
mπ

a
)2 + (

nπ

b
)2 (2.18)

Waveguides used in microwave engineering are metallic transmission lines typically used

to connect a transmitter or receiver with an antenna, they are used because they can

handle high transmitter powers, are very low loss and are well shielded from adjacent

channel interference.

Waveguides act as a high pass filter, frequencies below the cut-off frequency do not

propagate along the waveguide. The electric and magnetic fields will not propagate

but instead die out quickly within the waveguide. Such EM fields, that decay without

dissipative loss are referred to as evanescent waves. The cut-off frequency, fc, for the

TE1,0 mode for a rectangular waveguide of dimensions a by b where a is > b, is given

by

fc =
1

2a
√
µrµ0εrε0

=
c

2a
√
εrµr

(2.19)

where c is the speed of light, µr is the relative permeability and εr is the relative

permittivity of the material filling the waveguide, µ0 and ε0 are the permeability and

permittivity of free space respectively. Note that the cut-off frequency of the TE1,0

mode is independent of the short length b of the waveguide (Kraus, 1999).

The bandwidth carrying capability of a waveguide operating in the TE1,0 mode is

inversely proportional to the waveguide dimensions. Therefore a small, high frequency,
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waveguide will be able to carry signals with a larger absolute bandwidth. The TE1,0

mode has the E-field polarised such that it only has a component across the shorter

dimension.

In general, any electromagnetic disturbance in the waveguide can be written as a

superposition of the TEm,n and TMm,n modes. Furthermore, in both TE and TM

cases the electric and magnetic fields have a non-zero component in both x and y

directions, but for the fundamental TE1,0 mode the electric field component along the

longer dimension of the waveguide is zero. When this radiates into free space the EM

waves are linearly polarised (Kraus, 1999).

2.2 Receiver types

A microwave receiver is a device used to amplify the weak signal that is collected by

the antenna in a radar, radio or other communications system (P-N Designs, 2011).

A comparison of direct detection, homodyne and heterodyne receivers is given be-

low.

Direct detection is where there is no processing of the received pulse with the trans-

mitted pulse. In this configuration there is simply transmission of a radar waveform

and reception of the power in that waveform after it has been scattered. No phase

information of the received signal is obtained.

Doppler radar is an example of a homodyne receiver, where the received waveform

is mixed with a fraction of the transmitted signal to measure the phase, they are low

cost and their uses include police radar guns to measure speed (P-N Designs, 2011).

A heterodyne system uses a mixer, which mixes together two input signal fre-

quencies to produce sum and difference frequencies at the output (Lesurf, 1990). A

superheterodyne receiver features a radio frequency (RF) section which selects the de-

sired signal frequency, this is then mixed with a local carrier frequency to produce

an intermediate frequency (IF) in a frequency changer. The IF is then amplified and

detected by mixing the transmitted waveform. The advantages of the heterodyne re-
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ceiver are better selectivity, simple tuning and the RF circuit bandwidth is not critical

because the receiver selectivity is mainly determined by the IF amplifiers. The main

disadvantage is image channel interference, the image frequency occurs because two

RF frequencies can be down converted to the same IF with a single local oscillator

(Silva, 2001).

A Vector Network Analyser is a common piece of laboratory equipment used to

measure complex (magnitude and phase) transmission and reflection. It can be used

to measure impedance, VSWR (voltage standing wave ratio), loss, gain, isolation, and

group delay of any two ports of a multi-port network (P-N Designs, 2011). It is used

as transmitter and receiver to collect the data in this thesis.

S-parameters can be defined for any collection of linear electronic components and

they are algebraically related to the impedance parameters (Z-parameters). A network

has n inputs and n outputs which are the complex amplitudes of the waves; the received

waves are given by the vector R and the transmitted waves are given by vector T .

The transmitted waves are related to the received waves by the matrix equation R =

ST where S is an n by n square matrix of complex numbers called the “scattering

matrix”(Jefferies, 2012).  R1

R2

 =

 s11 s12

s21 s22


 T1

T2


2.3 Lenses

The diffraction limit is a function of the size and shape of the antenna and the wave-

length or frequency of operation. Diffraction limited systems are those where the

ultimate resolution of the system is limited by diffraction. The diffraction limited res-

olution θ of the cassegrain antenna being used is 0.3 degrees for a dish diameter of 64

cm as given by the Rayleigh Criterion

θ = 1.22λ/D (2.20)
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Lenses are generally placed with their focal point near the aperture of the microwave

horn and can be treated as a phase shifting device which produces a plane wavefront

from the rays emerging from the effective point source at the phase centre of the horn.

By using the lens as a phase shifter, the flare-angle of the horn can be made much larger

than would be required if its radiation pattern were to be limited by diffraction from

the non-phase corrected electric field distribution in the aperture. A lens corrected

horn can be much more compact than a simple feed-horn having equal directivity or

gain (Goldsmith & Moore, 1984).

In a practical lens system the beam will be truncated by the finite lens diameter.

The truncation level of the beam is given by the edge taper, TE, as the power density

at the centre of the lens relative to that at the edge, given by

TE(dB) = 2.17(
D

ω(f)
)2 (2.21)

whereD is the lens diameter and ω(f) is the beam radius a distance f from the beam

waist. For a Gaussian Optics Lens Antenna (GOLA) with a TE value of approximately

11 dB, the on axis gain , G, is given by

G(dB) = 20log(
πD

λ
)− δG (2.22)

from Goldsmith & Moore (1984) where D is the lens diameter, λ is the wavelength

and δG is the reduction in gain below an ideal lens.

For a 0.3 metre diameter lens at 3 mm wavelength, taking the value of δG as −1.0

from Goldsmith & Moore (1984) gives an on axis gain of 50dB, this is a linear intensity

concentrating factor of 100,000.

Gaussian Optics Lens Antenna (GOLA) are designed using the principles of Gaus-

sian optics rather than Geometric optics, where the image spot is replaced by a beam

waist. The lens is separate from the microwave horn rather than at its aperture.

Quasi-optical techniques allow flexibility in designing for highest gain or lowest side-

lobes (Goldsmith & Moore, 1984).
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The standoff distance requirement is typically ten metres. This comes from the

requirement to scan a target without their knowledge and to protect the operator of

the detection system.

To avoid interference from different parts of the body, quasi-optical techniques are

used to focus a beam onto the torso of the target so that reflections from the arms

for example do not interfere with the desired return from the torso. The signal from

the detector is a sum from all the targets within the field of view of the receiver, so

if the spot size is kept smaller than the body, it can be steered across the target to

discriminate the location of a concealed weapon (Andrews et al., 2008).

The most common lens design problem is to convert the spherical phase front from

a point source at the focus of the lens into a plane phase front across the aperture.

By diffraction theory, a plane phase front results in the most directive pattern for an

aperture of a given size with a given amplitude distribution across it (Silver, 1949).

For a cassegrain antenna as shown in figure 8.2, Hannan (2002) says that the an-

tenna is intentionally defocused by moving the sub-dish a small distance toward the

main dish. This technique can be used to provide variable beamwidth. By moving the

sub-dish away from the main dish the antenna can be focussed toward a point nearer

than the far field (Hannan, 2002).

If the secondary mirror of a cassegrain antenna is placed within the focal length of

the primary, then the rays will be reflected by the primary mirror.

For a cassegrain antenna, geometry gives the radius of curvature, R, as

R =
D2

8h
(2.23)

where D is the diameter of the dish and h is the height of the bowl, assuming the

cassegrain surfaces are spherical. In reality, the cassegrain primary reflector is parabolic

and the secondary reflector is hyperbolic. For the dish used here, D was measured as

64cm, and h was measured as 11cm so R = 47cm.
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Assuming paraxial rays

f = −1

2
R (2.24)

where R is radius of curvature and f is focal length of the primary dish. So the focal

length of the dish is f = 24cm.

Mathematically, the reflecting surfaces are equivalent to lenses (ray optics), then

the lens makers equation gives

1

f
=

1

u
+

1

v
(2.25)

where f is focal length, u is object distance and v is image distance.

The cassegrain system needed to be able to focus to any distance, so a nearest object

point of one metre was chosen and a far point of infinity, for the dish to be focussed

to any distance. For a focal length of 24cm and an image at infinity, u = 24cm. For

an image at 100cm and a focal length of 24cm, the object distance is 30cm. So to

vary the focal point of the cassegrain from 100cm to infinity, the secondary reflector

must be able to move from 24cm to 30cm,neglecting diffraction effects. To allow for

the uncertainty in focussing the system, the mechanical movement was designed to be

from 18cm to 35cm.

2.4 Refractive Index and Dielectric Constant

Biological tissues behave as lossy dielectrics. They are made of polar molecules, such

as water, but they also have charges that can move in a restricted way. The charge

carriers are ions, so the biological tissues behave like an electrolytic conductor in which

ions are able to migrate in response to an external applied field. They also exhibit

characteristics of a dielectric, such as polarisation and orientation of permanent dipoles

with the applied field (Peratta et al., 2010). Table 2.1 shows conductivities of various

material types. Conductivity is related to the skin depth of an electromagnetic wave

in a conductor.

The complex permittivity of human skin at 37 � and 90-100 GHz was measured

by Alabaster (2004) as 8.8(+2.6/− 2.3)− j5.5(+1.6/− 1.4).
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Type of material Typical conductivities σ[S/m]
Perfect Conductor ∞
Metals 104

Electrolytes 1− 102

Bio-tissues 10−4 − 10−2

Semiconductors 10−4 − 1
Dielectrics 10−10

Perfect dielectric 0

Table 2.1: A table of conductivities of different types of materials (Peratta et al., 2010).

The skin depth, δ, of an EM wave in a lossy dielectric is given by

δ =
1

Im{2πν
c

√
εr}

(2.26)

where complex relative permittivity, εr is given by

ε = ε′ + jε′′ (2.27)

and ε′ is the dielectric constant, and ε′′ is given by

ε′′ = ε0ε
′′
r (2.28)

where ε0 = 8.854191 × 10−12Fm−1, ε′′r is the relative dielectric loss factor of the

dielectric and ν is the frequency and c is the speed of light in free space (Alabaster,

2004).

Therefore, the skin depth of an EM wave at 90GHz in human skin is 500 microns.

Material f (GHz) T (K) n ε′ tanδ ∗ 104

PE 100 300 1.5185 2.3058 3.7
Paraffin wax 2-300 300 1.52 2.3 10

Table 2.2: Table of useful refractive indices (Lamb, 1996)

Table 2.2 shows useful refractive indices for materials relating to concealed explo-

sives detection. The loss tangent, tanδ, in table 2.2 is a property of a dielectric material

which quantifies its dissipation of electromagnetic energy. The term refers to the tan-

gent of the angle in a complex plane between the resistive (lossy) component of an
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electromagnetic field and its reactive (lossless) component (Ramo & Whinnery, 1994).

Maxwell’s equations are solved for the electric and magnetic field components of the

propagating waves that satisfy the boundary conditions for a specific geometry. In such

electromagnetic analysis, the parameters permittivity ε, permeability µ, and conductiv-

ity σ represent the properties of the media through which the waves propagate(Ramo

& Whinnery, 1994). The permittivity can have real and imaginary components such

that

εr = ε′r + jε′′r (2.29)

The real and imaginary parts of the complex permittivity are given by

ε′ = ε′rε0 (2.30)

ε′′ = ε′′rε0 (2.31)

respectively, where ε′ is the real part of the dielectric constant and ε′′ is the imagi-

nary part of the dielectric constant.

ε′′ is the imaginary amplitude of permittivity attributed to bound charge and dipole

relaxation phenomena, which gives rise to energy loss that is indistinguishable from the

loss due to free charge conduction that is quantified by σ. The loss tangent is defined

as the ratio (or angle in complex plane) of the lossy reactance to the electric field E in

the curl equation of the lossless reactance (Ramo & Whinnery, 1994):

tanδ =
ε′′

ε′
(2.32)

The wavelength in the dielectric is given by

λ =
2π

k
=
λ0

n
(2.33)

where k is the wavenumber, λ0 is the wavelength in free space and n is the real part of
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the refractive index of the material (Read, 1980).

Using active scanned millimeter wave radar gives a detection technique which can

provide the depth of the material rather than an intensity contrast image of the target.

A plane wave, of amplitude ET , has electric field, E, incident on the dielectric slab as

shown in figure 2.3

E = ET e
(−2πfj(t−z/c)) (2.34)

where f is the frequency of the incident wave in the z-direction on a parallel slab of

dielectric material of thickness d, refractive index n and distance from the transmitter

L (Andrews et al., 2008).

The wave reflects from the front and back faces of the slab R and R′ respectively,

as shown in figure 2.3. The return wave is given by ER, if the backing material can be

approximated as a semi-infinite layer of refractive index n′ and multiple reflections are

neglected then

ER = ET{R +R′e(4πfjnd/c)}e(4πfjL/c) (2.35)

where

R =
(n− 1)

(n+ 1)
, (2.36)

R′ =
(n′ − n)

(n′ + n)
(2.37)

and c is the velocity of light. The relative phase shift between the reflections from

the front and back faces gives rise to frequency-dependent interference between two

signals. A square law detector is a diode detector used to convert amplitude modulated

microwave signals to a voltage. For a certain range of power levels, a detector’s output

voltage is proportional to its incident power measured in watts. If the return signal is

measured by a diode which is a square law detector, then the signal is proportional to

|ER|2 = |ET |2{|R|2 + |R′|2 + 2|R||R′|cos(4πfnd/c)} (2.38)
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Figure 2.3: This figure shows the incident wave on a paraffin wax block of refractive
index n, with a backing of refractive index n′. (Andrews et al., 2008)
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This shows the sinusoidal dependence on frequency, and the optical depth of the

material, nd is proportional to the period of oscillation (Andrews et al., 2008).
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2.5 Black Body Radiation

All objects with a non-zero temperature radiate energy. The relationship between

radiated power and frequency of radiation is described by the well known Planck’s

Law. The human body at 310 kelvin, radiates mostly in the infrared, with a 9350 nm

peak wavelength from Wien’s Displacement Law, but the blackbody curve still has a

significant magnitude at millimetre wavelengths, so this radiation can be detected by

using a sensitive millimetre wave receiver such as a MMIC receiver. Tamyis (2005)

states that the emissivity of the human hand at 20 GHz is 55% of that of a black body

and at 38 GHz it is 68%; these values were calculated from measuring the dielectric

constant of the palm of the hand over the frequency range 20 to 38 GHz. Skin emissivity

in the infrared region of the electromagnetic spectrum is fairly constant between 3 and

15 µm at a value of 0.975 ±0.05 according to Jones (1998).

The blackbody curve for an object at 300 K is shown in figure 2.4. The human

body has contrast against the background because they are at different temperatures

and have different emissivities. This phenomenon can be used for concealed weapons

detection if there is sufficient contrast between the weapon and the body as a result of

temperature and emissivity differences between the objects.

An image is formed by scanning across a scene and measuring the power received at

each point. This is then plotted to form an image of the body against the background

(Macfarlane et al., 2002) (Dill et al., 2007).

However, the human body is only approximately a blackbody at infrared wave-

lengths. A blackbody absorbs all incident radiation and obeys the Stefan-Bolztmann

Law. The energy emitted from a blackbody is given by the Stefan-Bolzmann Law

M = σT 4 where M is the energy emitted, T is the temperature in Kelvin and σ is the

Stefan-Bolzmann constant (5.6697 × 10−8Wm−2K−4) (Gibson, 2000). Most objects

do not obey this law and a constant, termed emissivity (ε), has to be introduced into

the Stefan-Bolzmann Law:

M = σεT 4 (2.39)
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Figure 2.4: Blackbody curve at 310K and 373K (GeorgiaStateUniversity, 2011)
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where M is the energy emitted (emittance or exitance), T is the temperature measured

in Kelvin, ε is the emissivity and σ is the Stefan-Bolzmann constant (Gibson, 2000).

The emissivity is defined as:

Energy actually emitted by unit area of a surface in unit time at a given temperature
Energy emitted by unit area of a blackbody in unit time at the same temperature

The emissivity of a blackbody is equal to 1 and all other materials have a value

less than 1; most objects have a emissivity which is dependent on wavelength (and

therefore frequency) as well. Emissivity is wavelength dependant, a substance may

have a particular ε value at one wavelength and a different value at another, so the

human body will have a different emissivity at millimetre wavelengths than at infrared

wavelengths. The emissivity of the human body at millimeter wavelengths is given as

approximately 1 by McMillan et al. (1998) and the emissivity of a metallic weapon is

given as 0.2. At infrared wavelengths, Herman (2007) gives the emissivity of human

skin as 0.95 whereas the emissivity of iron is given as 0.28.

It is often assumed that the variations in grey scale (or colour) on a thermal image

show variations in temperature. M = σεT 4 shows that the emittance is also depen-

dant on the emissivity ε. The tonal variations will be indicative only of temperature

variations if the emissivities of different parts of the scene are similar (Gibson, 2000).

2.6 Neural Networks

Neural networks are made up of inputs and outputs with interconnections which can be

tuned or ‘trained’ to produce a desired output, they are similar to those in a biological

nervous system. The connections between inputs and outputs determine the function

of the network. By adjusting the values of the connections (weights) between elements

the network can be trained. They are usually trained to match an input to a particular

output (target) within a specified tolerance. A network usually consists of many input-

target pairs (Math-Works, 2009).

Matlab’s Signal Processing Toolbox contains a function called ‘xcorr’, this function

performs cross-correlation. Xcorr estimates the cross-correlation sequence of a random
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process (Math-Works, 2009). This function was used in processing data to re-order

data which was similar to its neighbour in an array of data, by aligning data sets

containing more than one peak in the time domain.

Finite Element Analysis is a numerical technique which gives approximate solutions

to differential equations. The problem geometry is drawn and then divided into a finite

number of smaller regions, triangles can be used in 2-D or tetrahedrons in 3-D. The

equations are then solved for each finite element and summed for the whole problem

(Pepper, 1992). COMSOL (2009) was used to model and solve lens and horn designs.
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Chapter 3

Literature Review

3.1 Introduction

Concealed weapons detection is an active research topic. In 2002 the US Transport Se-

curity Administration estimated its funding requirements would be $6.8 billion, mostly

for aviation security (Mead, 2002). Passive emission in the millimetre wave band can

be used to form images of people which can be used for security screening. Differences

in emitted brightness between the human body and a concealed object provides the

contrast in the image. The body and the object must have different emissivities, sur-

face temperature or reflectance for the required contrast to be present. The contrast

image can then be viewed by an operator or processed autonomously by a computer

and a decision as to the potential threat made as shown in figure 3.1.
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Figure 3.1: This figure shows a concealed metal object on the person when outdoor
(cold sky) contrast is used to illuminate the subject (Doyle et al., 2004).
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Active imaging uses radiation transmitted from a millimetre wave source and the

subsequent reflections to form an image of a target. The difference in reflectivity of the

body and any concealed weapon are used to form an image from which the presence of

the weapon can be seen. The black body radiation emitted by people and objects can

be used, but passive techniques tend to suffer from poor contrast unless used outdoors

where the sky provides a cold source which improves contrast; the sky can be used as

a reference temperature (Appleby, 2004).

Creating images of people causes privacy issues (Agurto et al., 2007), because of

this non-imaging techniques have been investigated. These include active and passive

techniques; active techniques produce a stronger signal from the target but passive

techniques may be preferred if radiating microwaves would prevent covert use of a

detection system. In the work described here, active techniques are used to measure

the radar return from a target and the reflections from the concealed weapons.

In 1995 imaging systems that can operate through clothing were reviewed by Currie

et al. (1995). As part of this work, a passive millimetre wave radiometer detection

system was reviewed. The system looks for small variations in temperature between a

concealed weapon and the background. The body and the weapon will be at different

temperatures unless the weapon is very close to the body or artificially heated; the

system operates in the 94GHz band. The radiometer was scanned across a scene and

produced an image showing metallic and ceramic handguns through clothing.

Dallinger et al. (2005) present an active system which uses a wide-band lens and

scans a bandwidth of 10GHz. This gives a spatial resolution of 1.5cm at a range of

1.5m. The sweep time is 15 seconds. The image produced covers an area which is 35

by 40 cm. The image contains a lot of clutter, these are bright reflections from the

body which are not from the concealed object, they could be from the movement of the

arms for example. The concealed object was detected but it is difficult to distinguish it

from the background. Imaging systems can be broadly divided into two types. Systems

using a lens have a low computer processing requirement, but the physical aperture

needs to be large. Synthetic aperture systems require greater processing time, but can
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have small apertures which can be scanned. Synthetic aperature systems can have the

disadvantage of higher cost due to the multiple receivers needed. The skin effect of

electromagnetic waves means that millimetre wavelengths do not penetrate human skin

to more than a millimetre, supported by measurements of the permittivity of skin. The

human body is a fairly good reflector. In this paper, they are using a PVC dummy to

replace the human target. Illuminating the target from different angles would reduce

specular reflections which result in bright spots or clutter in the image.

Terrorist threats and gun crime have become an increasing problem for govern-

ments and law enforcement agencies over recent years. Agurto et al. (2007) present an

overview of different techniques which can be applied to concealed weapons detection.

Power levels used in active systems are typically less than that emitted by a mobile

phone, so operating at these low power levels should not cause concern to regulatory

bodies for EM power emissions or the public.

At infrared wavelengths (which are defined as 10−5m or about 3000 GHz) it is

difficult to detect weapons on the body because the temperature of the weapon is close

to the body temperature and the infrared radiation is significantly attenuated in the

clothing. The sensor simply sees the surface temperature of the clothing and not what

lies underneath. Infrared sensors have much, much better noise-equivalent temperature

than millimetre wavelength sensors and therefore better sensitivity and they also have

far superior spatial resolution, so operate well as night vision cameras (Agurto et al.,

2007). Millimetre wavelengths are defined as 1cm to 1mm or 30 GHz to 300 GHz.

Appleby & Wallace (2007) notes that explosives carried close to the body are par-

tially transparent and partially reflective at an operating frequency of 100 GHz which

produces a characteristic radar return which can be used to detect concealed explosives,

also the reflectivity of the skin closely matches that of water. In their paper Appleby

& Wallace (2007) conclude that a passive system required to penetrate all types of

clothing will probably need to operate below 500 GHz.
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3.2 Passive Imaging

Appleby et al. (2003) present a mechanically scanned real time passive millimetre wave

imaging system at 94 GHz. The optics of the mechanical scanner are based on a

Schmidt camera and conical scanner. It can be used to image through fog and cloud

and could be used in surveillance and reconnaissance. The optics in this system are

large and limit the scan rate of a reciprocating scanner. Deploying this scanner would

be limited to installation in a fixed position as it would be difficult to follow a suspect

along a street for example, with such a large system.

Appleby (2004) describe passive millimetre wave imaging and how it differs from

terahertz imaging. Millimetre waves can image through bad weather conditions and can

penetrate cloth and polymers, whereas terahertz is attenuated more than MMW by the

atmosphere. For wavelengths above 1cm, conventional imaging becomes impractical

due to the aperture size, so radar techniques are used such as synthetic apertures.

Many materials are partially transparent to millimetre waves and the surface is smooth

compared to the wavelength, reflections from the layers can be a useful technique for

detecting the material. Atmospheric windows are regions of low attenuation by the

atmosphere and are found at 35, 94, 140 and 220 GHz, which restricts the frequencies at

which these systems can operate. Clothing is partially transparent to millimetre waves,

so threat objects under clothing can be detected (Lamb, 1996). Terahertz frequencies

are needed to spectrally identify materials according to Appleby (2004); THz spectra

can be used to identify explosives to distinguish them from harmless substances.

Also Grossman et al. (2004) present a 94 GHz scanned millimetre wave imaging

system, using polyethylene lenses which are used in a scanned focal plane array, using

a microbolometer detector. The system operates at distances greater than one meter

with greater than one meter diameter field of view. The system which operates at 94

GHz is being scaled up to 650 GHz (Grossman et al., 2004). Power detection gives

greater sensitivity using MMIC amplifiers, the draw backs are high cost and not being

able to scale MMICs to frequencies above 200 GHz. Higher frequencies give improved

spatial resolution but not improved sensitivity.
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Chen et al. (2005) describe passive imaging techniques and the potential problems

with active systems, which are; radiating microwaves at members of the public, dis-

playing warning signs and covert operation.

Costianes (2005) describe weapons detection in public places for public safety, the

ability to detect these weapons at a standoff distance of 10 metres is desirable. Lock-

heed Martin, in 2005 were developing a passive system operating from 80 to 100 GHz

using Cassegrain optics to focus onto a scanner which produces an image (Costianes,

2005).

Grafulla-Gonzalez et al. (2005) use ray-tracing software, Zeemax and Matlab to

model millimetre waves in their 2005 paper. They use a QinetiQ millimetre wave video

imaging system at 9mm wavelength and the focal distance is 0.8m, the diffraction limit

is 2cm in the focal plane.

Appleby & Anderton (2007) discuss the pros and cons of using millimetre wave

and sub-millimetre wave imaging techniques for security applications and for imaging

through poor weather conditions. Their conclusion is that millimetre waves are better

suited to security applications for standoff distances because they are not as attenuated

by the atmosphere as sub-millimetre waves (Appleby & Anderton, 2007).

Howald et al. (2007) shows that to engineer a millimeter wave camera requires the

optical properties and RF properties of the system to be modelled. An important figure

of merit for describing the performance of a sensor is channel sensitivity, which is also

known as Noise Equivalent Difference Temperature. For this system NEDT is typically

0.5K for an integration time of 10 msec, this is the RMS noise which corresponds to

an uncertainty in the temperature of the source to 0.5K (Howald et al., 2007).

Dill et al. (2007) present a line scanning imaging system at 30 and 94 GHz used

to produce an image of a person behind a radome material in (Dill et al., 2007). The

system is a passive radiometer, receiving the emission reflected from the body and sky.

The difference in temperature between the material and the sky is used to calculate

the dielectric properties of a concealed object.

Mechanical scanning provides a 2-D image from the linear imager. Martin et al.
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(2007) present a real-time passive millimeter wave imaging system, for security scanning

where a stand-off range is not wanted, using a single millimeter wave amplifier package.

It uses frequency multiplexing to produce a large number of pixels. It takes about

20 seconds to scan a human body. The close-up operation allows for a 1.5 cm spot

size; the system uses a convolution algorithm to blend adjacent pixels to reduce noise

and smooth the image. The focal length is 30 cm and the system is designed to be

used indoors, images are formed from the contrast of the body with the surroundings.

Clothes are invisible on millimeter wave images, threat objects either reflect or absorb

the millimeter waves and look like a dark area against the light body. Passive millimeter

wave sensors cannot see through the body, so need to image from different angles.

Images collected outdoors have more details due to increased contrast between the

body and the cold sky, but low contrast objects can disappear in the clutter.

Reflective spectra have been found to be a way of identifying explosives by Rosker

et al. (2007). Standoff distances are assumed to be over ten metres. Water vapour

absorbs at terahertz frequencies as the water particles scatter and absorb. For passive

imaging outdoors, the sky temperature at millimetre wavelengths is important to the

performance of the imaging system. The sky temperature is the noise added to the

receiver system dependant on the elevation angle and operating frequency, the temper-

ature is typically less than ten Kelvin at the zenith (directly overhead) for microwave

frequencies (Burke & Graham-Smith, 2010). It is an important consideration for de-

tecting objects of different reflectivity. The sky temperature can affect the performance

of the detection system by enhancing the reflectivity of objects to be detected such as

a metal weapons (Rosker et al., 2007).

For a passive millimetre wave system, as frequency increases the contrast available

decreases. The atmosphere has most effect on the signal to noise ratio due to its water

vapour content (Rosker et al., 2007).

Timms et al. (2007) present a 190 GHz millimetre wave imager using MMIC-based

heterodyne receivers. Higher frequency operation is an advantage because of increased

spatial resolution. Different approaches have been tried; an array of millimetre wave
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receivers or a mechanically scanned antenna with one receiver. Scanning the receiver

produces high frame-rates, which are necessary in high volume applications such as

airports. Passive imagers require 20 or more receivers to obtain the required sensitivity

for real-time imaging. The transmitter is a 94 GHz source and a frequency doubler

(Timms et al., 2007).

Yeom et al. (2011) present a technique which uses a lens and a 1-D receiver array

composed of 30 receiver channels, and a mechanical scanner, which rotates the receiver

array. They cite the problems of passive imaging as weak signals and system noise.

Spatial resolution is limited by aperture size and will limit the quality of the images

obtained. They aim to resolve some of these issues by using a segmentation technique

to detect objects concealed on the body with an operating frequency of 94 GHz. The

segmentation technique separates the body area from the background and then pro-

cesses only the body area to detect the presence of concealed weapons. Bright patches

can be seen in the images after processing, but the technique is computer processor

intensive. Identifying multiple objects and classifying them was left as future work.

Figure 3.2 shows an example image from this detection system. The gun can be seen

on the image as a bright spot.
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Figure 3.2: This figure shows a MMW image produced by Yeom et al. (2011) passive
MMW detector. (a) shows the millimetre wave image, (b) shows the fully processed
image and (c) shows the image processed by a shortened method.
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3.3 Active Imaging

Goldsmith et al. (1993) aim to develop a focal plane array to operate at 3mm wave-

length. Phased arrays have been suggested but developments have been limited by cost

and complexity. Focal plane arrays have multiple feeds, a single focussing element, and

multiple beams. A mechanically scanned single element produces a single beam, the

scanner is moveable in all directions. It requires good illumination of the focussing

element by the feed for a focal plane array. A combination of Gaussian beam optics

and ray optics is used to simulate the array properties. Development of millimetre

wavelength transistor amplifiers can be applied to imaging arrays. The advantages of

frequencies between 30 and 300 GHz are low absorption by most dry dielectric ma-

terials, moderately high spatial resolution and compact optics. A scanned beam of

millimetre wavelengths can suffer from ‘glints’ from edges of clothing etc. Glints are

spurious bright reflections, usually from metallic objects.

Watabe et al. (2003) uses a feed forward neural network in pattern recognition for

a real-time imaging system. The network is trained to recognise metallic letters. The

operating frequency was 60 GHz using an Yagi-Uda array. To reduce the size of the

images to input into the neural network, adjacent pixels were averaged with a 2 by 2

averaging mask. This reduced the number of pixels to a quarter of the original number.

Federici et al. (2005) present a review of terahertz imaging systems used to de-

tect explosives and drugs. In the THz band, explosives and drugs have characteristic

transmission or reflection spectra which can be used to detect these substances when

concealed on a person. THz spectroscopy can be used to detect explosives and drugs

through concealing materials such as clothing, plastics and cardboard because these

materials are transparent to THz. By comparing measured spectra with known cali-

bration spectra it is possible to detect and distinguish explosives and drugs from other

benign objects, but such a system would have to store a large number of reference spec-

tra to be practical. Federici et al. (2005) state that, in general, non-polar, non-metallic

solids such as plastics and ceramics are at least partially transparent and reflective in

the 0.2-5 THz range. Non-polar liquids are transparent as well, whereas polar liquids,
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such as water, are highly absorbing. This is because absorption in the THz range of

the electromagnetic spectrum is generally due to rotational motions of dipoles within

a material. This is also true for the millimetre wave range of the electromagnetic

spectrum.

One disadvantage of the spectral analysis technique is that features of the THz

spectra can be sensitive to the way a sample is prepared, e.g. pellitized form. However,

there are many spectral features of explosives which are reproducible and not sensitive

to sample preparation so could be used as a method of detecting explosives.

A comparison of focal plane arrays and an interferometric technique was presented

by Federici et al. (2005) and it was found that the focal plane array would take 30

times longer than the interferometric approach to acquire an image. Although the

interferometric technique required more imaging processing (correlating) therefore it

would be difficult to produce an image in real-time.

Federici et al. (2005) conclude that for close range scanning CW or pulsed modes

of operation should be competitive, whereas real-time imaging needs development.

THz spectra detection has some limitations on the type of materials it can detect, for

example some explosives do not have a THz spectra below 3 THz. Stand-off detection

is a big challenge because as the distance increases the attenuation by the atmosphere,

dust and smoke increases; to overcome this, higher power sources need to be developed.

Doyle & McNaboe (2006) describe a mechanically scanned millimetre wave imaging

camera capable of concealed object detection at stand-off distances up to 50m. Range

information can be obtained by using FMCW (frequency modulated continuous wave)

radar. The system only uses reflective optics, to minimise losses in the optical path.

This system can be used in either portal or standoff mode. For use in portal mode it

includes a thermally generated illumination scheme to improve image contrast. Metal

objects were detected on people at distances up to 20m, with a scan time of 2 to 4

seconds. Combining the range function of FMCW radar and a video image of a scene

in real-time would be the ideal user interface for a stand-off weapons detector.

The terahertz imaging technique used by Dickinson et al. (2006) uses full beam
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scanned imaging of a target in azimuth and elevation using two-axis Fourier Transforms.

A prototype system fast scans a small spot across a target. High resolution images

were obtained using a technique similar to synthetic aperture radar.

HEMT (high electron mobility transistor) amplifiers have been developed for the

220 GHz band by Essen et al. (2007). The radar range resolution is determined by

the bandwidth of the radar, large bandwidth is easier to achieve at higher frequencies.

The radar developed by Essen et al. (2007) has a bandwidth of 8GHz. Imaging of a

person with and without a gun was carried out, with a range resolution of 2cm.

Derham et al. (2007) present a prototype imaging system operating in the 60 GHz

band using the frequency encoding technique. A single channel coherent receiver is

used, the signal contains angular information about the scene encoded in frequency.

Processing with a FFT constructs a one-dimensional image, each FFT point repre-

sents one of the beams of the antenna. The system was tested with a background of

microwave absorber as shown in figure 3.3.
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Figure 3.3: The top figure shows the optical image of two mannequins, the bottom
figure shows the MMW image of the two mannequins to demonstrate the imaging
performance of the system designed by Derham et al. (2007).
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The outline of the mannequin is indistinct for both direct observation and through

a thin plywood panel as shown in figure 3.4. Specular reflections from the flat panel

caused signification image distortion.
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Figure 3.4: The figure shows the MMW image of a mannequin through a 3 mm plywood
panel, with the detector on axis and then 30 degrees off axis (Derham et al., 2007).
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Volkov et al. (2008) show that in indoor use the image contrast in a passive system

is not enough for optimum imager operation (Volkov et al., 2008), artificial illumination

mimics the sky illumination. An edge detection system is presented, which separates

the return from concealed objects from the background such as the body. The system

is fixed at a frequency of 94 GHz and uses a cassegrain mirror. The system provides a

spatial resolution of 7 mm at a distance of 1.2 metres.

Two technologies are being tested in US and UK airports, x-ray back scatter imag-

ing; using very low energy x-rays and millimeter-wave imaging (as just described).

There are concerns over privacy due to constructing images of people. The manufac-

turers claim that these scanners pose no risk to human health according to Brown

(2008).

Cooper et al. (2008) present a technique for active imaging using a 600 GHz radar.

They use an image processing algorithm which will determine if the pixel belongs to

the front or back surfaces of the target and use this to determine if there is a potential

threat present. The ranges to the nearest and furthest object in the radar beam produce

front and back peak pairs. Some peaks require manual re-selection after the image is

constructed by the image processing algorithm as they are missed in the automatic

process (Cooper et al., 2008). The image collection time was around 6 minutes.

3.4 Image Processing of Millimetre Wave Data

Artificial neural networks (ANN) were used to analyse terahertz images and classify

the pixels of the image to their component material. An ANN is a computational

mapping which can be optimised or ‘trained’ to detect patterns. The algorithm inputs

are the reflected or transmitted THz power for a finite number of THz frequencies. The

ANN is trained to recognise the intensity pattern of THz frequencies corresponding to

explosives and other concealing materials. Then a previously unseen intensity pattern

is presented as an input to the ANN it attempts to classify it as one of the known

materials based on the library of THz spectra, this is done on a pixel by pixel basis.
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To train the ANN a set of input / output data is presented to it and a set of internal

parameters (weights) is optimised so that the outputs predicted by the ANN match the

desired outputs with an acceptable tolerance. Network architectures typically contain

a layer of input nodes accepting the input values, one or more hidden layers of nodes

and an output layer of nodes. The multilayer perceptron (MLP) and radial basis

function (RBF) are two NN architectures that have proved especially useful for THz

image analysis. The input values for NN training correspond to spectral intensities at

each frequency. The single output for each material of interest is an arbitrarily chosen

integer value within a user-defined tolerance (Federici et al., 2005). This technique of

training a ANN has proven especially useful in identifying the presence of explosives

in millimetre wave data processing.

Haworth et al. (2005) discusses image processing techniques, they trial a sensor

which could be used for passenger screening at airports.

3.5 Non-image Based Standoff Concealed Weapons

Detection

Non-imaging approaches provide fast and portable solutions to concealed weapons de-

tection which do not generate images and so remove the privacy concerns associated

with image-forming systems, as well as significantly lowering the cost.

Millimetre waves are non-ionising radiation so are a safer alternative to using x-ray

backscatter and similar techniques (Agurto et al., 2007).

Bowring et al. (2007) show that coherent frequency scanned millimetre waves cen-

tred on 60 GHz can be used to detect the presence of and measure the thickness of a

block of dielectric material. This technique has applications in drugs and explosives

detection. This is a Fabrey-Perot type technique. Fourier transforms of the data are

used to detect the optical thickness of the material. The resolution of the system is

given by the width of the frequency scan. The resolution obtained in this paper is

10mm. The Fourier transform assumes that the data are periodic, whereas the Berg
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transform does not. The technique can be used at gigahertz and terahertz frequencies,

as long as the frequency sweep is sufficiently large.

Active millimetre wave detection is suitable for layers of dielectric materials. In a

further paper (Bowring et al., 2007) uses a scanned FMCW source. A dielectric slab

produces a pattern of peaks and troughs in frequency space, Fourier transforming into

optical depth space gives a peak at the optical thickness of the slab. Their method

measures the thickness of the dielectric block and can be used to identify the presence of

explosives or drugs by identifying a dielectric layer in front of the body. Their operating

frequencies were 50-75 GHz and 75-110 GHz. They can get Fast Fourier Transform

peaks for samples up to 160mm thickness. A low loss dielectric backed with a lossy

dielectric is thought to approximate to layers of drugs or explosives worn close to the

human body. The Burg transform gives better results than the Fourier transform, and

it also removes the zero frequency spike.

Andrews et al. (2009) has presented a technique which uses active swept millimetre

waves to detect concealed guns and explosives hidden on a person; this technique uses

a lens to focus a millimetre wave beam onto a target. It allows detection at random

points on a target. The only difference between a imaging and non-imaging approach is

that in a imaging system multiple pixels are formed corresponding to multiple positions

in space; a non imaging system only samples a single pixel.

Hausner & West (2007) show that a gun can be detected using its radar signature.

A signal is transmitted in one polarisation and then received in the same polarisation

and the orthogonal one, simultaneously. Receiving both polarisations provides more

information on which to base a threat decision. The antennas used are patch array

sections and the receiver is heterodyne.

Andrews et al. (2008) say explosives consist of a dielectric material and that differ-

ent detection techniques are needed for dielectrics compared to metallic objects. The

technique used is active swept millimetre wave radar in which the reflected signal is

Fourier transformed to give the optical depth of the material. Quasi-optical techniques

produce a small spot size so that the target area can be selected. Different parts of
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the body can be distinguished from range data taken with a VNA (Vector Network

Analyser) which provides both the transmitter and receiver. The typical output power

of 2mW is several orders of magnitude below the recommended safe exposure limits for

human targets. Artificial neural networks are used to analyse the Fourier Transformed

data from co and cross polarised receivers and classify the result.

Whether or not the explosives contain fragmentation will change the way that they

can be detected. Pure dielectric layers (explosives) are detected by reflections from

the layer of dielectric and the boundary with air or the body (Andrews et al., 2008).

Explosives containing fragmentation are detected as metallic objects by reflections from

the metallic fragmentation as this blocks the transmission of millimetre waves through

the material, so the depth of dielectric can not easily be detected (Rezgui et al., 2008).

3.6 Beam Forming for Stand-off Detection

In order to screen a person effectively one must sample small areas of the person’s body

with the screening system; to achieve this a focussed microwave beam is needed. A

microwave lens is a wide band focussing element which can be manufactured simply

from a suitably low loss material. A focussed microwave beam can then be used to

sample a small area of the body at a time to determine if there is a threat present or

benign objects.

To accurately model the behaviour of microwave optics Goldsmith & Moore (1984)

conclude that Gaussian optics are required to design lenses which are required to op-

erate at millimetre wavelengths because the radiation pattern of the horns for these

frequencies can be accurately modelled. Gaussian optics treat the microwave beam as

a Gaussian curve which can be focussed to a beam waist.
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Figure 3.5: This shows a Gaussian Optics Lens Antenna from a manufacturer of mil-
limetre wave components (Millitech, 2009). This antenna is designed to operate over
the 75 to 110 GHz band, so the waveguide shown is about 3mm across.
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Figure 3.5 shows a Gaussian Optic Lens Antenna from a manufacturer of millimetre

wave components.

Materials suitable for producing microwave lenses include PTFE, PE (polyethylene)

and Nylon. The material needs to have a refractive index greater than 1 and a low

loss at the frequency of operation. Manufacturing considerations also need to be taken

into account. Lamb (1996) provides tables of dielectric constants and loss tangents of

materials that could form lenses at millimetre wavelengths. PE was chosen as a lens

material as it has a suitable refractive index at 94 GHz and low loss. It is also cheaper

and lighter than PTFE.

Fernandes (1999) shows that dielectric lenses efficiently shape beams from broad

band antennas, the feeds for the system presented in this paper are embedded into the

lenses themselves for maximum power transfer. Lenses are cheap to produce and can

be moulded, the disadvantages of dielectric lenses can be their size and weight, the

objective of designing a lens is to alter the radiation pattern of a feed horn into the

required radiation pattern in free space.

Geometric optics is only accurate for refractive lenses with the condition that the

radius of curvature of the lens surface is greater than the diameter of the lens (Wang

& Dou, 2006). If the lens is axially symmetric, then only half of the lens needs to be

modelled. The boundary condition of the plane of symmetry is set to perfect magnetic

conductor. The thickness of a shaped Teflon lens can be reduced by using the lens

zoning technique as presented by Wang & Dou (2006), this uses a lens design with

one plane surface and one curved surface, the curved surface is then split into four

zones, the wave path is then shortened for each zone independently. The result being

a Fresnel-type lens. This has the disadvantage of being frequency dependant but the

advantage of being thinner, lighter and also lower loss.
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3.7 Late Time Response

Late time response is a technique most suited to detecting metallic objects, The electro-

magnetic field interacts with the object and when the wavelength is in the Mie regime

(wavelength - object - size) the EM fields can constructively / destructively interfere

around the object. The result is incident radiation travels around the object and can

be seen as a signal after the initial reflection of the EM wave. The early time response

is from the direct reflection from the surface of the object. The late time response is a

weaker signal than the initial reflection and therefore requires careful processing to ex-

tract it from the noise of the detected response. The MUSIC algorithm is one way that

has been tried to extract the late time response. Ibrahim et al. (2007) shows that the

MUSIC algorithm splits the data into the signal subspace and the noise subspace. It

is used to identify natural resonances and extract the resonant frequency. The MUSIC

algorithm incorporates an averaging algorithm called the forward-backward averaging

method. The frequency domain data is converted into the time domain using the in-

verse Fourier transform. The data is modelled and not measured in this paper. They

extract the resonant frequency of each object, which is unique to individual objects

and also independent from the distance to the detector.

Zhang et al. (2007) show that natural resonant frequencies of an object are inci-

dence angle and object orientation independent. The complex resonant frequencies are

unique for a given object and material as shown from simulations in CST Microwave

Studio. Techniques for extracting the resonances include Prony’s, the pencil of func-

tions method and E-pulse method (Zhang et al., 2007). A forced response occurs when

the incident signal reflects, this is called the early time response. The incident wave

induces current to flow in the surface of the material, it radiates an EM wave at a

naturally resonant frequency, this is the late time response. This technique is more

applicable to gun and knife detection than to explosives.
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3.8 Other techniques

Qiang & Conners (2006) use image processing methods to improve the explosive detec-

tion accuracy. The newest X-ray scanners are 3-D multi-sensing technology, but they

are expensive and slow. This paper presents a method for improving the explosives

detection rate for one-view scanners. It processes X-ray images, it is difficult to find

boundaries in an X-ray image. A region growing algorithm is used for image segmenta-

tion because this type of algorithm ignores the small variations in textile images. The

algorithm developed has been tested with 400 objects in 100 different bags, computa-

tion errors were less than 5%. The paper presents a technology that will improve X-ray

one-view imaging for detecting explosives in passenger luggage. It models over-lapping

effects and determines true grey levels.

Rezgui et al. (2008) show that Vector Network Analysers can be used in time domain

reflectometry mode to study smaller objects. The aspect independent response is used

to classify the object, called early time responses. Continuous wave signals swept over

a wide frequency range are used to detect the aspect independent response from the

gun in different orientations against the body. The response from a concealed handgun

is non-polarisation conserving and this provides a way to detect it.

Grafulla-Gonzalez et al. (2005) found that flesh is well approximated by saline with

a dielectric constant of ε = 28 + j34, therefore it is very lossy.

ε = ε′ + jε′′ (3.1)

where ε′ is dielectric constant of the material and ε′′ is the dielectric loss factor.

The imaginary part of dielectric constant can be written in terms of conductivity σ.

ε′′ =
σ

ωε′0
(3.2)

and is high for a lossy dielectric (Alabaster, 2004).

Terahertz methods including spectroscopic techniques have been investigated by

others (Sinyukov et al., 2008), but require close proximity to the target because of
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atmospheric losses and the wavelengths involved do not penetrate clothing well because

of the size of the wavelength relative to the size of the weave of fabrics (Federici et al.,

2005).

3.9 IEEE standard for human RF exposure

The International Commission on Non-Ionizing Radiation Protection ICNIRP (1998)

has published guidelines that state for frequencies between 10 and 300 GHz that the

occupational exposure should be less than 50 Wm− 2 power density. The General

public should not be exposed to more than 10 Wm− 2 power density. The output

power used in the system developed is 1.6 mW.

The intensity at a target at one metre is given by I = PemittedGainlinear/4πr
2 so

for a linear gain of 100,000 the intensity at the target is 12 Wm−2; so is less than the

recommended maximum occupational exposure levels of 50 Wm−2. The distance of

one metre is also the closest possible distance, so the actual power at the target will

reduce by 1/r2 where r is the distance to the target from the transmitter. Wireless

computer networks typically operate with a output power of 23 dBm or 200 mW.
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Chapter 4

Methods

4.1 Focussing Optics

For a given frequency, the size a microwave beam can be focussed to depends on the lens

diameter and the distance at which it focusses. So a larger lens will produce a smaller

spot size for a given frequency and distance, but the lens size is a trade-off between

smallest possible spot size and the portability of the system. Ideally, a system detecting

explosives gives maximum protection for the operator by keeping them as far away as

possible, so a larger lens would be required to increase this stand-off distance. Another

limit to the operating distance is the power transmitted, the power that reaches the

target falls off as the inverse square of range. In a monostatic radar system the power

detected falls off as 1/R4. Moving to higher frequency means that the optics can be

smaller for a given distance, but transmitters in the terahertz band don’t yet have

sufficient output power to operate at standoff distances.

A system has been designed for concealed explosives detection that focusses a mil-

limeter wave beam onto a target at a standoff distance and receives the reflected signal,

as shown in figure 4.1. This signal includes information about the thickness of the

paraffin wax. Paraffin wax is used as a substitute for explosives because its dielectric

properties are similar as shown by (Lamb, 1996) and (Hu et al., 2006).
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Figure 4.1: Measuring the dielectric properties of simulated explosive block (paraffin
wax).
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The system needs to be portable and be able to operate at a safe distance from the

target without the target persons knowledge, this distance is ideally as far away as pos-

sible, but is a tradeoff between transmitter power, size of focussing optics, portability

and safety of operator. A lens is needed to focus the microwave beam onto the target,

to ensure that the beam samples the target and not the surroundings. The receiving

horn also has a lens to focus the reflected signals onto the detector.

There will be a field distribution on the lens from the antenna. The lens will alter

the wavefront of the fields, these will then propagate to the target.

The lens size is constrained by the standoff distance which is 10 metres, the operat-

ing wavelength, which is typically centred around 3 mm (94 GHz) and the diffraction

limit which determines the minimum spot size for a given diameter lens. The beam

needs to be focused onto the person with a beam size commensurate with the size of

the object being detected, so the spot size needs to be less than 20 cm at 10 metres

to cover the torso of the target person or the signal may give spurious results when it

originates from the body and the background.

The diffraction limit, d, gives the smallest spot achievable at a particular wavelength

with a specified lens size and is given by:

d = 1.22
Lλ

D
(4.1)

where L is the object distance, λ is the wavelength and D is the lens diameter, the

diffraction limit constrains the size of the lens and gives a minimum lens diameter of

18cm for a spot size of 20 cm at 10 metres for a wavelength of 3mm. For the smallest

possible spot size at 10 metres, the lens size needs to be larger; table 4.1 shows possible

values, but in this case a smaller spot size is not necessary. A larger lens would also

make the complete system less portable.

The lens had to be designed to operate across a wide frequency band from 75 to

110 GHz (W band), so a narrow bandwidth e.g. Fresnel, lens design could not be used.
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Table 4.1: A table of possible values of lens diameter and diffraction limited spot size
for a given focal length and operating frequency, given by equation 4.1.

target distance (m) frequency (GHz) lens diameter (cm) spot size (cm)
10 94 10 38.9
10 94 20 19.5
10 94 30 13.0
10 94 40 9.7

A horn antenna is used as a transition from wave-guide to free space and forms the

beam pattern of the antenna. The system uses the wave-guide band from 75 to 110

GHz (W band) because the depth resolution of the system and hence the thickness of

the explosive layer that can be detected is dependent on the width of the frequency

sweep used.

Two identical lenses were designed and manufactured from polyethylene (PE) given

that PTFE (Teflon�) has a lower refractive index than PE but is heavier for a given

lens diameter. The lens was modelled by ray-tracing software (Lambda-Research, 2005)

and then using COMSOL (2009) finite element analysis software. These lenses were

mounted in aluminium holders so that they can be focused and fixed on a target.

A lens was also needed to operate at a centre frequency of 94 GHz and a focal

length of 7 metres (limited by the length of the lab) for a prototype detection sys-

tem to produce a small enough spot to focus only on the target person and not the

surroundings. The spot size is 18 cm from a 15 cm lens at 7 metres. The lens was

modelled with ray-tracing software and in COMSOL (2009) as shown in figure 4.2 and

has been incorporated into a prototype detector system.
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Figure 4.2: This figure shows a COMSOL (2009) model of a lens of 15cm radius
of curvature and refractive index n = 1.52 which corresponds to the properties of
polyethylene. The parallel waves on the left of the figure are focussed by the PE lens
and form a Gaussian beam waist.
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The lens surface is given by the hyperbolic lens equation:

r =
f(n− 1)

n.cosθ − 1
(4.2)

where r is the radius of curvature of the lens surface, and n is the refractive index of

the lens material, f is the focal length and θ is the incident angle of the rays to the lens

axis. In the thin lens approximation this becomes:

R = (n− 1)f (4.3)

where R is the radius of curvature of the lens surface.

Equation 4.1 gives the spot size for a given focal length, this produces a lens with

a radius of curvature of 15 cm for a 15 cm diameter lens and a focal spot of 18cm at a

focal length of 7 metres (Cornbleet, 1976).

A lens of 18 cm diameter was incorporated into a prototype detection system and

has been used to detect the presence or absence of guns and explosives simulants at a

distance of a few meters by other members of the research group (Rezgui et al., 2008).

4.2 Explosives Detection

4.2.1 Introduction

The aim of this work is to detect explosives concealed under clothing. The method

used is transmitting a microwave beam at a target and receiving reflections from the

front surface of a partially reflecting layer of dielectric material worn on the body of

the target subject, i.e. a ‘suicide vest’ as shown in figure 4.3.
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Figure 4.3: This figure shows how the microwave horns are used with lenses to focus
a beam onto the target, with the VNA acting as the transmitter and receiver system.
Reflections are detected from the front surface of the dielectric and from the body. The
simulated explosives are shown in front of a subject under test.
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A Vector Network Analyser operating in the band 14 - 40 GHz is used as the

transmitter and receiver for this system using lenses to focus the beam onto the target.

Microwave horns are used to form a beam in free space which is then focussed onto the

target. The beam is transmitted towards the target and the reflections are detected.

The reflected power received has a oscillatory shape as a function of frequency, see

Equation 2.35 caused by the reflections from the front surface of the dielectric and the

reflections from the body interfering. These responses are then Inverse Fast Fourier

transformed (IFFT) into the time domain as shown in figure 4.4 and passed through a

signal processing algorithm which has been developed. The Fourier transform produces

two peaks when using VNA data which contains phase information, one from the front

surface of the explosive simulant and one from the body. The output from the IFFT

data can vary in optical depth due to the movement of the person and the data can

have gaps in where the target has moved out of the beam at that instant, to remove

these effects a signal processing algorithm is needed which sorts the data in some way.
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Figure 4.4: This figure shows the data from the ‘suicide vest’ in front of the body after
it has been Fourier transformed into the time domain. The two horizontal lines show
the distance to the dielectric and the distance to the body, the difference being the
optical depth of the dielectric.
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This allows the detection of the optical thickness of the dielectric layer in front

of the body and to distinguish it from clothing and other common objects worn in

front of the body, such as mobile phones, cameras, keys etc. It is possible to detect

explosives concealed on the body by processing the reflected signal from the body after

first Inverse Fourier Transforming the signal, a peak is shown in front of the body. A

neural network is trained on the patterns produced by different objects and thicknesses

of paraffin wax and it then classifies the objects as a threat or not a threat. The steps

of the signal processing algorithm are shown in figure 4.5 and these are discussed in

detail in Section 4.2.3.
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Figure 4.5: This figure shows the steps in the signal processing algorithm applied to the
complex data from the VNA. Fourier transforming the data is a standard processing
step, but the following steps are the authors own contribution. A neural network is a
computational mapping which can be trained to recognise patterns.
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4.2.2 Experimental Method of Dielectric Detection

The VNA (Vector Network Analyser) was used in this short range, proof of principle

experiment, to sweep the frequency of the source from 14 to 40 GHz (the waveguide

band of the horns, up to the maximum frequency the VNA is capable of) to radiate

onto a target 1 to 2 metres away using 20 dB gain horns for this band. Small lenses

were used to do a short range proof of principle experiment. The range of this system

is limited by the size of the optics and the maximum operating frequency of the VNA.

Operating at a higher frequency would give improved resolution from the same lens

and therefore increase the maximum range of the system, 10 metres range is easily

achievable operating in the 94 GHz band. The reflections from the target are measured

using S21, which is the forward transmission in a 2-port network on the VNA, using

two receivers, so that co-polarisation and cross-polarisation can be received. Typically

801 frequency data points are collected; chosen to prevent the target being beyond

ambiguous radar range, which is about 5 metres and repeated for 200 sweeps while

the target moves around. The horns are placed side by side facing forwards or with

a small vertical offset to reduce cross-talk between the antennas. The target stands

in front of the VNA facing the horns, with and without the wax against the body, as

shown in figure 4.3. A 100 mm diameter lens made from polyethylene was used on

the transmitting horn to focus the beam onto the target. Matlab software was used

to take data of 200 sweeps using the amplitude and phase written in complex phasor

form and then, using Euler’s theorem, decomposed into real and imaginary parts of

the data from the VNA. The data were saved to a file for offline processing.
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4.2.3 Signal Processing Steps

A script in Matlab was written to read in the complex frequency data from the radar

system, perform the inverse Fourier transform of the data and to produce a 3-D plot of

sweeps against optical depth as shown in figure 4.6. The Matlab script then prompts

the user for the range of optical depth over which to gate the data; this means it will

select optical depth data over a certain range of optical depths.

The received signal is Inverse Fourier transformed into the time domain to reveal

the reflections from the front and back surfaces of the dielectric material located in

front of the body; as phase information can be measured using a heterodyne receiver

such as a vector network analyser, the IFFT data are equivalent to the time of flight

data from a radar system.

The relationship between phase and range can be explained as follows; an electro-

magnetic plane wave is given by

E(t) = A(ω)ei(kz−ωt+φ0) (4.4)

The transmitter is at z=0 and the receiver is at z=0 with the target at Z=R.

The electric field at the transmitter is given by

ET (t) = Ae−i(ωt+φ0) (4.5)

and the electric field at the receiver is given by

ER(t) = Bei((2kR−ωt)+φ0) (4.6)

the change in phase between transmit and receive is given by

∆φ = φR − φT = 2kR (4.7)

Reflections from the front surface of the material produces one peak and the reflec-

tions from the back surface produce another peak. The spacing of the optical depths
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of the two peaks gives the optical depth of the dielectric present. In a system which

uses a direct detection receiver, two peaks are produced but the absolute range to the

surface is lost.

The region of interest is ‘gated’ out by range to reject the background and any

unwanted returns such as the length of the cables, these always appear in the same

place so they can be cropped from the data.

The subject is moving around whilst the data are being collected so the dielectric

may not be present in every sweep of the frequency band, there may also be a return

from arms or clothing that are not present or different in every sweep, these are known

as ‘glints’. Glints are brief, bright reflections from objects such as arms or metal on

clothing. The dielectric layer, if present, is expected to be present in most of the

sweeps, therefore averaging along the sweep axis will remove these ‘glint’ effects and

make the presence of the dielectric more clearly defined. The function ‘imfilter’ is used

to apply a 3 by 3 averaging filter by treating the data as an image in Matlab.
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Figure 4.6: This figure shows the data after the inverse Fourier transform, sweep
number vs. optical depth. The vertical lines at an optical depth of about 3000 mm
contains the simulated explosives response and body response. The fainter lines at
optical depths around 1000 mm are from the antennas and cables.
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As the target moves around, the range to the target will not always be the same,

but the difference between the front and back faces of the dielectric will remain largely

constant, by recognising this, the data can be aligned by using these peaks which will be

a pattern repeated across many sweeps. The cross-correlation coefficient is a measure

of how similar one data set is to another one and has proved to be a useful way of

aligning the data by range. The data are then aligned to maximise ‘cross-correlation

coefficient’, to align the data in the optical depth space, as shown in figure 4.7, this

cancels out the effects of the target moving around during the data collection.
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Figure 4.7: This figure shows the data after alignment using cross-correlation coeffi-
cients. The simulated explosives can be seen as a line ‘in front’ of the body response.
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Figure 4.8: This figure shows the data after sorting by amplitude to remove sweeps
when the body is out of the beam. The simulated explosives can be seen as a peak ‘in
front’ of the body response. The zero position is in the bottom left-hand corner of the
plot.
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There are gaps in the data when dielectric is not present in a particular sweep; for

example when the subject has turned out of the beam or the layer has been partially

obscured by a limb. To reject these sweeps the data are sorted by amplitude in the

optical depth space as shown in figure 4.8. This produces a plot where the dielectric

shows up as a peak in front of the body response; the body alone shows up as a single

pronounced peak. This information can be used to train a pattern matching algorithm

such as an artificial neural network (ANN) to automatically classify data as dielectric

present or absent. Dielectric present is classified as a threat. Dielectric absent is

classified as a non-threat. This is repeated for four data sets, alternating threat and

non-threat.
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4.2.4 Training of the Neural Network using Gaussian curve

fitting output

It is easy to see by eye the difference in this threat or non-threat data as shown in

figures 4.8 and 9.4, but the data set is too large to feed the whole image to the ANN

so the mean is calculated across the sweeps and then the sum of four Gaussian curves

are fitted to the data, using Matlab’s (‘cftool’) curve fitting tool, this can then be used

to generate a Matlab script which will fit curves to new data. The parameters of the

Gaussian curves are taken from the fitting function in Matlab as Amplitude, Position

and Width, so a 3 column by 4 row array is produced. This array is then sorted by

increasing position, so that the parameters are in order. This simplifies the data and

reduces the number of points presented to the ANN for training.

Once the network is trained, it can be tested by presenting one set of data at a

time to it, formatted in the way described above and the ANN classifies it as ‘threat’

or ‘not a threat’ on a scale of 0 to 1.

4.2.5 Improved Data Collection

The original Matlab script has been improved by making the gating of the data au-

tomatic by looking for the maximum value and then taking 174 points centred on the

maximum value because it is time consuming to manually enter each range for a large

training set. The script has been modified to be able to take data directly from the

VNA and then train the neural network on that data, so that it is ready to be tested

without offline processing. The Matlab script clears the VNA display, then sets up the

required frequency sweep of 14 to 40 GHz; the power is set to 2 dBm and the number

of data points to 801. Once the network is trained it can be saved and recalled so that

it doesn’t require re-training for each use. The data are then formatted as before and

the neural network can be tested by presenting new data to it.

The threat data are acquired by using four blocks of paraffin wax as simulated

explosives, held together by a cotton bag, which is held in front of the body to simulate
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a ‘suicide vest’. The non-threat data are the body without the ‘suicide vest’.

The results for this are shown in Chapter 9.
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Chapter 5

Detection of Dielectric Layers

5.1 Introduction

The aim of the project was to detect weapons and explosives concealed under clothing

on the human body and this thesis focusses on detecting explosives, rather than guns

or knives. The explosives can be thought of as a layer of dielectric material with a fairly

narrow range of refractive indices at MMW frequencies, but much more variable is the

thickness of the layer, giving rise to a large possible variation in the optical depth. If

the dielectric constant is not equal to that of air, n=1, then refraction and reflection

takes place at the boundary with air and this can be used to detect the presence of a

layer in front of the body using millimetre wave radiation.

5.2 Initial Investigations

Initial investigations centred around finding a suitable substitute for the human body

and for the explosives under test, to satisfy health and safety requirements. The

obvious substitute for the body would be a mannequin, but these contain metallic

supports and joints, which reflect microwaves. The refractive index of the material

needs to be similar to that of the body. An expanded polystyrene mannequin was

found, but because this is transparent to microwaves, some way of making it reflect

like the human body was needed. The body can be approximated by saline, so a large

99



water bottle was a possible substitute (Grafulla-Gonzalez et al., 2005). Covering the

mannequin in something that could be kept damp was another possibility.

To test the feasibility of using a human shaped mannequin, a cast of the polystyrene

mannequin was made with plaster-of-paris and bandages as used medically. This cast

could then be used for either moulding ballistic gelatine (Fackler ML, 1988) or a fibre

glass mould that could be filled with water. Both of these solutions have disadvantages,

the gelatine may not be rigid enough to support its own weight and a mould made of

fibre glass would be difficult to seal to hold this mass of water.

After investigating the use of fibre glass and the health and safety considerations

of using glass fibre, this idea wasn’t used. The large water bottle idea was used, a

large bottle from a water dispenser was used as a human substitute. The curvature of

the bottle might not be an ideal model for the human body, but this was the simplest

solution to implement. This idea wasn’t used immediately because it wasn’t known if

it would be a close enough substitute for the human body.

5.3 Methods

Using a Vector Network Analyser (VNA) as a swept frequency source over a frequency

range of 14 to 40 GHz, with horns for this waveguide band radiating in the direction

of a block of paraffin wax, the VNA can be used as transmitter and receiver. It also

provides a convenient way of acquiring and saving the data. This method involves

radiating towards a block of wax a few metres from the transmitter and then receiving

the reflected signal as a function of frequency. The amplitude versus frequency response

contains information about the depth of the wax block because some of the signal

reflects from the front surface and some of it travels through the block and reflects

from the back surface of the block. These two reflections interfere with each other

and produce an oscillating response in frequency space. The time domain signal is

one way to obtain the optical depth of the material, it can also be obtained directly

from the frequency domain signal. This produces a peak in the Fourier transformed
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data at a particular ‘optical depth’. The optical depth of the wax is the physical

depth of the block multiplied by the refractive index of the wax. This technique will

only work for materials that are sufficiently transparent to microwave frequencies so

that the electromagnetic wave can reflect off the back surface of the material without

serious attenuation. The ‘optical depth resolution’ of this technique is dependent on

the bandwidth of the sweep, for 14 to 40GHz the bandwidth is 26GHz. The ‘optical

depth resolution’ is discussed in chapter 2.

Therefore, for the frequency sweep 14 to 40 GHz, the minimum optical depth resolu-

tion obtainable would be 6mm and for the frequency sweep 75 to 110 GHz the minimum

optical depth resolution would be 4mm; they are minimum values of the product of re-

fractive index and range resolution. This means that the minimum detectable thickness

of explosive for this system is 4mm under ideal conditions.

The alignment of the transmitting and receiving horns and the wax block are critical

so that the maximum available signal is detected and can be processed. Short range,

proof of principle experiments used a 100mm polyethylene lens to produce a focused

beam onto the paraffin wax (candle) which was used as a target in some of these tests.

To extend the range, a 300mm diameter lens was tried on the transmitting horn and

the receiving horn was moved to the side of the lens to reduce cross-talk between the

lenses.

5.4 Results

5.4.1 Investigations of refractive index of paraffin wax.

It was found that the refractive index of a block of paraffin wax could be measured if

the thickness of the block was known, by using a swept frequency source and inverse

FFT to obtain the optical depth of the block (see equation 2.5).

To simplify the data and to check the measurement technique, a simple ‘square

candle’ was used. The candle was 80mm square and about 300mm tall. The transmitter

and receiver were placed side by side and the frequency was swept from 14 to 40
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GHz in 256 steps. The reflected frequency response was measured. Inverse Fourier

transforming this response and converting the x-axis to optical depth, gives a peak

in the data at 123mm. Dividing 123 by 1.5, the refractive index of the wax given by

(Lamb, 1996), gives an accurate estimate for the thickness of the candle thickness for

the candle of 80mm.
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Figure 5.1: This figure shows the reflected frequency response of the square candle,
then the Fourier transform of that data against number of data points, then the Burg
transform against the number of points converted to optical depth. Matlab implements
the Burg algorithm, a parametric spectral estimation method, and returns an estimate
of the power spectral density (PSD) of the input vector (Math-Works, 2009). The last
plot shows the FFT against optical depth and the peak shows the depth of the square
candle as 123mm.
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Figure 5.1 shows the reflected frequency response of the wax block, then the Inverse

Fast Fourier transform (IFFT) of that data against number of data points, then the

Burg transform against the number of points converted to optical depth. The last plot

shows the IFFT against optical depth and the peak shows the depth of the wax block

as 123mm.

5.4.2 Detecting plastic explosives in containers

There was a requirement to detect plastic explosives in containers, and to develop this

technique into detecting explosives contained in a bag.

The aim was to measure the difference between a wax block and a sandwich box

(of the same shape). The frequency sweep was 14 to 40 GHz. The data contained 256

points.

Figure 5.2 shows the IFFT amplitude for a sandwich box which is 70mm deep,

including the lid. The red line is the empty box, the blue dotted line is the wax block

moulded into the box and the green (diamonds) line is the wax block in the box with

the lid on. The base of the box was facing the transmit and receive horns and was

placed 1.5 metres away. A wax filled container is expected to give an optical depth

measurement approximately 1.5 times greater than the same container when empty.
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Figure 5.2: This figure shows the FFT data for a sandwich box containing wax which
is 70mm deep.
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The wax in the box shows a increase in the depth measured, 89mm, compared to

the box containing only air, 71mm. The presence of the box affects the estimation of

the refractive index of the wax it contains, as the block on its own gives 80mm optical

depth, The depth of the empty box was measured as 70mm.

To try to distinguish between the wax and the box the measurements were repeated

by scanning from 14 to 40 GHz. The box with either the lid or the base facing the

detector gives the same optical depth of 67mm, close to the depth of the box for n=1

for air. The wax only with either the base or the top facing gives an optical depth

of 84mm, giving an approximate refractive index of 1.25 for the wax, which is a little

low compared with the figure n=1.5 for paraffin wax by Lamb (1996). This could be

due to the wax shrinking on cooling and so not being exactly the same shape as the

box it was moulded in, or possibly containing air bubbles thus reducing the effective

refractive index for microwaves.

A VNA was used as a swept frequency source from 14 to 40 GHz with 1401 data

points to increase the unambiguous range to 8 metres, the targets were a wax block

and a wax block in the box it was moulded in, with and without a water barrel backing.

The aim of this test was to try to show if a box containing air could be distinguished

from a box containing a dielectric material or explosive. It was difficult to distinguish

the box containing wax from the empty box.

5.4.3 COMSOL modelling of wax block and container
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Figure 5.3: This figure shows a COMSOL simulation of a wax block in a PTFE box
to simulate explosives contained in a sandwich container. The box was rotated to see
if the angle of the box to the millimetre wave beam had an effect on the result.
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A model was developed in COMSOL (2009) for the wax block explosives simulant.

It consisted of a dielectric cube of refractive index n=1.5 surrounded by air with n=1.

The boundary conditions were set to perfectly matched layer, therefore no reflections

from the boundary; mimicking the cube being located in infinite space. The source

frequency was set to spot frequencies of 14 and 40 GHz. The simulation showed

that there was a focusing effect from the wax block on the plane wave source. This

was probably due to the change in refractive index at the air to wax boundary. The

simulation was repeated with the wax surrounded by a layer of PTFE, to simulate a

typical container, it could be seen to focus the beam as it passed through the wax box

and container as shown in figure 5.3, again this was probably due to the change in

refractive index at the boundary and it was difficult to distinguish between the wax

block and the wax in the box, so the box seemed to have little effect on the result. The

angle of the wax block to the incident wave was varied in the simulations to see if this

changed the focussing effect, it was difficult to see any difference.

A second model was specified in COMSOL; an empty sandwich container, a cube

with a thin wall of dielectric constant n=1.3 filled with air, n=1; this simulation was

run and then modified to be a container filled with wax, n=1.5. The box with wax

showed a focusing effect, whereas the empty box did not. This was done to find a

way to detect explosives in containers, possibly in bags; but when this was tried with

millimeter waves it was difficult to see any difference between the empty sandwich box

and the sandwich box filled with the simulated explosive (wax).

These large, two dimensional models are modelled by finite element analysis. COM-

SOL splits the geometry into a mesh, the higher the frequencies modelled, the finer

the mesh needs to be. This requires a large amount of computer processing, so the

frequency sweep was limited to spot frequencies of 20 and 40 GHz.

Measurements of a wax block with a sweep oscillator were carried out; three cases

were tried, an empty box looking through the base, the moulded wax looking through

the base and the box and the wax combined. The empty box gave a optical depth of

78mm, the wax a depth of 95mm and the wax and the box combined gave a depth of
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107mm. A sweep oscillator was used as the source and was swept from 14 to 40GHz.

The actual depth of the empty box was 80mm.

Measurements of a wax block with swept frequency source 75 to 110GHz were

carried out; the case of the wax block looking through the base was tried for a frequency

sweep of 75 to 110GHz, and was repeated for the empty box and the wax and the box

combined. Using a value of refractive index n=1.5 (Lamb, 1996) for wax and the wax

block gave a depth of 60mm, the empty box 80mm and the wax and the box combined

were 100mm.

5.4.4 Dielectrics Detection

Sweeping 14 to 40 GHz was used to measure the optical depth of the 80mm square

candle, the depth was measured as 119mm. This was to calibrate the system by using

the candle as a check of the system alignment and of the data processing set up each

time measurements were taken shows that everything is working correctly.

For a stationary object if multiple sweeps are collected then each frame will be

identical; one sweep of the frequency range is sufficient, but if moving objects are to

be measured then multiple sweeps will be needed. Taking multiple frames, moving the

object between each frame, was a step towards measuring a moving target, such as a

person walking. Moving the target between each sweep shows the result of changing

the angle on the depth measurement. Plotting multiple frame data can increase the

confidence of a detection, if the same optical depth is detected across multiple frames.

This shows that a depth measurement is a function of angle but not a very strong one.

Plotting the Fourier transformed data against optical depth and sweep number

gives a 3-D type plot where the depth of interest can be tracked across several or all

of the sweeps. If there is no optical depth present in a particular sweep then this data

can be thrown away and only the data containing an optical depth is kept for analysis.

It became clear that an automatic way of detecting if there was a threat present in

a data set or not or if a peak repeated in a number of sweeps was needed to identify a

potential threat item from the data.
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5.4.5 Training neural network with Co and Cross Polarisation

data

Co-polarisation is the case where the receiver and transmitter horns are aligned. Crossed

polarisation is the case where receiver and transmitter waveguide horns are at 90 de-

grees to each other. Two data sets were obtained by sweeping the frequency from 14

to 40 GHz, with 20dB gain horns, one for each polarisation and a target distance of 1.2

metres. The data were then IFFT’d for both co and cross polarisations to form two

sets of training data for the neural network. Co-polarisation and crossed-polarisation

data were input to the neural network as 2 separate data sets and used to train the

network.

Reading in four sets of data to the neural network, using co-polarisation only and

using alternate threat and non-threat data sets, to mix training data were tried. The

data were normalised to 256 points. The targets were 0 or 1. The neural network was

trained on 2 sets of data and tested on 1. This failed to train and produce the required

outputs of 0 or 1.

Using the Burg transform rather than the Fourier transform and varying the number

of poles used in the Burg transform was tried. The number of poles applied to the Burg

transform were varied from 20 to 100. Training the neural network on this data were

tried but it failed to show clear results.This could possibly be because the shape of the

data doesn’t change when the number of poles in the Burg transform are varied and

the neural network is training on the shape of the data rather than individual data

points.

5.4.6 VNA time domain data

Vector Network Analyser time domain data can be thought of as time of flight data

as in a conventional radar system. The wax block is encountered first with the body

behind it. To simplify the data presented to the neural network, the data was arranged

by amplitude with threat present data to one side and threat absent data to the other
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side of the plot, the data without any threat present could then be discarded if needed.

The Matlab (Math-Works, 2009) function sort does this for array data.

The data was aligned by cross-correlation and then sorted by maximum amplitude

in the scan direction. This data was used to train the neural network, initially the

network did not train well. The Matlab function xcorr was used to align the data.

This works well for simple data, such as the candle, but did not perform well for

the more complicated on body data. The Matlab function sort performs a sort by

amplitude on the data, this works well for both sets of data. Training the neural

network on this data works well, but testing on similar data gave inconclusive results.

Adding thresholding to the data processing was tried, but didn’t work well. Removing

xcorr function and thresholding and sorting the data produces data that the neural

network fails to train on.

Thresholding, correlating (xcorr) and then sorting does not seem to produce results

that a neural network can be trained on.

Therefore, to simplify the data, before it is correlated, the Matlab function imfilter

was used with the Matlab function fspecial using a 3 by 3 averaging filter; fspecial

allows user specified masks to be created, in this case a 3 by 3 averaging filter. A range

of optical thickness is selected and values outside of this range are ignored (time gated

data); this is then filtered with the averaging filter, before being passed to correlation

(xcorr) and then sorted.

Training the neural network on this data works well, training on 1 data set and

testing on 2. Time data are gated using a predefined optical depth which is the same

as choosing the points to apply the gate. Initial tests as shown in table 5.1 worked

well, so two sets of training data were tried and one set of test data.

As can be seen from table 5.2 this method of pre-processing the data works well

and the network trains well and gives promising results.
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Action target threat=1, threat absent=0 hits
training wax vest body1 0.9364 166

body1 0.01719 63
testing wax vest body2 0.9665 87

body2 0.1834 87
wax vest body3 0.8513 86
body3 0.1331 134

Table 5.1: Training and testing data for simulated explosives in front of the body.

Action target threat=1, threat absent=0 hits
training wax vest body1 0.9998 58

body1 0.03525 51
wax vest body2 0.9973 193
body2 0.1279 56

testing wax vest body3 0.9482 179
body3 0.08164 102

Table 5.2: Training and testing data for simulated explosives in front of the body with
a pre-processing step added.

5.4.7 Co and crossed polarisation

Using heterodyne receivers (Andrews et al., 2009) dielectrics produce a strong response

in the co-polarised channel, but a weaker response in the cross-polarised channel when

using the VNA in 3-port mode, i.e. one transmitter and two receivers. Dielectrics are

strong in the co-polarised channel because dielectrics tend to be large compared to the

beam size, the wave is planar and there is no asymmetry to change the polarisation,

similar to a metal sphere which reflects in the same polarisation as was transmitted

because it is symmetrical. The reflectivity of a dielectric is much less than metallic

objects.

Dielectrics with fragmentation produce a strong response in the cross-polarised

channel and a weaker response in the co-polarised channel. Crossed polarisation is

useful for detecting guns and metallic objects as the crossed polarisation is stronger for

these objects than for dielectrics or other non-metallic objects, because fragmentation is

not symmetric and the reflections are randomly distributed, there is scattering between

fragmentation components. Having Co and crossed polarisations recording data at the

same time enables a system to detect metals and dielectrics in one pass.
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Chapter 6

Signal Processing

6.1 Introduction

The first step in data processing is to Inverse Fast Fourier Transform (IFFT) the raw

data; this produces a series of peaks which correspond to a reflection from a surface

or discontinuity in refractive index. The x-axis scale needs to be converted to optical

depth, the depth of a simulated explosive can then be read off the scale. The problem

is to write an algorithm or set of algorithms to automatically find the peaks in the data

and to identify the data set as ‘threat present’ or ‘threat absent’.

The author’s contribution was to develop a method of aligning the peaks in the

data with similar peaks in each sweep so that the peaks could be used to train a neural

network.

The novel method was to average the data and then to cross-correlate in both

sweep and optical depth axes which re-orders the data into groups of similar data to

remove the effects of the person moving between sweeps. The data are then sorted by

amplitude to arrange the strongest reflections together. The weakest reflections can

then be discarded. The data can then be plotted as an image as shown in figure 9.3.

The region of interest is then selected and presented to a neural network as inputs.
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6.2 Methods

6.2.1 Finding peaks in data using Matlab

Finding peaks in data automatically can be a challenge and various techniques were

tried including averaging over scans and then finding the maximum IFFT amplitude,

then converting that point to an optical depth. This would then give the optical depth

of the brightest reflection, although this might not always be from a potential threat

object, as it could come from the body or from ‘glints’ from metal buttons or zips.

Splitting the data into blocks and then finding the maximum value for the block was

tried; again this had the problem of finding the brightest response. Fitting Gaussian

curves to the data was tried, but even with multiple Gaussian curves, it was found that

the curves did not fit well to the data, often with fitted curves missing a peak that

could be seen by eye, but the fitting tool in Matlab would miss. Applying the Gaussian

filter function from Matlab was tried; this was unsuccessful because it smoothed out

the data and then the peaks could no longer be found by curve fitting or by eye. The

Gaussian filter function in Matlab was used as an image filter and a mask was created,

the mask was tried at 3 by 3 (the smallest possible mask) which didn’t produce any

useable results; so it was tried with a larger 5 by 5 mask. The larger mask gave poor

results because it smoothed out the peaks until the data was useless. The average filter

function was tried, but both techniques made finding the peaks harder by smoothing

out the peaks rather than emphasising them.

Averaging across sweeps, where Inverse Fourier Transformed data vs optical depth

vs sweep number is plotted and then using Matlab’s ‘findpeaks’ function is used to

search for peaks in the data, the aim of this technique was to reduce the effect of the

range to the target changing (as the person moves) between sweeps and to make the

peaks from the dielectric stand out; some of the peaks in the data were found, as this

technique was successful it was left in as a processing step and further steps were added

to further enhance the peak finding algorithm.

As the person moves, some sweeps are not correctly aligned with the transmitter
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and receiver and the reflection might be weak or there could be a bright reflection

or ‘glint’ from a object such as a zip, with the aim of removing the sweeps with this

unwanted data, cross-correlation or Matlab’s function xcorr was tried. This has the

effect of arranging similar data sets (sweeps) together; when there is a dielectric (or

threat) present then these sweeps are collected together by this method.

With the aim of only training the neural network on data where the target was

present, Matlab’s sort function was tried, this rearranges the data with the maximum

value of IFFT amplitude at one end and the minimum value at the other. Then the

sweeps with no peaks in (caused by the side to side movement of the person and

alignment of the target) are at the minimum end and a portion of this data can then

be discarded. By eye, about half of the sweeps had no peaks in, so 50 % of the data

was ignored and then the 50 % with peaks in was passed to the neural network for

training data.

6.2.2 Neural Networks

A set of data (multiple sweeps of the frequency range), at the same distance to the

target, with the same antenna gain, output power, distance from transmitter, was

taken with the wax on the person and then the person without the wax, the wax is the

explosives simulant. This was repeated to build up a training set of data; at least two

training sets of data are needed and one test set for training the neural network. The

data are processed with the algorithm written previously.

A neural network once created needs to be configured and then tuned, this tuning

is called training. Configuring the network means arranging it so that it is suitable for

the problem to be solved. Training is achieved by presenting the network with example

data, known as training data. The adjustable network parameters (called weights and

biases) are tuned to optimise the network performance (Math-Works, 2009). To classify

the data as threat present or threat absent, a neural network was presented with the

following training data; the person with the wax was given a target of 1, i.e. a threat

is present and the person without the wax is given a target of 0, i.e. threat absent.
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The neural network is set up in Matlab with an input for each data point and a target

for each data set, the type of network was a feed-forward back propagation network

which is a type of network particularly suited to pattern matching problems. After

training the network it was found that the targets were not being met, therefore the

data needed to be simplified in some way as the Neural Network toolbox in Matlab will

not accept and process thousands of inputs. An algorithm to plot Fourier transformed

data vs optical depth vs sweep number was written in Matlab as shown in section 12.6,

then the data was averaged over sweeps, so the amplitude of the Fourier transform is

the average over all the sweeps at each point as shown in section 12.7, then a script to

format this data into a format suitable for input into a neural network was written.

The neural network required training on data that had been reduced from the orig-

inal data set to minimise the computer CPU time needed to train the neural network.

The raw data was first Inverse Fast Fourier Transformed, then an optical depth range

known to contain the target was selected; the data was then normalised to produce a

standard range of inputs to train the neural network. This process was repeated for

a person carrying simulated explosives and the person alone, these two data sets were

presented to the neural network for training as shown in the code in section 12.8. The

neural network was tested with data formatted in the same way by the code in section

12.9.

A neural network receives inputs which are summed and passed to the output,

the output is usually weighted by the transfer function which is a non-linear function

usually with a sigmoid shape.

Training the neural network with various different transfer functions was tried to

match the input data with a specified output; the logsig transfer function gives outputs

in the range 0 to 1 as the neurons input goes from −∞ to +∞, for multilayer networks;

the tansig transfer function gives outputs in the range -1 to +1. Sigmoid neurons are

limited to a small output range, whereas purlin can take on any value.
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6.2.3 Gaussian Curve Fitting

Fitting Gaussian curves to the optical depth data was tried; the Matlab curve fitting

tool, ‘cftool’ was used. It was used to fit 3 Gaussian curves to the data, this data

was then used to train the neural network. Training the neural network with this

data under trained the network so that some of the targets were met. As this had

partially trained the network it was thought that adding more Gaussian’s to the fit

would improve the fit and so produce better results from training the neural network

with this newly processed data. Fitting 4 Gaussian curves to the data and training

a neural network on the three parameters of peak amplitude, peak position and peak

width was tried, but didn’t train the network well, this was because the Gaussian

parameters were not fitting to the data and so the training data was poor. The results

are discussed in chapter 9.

Time domain data from the VNA was collected for 200 sweeps of 14 to 40GHz. This

data was then gated over the range of optical depths to leave the region containing the

body and simulated explosives data. The data forms a 3-D array in Matlab. Using the

Matlab image processing toolbox, a 3 by 3 averaging filter is then applied to make any

spurious points less significant after averaging. The data are then aligned by correlation

coefficient, so that similar sweeps are aligned on more than one peak. The data are

then sorted by amplitude and plotted as an image. The data still consists of a 3-D

array.
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Figure 6.1: This flowchart shows the steps in the signal processing of the VNA data.
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This 3-D array is then averaged (the mean was calculated in the sweep number

dimension of the data) to obtain one curve. The sum of four Gaussian functions is

then fitted to this data for curves containing explosives in front of the body and for

curves where no explosive was present. The Gaussian curves are expressed in terms

of 3 parameters: Peak amplitude, peak position and peak width. There are 4 sets of

this data for each curve, which produces a 4 by 3 array in Matlab. This array is then

sorted by position of the curve. The data are then used to train an artificial neural

network, with 2 sets of ‘threat’ and ‘non-threat’ data. The targets for the network are

1 1 1 and 0 0 0.

Each new set of data are processed in the same way and then presented to the

network, the network produces an output in the range 0 to 1, for each of the targets,

e.g. 0.7 0.8 0.9. A Matlab GUI was used to provide an indicator either red or green,

threat or non-threat, based on the average of the three outputs. So greater than 0.5

gives red and less than 0.5 gives green. This could be improved by giving a sliding

scale of threat out of ten, i.e. 0 to 1 in 0.1 increments.

The filter ‘imfilter’ from the Matlab image processing toolbox was used as a pre-

processing step to the neural network because using correlation alone was failing to

train the network. Thresholding was tried, but this lost too much data to train the

network on. Averaging, sorting by correlation coefficient and then sorting by amplitude

produced good results by training on one set of data and testing on a further two data

sets of 200 sweeps. This was then increased to 4 training sets and 16 test sets.

Removing the averaging step from the pre-processing of the data results in the

neural network incorrectly identifying non-threat data sets as threats. The data are

more spread out and spurious points could be causing the mis-classification. Figure

6.1 shows the steps of the signal processing algorithm for the VNA data and Gaussian

fitting.
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Figure 6.2: Wax in front of body, data set 6
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Figure 6.3: Body only, data set 6
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Figure 6.4: Gaussian curves fitted to data set 6
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6.2.4 VNA data collection

The VNA was used as a swept frequency source to collect frequency data points and

200 sweeps. The resultant complex data are read in by Matlab, the Inverse Fast

Fourier Transform is used to transform from frequency to time domain and the data

are transformed from frequency to optical depth space; the absolute value of the IFFT

of the frequency data are plotted against optical depth. The data was then time gated

to remove the unwanted points and then passed to the Matlab script to correlate and

sort it. Matlab is used to apply an averaging filter, then cross-correlation and re-

ordering the data by maximum correlation coefficient. Taking the mean across all the

sweeps and then fitting the sum of four Gaussian curves to the data are done using the

Matlab function ‘cftool’. The parameters of the Gaussian are taken from the fitting

function in Matlab as amplitude, position and width, so a 3 column by 4 row array is

produced. This array is then sorted by increasing position, so that the parameters are

in order. The data are then input to a neural network and trained. The training data

are formatted into a 3 by 4 array; 3 columns: amplitude, position and width and 4

rows, for each Gaussian fitted to the data. The targets therefore, have to be 1 1 1 and

0 0 0, because the targets have to equal the number of columns of the data.

To auto-gate the data, the average (mean) is found in the direction of the sweeps,

so that one column can be plotted. The maximum value is found and then points -150

and +149 are found, these are used to crop the array. The conversion from optical

depth to array index is not needed.

To simplify the data and make the training of the neural network more reliable, the

data was simplified to a pattern of body and wax peak (a double peak) or body only

(a single peak). This data was taken using the 30cm lens to focus the beam on to the

target.

Fitting Gaussian curves to the data doesn’t always identify all of the peaks, some

of the fits miss the peaks in the data and therefore the neural network doesn’t have

sufficient data to train on as shown in figure 9.9.

Training the neural network on the Gaussian parameters of curve amplitude, curve
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position and curve width and specifying targets of 1,1,1 for threat data and 0,0,0 for

non-threat data produced the correct training data from three targets i.e. 1 for a threat

or 0 for a non-threat. Presenting the network with previously unseen data produced

the correct outputs in 88% of cases.

Re-training the neural network on strong and weak data sets produced good results

when the training set was alternate threat and non-threat. 8 test sets of threat, then

non-threat were tried. The results were good, 94% of the test set were correctly clas-

sified as threat or non-threat. Further results are presented in chapter 9 and the code

is shown in sections 12.10 and 12.11.

Simulated explosives have been detected when held against the body and can be

distinguished from the body without explosives. After training with representative

data a neural network has been used to classify each data set as either threat or non-

threat. This method works well provided that the Gaussian curves fit well to the data.

Poorly fitting curves lead to mis-classified results, so this method could be unreliable

unless a method of checking the fit of the curves was included.
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Chapter 7

Gaussian Optics

7.1 Gaussian Optics

7.1.1 Lens Materials

Choosing a material for a millimetre wave lens involves selecting a dielectric material

with a low loss and a suitable refractive index. PTFE (Polytetrafluoroethylene also

known as the brand name Teflon) is the microwave lens material typically chosen for

its very low loss at microwave frequencies. Other considerations are cost, density and

ease of manufacture of lens shape. PTFE has a low loss and suitable refractive index,

but it is expensive compared with PE (Polyethylene) and has a higher density so is

heavier for a given lens diameter. Therefore, PE was chosen as the lens material, as the

lenses are designed to go into a portable system, so weight is a design consideration.

PE is also easier to manufacture lenses from as it does not deform when machined,

unlike PTFE.

Lamb (Lamb, 1996) gives the refractive index, n, dielectric constant, ε, and loss

tangent, tan δ for PTFE and PE as shown in table 7.1, at 94GHz and 300K.

Material n ε tan δ
PTFE(Teflon) 1.4370 2.065 0.00021

PE 1.5185 2.3058 0.00037

Table 7.1: Refractive index, n, dielectric constant, ε, and loss tangent, tan δ for PTFE
and PE at 94GHz and 300K.
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7.1.2 Theory of Gaussian Beams

The Rayleigh criterion is given by equation 7.1 and is the limit to angular resolution

as a result of Fraunhofer diffraction (far field); contrasting this with the equivalent

expression for a Gaussian beam, given by equation 7.2

Angular resolution, θ, is given by

θ = 1.22
λ

D
(7.1)

where λ is wavelength and D is aperture diameter.

2
λ

(πω0)
≡ 1.273..

λ

D
(7.2)

The linear diameter of the spot, r is given by

r = 2.44
fλ

D
(7.3)

where f is the focal length of the lens, λ is wavelength and D is the lens diameter and

the units are the same as the wavelength.

Diffraction theory says that a light beam will spread as it propagates, therefore it

is impossible to have a perfectly parallel beam.

Gaussian optics gives:

The Gaussian focussed spot size, ωF , is given by

ωF =
λfM2

πωL
(7.4)

where λ is wavelength, f is focal length of the lens, M2 = 1 for a Gaussian beam and

ωL is the lens radius (Melles-Griot, 2009).

A Gaussian TE00 (the lowest transverse Electromagnetic mode) laser beam made
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perfectly flat will quickly acquire curvature and begin spreading, as given by

R(z) = z[1 + (
πω2

0

λz
)2] (7.5)

ω(z) = ω0[1 + (
λz

πω2
0

)2]1/2 (7.6)

where z is the distance propagated from the plane where the wavefront is flat, λ

is the wavelength of light, ω0 is the radius of the 1/e2 irradience contour at the plane

where the wavefront is flat, ω(z) is the radius of the 1/e2 contour after the wave has

propagated a distance z, andR(z) is the wavefront radius of curvature after propagating

a distance z (Melles-Griot, 2009).

Therefore, a Gaussian beam can be focused to a beam waist at some distance from

a lens or the cassegrain antenna and then will begin diverging as given by the above

equations.

7.2 Lens Designs

7.2.1 Lenses for a 15 to 20cm spot size at 7 metres

Focal length (m) Frequency GHz lens diameter (m) Spot size (cm)
5 94 0.15 13
6 94 0.15 15.6
7 94 0.15 18.2

Table 7.2: A table of calculated focal length, frequency of operation, lens diameter and
spot size for a polyethylene lens.

θ =
1.22λf

D
(7.7)

where θ is the spot size in metres, λ is the wavelength in metres, f is focal length of

the lens in metres and D is the diameter of the lens in metres.

If f=7m, λ = 0.0032m and D=0.18m, then the spots size will be 15cm.
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Cornbleet (1976) defines a hyperbolic lens surface as

r =
f(ν − 1)

νcosθ − 1
(7.8)

where r is the radius of curvature, ν is refractive index, f is focal length of the lens and

θ is the angle of the incident rays to the lens axis.

In polar coordinates, if R is radius of curvature, ν is refractive index and f is focal

length of the lens, then

R = (ν − 1)f (7.9)

Providing that θ << 1 and ν = 1.5 for polyethylene and f = 0.3 (lens to horn distance),

so R = 0.15 metres.

Therefore, this gives a lens with 150mm radius of curvature, 300mm focal length

and 180mm diameter for a spot size of 15cm at 7 metres, as shown by table 7.2.

7.2.2 COMSOL modelling of lens

A model was drawn in Comsol using the perfectly matched layer boundary conditions

and a lens model with radius of curvature, R = 0.15 m, focal length 0.3m and n=1.5.

The lens is to be incorporated into a prototype detector system. The image plane

will be adjustable (the position of the lens relative to the horn). The radius of curvature

was calculated from the Cartesian form of the hyperbolic lens equation (Cornbleet,

1976). The horn feed was specified to have the dimensions of a w-band waveguide (75

to 110 GHz).

The lens diameter is a trade off between the diffraction limited spot size at 7m for

a 18cm lens; which is 15cm and the size of lens which will fit the prototype detector.

The lens was reduced to 17cm so it will fit the allocated box. The area modelled by

Comsol was 0.4 by 1.1 metres. This is limited by the number of mesh points required

for a given frequency (75GHz) and the amount of computer memory available to the

software. The mesh size was 0.0015m (1.5/4λ). With the lens 24cm from the horn,

the model produces a roughly parallel beam. With the lens 30cm from the horn, the
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model produces a parallel beam, as shown in figure 4.2.

There was a requirement to put a camera through the lens to help with aiming the

millimetre wave beam towards a target. To model the effect this would have on the

beam pattern of the lens, a COMSOL (2009) model was drawn. A 30mm square was

put in front of the lens, with its boundary conditions set to perfect electric conductor,

this gives the effect of a metallic box. Comparing the beam pattern before and after

shows that there is only a small reduction in amplitude and a slight increase in side

lobes, of about 12%. This showed that it would be possible to put a camera through

the lens without disrupting the beam pattern noticeably.

A lens of 18cm diameter was incorporated into a prototype detector system and

has been used to detect the presence or absence of guns and explosives simulants at a

distance of a few metres.

7.2.3 Modelling of 220GHz Lens

There was a requirement to make the detection system more compact, so to reduce

the lens size, higher frequency is needed or the operating range will be reduced; as

shown by equation 7.7. It is not an advantage to go to terahertz frequencies because

the atmospheric attenuation increases. For an operating frequency of 220GHz the

wavelength is 1.36mm. The refractive index of polyethylene is n=1.5, so for a focal

length of 300mm, this gives a radius of curvature of 150mm. For a lens diameter of

100mm, the diffraction limit gives a 120mm spot size at 7 metres.
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Chapter 8

Cassegrain Imager

8.1 Introduction

A cassegrain antenna was tested as a possible solution to increasing the stand-off range

of a detection or imaging system. A cassegrain reflecting antenna was proposed instead

of a lens because reflecting elements have low loss compared to lenses which have

reflective losses associated with the beam passing through the material, the antenna

itself can be made mechanically steerable and the mount arrangement can be simpler

than with a lens. The cassegrain antenna is optically equivalent to a lens of the same

size.

In Geometric Optics, the beam of a cassegrain antenna is normally assumed to

be parallel, with the focal point at infinity. The system requirements were to focus

at distances up to 10 metres, which would require refocussing of the antenna, giving

diffraction limited spot sizes up to 120mm. Figure 8.1 shows the diameter of the

smallest spot size for distances of 10cm to 25 metres. The secondary mirror of the

cassegrain antenna is the focussing element of the system and the distance between the

primary mirror and the secondary mirror gives the systems focal length, so this would

need to be adjusted. Figure 8.3 shows a ray trace diagram of a cassegrain antenna.
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The mechanics of the existing system did not allow for easy adjustment, so after

preliminary tests of the beam pattern and focal point of the system it was decided to

design a new focussing mechanism. This allows for easier focussing of the beam by

adjusting the distance between the primary and secondary mirrors.
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Figure 8.1: This figure shows the diameter of the smallest spot size of the Cassegrain
for distances of 10cm to 25 metres from the dish at 3mm wavelength.

132



8.1.1 Increasing stand-off distance

To increase the stand-off range of a detection system, a cassegrain antenna is used

because the Cassegrain has the major advantage that it is folded as there are two

reflectors, this reduces system length by a factor of 2. A cassegrain antenna allows

for easy focussing of the beam at various distances by adjusting the position of the

secondary mirror, this could easily be motorised, if required.
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Figure 8.2: This figure shows the cassegrain with the new mount for the secondary
mirror.
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Figure 8.3: This figure shows a ray trace diagram of a cassegrain reflecting antenna
(Elva, 2003).
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8.2 Passive Imaging System

The imaging system consists of a MMIC receiver, mounted on wave guide at the focal

point of the cassegrain antenna which is behind the dish. The output of this receiver

is then connected to a DC amplifier which allows for the DC offset to be compensated

for and the DC level to be amplified. The circuit board for the amplifier also includes

a regulated power supply for the MMIC receiver as shown in figure 8.5. The printed

circuit board was designed using Proteus (Labcenter-Electronics, 2010) design software

and then manufactured by Manchester Metropolitan University. The schematic is

shown in figure 8.4.
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Figure 8.4: This figure shows the schematic layout of the amplifier circuit.
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Figure 8.5: This figure shows the circuit board layout of the amplifier circuit.
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8.3 Mechanical Assembly

The mechanical assembly and drive system for pointing the antenna were designed and

built by another member of the research group (Leonard, 2010). This also incorporates

a PIC controller for the drive system. The PIC controller accepts three numbers in a

decimal format, for the axis to move, either 1 or 2; the speed to move at, 0 to 255; and

the position to move to 0 to 255. There are limits however to stop the antenna running

into the mount, so in practice this is 20 to 220. A Matlab (Math-Works, 2009) script

was written to raster scan the antenna in a 21 by 21 point grid and take data at each

point. This is the amplified voltage output from the MMIC receiver. The data are

taken using a National Instruments card (National-Instruments, 2010) and takes 1000

points each time the antenna pauses, this produces an array of 1000 by 441 points and

to convert this to an image in Matlab, the data are averaged to produce an array of 1

by 441 and then rearranged to an array of 21 by 21 pixels.

As the mechanical parts for the secondary mirror were being manufactured, initial

tests using the dish and the waveguide were done by scanning 21 by 21 points. Figures

8.6, 8.7 and 8.8 show passive imaging results for an incandescent light bulb placed

30cm from the antenna; a rectangular sheet of copper covered circuit board using 500

points per pixel and again using 1000 points per pixel. The objects can be seen clearly

in each case as bright spots on the image.

The “spider” mount for the secondary mirror was designed and built by (Leonard,

2010). To align the mount for the secondary mirror with the focal point of the

cassegrain a centre ring was made to hold a laser pointer and this was then used

to align the mount with the waveguide in the centre of the dish. By removing the

receiver from the end of the waveguide the optics can be aligned by keeping the laser

spot in the centre of the Mylar window on the waveguide and the laser spot through

the end of the waveguide. The secondary mirror mount was glued together and the

alignment checked. After the glue had dried, the antenna was centred in its mount, so

that the middle of the range is when the antenna points forwards and the waveguide is

horizontal, this was so that the centre of the image comes from the centre of the raster
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scan.
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Figure 8.6: An incandescent light bulb at 30cm from the cassegrain antenna, collecting
500 points at each pixel.
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Figure 8.7: Heat image of a piece of copper circuit board, collecting 500 points at each
pixel.

142



Figure 8.8: Intensity image of a piece of copper circuit board, collecting 1000 points at
each pixel.
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The cassegrain system can be aligned by mounting the laser pointer such that it is

aligned with the beam axis of the antenna, it is then easy to see where the antenna is

pointing and align it with its target. A passive image of a person sat in a chair was

tried with increments of 10cm, giving 441 pixels and then again with increments of 5,

giving 1764 pixels. This is shown in figures 8.9 and 8.10. The outline of a person can

clearly be seen. The acquisition time for the high resolution image was one hour.

In the image of a person, the background goes from blue (low) to red (high) values of

intensity. This seems to be a characteristic of the MMIC receiver drifting in amplitude

with time. The drift seems to be linear. To test this, absorbing foam was placed

over the feed to the antenna and an image taken. This should produce an image with

just the noise from the receiver. The drift can be compensated for by subtracting the

absorber data from the actual data from a scene.
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Figure 8.9: A low resolution image of a person sat in a chair.
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Figure 8.10: A higher resolution image of a person sat in a chair. The image shows a
drift in the receiver which is shown in the figure by the change in colour from blue to
red. This is due to the instability of the receiver with time.

146



The image shows the noise drifts in the same way, so it can be assumed that the

amplitude of the receiver is drifting linearly with time.

8.4 Active Imaging

An active image was tried with a 441 pixel active scan and a bright pixel can be seen

where the stainless steel bottle was, then this was repeated with a 1764 pixel active

scan which shows a few more bright pixels for the bottle where stronger reflections

occur. This is shown in figure 8.11.
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Figure 8.11: An active image of a stainless steel bottle a few metres away from the
antenna.
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The secondary mirror was set 13cm from the waveguide at the centre of the dish,

this puts the focal point of the cassegrain at infinity, as described in section 2.3.

The water barrel and candle were placed on a table a distance of three metres from

the cassegrain and a 1764 pixel active scan was done, then the candle was removed and

an active scan repeated. The results are shown in figures 8.12 and 8.13 respectively.

The figure with the candle shows a few more bright reflections than the water barrel

only. The transmitter is placed three metres to the side of the cassegrain, so that the

transmitter, receiver and object under test form a triangle.
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Figure 8.12: A High resolution image of the candle placed in front of a ‘water barrel’.
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Figure 8.13: This figure shows the ‘water barrel’ on its own.
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These images are showing X-shaped diffraction spikes, optical telescopes with sec-

ondary mirrors show diffraction spikes according to the number of ‘legs’ the ‘spider’ or

secondary mirror bracket has, particularly on bright point sources. If there are 3 legs

then there are 6 spikes, one up and one down for each leg. If there are 4 legs then there

are 8 spikes, but only 4 spikes are seen because the spikes overlap.

The spikes are present for the candle with the water barrel and the water barrel

only and also for the steel bottle with no water backing. To try to show that the

spikes were due to diffraction effects one of the legs of the 4 way spider was covered in

microwave absorbing foam and the scan repeated, no effect was visible.

This problem was probably due to a lack of dynamic range in the DC amplifier,

the small signals are scaled up and the larger signals are truncated; this was solved

by changing the gain of the amplifier. The DC amplifier after the MMIC went into

saturation (when the output is viewed on an oscilloscope), was therefore no longer

giving valid data.

The values of the variable resistors needed changing to allow for a greater offset

in gain and DC level. Before this was tried, a thin piece of absorber was placed over

the transmitter to act as an attenuator and the sweep was repeated, this was to show

that the power level at the receiver was the problem, because the absorber acts as an

attenuator and the power level reaching the receiver is reduced.

The diffraction spikes are probably visible due to the dynamic range of the DC

amplifier being limited, so the larger responses are cut off, so when the images are

scaled the diffraction spikes show up out of the noise. Changing the value of resistor

R5 in the circuit shown in figure 8.4 changed the amplification of the circuit. The value

of R5 was reduced to 3.9k ohms from 4.7k ohms.

The active scans are carried out using a swept frequency source that is not syn-

chronised with the detector. To synchronise the scans with the frequency source, a six

times multiplier is driven with a sweep generator which is swept from 12.5 to 18.33

GHz, producing an output frequency range of 75 to 110 GHz. The cassegrain is swept

in a raster scan pattern and stops at each point, Matlab then triggers the sweep oscil-
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lator to sweep the frequency for each pixel of the scan. The MMIC receiver is placed

at the focus of the cassegrain and is used as a detector. The voltage output of the

detector is read by a analogue to digital converter (ADC) into Matlab. The output

power of the multiplier is limited by a 10dB attenuator between the output and the

waveguide horn.

The MMIC receiver being used was found to have a poor gain versus frequency

response so has been replaced by one with a flatter gain versus frequency response.

A poor gain versus frequency response was a problem because if the amplitude versus

frequency response of the receiver is flat, then the IFFT of the reflected signal measures

the target, if the receiver response is not flat then the target response is distorted.

The multiplier has been put on the end of the feed of the cassegrain and the receiver

is placed at the side of the cassegrain, with a variable attenuator on the input followed

by a waveguide horn, at a height just below the cassegrain’s dish. The DC amplifier

was taken out of the system because the receiver has a high enough output for the

ADC. A variable attenuator was put between the horn and the input to the receiver to

stop the receiver saturating, as shown by the waveform on the oscilloscope appearing

flat topped. The system block diagram is shown in figure 8.16.

The output power of the sweep oscillator was initially set to 0dBm for a wax target

at 2 metres and then increased to 4dBm for a wax target at 4 metres. The antenna

and the target were aligned using the laser collimator turned outwards, the antenna is

set to the centre of a sweep for alignment. Then the secondary mirror was adjusted for

maximum amplitude on the oscilloscope. Matlab software is then used to raster scan

the cassegrain across the scene. The reflected frequency response is shown in figure

8.14 for a point where the candle wax was in the beam of the antenna. The figure

shows a peak at an optical depth of around 120mm, this is the depth of the paraffin

wax candle times its refractive index, n, of 1.5.
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Figure 8.14: This figure shows a peak at an optical depth of 120mm which is consistent
with the optical depth of the candle, i.e. actual depth times refractive index.
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Figure 8.15: This figure shows where the optical depth peak amplitude measured at
each pixel over a scene were over a threshold of 20% of the full range.
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To process the data, it is read into Matlab and the IFFT is carried out, then the

number of data points is converted to optical depth for the x-axis. Then the data are

thresholded, if it is over the threshold then the point in the optical depth array is read

and then plotted in a raster scan. If it is not over the threshold, then that value in the

2D plot is set to zero. The threshold for figure 8.15’s data is 20% of the maximum for

that data set. This produces a optical depth plot of the scene. The threshold is set so

that only points on the raster scan where the object is in the beam are shown. The

background is under the threshold level so is not shown. This de-clutters the image.
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Figure 8.16: This figure shows the system block diagram of the cassegrain transmitter
and receiver system.
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Figure 8.17: The candle in front of the water barrel at 4m. This data are thresholded
and then only depths over the threshold are plotted.
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(a) The candle in front of the water barrel at 4m. This data are thresholded and
then only depths over the threshold are plotted. Repeated.

(b) A photo of the same scene.

Figure 8.18: Cassegrain data of candle in front of water barrel, with photograph of
scene underneath.
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Figure 8.19: The candle in front of the water barrel at 4m, image 1.
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Figure 8.20: The candle in front of the water barrel at 4m, image 2.

161



Using the same method, the candle in front of the water barrel was tried; figure

8.17 shows the results. The candle is detected as a depth in front of the barrel, it is

the pixel at a depth of 120mm. Figure 8.18 shows the same scene, repeated, this time

the candle is clearly shown.

Different methods of producing an image were tried, thresholding the amplitude of

the IFFT and then reading off the value of the optical depth and plotting this as an

image as shown in figures 8.17 and 8.18. Another method takes the mean of the Fourier

transform spectrum and plots this a pixel at a time to form an image of received power,

as shown in figures 8.19 and 8.20.

To show if the system had made a detection or not, the data from the thresholded

results were overlaid on an image of the scene which has been reduced to the same

number of pixels in the raster scan. In this way the images can be aligned. Figures

8.21 and 8.22 show the thresholded results, the low resolution image of the scene and

figure 8.23 shows the combined images. The combined images show the ability to detect

objects in front of the background, e.g. a weapon hidden on the body.
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Figure 8.21: This figure shows the thresholded image of the candle on a chair. Points
above the threshold are plotted. Points below the threshold are set to zero.
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Figure 8.22: This figure shows an image which has been reduced in pixel count to the
same number of pixels as the raster scan of the cassegrain imager. It shows a low
resolution image of the candle.
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Figure 8.23: This figure shows the data overlayed as dots onto the visible image.
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8.5 Measuring Cassegrain Beam Pattern

8.5.1 Beam pattern measurements

The diffraction limited step size of the cassegrain antenna is given by

θ = 1.22λ/D (8.1)

where λ is the wavelength, D is the diameter of the lens and θ is the smallest

step size in radians. If λ=3mm, D=640mm, θ=0.0057 radians. The smallest step size

might be limited by the mechanical step size of the antenna. The antenna sweep was

measured as 1.8 metres using a laser pointer at a distance of 3.5 metres from a wall.

From trigonometry, this gives a sweep angle of 29 degrees. For 21 pixels across a sweep,

the resolution per pixel is then 1.4 degrees (0.024 radians).

8.5.2 Antenna Measurements

To measure the beam pattern of the antenna the receiver was moved in front of the

antenna where the object under test would be. The receiver was placed 3 metres from

the transmitter and then the antenna was swept across the field of view. The output

power was varied from 0, 2 and 5 dBm and the scan was repeated.

The subreflector was set at 13cm from the feed of the primary dish and a laser

pointer was used to align the receiver with the transmitter at the correct height. The

average power at each point was plotted as an image. These images show the wideband

beam pattern of the antenna for each power level. The spot size given by these results

is de-focused. The position of the secondary reflector needs to be varied to find the

position that gives minimum spot size for a given distance.

The spot size for a given power level, 5dBm, with the receiver at 3 metres, was

measured. To stop the power level saturating the receiver, two variable attenuators

were put on the input of the receiver. The absolute power level is not known. The

subreflector was moved from 12, 13 and 15cm and the beam pattern was measured
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using a raster scan of 21 by 21 points using a step size of two. The figures 8.24, 8.25

and 8.26 show the results for each of these. The horn was removed from the receiver

to reduce the gain.
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Figure 8.24: This figure shows the beam profile with the subreflector set to 12cm, this
is the point where the beam is de-focussed.

168



Figure 8.25: This figure shows the beam profile with the subreflector set to 13cm, this
is the point where the beam is assumed to be parallel.
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Figure 8.26: This figure shows the beam profile with the subreflector set to 15cm, this
means that the beam will be brought to a focus closer to the transmitter.
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8.6 Data processing with average, xcorr, sort algo-

rithm

The technique used was an active imaging technique (A spatial map is formed so this

might be called an image; The image is a optical depth contrast image), which raster

scans a millimetre wave beam across a target. The beam is formed by a cassegrain

antenna which has been modified to focus at various distances. The system measures

the optical depth at each point of the scan. This depth is then plotted on a grid to

form a scene. If a depth was detected in front of the body then this was considered a

detection of a potential weapon.

8.6.1 Scanning Antenna

A commercial cassegrain millimetre wave antenna was modified so that the position of

the secondary reflector could be moved to focus the beam at various distances (Leonard,

2010). The antenna was mounted so that it could be driven in two axes and raster

scanned across a scene. The transmitter was placed at the focus of the dish and

consisted of a six times multiplier and a sweep oscillator (Agilent, 2011) swept from

12.5 GHZ to 18.3GHz, giving an output of 75 to 110 GHz. A MMIC receiver was

placed to one side of the cassegrain with a 20 dB gain horn. The signal was processed

using Matlab (Math-Works, 2009).

The cassegrain is swept in a raster scan pattern and stops at each point, Matlab

then triggers the sweep oscillator to sweep the frequency for each pixel of the scan.

The voltage output of the detector is read by a analogue to digital converter (ADC)

into Matlab. The transmitter power of the multiplier is limited by a 10dB attenuator

between the output and the waveguide horn. The system block diagram is shown in

figure 8.16.
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Due to the difficulties of using real explosives a substitute with similar dielectric

properties was required. Several authors (Hu et al., 2006),(Yamamoto et al., 2004) and

(Shen et al., 2005) quote the refractive index for plastic explosives as between 1.5 and

1.6. Therefore, paraffin wax was chosen as a target as it has a refractive index of 1.5

(Lamb, 1996) and is easy to reshape and is inert at room temperature.

8.6.2 Results

The output power of the sweep oscillator was initially set to 0dBm for a wax target at

2 metres and then increased to 4dBm for a wax target at 4 metres. The antenna and

the target were aligned using a laser pointer, the antenna was set to the centre of a

sweep for alignment. Then the secondary mirror was adjusted for maximum received

signal. Matlab software was then used to raster scan the cassegrain across the scene.

The reflected frequency response is shown in figure 8.14 for a point where the paraffin

wax was in the beam of the antenna. The figure shows a peak at an optical depth of

120mm, this is the depth of the paraffin wax times its refractive index, n, of 1.5 (Lamb,

1996).

To process the data, it was read into Matlab and the inverse Fourier transform was

carried out, then the number of data points were converted to optical depth for the

x-axis. Then the data was thresholded, if it was over the threshold then the point in

the optical depth array was read and then plotted in the raster scan. If it was not over

the threshold, then that value in the 2D plot was set to zero.

Using the same method, the wax in front of the water barrel was tried, figure 8.18

shows the results. The wax was detected as a depth in front of the barrel, it is the

pixel at a depth of 120mm.

To show if the system had made a detection or not, the data from the thresholded

results were overlaid on an image of the scene which has been reduced to the same

number of pixels in the raster scan. In this way the images can be aligned.

Figure 8.23 shows the combined images. The combined images can be used to

detect objects in front of the background, e.g. a weapon hidden on the body.

172



8.6.3 Signal processing algorithm applied to cassegrain results

A signal processing algorithm was previously developed by the author (Andrews et al.,

2009) which averages, sorts by cross-correlation coefficients and then sorts the data by

amplitude to remove weak sweeps from the data set. This algorithm has the effect of

aligning the data and cancelling out the effects from a moving target. This has been

applied to data obtained with a stationary antenna and highlights the presence of a

dielectric in front of the body. To process the data from the cassegrain, the data was

first Inverse Fast Fourier Transformed and then put through the algorithm. Figure

8.27 shows the wax in front of the water barrel, clearly visible as a peak at the optical

depth of the wax. Figure 8.28 shows how a metal scourer does not have much, if any,

depth when placed against the body, being metallic it reflects strongly.
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Figure 8.27: Cassegrain data taken with direct detection of the wax in front of a water
barrel.
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Figure 8.28: Cassegrain data taken with direct detection of a metal scourer in front of
the body.
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8.6.4 Conclusions

Passive imaging using a MMIC receiver and the cassegrain antenna produced some

images where a person could be seen. The contrast in these images is poor as they

were done indoors. Further work should included trying this outside so that the sky

can be used as a cold reference.

Using the modified cassegrain antenna and a swept frequency source, the data can

be processed to either form an image of the scene or be processed using the signal

processing algorithm developed earlier to produce a plot showing the optical depth of

objects in front of the body. The wax block (candle) was detected at 4 metres using

an active swept-frequency approach.

Placing the wax block in front of the water barrel was also tried to simulate a human

target, the wax block was detected in front of the simulated body. It was found that

over laying the optical depth data onto an optical image of the scene helped a human

operator to see if a detection had been made.

The technique was tested with human targets carrying simulated explosives but

further work will be needed to make the imaging system real-time. The data was

processed using the algorithm developed previously and the results clearly show when

the target is carrying explosives in front of the body.

Further work includes using more objects on body and using the data after pro-

cessing to train an artificial neural network to classify targets as a threat or non-threat

rather than a human operator classifying the results. The range should also be ex-

tended up to 10 metres and included as training data to the neural network classifying

algorithm.
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Chapter 9

Results and Discussion

9.1 Data Collection

Time domain data from the VNA was collected for 200 sweeps of 14 to 40GHz. 200

sweeps are used because this is the number of sweeps which can be collected in a

reasonable time, produce a manageable data file and to get a reasonable variability in

the data set. The band of 14 to 40 GHz is used because it is the maximum bandwidth

of the waveguide. The sweep is limited by the wavelengths that will propagate along

a given wave guide. Figure 9.1 shows the maximum sweep range after IFFT’ing the

data.
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Figure 9.1: This shows all of the data after inverse Fourier transform of the raw data
data.

178



This data was then gated to leave the region containing the body and simulated

explosives data. The data forms a 3-D array in Matlab, as shown by figure 9.2.
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Figure 9.2: This figure shows the data after cropping to the region of interest.
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Table 9.1: A table of training data extracted from the Gaussian fit, there is a set of
data like this for each training data set.

Amplitude Position Width
71.5 5.3 30.1
5.9 36.0 97.1
40.5 86.9 18.3
84.3 102.0 16.8

9.1.1 Network Training using Gaussian Parameters

Using the Matlab image processing toolbox, a 3 by 3 averaging filter is then applied

to remove any spurious points, as shown in the top right of figure 9.3. The data are

then aligned by correlation coefficient, so that similar sweeps are aligned on more than

one feature, as shown in figure 9.3 at the bottom left. The data are then sorted by

amplitude and plotted as an image. The data still consists of a 3-D array, as shown in

figure 9.3 bottom right. This should be compared with figure 9.4, taken without the

wax. The extra peak around 3000, due to the wax is clearly seen.

This 3-D array is then averaged to obtain a single curve, over 200 sweeps as shown

in figure 9.5, this is to reduce the amount of data presented to the neural network.

The sum of four Gaussian functions is then fitted to this data for curves containing

explosives in front of the body and those not. The Gaussian parameters are peak

amplitude, peak position and peak width. There are 4 sets of data, one for each curve,

which produces a 4 by 3 array in Matlab as shown in table 9.1. This array is then

sorted by position of the curve. This data are then used to train an artificial neural

network, with 2 sets of ‘threat’ and ‘non-threat’ data. The targets for the network

are 1 1 1 and 0 0 0, one each for amplitude, position and width. Two data sets of

either threat or non-threat are used to produce a data set to train the neural network

on quickly, to test if this is a viable solution, then the training data can be expanded

later.
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Figure 9.3: Wax in front of body, data set 6. Top left shows the data after ifft. Top
right shows data after averaging filter applied. Bottom left shows data after cross-
correlation and alignment is carried out and bottom right shows the data after being
sorted by amplitude and plotted as an image.
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Figure 9.4: As figure 9.3, but without wax in front of body, data set 6
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Figure 9.5: This figure shows the averaged data after fitting the Gaussian curves to
it, this pattern is presented to the ANN for training, it reduces the number of inputs
required by the network. The curves show the data averaged over 200 sweeps and then
fitted with Gaussian curves.
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Each new set of data are processed in the same way and then presented to the

network, the network produces an output in the range 0 to 1, for each of the training

parameters, amplitude, position and width, so a typical output would be 0.9959, 0.4628,

0.2456. A Matlab GUI was used to provide an indicator either red or green, threat

or non-threat, based on the average of the three outputs. So greater than 0.5 gives

red and less than 0.5 gives green. This could be improved by giving a sliding scale of

threat out of ten, i.e. 0 to 1 in 0.1 increments. A further condition needs to be added

of ‘unclassified’, for results in the region of 0.5, because a result of 0.5 is no better than

a guess. The bounds of confidence of threat or non-threat need to be established.
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9.1.2 Averaging and Cross-correlation

The filter ‘imfilter’ from the Matlab image processing toolbox was used as a pre-

processing step to the neural network because using correlation alone was failing to

train the network. Training on data above a given threshold was tried, but this made

redundant too much data to train the network on. Averaging, aligning by correlation

coefficient and then sorting by amplitude produced good results by training on one set

of data and testing on a further two data sets of 200 sweeps. This was then increased

to 4 training sets and 16 test sets.

To show that all the steps are necessary, removing the averaging step from the

pre-processing of the data results was tried. The neural network incorrectly identified

non-threat data sets as threats. The data are more spread out and spurious points could

be causing the mis-classification, so the averaging step was left in the programme.

Figure 9.3 shows the wax in front of the body, the wax peak can be seen to the

left of the main body response. Figure 9.4 shows the body only response, the signal

is clean and shows a sharp cut-off in front of the body response. The data in figure

9.3 shows a weaker ‘wax response’ than the data shown in figure 9.6, this is due to the

wax being present in fewer sweeps due to movement of the target. Table 9.6 shows the

training data for a neural network which was trained on 2 sets of alternate ‘wax on

body’ and ‘body only’ data. It is in very close agreement with the targets as would be

expected from the training data.

Table 9.7 shows the results from testing the neural network trained in table 9.6,

the 16 sets of data are correctly classified in 15 out of 16 cases. The body alone results

are 0.12 or better (closer to the target of zero), except body03. Body03 has been

incorrectly classified as a threat (closer to 1 than 0) this could be due to under training

the network i.e. more training sets are required. The body with wax in front results

are all 0.75 or better (closer to the target of 1) for the 8 ‘threat’ data sets.

Figures 9.5 and 9.8 show the averaged data after fitting the Gaussian curves to it.

This is the pattern that is presented to the neural network for training and testing.

The data are simplified and the number of inputs to the network are reduced.
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The fit of the Gaussian curves to the data for training the neural network isn’t

always a good fit from the Matlab Curve fitting toolbox, so programmatically fitting

the Gaussian curves to the data was tried. Training on data processed in this way gave

results where the body plus the simulated explosive were classified correctly as threats

but the body alone was incorrectly classified in most cases as a threat, this method

wasn’t satisfactory.
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Figure 9.6: Wax in front of body, data set 7
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Figure 9.7: Body only, data set 7
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Figure 9.8: This figure shows the averaged data after fitting Gaussian curves to it. The
figure shows a peak in front of the body response (red line); this indicates the presence
of a ‘suicide vest’. The blue line shows the body only response, i.e. no ‘suicide vest’
present.
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9.1.3 Genetic Algorithm Curve Fitting

A genetic algorithm (G.A.) was tried to fit the same four Gaussian curves to the data.

This was slower than the curve fitting toolbox, but it improved the fit to the data. The

genetic algorithm generates 12 parameters and minimises the error between the data

and the fitted function until some criteria is met, e.g. number of iterations. The neural

network is then trained on these parameters. The G. A. fitted the Gaussian curves to

the training data well, but when the neural network was tested the function missed

the response from the simulated explosive in three out of 16 tests and was incorrectly

classifying the body response in four out of 16 cases, as shown in figure 9.9.
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Figure 9.9: The genetic algorithm was missing the data when fitting curves.
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The data which is averaged for training the neural network is taken from 200 sweeps

which are averaged with a 2 by 2 averaging mask and then aligned by cross-correlation

and then sorted. This leaves two peaks for the explosives data. To increase the true

positive rate of the neural network, cropping the 100 weakest responses from the data

was tried. This was to leave the sweeps where the target was most likely to be in the

beam of the transmitter. This works well and has been left in as a pre-processing step,

as shown in figure 9.10.
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Figure 9.10: This data has been sorted by amplitude.
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Training the neural network from the G.A. fitted data gave six out of ten correct

classifications; whereas training the neural network with the curve fitting toolbox data

gave eight out of ten correct classifications. To test if the neural network was being

over trained, the number of training iterations or epochs was reduced to 1000 from

5000. The neural network failed to meet its goal of 0.01 in 1000 iterations. Three of

the ten test data sets were correctly classified. Varying the number of hidden layer

neurons didn’t improve the success rate.

Further data was collected using the VNA as transmitter and receiver; using the

300 mm diameter lens to focus the beam onto the target. It is important to ensure

that the beam is focused on the target, that it does not overspill the target at the edges

and is not pointing out into the lab. The data was collected by measuring the gain

between two horns connected to the VNA. This data was then IFFT and presented

to the algorithm for processing and then the GA was used to fit curves to this data.

This data was then used to train the neural network; it was found that the neural

network failed to train because the data was too complex for it to classify. To reduce

the complexity of the data being presented to the neural network, the data was reduced

to ‘wax peak’ as shown in figure 9.11 or ‘no wax peak’ as shown in figure 9.12 and then

using the G.A. to fit a curve to this data, the neural network was trained. Presenting

unseen data to the neural network resulted in incorrect classifications of threat or not

a threat with this processing method.

To achieve this needed the body responses aligning to each other, each data set was

aligned to the same channel number by its maximum value. This data was then cropped

to leave a narrow sub-section of the original averaged data. The parameters from the

G.A. were then used to train the neural network. The neural network incorrectly

classifies the data as threat and non-threat, it appears to be over trained; an over

trained network is trying to fit to noisy data.
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Figure 9.11: This figure shows the data with the ‘suicide vest’ present cropped at
its maximum value, through the body response, leaving the peak from the simulated
explosives visible in front of the body.
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Figure 9.12: This figure shows the data with the body alone, cropped at its maximum
value, through the body response, with nothing visible in front of the body, i.e. no
‘suicide vest’ present.
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Table 9.2: Training data of six data sets for shuffle, xcorr and sorted data.

Object under test target 1 target 2 target 3
training data
wax+body06 0.9787 0.8556 0.9555

body06 0.0371 0.0966 0.0445
wax+body07 0.8772 0.8715 0.9859

body07 0.0368 0.0966 0.0521
wax+body08 0.8786 0.8695 0.9857

body08 0.2313 0.1081 0.0405

9.1.4 Simplifying the Data

To simplify the training of the network and to speed up the classification of each test

data set; the data are averaged, correlated and sorted and then averaged across sweeps.

Then the data sets are aligned by the maximum value; usually the body response,

and all the data points to the left (on the x-axis) of the maximum value were taken

to train the network on. This is a version of the processing algorithm without any

curve fitting routine. A training data set comprising of threat co-polarisation, threat

cross-polarisation, non-threat co-polarisation and non-threat crossed polarisation was

correctly classified as threat data but fails on the non-threat data. This was then

expanded to take six training data sets instead of four and the network was trained.

The neural network with six training sets as shown in table 9.2 was tested on 14

data sets and correctly classifies 13 out of 14 of the data sets as shown in table 9.3,

but doesn’t always get all three of the targets correct.

The 300 mm lens is needed to focus the beam onto the target, the 100 mm lens does

not produce a sufficiently narrow beam. Some data sets were showing a double body

response, this could be caused by a target stepping forward during the data collection.

To align these responses, cross-correlation was added in both the x and y directions.

This aligns all of the body responses and all of the wax responses with themselves.

This produces correct classification with four training data sets and two test data sets.
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Table 9.3: Test data of 16 data sets, alternate threat and non-threat, suicide vest
present then absent.

Testing results Target 1 Target 2 Target 3
wax+body09 0.0174 0.8147 0.0832

body09 0.0397 0.0306 0.0399
wax+body10 0.8575 0.8715 0.9859

body10 0.0370 0.0920 0.0416
wax+body01 0.0668 0.6897 0.0415

body01 0.0376 0.0961 0.0504
wax+body02 0.6452 0.0970 0.0541

body02 0.2091 0.0965 0.0391
wax+body03 0.5045 0.8706 0.0564

body03 0.0370 0.0966 0.1708
wax+body04 0.9792 0.8469 0.1739

body04 0.4430 0.0534 0.8292
wax+body05 0.0918 0.6403 0.0388

body05 0.0317 0.0967 0.0400
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Table 9.4: Artificial neural network training data.

training results score out of 17 target % certainty
wax+body01 8 1 47

body01 10 0 59
wax+body02 12 1 71

body02 11 0 64

9.1.5 Varying the number of data points in the training data

The data are processed by correlating the data in the x and y directions and then taking

the 100 strongest responses from 200 sweeps. The average of the sweeps is then taken

and the training data are aligned by their maximum values (body responses). There

are four training data sets. The data are then cropped to ignore the body response.

This data are then cropped again to ignore data below 10% of the maximum value,

so the wax response is removed from the background. The neural network is trained

on 20 data points for each training set. The number of points will vary depending on

the threshold. The network has four sets of targets which have the same number of

elements as the individual data sets e.g. 20 ones or 20 zeros. Processing the test data

in the same way and plotting a histogram of the results provides a graphical indication

of the classification result as shown in figures 9.13 and 9.14.
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Table 9.5: Artificial neural network testing data.

training results score out of 17 target % certainty
wax+body03 7 1 41

body03 8 0 47
wax+body04 11 1 65

body04 9 0 53
wax+body05 10 1 59

body05 8 0 47
wax+body06 9 1 53

body06 9 0 53
wax+body07 10 1 59

body08 10 0 59

The network was trained on four data sets as shown in table 9.4 and tested on 12

data sets, as shown in table 9.5. Eight of the 12 test sets were classified correctly; the

histograms showed clearly if the data was threat or non-threat, i.e. mostly ones or

mostly zeros, as shown in figures 9.13 and 9.14. These figures give a clear indication of

the neural networks classification of either ‘suicide vest’ present or no threat present.

Further development of the software is to expand it to use co-polarisation and

crossed-polarisation for training and testing the neural network. This will provide

more information on which to base a threat decision.
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Figure 9.13: A histogram of the neural network classification ‘threat’ result.
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Figure 9.14: A histogram of the neural network classification ‘non-threat’ result.
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Table 9.6: A table of training results for a neural network

Training data Target 1 Target 2 Target 3
wax-body01 0.9885 0.8655 0.9225

body01 0.0629 0.1429 0.0777
wax-body07 0.9986 0.9826 0.7981

body07 0.0552 0.1229 0.0752

Table 9.7: A table of test results for a trained neural network, trained on 2 sets of
alternate threat, non-threat data, the training results are shown in table 9.6. There
are 16 test data sets for the ANN trained in table 9.6, the test results show it is well
trained as only one of the data sets is incorrectly classified.

Test data Target 1 Target 2 Target 3
wax-body02 0.9985 0.9794 0.7481

body02 0.0754 0.1190 0.0714
wax-body03 0.9983 0.9885 0.7949

body03 0.9932 0.9715 0.6181
wax-body04 0.9987 0.9873 0.8054

body04 0.0575 0.1109 0.1213
wax-body05 0.9985 0.9848 0.8034

body05 0.0563 0.1121 0.1166
wax-body06 0.9987 0.9863 0.8047

body06 0.0563 0.1103 0.1133
wax-body08 0.9605 0.9869 0.7481

body08 0.0579 0.1108 0.1143
wax-body09 0.9901 0.9728 0.7470

body09 0.0879 0.1081 0.1106
wax-body10 0.9986 0.9837 0.8026

body10 0.0661 0.1121 0.1138
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Chapter 10

Conclusions and Future Work

10.1 Conclusions

Simulated explosives have been detected when held against the body by using a mi-

crowave active radar system in the form of a vector network analyser, and can be

distinguished from the body only; demonstrating that millimetre wave radar is a fea-

sible technique for on body explosives detection.

A deployable system that uses dielectric lenses has been designed; it can be used

to focus a microwave beam onto a target at a standoff distance, the lens was designed

using the theory of Gaussian optics.

A neural network has been used to classify each data set as either threat or non-

threat. Table 9.7 shows that 94% of the classifications by the fully developed network

were correct. This could be improved for a deployable system with further training

sets.

Extensive signal processing algorithms in Matlab have been used to collect data

from a VNA and to train a neural network. This network can be saved and then tested

in real-time. The current system uses 200 sweeps which take a few minutes to collect,

this system needs modifying to use less sweeps in the averaging and classification step;

shortening the sweep time would also be a great advantage. The real-time system

needs testing with multiple repetitions and different subjects and also with a variety
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of non-threat objects such as mobile phones and keys.

Dielectric lenses were designed, manufactured and tested as part of a prototype

system. A cassegrain antenna and receiver system was assembled and tested; incor-

porating the lenses or cassegrain antenna into a deployable system is left for further

work.

Commercial MMIC wide band amplifiers and mixers were used as a receiver system,

developing this into a portable system is left for further work.

10.2 Future Work

The range to the target needs to be extended and added to the neural network training

set as an input for training, so that the target can be selected by range as well as

amplitude and the network can be trained on a weak response and recognise that a

weak response is further away than a stronger response. The thresholds used in the

Matlab user interface need to be decided on; where the threshold for threat, not sure

and non-threat are. The number of training sets to the network needs to be increased

by recording more VNA data. The neural network also needs training and testing on

a range of non-threat objects such as mobile phones, music players, keys and wallets

etc. The time-gating of the data needs also to reflect the known range instead of just

the maximum amplitude of the data, so that the correct target is always selected.

Using different people as targets would be an advantage because this ensures that the

network can classify more than one body type with and without threat objects. The

VNA operates from 10MHz to 40GHz, and this is convenient for initial measurements,

but increasing the frequency by using a portable super-heterodyne system will mean an

increase of operating frequency to 75 to 110GHz and so smaller optics and microwave

components which results in a more portable system.

The microwave beam needs scanning over the target and a mechanical means of

moving the lens and feed horn needs to be devised; the transmitter and receiver need

to follow each other in parallel so that at least two different points on a target can
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be checked or the entire system needs to be portable and maneuverable enough to be

manually scanned across a target.

The detection system needs to be a deployable device, which can be used by security

personnel in a way which will not draw attention to them, so the system needs to be

light weight and portable. It also needs to be easy to operate.

The VNA provides relatively slow data acquisition, moving to a 75 to 110 GHz, but

super-heterodyne system will give high speed data acquisition.

Once the detection system is functioning reliably then the next stage is field testing.

This is when the user interface and ease of operation will be tested and refined.

The standoff distance can be increased by using a larger lens or going to a higher

frequency, as discussed above.

Multiple detectors could be useful in two ways; the system currently uses one po-

larisation only, the co-polarisation. If another receiver were added then the crossed-

polarisation can also be used. This is useful for detecting metallic objects and explosives

containing shrapnel. Explosives containing no metallic fragments produce a very small

response in the crossed polarisation to the transmitter, so this isn’t used to detect

explosives only.
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Chapter 11

Summary

The basic function of a radar is to detect a target and determine its range, in concealed

explosives detection classification of target (threat or non-threat) is sort, i.e. determin-

ing if the target is a threat or not. The operation of the radar system is to transmit a

continuous wave signal and receive the reflection from the target. The reflected radar

waveform contains information encoded into the frequency domain by amplitude mod-

ulation resulting from interference effects from the depth of any explosive (dielectric)

present. The range to the target can also be found from data in the time domain. The

motivation for this project was to detect concealed explosives from their radar signa-

ture and distinguish them from other objects normally carried by people, these other

objects are known as pocket clutter (Hausner & West, 2007). The detector needed to

operate at a standoff distance so that targets could be checked for explosives without

their knowledge. A standoff distance in this case is around ten metres.

The Inverse Fast Fourier Transform can be used to convert from frequency to time

domain, using the time domain has the advantage of being able to extract the time of

flight or distance to the target.

Time-domain data from radar reflections has been collected from subjects carrying

simulated explosives vests and those not. This data has been pre-processed and pre-

sented to a feed forward back propagation neural network which was trained and then

tested on new previously unseen data. The data are sorted and aligned to a reference
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distance (the body) in order to significantly improve the results. Aligning the data

removes the effect of the persons movement.

A signal processing algorithm has been developed and used to take real-time data

from the Vector Network Analyser (VNA) and to train the neural network with it.

A VNA is a continuous wave (CW) transmitter which can be swept in frequency and

simultaneously used as a receiver on a different port. It can be used to send data to

an external computer for further processing.

The trained network can be saved and recalled for testing, so that the network does

not have to be trained before each test (Math-Works, 2009). Matlab is used because

it has built in routines that allow neural networks to be created quickly and data to

be easily formatted as training data for the neural network.

A practical system including focusing optics has been designed and manufactured

for frequencies centred on an atmospheric window around 94GHz to focus a millimetre

wave beam at a stand-off distance up to 7 metres. This design forms the basis of a

prototype detector system that could be deployed in the field. The lenses and other

components were modelled using COMSOL (2009) and a ray-tracing software package

(Lambda-Research, 2005). COMSOL (2009) is a finite element analysis software pack-

age which allows you to draw your model, specify the physics involved and then solve

and post-process the results.

Future work for this project will include improving the sweep time so that real-time

data can be collected and the development of a prototype deployable system which can

be field tested.

The objective of designing a transmitting and receiving system for significant stand

off distances and to be able to detect the presence of a potential threat is well under

way. It will be developed further into a deployable system.
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ABSTRACT 

Millimetre waves in the range 20 to 110 GHz have been used to detect the presence and thickness of dielectric materials, 
such as explosives, by measuring the frequency response of the return signal. Interference between the reflected signals 
from the front and back surfaces of the dielectric provides a characteristic frequency variation in the return signal, which 
may be processed to yield its optical depth [Bowring et al, Meas. Sci. Technol. 19, 024004 (2008)]. The depth resolution 
depends on the sweep bandwidth, which is typically 10 to 30 GHz. By using super-heterodyne detection the range of the 
object can also be determined, which enables a signal from a target, such as a suicide bomber to be extracted from 
background clutter. Using millimetre wave optics only a small area of the target is illuminated at a time, thus reducing 
interference from different parts of a human target. Results are presented for simulated explosive materials with water or 
human backing at stand-off distances. A method of data analysis that involves pattern recognition enables effective 
differentiation of target types. 
 
Keywords: FMCWR, Millimetre waves, Explosives, Drugs, Standoff detection. 
 
*n.bowring@mmu.ac.uk phone +44 161 247 6271; fax +44 161 247 1633; www.mmu.ac.uk 
 
 

1. INTRODUCTION 
The increasing incidence of terrorist activity and in particular so called “suicide bombers” has heightened the need 
amongst security services for instrumentation to detect weapons and explosive devices at standoff distances. Unlike the 
case of handguns and “fragmentation” devices where the weapon contains a significant amount of metal giving a clear 
radar signature, some plastic explosive devices consist mainly of dielectric material and different identification 
techniques need to be employed. A promising technique to detect dielectric layers by wide band frequency scanned radar 
has been reported previously by us [1, 2]. This has been further developed and this work will be described in this paper. 
 
After a review of currently available techniques for remotely detecting dielectric material such as explosives, drugs or 
contraband concealed on the person and the desired features of an operational device, the principles of our method are 
described.  An outline of several practical systems using frequency scanned millimeter waves is given and representative 
results presented.  Methods of data analysis including use of artificial neural networks (ANN) are described and 
assessed.  
 

2. CURRENT TECHNIQUES 
The detailed requirements of a detection system depends on the specific operational circumstances under which it is 
being deployed, however a number of desirable representative features may be identified when surveying the literature: 
 

(a) The ability to work at a distance from the subject, 
(b) A fast response time, comparable with video refresh rates for example, 
(c) The use of a frequency band that penetrates normal clothing, 
(d) Ability to work outside in an uncontrolled environment. 
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2.1 Passive microwave imaging 

Passive imaging relies on picking up the microwave emission from the subject using a sensitive wideband receiver or 
detector array. This radiation has two components: the natural thermal radiation from the subject, which depends on the 
temperature and emissivity of the surface and reflected radiation from the sky or internal lighting, which varies with 
surface reflectivity. By scanning the direction of the collected beam an image of the subject can be built up and displayed 
to the operator. A concealed dielectric slab attached to the body may become visible due to its different temperature, 
emissivity or reflectivity compared to the surrounding clear body area. Published work [3-5] shows that under optimum 
conditions explosive materials can be detected by this method, though the articles state that it can have some operational 
difficulties: 

(a) The signal contrast from dielectrics can be quite low, 
(b) The image refresh time for  good signal to noise is rather slow, 
(c) Operational performance is sensitive to environment, in particular under outside conditions, 
(d) The instrument requires experienced interpretation by the operator to discern threat features, 
(e) Possible privacy issues in viewing images of subject. 

 
2.2 Active microwave imaging 

With active imaging the subject is illuminated by a usually coherent microwave source and the return signal detected [6-
8].  Coherent detection has a number of advantages by giving high signal to noise and fast image update speeds. Beam 
steering to generate the image can be achieved electronically by synthetic aperture techniques as well as by mechanical 
means. In addition, through measurement of the phase of the return signal, the range may also be determined. Through 
using more than one receiver and appropriate signal processing it is also possible to build up a 3D or holographic image 
of the subject [7-8]. A concealed dielectric slab attached to the body may visible due to its different reflectivity or being 
apparently forward of the surrounding body surface. Under optimum conditions explosive materials can be detected by 
this method, but it can have possible difficulties: 

(a) The signal contrast from dielectrics can still be quite low, 
(b) It still requires experienced interpretation by the operator to discern threat features, 
(c) A single frequency scan can lead to fringing effects which complicate interpretation of the image, 
(d) Possible privacy issues in viewing images of subject, 
(e) Possible safety and legal issues in exposing subjects to microwaves without prior agreement. 

 
2.3 THz spectroscopy and imaging 

The development of sources and detectors operating in the Terahertz region (0.2 to 2 THz) has led to some further 
enhancements in imaging technology [9-12]. The shorter wavelength gives improved spatial resolution at stand-off 
distances leading to more compact systems.  An additional feature available, which becomes possible when a higher 
frequency range is used, is the ability to determine the chemical composition of the target object through its reflection 
spectrum. Absorption at characteristic spectral lines causes the return signal from explosives to vary with frequency in a 
different manner to that of the surrounding body surface. This can be used to overlay the image displayed to the operator 
to indicate areas showing a suspicious chemical signature. However a major obstacle to the employment of higher 
frequencies is the increased absorption of common clothing materials, which seriously attenuates the return signal [13].  
The technology is also less advanced and more costly than at lower frequencies.  
 
It is apparent that though microwave imaging can form a basis of an explosives detection system, alternative methods to 
alert the operator to the presence of suspicious material would however be of considerable value.  Such a method is 
described in the next section. 
 

3. PRINCIPLE OF OPERATION 
The technique uses active scanned mm waves. Consider as in Fig. 1, a plane wave exp{-2πf(t-z/c)}with amplitude ET and 
frequency f incident in the z direction on a parallel slab of dielectric material of thickness d, refractive index n and 
distance L from the transmitter.  The return wave ER consists of reflections R and R' from the front and back faces of the 
dielectric slab.  If the backing material can be approximated as a semi-infinite layer of refractive index n' and multiple 
reflections are neglected, then          
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Fig. 1. Incident plane waves from the left reflect off the front and back faces of the dielectric block of thickness d and 
refractive index n backed by material of refractive index n' and combine at a detector situated near the source. 

 
This shows explicitly the sinusoidal dependence on frequency. The period of the oscillation is proportional to the optical 
depth of the material nd. By Fourier transformation of the recorded signal the position of the peaks gives the optical 
depth of the sample [1-2].  For the application of explosives detection, a significant peak within a band of optical depth 
10-50 mm may be used as an indicator of the presence of a suspicious object. 
 
The above analysis may be generalized to include loss in materials by using a complex refractive index and more 
complicated geometries [1-2].  It may also be noted that equation (1) implicitly contains the range L of the object. In fact 
the return signal may be separated into two factors: a modulation envelope dependent on optical depth nd and a carrier 
wave factor dependent only on L. By measuring the phase of the return signal by using a super-heterodyne or homodyne 
receiver, both factors can be extracted. By digital filtering, the returns from a specific band of ranges may be selected for 
analysis.  Fourier transforming the envelope of the filtered signal leads to the optical depth spectrum for the target area 
only and rejects background objects present at a different range.  
 
The minimum optical depth which may be measured by this technique, depends on the frequency range ∆f swept over by 
the microwave source as fc ∆/ . So wideband sources and detection systems are required with a typical sweep of ~20 
GHz.  However the absolute frequency is not determined by this requirement, so for example 20-40 GHz and 80-100 
GHz would be equally suitable from this respect. 

1 n n' 

L d 

R
R'

ET e-2πf(t-z/c)

ER e-2πf(t+z/c)
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A major consideration when using this technique with a human body as backing, is the complex return signal found from 
reflections from different parts of the torso.  Signals from the arms appear with a different time delay than those from the 
chest and lead to interference effects very similar to the explosives signature. It should be emphasized that this is not an 
imaging technique, so the signal on the detector is a sum from all the targets within the field of view of the receiver. To 
address this problem two approaches have been successfully tried and are described here. 
 
3.1 Spatial selection 

An alternative approach is to restrict the angular aperture of the detector so that it only receives signals from one part of 
the body at a time.  By increasing the frequency and using quasi-optical techniques it is feasible to achieve a small 
enough spot size at stand-off distances.  However, it is important to provide ways to ensure alignment of the mm wave 
beam on the correct part of the target. The precise methods of target tracking such as sensor fusion, are well known and 
therefore outside the scope of this work. 
  
3.2 Range selection 

By using the range information, from for example a vector network analyzer (VNA), it is possible to differentiate 
between signals from different parts of the body. In particular, the earliest response is often from the torso at the position 
of a “suicide vest”.  Noting that taking the complex inverse Fourier transform (iFFT) of equation (1) leads to peaks 
separated in time by 2nd/c.  
 
 )}/2/2(')/2({)( cndcLtfRcLtRfEtE TR −−+−=  (3) 

 
By aligning the time resolved signals with respect to the leading edge of the body response, the presence of a small 
additional response proportional to R ahead of the main reflection R' gives an indication of the presence of the dielectric 
layer. 
 

4. RESULTS 
4.1 Direct detection 

The measurements were taken using the experimental arrangement described previously [10].  Briefly, the output of an 
Agilent E8257D microwave signal generator drives a Millitech AMC-10 times six active frequency multiplier. An Elva 
ZBD-10 mmw diode detector is used to measure the received power and can be preceded a Millitech LNA-10 20dB low 
noise microwave amplifier.  The signal generation system can provide a stepped or continuous frequency sweep in 
100ms from 75 to 110 GHz with an output ~0.1mW. The transmitter horn was placed close to the focus of a 300mm 
diameter, 400mm focal length polyethylene lens both mounted on a steerable rack, which also includes the detector 
assembly. A high gain horn is used to collect the signal from the target area and the detected signal is amplified using a 
current amplifier and digitised synchronously with the sweep using a National Instruments NI6132 data acquisition card. 

Rectangular targets of approximately 25-30mm thickness were made of candle wax, which closely resembles the 
dielectric properties of some plastic explosives and could be evaluated alone, mounted on a water barrel target or 
strapped to the torso of a human target.  The typical results are shown in Fig. 2 and 3. The sinusoidal variation in the 
frequency scan due to the wax slab is also clearly seen when backed by a water barrel or human body.  Clear signals are 
also seen in the Fourier transformed data corresponding to an optical depth around 40mm for the wax targets.  
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Fig. 2. Measured frequency spectrum of signals from a wax block attached to (a) human body and (b) a water barrel. For 

clarity, the “wax alone” signal has been displaced vertically in this and the following figures. 
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Fig. 3. Fourier transformed signals as for Fig. 2 with a wax block attached to (a) human body and (b) a water barrel.  

 

4.2 VNA 

An Agilent E8363B/N4420B VNA is used to provide both the source and detection facilities for a sweep range of 14 to 
40 GHz. This instrument includes a swept source and calibrated super-het detection system. The output power of 2mW is 
several orders of magnitude below the recommended safe exposure limits [13] at the target range. The measurement 
ports are connected directly to K-band square horns by low loss coaxial cables.  The transmitted polarization is 
horizontal and the receiver horns can be aligned either horizontal (Co-pol) or vertical (X-pol). In this instance only Co-
pol measurements are used. The transmitter horn also utilizes a 100mm diameter lens to deliver a loosely focused beam 
to the target area.   
 
The return signal is measured at typically 801 points across the swept frequency range in 200ms and downloaded to the 
PC. The number of points required is determined by the need to provide an unambiguous range determination up to the 
maximum distance of the target. The VNA also provides a real time display of the calculated equivalent time domain 
signal by an internal chirp transform algorithm. 
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Fig. 4 shows some measured VNA responses for the same wax target, alone and backed by a plastic barrel filled with 
water or a human body torso. Time resolved reflections are seen from the front and back surfaces of the wax slab, the 
later being in contact with the front surface of the backing object.  The clearly resolved peaks are separated as expected, 
by the characteristic optical depth of the dielectric, around 40mm. This suggests that time domain signals can provide a 
promising method of identifying the presence of explosives. 
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Fig. 4. Time domain signals measured with a VNA of a wax slab attached (a) body and (b) a water barrel showing the 
reflections from the front and back surfaces of the dielectric. 

 

However under practical conditions the visibility of the early pulse is reduced and in addition the backing signal from the 
body is more complex. Fig. 5 shows a compilation of superposed traces obtained with 200 successive sweeps obtained 
from a human body target with and without a wax block attached to the body. When a human target backing is used, the 
wax slab and body typically rotate together in the beam through ±10º.  It will be seen that even with quite modest 
variations in body position, the measured response considerably changes.  

 

 
 

Fig. 5. Superposed time domain signals from 200 successive measurements of (a) body alone and (b) with a wax block 
strapped to the torso.  
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Since the range of the target is continually changing, a method for aligning the signals in time is required. The displayed 
traces in Fig. 5 have been aligned with respect to the time at which the signal first reaches a fixed fraction f of its 
maximum height.  The choice of f depends on the type of signal expected, but should be selected to trigger off the 
leading edge of body response, but not off the earlier dielectric response. A value of 25% has been used here.  

From inspection of Fig. 5, it is apparent that most of the wax signals show a small increasing signal just before the main 
body signal due to the reflections from the wax slab, which is not present when the body alone is present. To reliably 
detect the presence of this signal requires more sophisticated data analysis and this is discussed in the next section. 

 

5. DATA ANALYSIS 
To be able to use this technique to detect explosives with good efficiency requires a data analysis system, which can 
select the characteristic “explosives” signature, but ignore the variability in signal from the “body” part of the target. One 
method of processing, which is able to do this without prior knowledge of this signature, is an artificial neural network 
(ANN). Basically it is a non-linear filter to which the measured signals are supplied as inputs. The outputs of the network 
are the probabilities that a threat is present or not present. To set up the network a training set of measured signals is 
provided containing examples of both threat and non-threat scenarios and the network is optimized such that it gives the 
correct outputs for these examples. A similar trial set of measured signals is then presented to the network and the 
success of the network estimated from the number of correctly assigned outputs with a probability of above 50%. Details 
of the neural network approach used here, is discussed in more depth in [14]. 

It is important to process the data before putting it into the network to make best use of its input range and to reduce 
unnecessary variability of the data, which is not contributing to the desired result. In this case the data is Fourier 
transformed as shown above and in the case of the VNA results also aligned in time. Scaling of the data is also 
important, either globally or individually on each scan so that only the shape is used. 

Table 1 shows the results from a typical training session with the two VNA data sets shown in Fig. 5.  Each data set 
contains 200 independent signals and those used for training are marked by an asterisk. It is apparent that good 
discrimination is found when the other data sets are tested.  

 

Table 1. ANN scores for VNA data files tested on a trained network. A full signal range of 65cm or a selected portion can be 
used for training and testing. Note, since the network outputs must either be “threat” or “no threat”, the scores add up to 
200, which is the total number of scans. 

205-270 cm 205-225 cm only 205-215 cm only Data set 
threat no threat threat no threat threat no threat 

Body only 1 40 160 23 177 11 189 
Body only 2 49 151 38 162 10 190 
Body only 3* 0 200 0 200 7 193 
Body with wax 1 154 46 140 60 113 87 
Body with wax 2 162 38 156 44 193 7 
Body with wax 3* 200 0 200 0 182 18 

 
 
In Table 1, the effect is also shown of truncating the signals used for training and testing. This effectively cuts out more 
of the later signals from the human target and concentrates on the early response from the dielectric. It is apparent that 
this process on the whole improves the performance. 
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As another example, a multiple set of examples similar to those in Fig. 2 were taken using direct detection in the 75-
110GHz.   Either the direct frequency domain or the Fourier transformed version as shown in Fig. 3 can be used as input. 
Better discrimination is achieved using the transformed version. In this case, only 40 samples were used and the 
measurements were done at different target ranges. Each range was trained separately. 
 

Table 2. ANN scores for direct detection 75-110GHz data files tested on a trained network. Note, since the outputs must 
either be “threat” or “no threat”, the scores add up to 40 the total number of scans. 

Optical depth spectrum Frequency spectrum Data set Range 
(m) threat no threat threat no threat 

Body only 1* 0 40 0 40 

Body only 2 13 27 13 27 

Body only 3 14 26 9 31 

Body with wax 1* 40 0 40 0 

Body with wax 2 27 13 33 7 

Body with wax 3 

2 

27 13 25 15 

Body only 1* 0 40 0 40 

Body only 2 14 26 11 29 

Body only 3 9 31 9 31 

Body with wax 1* 40 0 40 0 

Body with wax 2 18 22 33 7 

Body with wax 3 

3 

40 0 36 4 

Body only 1* 0 40 0 40 

Body only 2 11 29 10 30 

Body only 3 13 27 9 31 

Body with wax 1* 40 0 39 1 

Body with wax 2 18 22 24 16 

Body with wax 3 

5 

18 22 23 17 

 

The results are less successful than for the VNA measurements, but some discrimination is seen at least up to 3m range.  
It might be noted that some though reduced discrimination is still seen using the original frequency spectra rather than 
the Fourier transformed or depth spectra. This is probably due to an overall increase in reflected power from the 
dielectric surface. 

Though discrimination scores are not approaching 100%, the confidence may be greatly improved by combining the 
results from repeated measurements. It should be emphasized that though these examples were taken at a repetition rate 
of 2-5 per second, which was limited by the data acquisition software used. Acquisition rates of 20-100 per second are 
readily achievable without significant loss of signal to noise. This would enable multiple signals to be analyzed and the 
results polled within a response time of less than a second.  
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6. CONCLUSIONS 
A technique is presented here which enables dielectric material, such as explosives worn on the body to be identified at 
standoff distances. The results presented here show that a technique based on the interference of reflected millimetre 
waves from the front and back faces of a dielectric block, can be used to detect its presence remotely by using a 
wideband swept source. This method may be implemented using a direct detection of the target signal and Fourier 
transformation of its frequency spectrum and can be achieved at frequencies over 75GHz where microwave optics may 
be used to produce a small spot size, thus simplifying the response from human targets. An alternative approach in which 
the phase of the return signal is also measured, allows the range distribution to be calculated, analysis of which also 
shows up the presence the dielectric layer. An analysis procedure using ANN shows good results in identifying the 
presence of dielectric material worn on the body. 
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ABSTRACT 
 
Active millimetre wave systems, operating at frequencies up to 110 GHz have been used to detect the presence of both 
concealed dielectric and metallic objects at standoff distances. Co- and cross-polarized superheterodyne or direct 
detectors are used to differentiate between metallic and purely dielectric objects. The technique determines the thickness 
of a dielectric target and detects the presence of concealed handguns or fragmentation by utilising the pattern of the 
responses from both the co- and cross-polarized detectors. The returned signals are processed and analysed by an 
artificial neural network, which classifies the responses according to their correspondence to previous training data. 
 
 
 

1. INTRODUCTION 
 

The threats faced by authorities round the world include the effective detection of many types of concealed weapons, 
ranging from handguns through to devices worn by suicide bombers.  An effective method of detecting these types of 
threats in a deployable manner is the subject of this paper and in particular the need for a portable non-imaging system 
is required, for example for use in random checks in an urban environment.  

 
The threat from terrorists has changed recently.  A potential terrorist could be carrying, for example, concealed guns on 
the body or in a bag, or a suicide vest with or without fragmentation.  In this paper, we investigate a general solution to 
these threats. 
 
The use of passive imaging technology in the mm-wave or sub-THz wavebands where the thermal emission of the body 
or illumination by the cold sky is used to form images [1] is the subject of much current research.  These techniques are 
becoming more effective and are being adopted in many indoor environments, particularly airports, and some outdoor 
applications where portability is less of an issue.  The use of imaging is less effective outdoors due to the illumination 
effects described in [1]. 
 
Where guns or knives are concerned, one approach that seems to offer long term promise in terms of a generally aspect 
independent technique, where the position of the gun is less important, is based on extracting the Late Time Response 
(LTR) of these reasonably large objects in response to a short or chirped pulse.  This technique is well described in the 
literature [2,3,4].  However the approach of collecting and analysing the transient response of the target presents 
problems when that target has a small conducting surface from which surface currents can radiate and the illuminating 
pulse power is limited, as shown by the work of Novak and Gashinova[5,6], who use Vector Network Analysers in Time 
Domain Reflectometry mode in an attempt to determine the pulsed response of handguns in the band 26-40 GHz using, 
particularly, the LTR.  The effectiveness of any target identification system is based on the aspect invariance of the 
information gathered and the ability to then determine the presence or not of a target item.  This aspect independence is 
only present in the late time transients in the form of exponentially decaying sinusoidal EM fields in the time domain 
radiated from the objects surface, although the amplitude of these late time responses are extremely small.  The 
parameters extracted are the complex resonant frequencies that make up these decaying oscillations, these have the 
desired aspect invariance.  These effects however are strongest when the wavelength of the illuminating radiation 
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approaches the size of the object [7] making its potential for deployable systems limited by the physical size of the 
antennas required, although this does not preclude its deployment in fixed situations.   
 
In this paper we present techniques based on UWB radar and Early Time Responses (ETR), which detect the presence 
of concealed guns or explosive materials at standoff distances.  For explosives we have made improvements on a 
previously presented method [8,9] based on multiple reflections from the front and back surfaces of the dielectric 
material. For guns and fragmentation devices the polarisation rotation of the return signal is utilised to distinguish metal 
objects from the background signal reflected from the human body. 
 
We have used a neural network to learn typical range dependent responses from the weapons after some degree of pre-
processing and alignment of the returned signals and the neural network is trained on representative sets of data from 
backgrounds, i.e. the body alone, and the body plus the gun in various orientations.  Some techniques to optimise the 
performance of these networks are described. 
 

2. DETECTION OF THIN DIELECTRIC LAYERS WITHOUT FRAGMENTATION 
The technique outlined here relies on the use of a wide band swept millimetre waves, in conjunction with a co-polarised 
superheterodyne detector.  Consider as in Fig. 1, a plane wave exp{-2πf(t-z/c)}with amplitude ET and frequency f 
incident in the z direction on a parallel slab of dielectric material of thickness d, refractive index n and distance L from 
the transmitter.  The return wave ER consists of reflections R and R' from the front and back faces of the dielectric slab.  
If the backing material can be approximated as a semi-infinite layer of refractive index n' and multiple reflections are 
neglected, then          
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front and back faces gives rise to frequency-dependent interference between the two signals. If the return signal is 
measured by a square law detector, such as a diode, then the return signal can written as: 
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Fig. 1. Incident plane waves from the left reflect off the front and back faces of the dielectric block of thickness d and 
refractive index n backed by material of refractive index n' and combine at a detector situated near the source. 
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This shows explicitly the sinusoidal dependence on frequency. The period of the oscillation is proportional to the 
optical depth of the material nd. By Fourier transformation of the recorded signal the position of the peaks gives the 
optical depth of the sample [8,9].  For the application of explosives detection, a significant peak within a band of optical 
depth 10-50 mm may be used as an indicator of the presence of a suspicious object.  The signal processing steps 
described in this section below make use of the relative invariance in the depth of this layer to identify suicide type 
devices. 
 
It may also be noted that equation (1) implicitly contains the range L of the object. By measuring the phase of the return 
signal by using a super-heterodyne or homodyne receiver, both the range and the thickness of the dielectric layer may 
be determined, which enables background objects present at a different range to be rejected.  
 
The minimum optical depth which may be measured by this technique, depends on the frequency range Δf swept over 
by the microwave source as fc Δ/ . So wideband sources and detection systems are required with a typical sweep of 
~20 GHz.  However the absolute frequency is not determined by this requirement, so for example 20-40 GHz and 80-
100 GHz would be equally suitable from this respect. 
 
A major consideration, when using this technique with a human body as backing, is the complex return signal found 
from reflections from different parts of the torso.  Signals from the arms appear with a different time delay than those 
from the chest and lead to interference effects very similar to the explosives signature. It should be emphasized that this 
is not an imaging technique, so the signal on the detector is a sum from all the targets within the field of view of the 
receiver. To address this problem two approaches have been successfully tried and are described here. 
 
2.1 Spatial selection 

An approach is to restrict the angular aperture of the detector so that it only receives signals from one part of the body at 
a time.  By increasing the frequency and using quasi-optical techniques it is feasible to achieve a small enough spot size 
at stand-off distances.  However, it is important to provide ways to ensure alignment of the mm-wave beam on the 
correct part of the target. The precise methods of target tracking such as sensor fusion, are well known and therefore 
outside the scope of this work. 
  
2.2 Range selection 

 
By utilizing the range information, from a super-heterodyne type receiver or a vector network analyzer (VNA), it is 
possible to differentiate between signals from different parts of the body. In particular, the earliest response is often 
from the torso at the position of a “suicide vest”.  Noting that taking the complex inverse Fourier transform (iFFT) of 
equation (1) leads to peaks separated in time by 2nd/c.  
 
 )}/2/2(')/2({)( cndcLtfRcLtRfEtE TR −−+−=  (3) 

 
It is the aim of the technique outlined below to optimally align the time resolved signals with respect to the leading edge 
of the body response, such that the presence of a small additional response proportional to R ahead of the main 
reflection R' gives an indication of the presence of the dielectric layer. 
 
For the data presented in this section, 200 wide band sweeps in the range 14 to 40 GHz were acquired from the co-
polarised detector, while the target was actively illuminated at the same swept wavelength.  This is to build up a 
representative data sample of a target moving around in the beam. The complex data set was transformed into the time 
domain using the Inverse Fourier Transform (IFFT), producing a plot of amplitude against optical depth against sweeps.  
The data is then range gated to eliminate responses other than those from the target.  Small variations in the data are 
reduced using a 3 by 3 averaging filter applied to the two dimensional data set.   
 
A crucial step in the data analysis is then to re-order according to optical depth, with the aims of grouping together 
similar responses and hence removing the time dependent behaviour of the target, which tends to be chaotic.  The data 
is reordered by maximum cross-correlation coefficient, both to move similar data sets together, and to align the time 
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dependent responses according to maximum similarity.  Since the predominant return is from the body, this has the 
practical effect of aligning the responses with respect to the front surface of the torso, in a manner derived from that 
presented in [9]. The data is then sorted by amplitude in the direction of the sweeps. 
 
Figure 2 shows the results of these signal processing steps on two data sets, the first of the body alone and the second 
from the body wearing a concealed suicide vest.  Figure 2 (left) shows the unprocessed optical depth response, over 200 
sweeps, of a person moving around in a beam.   Figure 2 (right) shows the result of applying the smoothing, correlation 
and sorting steps outlined above.  It is evident from figure 2 that there is no dielectric layer, whereas on figure 3, the 
response from the front of the dielectric layer, of approximately 2 cm in depth, strapped to the torso can be clearly seen 
before and after processing. 
 

 
 

Fig.2. A 2D representation of the time domain signals from 200 successive measurements of the body alone, pre and post 
processing with cross-correlation and subsequent sorting. 

 

Figure 3.  A 2D representation of the time domain signals from 200 successive measurements of a body with a wax block 
strapped to the torso, pre and post processing. The addition reflection caused by a layer of dielectric can clearly be seen.  

Proc. of SPIE Vol. 7309  73090H-4

Downloaded from SPIE Digital Library on 15 Dec 2009 to 130.88.237.106. Terms of Use:  http://spiedl.org/terms



120-

100-

80-

60-

4U -

20-

S02

- fiticuF1

r--IC I I I I

20 4L1 60 8 1LILI 120 140 160

120

10111

bLI

40

2[i

U

0 20 4L 80 100 120 1441 140

 
The data is normalised to 256 data points to present the subsequent Gaussian fitting routine with consistent inputs.  This 
is repeated for four data sets, alternating threat and non-threat.  The mean is calculated across a proportion of the 
sweeps (e.g. the strongest 25%).   The final two steps involve: 
 
Step 1 – Fitting the average of the strongest responses with up to four Gaussian peaks.  Four peaks have been chosen as 
this empirically gives a reasonable fit to the responses.  The amplitude, position, and width are determined using a non-
linear optimisation process to find the lowest chi-squared value. 
 
Step 2.  The 12 parameters extracted from the fitting process are sorted according to amplitude.  A back propagation 
neural network classifier is then trained on typical responses from targets with and without concealed dielectric layers.   
 
Figure 4 below shows typical responses from an averaged, correlated and sorted data set. The left hand figure is that of 
a body alone, whereas the right hand figure demonstrates the response from a dielectric layer set in front of the body.  

 
Fig.  4.  Averaged responses from a body alone (left) and a body with a concealed dielectric layer (right).  The result of 

fitting four Gaussian peaks is presented using the solid line.   
 
The results presented in the following table are representative outputs from the neural network.  A pre-trained network 
is presented with eight sets of 'threat' data and eight sets of eight sets of 'non-threat' data.  A standard back propagation 
network with 24 inputs, XYY hidden nodes and a single linear output node was used.  Non-linear tansig neurons were 
used for the hidden and input nodes, whereas a linear output neuron was used in order to give an indication of the 
closeness of the match with a previous training profile.  An output of 1 indicates a probable threat.  A suicide type vest 
consisting of 2 cm thick dielectric slabs of irregular shape was used for the trial. 
 

Table 1.  The results of a trial of twenty data acquisition runs from a human target alone, or the same target wearing a 
concealed vest containing 2 cm thick slabs of dielectric. 

 
Data  Result Correct? 

Wax + body 1  0.8629 Y  

Body 1  0.6324 N  

Wax + body 2  0.6900 Y  

Body 2  0.1114 Y  
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Wax + body 3  0.8649 Y  

Body 3  0.1081 Y  

Wax + body 4  0.8664 Y  

Body 4  0.1186 Y  

Wax + body 5  0.8910 Y  

Body 5  0.2163 Y  

Wax + body 8  0.9450 Y  

Body 8  0.1055 Y  

Wax + body 9 0.9153 Y  

Body 9 0.1064 Y  

Wax + body 10 0.8334 Y  

Body 10 0.1058 Y  

 
 

3. DETECTION OF GUNS AND FRAGMENTATION DEVICES 
 
The experimental system is as used previously [9,10], consisting of an Agilent E8363B/N4420B VNA with horn 
transmitter and detector, but with an additional receiver horn orientated cross-polar to the transmitter.  Numerical 
simulations and practical measurements show that the received signal from complex metal objects such as guns exhibits 
a much greater cross-polar component than from smooth reflectors such as the human body [10].  
 
Figure 5 shows a representative set of signals obtained with a human body target carrying a gun, wearing a wax block 
and neither.  The signals as a function of range have been aligned to the channel where the co-polar signal first reaches 
50% of the maximum signal, i.e. at the surface of the body.  Only the 30 channels in front of the body are retained and 
in the case of the cross-polar also the 20 after, giving a total of 80 channels for input to the network.  Inspection of 
Figure 5 shows that a stronger signal (darker colour) is obtained in the cross-polar when the weapon is present.  A 
strong signal is also obtained in the co-polar when the wax is in front of the body surface.   
 
Unlike the analysis in the previous section each sample is fed directly to the network without averaging and a decision 
is made on each one.  The network has three mutually exclusive outputs, corresponding to “no threat”, “explosives 
threat” or “gun threat”.  The network has one hidden layer of m nodes and is optimised by back-correction.  In Table 2 
the results of training sets of 150 samples are given.  The scores are given for a network trained on the first two sets of 
data. In this case only examples with a gun threat are used.  This is extended in Table 3 where examples including an 
“explosives threat” (wax block) are also included.  In both cases reasonable distinction between the threat types is 
achieved, however to try to improve this performance various modifications to the network were investigated. 
 
For this example, 1100 training samples were used and the network tested on a similar 1156 samples.  The Error Rate is 
defined as the fraction of samples wrongly categorised by the trained network.  Normally the networks are trained for 
sufficient number of epochs such that the error rate no longer decreases (typically 100). 
 

Table 2  Results of network training on sets of 150 samples taken from the data set to distinguish between gun threat and no 
threat (*indicates training sets) and the effect of applying a 90% “confidence” filter or “context” input. 

 
 All results 90% confidence filter Using 3 sample “context” input 
 Gun No threat Gun No threat Gun No threat 
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Body  1 * 5 145 5 144 0 150 
Body & gun 1 * 148 2 144 2 150 0 
Body  2 39 111 33 109 30 120 
Body & gun 2 112 38 107 38 140 10 
Body  3 47 103 45 100 37 112 
Body & gun 3 122 28 121 26 139 11 
Body  4 40 110 38 108 12 138 
Body & gun 4 126 24 124 18 143 7 

 
Table 3 Results for training to identify gun and explosive threats simultaneously and the effect of “context” by inputting 3 
samples simultaneously. 

 
 Each sample input separately Using 3 sample “context” input 
 Gun No threat Explosives Gun No threat Explosives 
Body  1 * 2 148 0 0 150 0 
Body & gun 1 * 145 3 2 150 0 0 
Body & Expl. 1 * 6 2 142 0 0 150 
Body  2 55 78 17 55 88 7 
Body & gun 2 121 18 11 135 5 10 
Body & Expl. 2 26 38 86 20 22 108 
Body  3 55 76 19 74 69 7 
Body & gun 3 122 24 4 123 19 8 
Body & Expl. 3 38 27 85 33 13 104 
Body  4 16 94 40 30 88 32 
Body & gun 4 122 21 7 135 10 15 
Body & Expl. 4 31 20 99 6 15 129 

 
In Figure 6 the error rate is shown as a function of nodes m on the hidden layer.  Increasing the number nodes improves 
the ability of the network to reproduce the training set and the error rate falls.  However when the network is tested on a 
new unseen set of data, the error rate is almost independent of m for values above 3.  This indicates that the network is 
responding to only a small number of features within the data. 
 
Grouping the data input into a fewer number of separate channels (i.e. binning the data) has some advantage in 
optimising network performance.  The effect of reducing to 10 channels by grouping and averaging 8 adjacent channels 
is also shown on the left of Figure 6.  Note that though the ability of the network to reproduce the training set is less 
effective, the performance on the unseen set is significantly improved.  This suggests that filtering the data input 
decreases the complexity of the network and improves its performance if only a few features are required to make a 
decision. 
 
Another option is to input information as to the change of samples in time or sample “context”.  Instead of inputting the 
samples singly, a composite sample consisting three successive samples is presented in one go.  The error rate is now 
calculated for the composite samples.  The results shown on the right in Figure 6 show a marked improvement on the 
test samples (see also Tables 2 and 3).  However, if instead of composite samples, the average of three successive 
samples is used, then very similar results are also obtained.  This suggests that the major effect is the reduction of 
variability in the sample set by averaging.  Even though the system noise of the detection system is not significant, the 
variable reflections from the target are behaving as random noise and can be reduced by averaging whilst preserving 
some of the features relevant to making the threat decision. 
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Fig. 5.  Greyscale representation of 520 return signals from a human target at 2m range; signals 1-110 are carrying a gun 
and 400-520 wearing a 20mm layer of explosive stimulant (wax).  Range channels 1-30 are from the Co-polar horn 
and 31-80 from the Cross-polar horn. 
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Fig. 6.  The error rate is shown as a function of number of hidden layer nodes m for training and testing data segments treated 
as 10 or 80 channel input.  On the right is the behaviour when three samples are added at the same time showing the 
effect of “context” or averaging. 
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Fig. 7.  Reduction of error rate when network outputs with a confidence less than the value shown are rejected.  On the left 
the variation in error rate with training epochs is shown for different confidence levels and on the right as a function of the 
fraction rejected.  Results are presented for single presentation of samples, composite samples for “context” and averages 
of three successive samples. 

 
A number of other network features have been also been explored including different neurons (“tansig” or “logsig”) and 
training conditions, but another technique which has proved useful, is to estimate the confidence in the network 
decision.  The analogue output of the network is between 0 and 1 and gives an indication of the “confidence” of the 
network in the decision made.  If only decisions with a confidence greater than a certain threshold level are retained 
then a reduction in error rate is achievable, but at the expense of throughput.  This is illustrated in Figure 7.  It might be 
noted that this improvement is most noticeable when the network is lightly trained, i.e. fewer training epochs.  More 
extensive training tends to lead to a distribution of outputs more polarised towards the extreme values of 0 and 1.  
 
In summary, we have shown that the performance of a simple neural network can be improved by a combination of data 
selection and output filtering to reduce the error rate n this example from over 30% to under 15%.  In practice, multiple 
decisions from successive samples would be polled and an alarm signalled after the number of threat decisions reaches 
a threshold level.  With modern data acquisition and processing the collection and testing of 100 samples could be 
completed within a fraction of a second, enabling significant polling of signals before an alarm is passed on to the user. 
 

4. CONCLUSIONS AND FUTURE WORK 
 

The results of a simple laboratory system using UWB radar have demonstrated the ability to detect concealed handguns 
and explosive materials worn on a human target.  The use of a range of signal processing techniques, including cross 
correlation, non-linear least squares fitting and the subsequent application of artificial neural networks has been shown 
to be effective at categorising targets in terms of type of threat and various techniques for enhancing performance have 
been presented.   
 
The results presented were taken using a commercial VNA system working from 14–40 GHz, which limited the 
standoff range used (2m).  This can be significantly increased by going to higher frequencies, for example 75–110GHz, 
where quasi-optical techniques can be used.  
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Concealed Weapons Detection

Sarah Smith

Abstract

• Standoff detection of concealed explosives.

• Measure the optical depth of the explosive.

• Data analysis using neural networks.

• Results from simulated explosives.

• Summary



28/09/2010

2

Passive Imaging vs. Active 

Detection

• There is a requirement for a 

detection system which will 

detect explosives on a 

person out in the street or 

other open area.

• Passive systems work at 

close range and suffer from 

problems with contrast due 

to the sky temperature.

• Privacy issues with imaging 

people.

R. Appleby. Passive millimetre-wave imaging and how it 
differs from terahertz imaging. Royal Society of London 
Transactions Series A,, 362(1815):379
393, 2004.

Concealed Weapons Detection

• Millimetre wavelengths can be used to detect 

explosives hidden under clothing.

• Data from a Vector Network Analyser (VNA) can be 

used to train a neural network which will then 

classify the subject under test as a threat or not a 

threat.

• A VNA is both a transmitter and receiver of 

microwave or millimetre wave radiation

• We use paraffin wax as a simulant, as it has similar 

dielectric properties to explosives. 
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How do we ‘deliver’ millimetre wave radiation to the 

target?

Answer: Millimetre wave lenses

• This slide shows a pair 

of millimetre wave 

lenses designed to focus 

a beam at a standoff 

distance of 10 metres.

• The lenses are 30cm 

diameter and form a 

focal spot of 13cm at 10 

metres operating at 

94GHz.

Millimetre wave optics vs. light

• Millimetre waves are approaching the 

wavelength of light so can be thought of as 

behaving in a similar way. This Quasi-optical 

region is described by Gaussian Optics.

• http://en.wikipedia.org/wiki/Gaussian_beam
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COMSOL model of lens

Optical depth

• Optical depth is a property of materials which 

is their thickness multiplied by their refractive 

index.

• When wax is held in front of the body, two 

peaks are obtained from the Fourier 

transformed reflections. The first one is from 

the wax and the second from the body.
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Data Analysis

• The reflections have a 

sinusoidal dependence 

on frequency, the 

optical depth of the 

material, nd is 

proportional to the 

period of oscillation.

• This sinusoid is Fourier 

transformed to show 

optical depth.D. A. Andrews, N. D. Rezgui, S. E. Smith, N. Bowring, M. 
Southgate,
and J. G. Baker. Detection of concealed explosives at stand-off 
distances using wide band
swept millimetre waves. Volume 7117, page 71170J. SPIE, 2008.

Direct Detection Data

• Fourier transforming the 

received signal gives the 

optical depth of the 

explosives (or other 

dielectric) under test.

• Optical depth = depth x 

refractive index material

• FFT peak at optical depth 

127mm, refractive index of 

wax = 1.51*, gives a depth 

of 84mm. Width of wax 

block 80mm.
*MISCELLANEOUS DATA ON MATERIALS FOR MILLIMETRE AND 
SUBMILLIMETRE OPTICS
James W. Lamb
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Methods

• Frequency is swept from 14 

to 40 GHz.

• The VNA (vector network 

analyser) is used to 

transmit a signal which 

reflects from the front 

surface of the wax and 

passes through the wax and 

reflects from the back 

surface. 

•These reflections 

add together and 

are received by the 

other port of the 

VNA.

Wax block from VNA data

A dielectric 
layer shows 
up as an 
additional 
reflection of 
generally 
constant  
position in 
front of the 
body.

Reflections from 
body/water barrel

Reflections from 
front surface of 
explosives simulant

Multiple 
sweeps
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Data from an on-body target

Fourier 
transformed 
data vs. Optical 
depth vs. 
Sweep number

Explosive layer 
not apparent in 
unprocessed 
data

Number 
of 
sweeps

Distance

Processing steps

• Align the responses by using the strongest 

reflections, or by correlation of different data 

sets

• Smooth irregularities caused by movement 

and ‘glint’

• Sort according to strength of response
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Response from 
torso

Response from body-worn 
dielectric layer 

Person wearing concealed dielectric layer

No concealed dielectric layer
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Simulated explosive (wax) + body  

– training data

0 20 40 60 80 100 120 140 160
0

20

40

60

80

100

120

140

160

 

 

S01
S02
fit 1
fit 1 copy 1

• Gaussian curves are 

then fitted to the data 

using Matlab’s curve 

fitting toolbox. The 

red curve shows wax + 

body and the blue 

curve shows the body 

only.

Data Result Correct?

Wax + body 1 0.8629 Y

Body 1 0.6324 N

Wax + body 2 0.6900 Y

Body 2 0.1114 Y

Wax + body 3 0.8649 Y

Body 3 0.1081 Y

Wax + body 4 0.8664 Y

Body 4 0.1186 Y

Wax + body 5 0.8910 Y

Body 5 0.2163 Y

Wax + body 8 0.9450 Y

Body 8 0.1055 Y

Wax + body 9 0.9153 Y

Body 9 0.1064 Y

Wax + body 10 0.8334 Y

Body 10 0.1058 Y

• The neural network 

is tested by 

presenting it with 

new data formatted 

in the same way as 

the training data. 
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Summary

• Millimetre wavelengths can be used to detect 

explosives hidden under clothing at a standoff 

distance.

• This data is collected with a VNA.

• A neural network is used to classify it as a 

threat or not a threat.

• The data is correlated and sorted so that it is 

clear when there is a threat present and when 

there is not.



12.4 Poster

Poster displayed in Department of Engineering and Technology, MMU, June 2008.
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A Review of Nonimaging Stand-Off Concealed 
Threat Detection with Millimeter-Wave Radar
■ Stuart William Harmer, Nicholas Bowring, David Andrews, 
Nacer Ddine Rezgui, Matthew Southgate, and Sarah Smith 

There is now, more than ever before, a need for 
technologies that enable the screening of people 
from a distance. A wide variety of weapons can 

be easily concealed under clothing and carried into 
crowded public sites to target national infrastructure, 
spread fear, and infl ict mass murder and casualties. 
The most feared and devastating terrorist weapon is 
the suicide bomb or person borne improvised explo-
sive device (PBIED). Such devices are relatively simple 

to conceal on the body, and successful detection is re-
quired at considerable distance or stand-off range be-
fore the bomber reaches the target area. 

Current electromagnetic screening technologies, 
such as metal detectors, explosive trace detection, and 
x-ray backscatter are very restricted in the coverage, 
stand-off capability, flexibility, and efficacy they afford. 
Perhaps the most widely known of these technologies 
is millimeter-wave or submillimeter-wave imaging [1]–
[7], where millimeter-wave images are interpreted by a 
trained human operator or by computer algorithm to 
ascertain the presence or absence of concealed threats. 
Millimeter-wave imaging is certainly the most com-
monly employed technique for stand-off detection of 
concealed threats.

A prerequisite of a screening system based on imag-
ing is the ability to form an image in which there exists 
a contrast between concealed items and the human 
body. This condition requires that the portion of the 
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electromagnetic spectrum utilized for image forma-
tion is not significantly attenuated by standard cloth-
ing and textiles and also that the objects to be resolved 
have physical properties, temperature, emissivity, 
reflectance, etc., which are different from that of the 
human body to provide contrast in the formed image. 
Also important is that the image formed has sufficient 
spatial detail so that the shape of the object can be rec-
ognized sufficiently well for the identification of con-
cealed objects to be made, for example, to enable the 
user to discriminate between a benign object, such as a 
mobile phone handset, and a handgun. The only por-
tion of the electromagnetic spectrum where these con-
ditions are readily met is in the millimeter-wave and 
submillimeter-wave region. In this region, imaging 
systems with sufficiently high spatial resolution can 
be realized using the comparably small antenna sizes 
needed for a practical and deployable system.

The science of millimeter-wave imaging is based 
on spatially mapping the distribution of radiometric 
contrast in a scene. For passive imaging, this contrast 
is a function of the temperature and emissivity dis-
tribution of the scene and the reflectance distribution 
within the scene [8]. In an outdoor environment, the 
apparent temperature of the sky is very different from 
the human body temperature and, therefore, climactic 
conditions contribute significantly to the quality of the 
image formed. Active millimeter-wave imaging uses 
artificially generated radiation to illuminate the scene. 
Here the formed image is dominated by the scene’s 
reflectance distribution, which is sensitive to the ori-
entation of reflecting surfaces and their diffusivity and 
specular reflections. This gives rise to areas of high 
brightness, known as “glinting,” which can plague the 
active methods [9]. Recently, there has been interest in 
combining passive and active millimeter-wave imag-
ing techniques to improve imaging capability [10] and 
in making use of the different polarizing effect of con-
cealed items from that of the human body to enhance 
discrimination [11]–[13].

Millimeter-wave imaging has limitations, some of 
which are best described by quasi-optical analysis, in 
that the imagery and the figures of merit of that imagery 
can be described in a similar way to those used to char-
acterize the performance of an optical or infrared image 
capture system. There are two main limitations to the 
image quality obtainable from millimeter-wave imaging 
systems: spatial resolution and radiometric sensitivity. 
Spatial resolution characterizes the smallest features of 
the scene that can be resolved in the image. For a given 
frequency band of operation (millimeter-wave radia-
tion is the band occupied from 30 GHz to 300 GHz) and 
camera aperture size, the smallest feature in the object 
resolvable in the image will scale linearly with range. At 
long ranges, the image resolution will be much poorer 
than for the same target closer in. Spatial resolution of 
several millimeters is typically attainable at a range of 

3 m with a good, passive millimeter imaging system. 
Spatial resolution is limited by the frequency band that 
the millimeter-wave camera operates over, where higher 
frequency bands give finer resolution and the aperture 
size of the optical components of the imaging system are 
reduced. The aperture size of the receiver elements that 
comprise the sensitive area for signal detection is also 
important for determining the spatial resolution of the 
camera, however, a reduction in size of these indefinitely 
does not improve resolution beyond the diffraction limit 
set by the system’s aperture. Sensitivity is determined by 
receiver noise, the receiver collection area, and the dwell 
time of the camera. Optical aperture and the receiver 
aperture are typically matched to give the largest receiver 
aperture possible while keeping the system diffraction 
limited by the optical aperture of the system. This is done 
to maximize sensitivity of the receiver while not degrad-
ing spatial resolution. Integration or dwell time is limited 
by the need for real-time video frame rate capture, how-
ever, the intensity of natural emission from the human 
body in the millimeter region is very low compared 
with that in the infrared spectrum (about two orders 
of magnitude fewer photons emitted per unit area per 
unit time). Accordingly, dwell times need to be longer 
for low-noise millimeter-wave imagery than is required 
for thermal imagery, although this disadvantage is off-
set by the fact that millimeter-wave receivers have better 
thermal noise performance than their infrared counter-
parts. Typical noise levels in a state-of-the-art passive 
millimeter-wave imaging system are approximately 
equivalent to a 0.4 K temperature differential, limiting 
contrast to this level. Existing millimeter-wave imaging 
systems periodically sample different solid angles of the 
total field of view, building up the entire scene by scan-
ning and overlapping these smaller angl ed samples. This 
can be done with a single receiving channel by scanning 
the directional pattern of receiving antenna, modified 
by the addition of refractive or reflective quasi-optical 
elements across the two dimensions of the scene or by 
using multiple receiver channels and scanning spatially, 
thus building up multiple image pixels at every scan-
ning position. Scanning millimeter-wave cameras have 
low frame rates and strict requirements are imposed by 
the mechanical scanning of the beam steering optics. The 
operation of scanning can be made redundant if a suffi-
cient number of receiver channels are used such that the 

Current electromagnetic screening 
technologies, such as metal detectors, 
explosive trace detection, and x-ray 
backscatter are very restricted in 
the coverage, stand-off capability, 
flexibility, and efficacy they afford.
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required field of view can be met solely by the total view-
ing angle obtained. This approach is identical in concept 
to the focal plane arrays that are used to capture images 
in the optical and infrared bands of the electromagnetic 
spectrum. The disadvantages of such systems include 
the difficulty of positioning a large number of receiver 
channels in the focal plane of the antenna, problems aris-
ing in constructing arrays with spatially overlapping 
beams, and the very high total cost of the systems, which 
is dominated by the increased number of receiver chan-
nels required to achieve the required field of view. Mil-
limeter-wave imaging is a very well understood, highly 
developed and mature technology and improvements in 
performance will now come at a high cost, both finan-
cially and in development time. 

Millimeter-Wave Radar
A promising alternative method of concealed threat 
detection is to avoid image formation altogether and 
the restrictions that an imaging approach imposes, the 
greatest of which are those of limited spatial resolu-
tion and scene contrast, making interpretation and 
identification of concealed objects by millimeter-wave 
imaging difficult and often unreliable. But the essen-
tial ability of millimeter-wave radiation to penetrate 
clothing and gather information on concealed objects 
must be retained. A millimeter-wave radar system has 
the ability to probe objects concealed under clothing 
with identification of those objects being carried out by 
analysis of the scattered radar return [14]–[22]. This has 
distinct advantages over imagery.

 • Interpretation of millimeter-wave imagery is 
difficult and does not lend itself well to autono-
mous decision making, whereas interpretation 
of scattered radar returns can, for certain types 
of  objects, be far quicker, more reliable, and dis-
criminatory.

 • Spatial resolution requirements for a radar sys-
tem are far more relaxed, since imagery is not be-
ing sought. Consequently, stand-off ranges can be 
extended considerably beyond those achievable 
with an imaging technique.

 • Speed of operation of a radar system is higher 
than for a millimeter-wave imaging system, with 
capture rates well in excess of 50 frames per sec-
ond possible.

 • Radar systems are mechanically simpler than 
scanned millimeter-wave imaging cameras since 
the scene does not need to be scanned using rap-
idly moving mirrors, as the radar is a point and 
detect system.

 • The radar system can be integrated with conven-
tional video or infrared imagery to show the po-
sition of the millimeter-wave beam in real time.

 • Size and weight saving of a millimeter-wave ra-
dar system over an imaging system are consid-
erable as a result of the reduced number of com-
ponents, optics, mechanical drives, and power 
requirements.

 • The cost of a radar system is significantly lower 
since fewer expensive millimeter-wave compo-
nents are required and expensive optical compo-
nents are not required.

Highly directional antennas may be made at milli-
meter-wave frequencies so that quasi-optical beams of 
millimeter radiation may be used to probe the target at 
large stand-off ranges, where the beam width or spot 
size may be sufficiently localized to cover an area com-
mensurate with, or smaller than, a typical human torso 
(see Figures 1 and 2). Smaller beam sizes are required 
to detect smaller objects reliably, and therefore there 
is always a trade-off between aperture size, stand-off 
range, frequency, and minimum resolvable target size. 
The relationship between these competing param-
eters can be effectively summarized by the expression: 
L # Rc/Dv, where L is the largest linear dimension of 
the concealed object to be detected, R is the range to 
the target, c is the speed of light in vacuum, D is the 
diameter of the antenna aperture, and v the frequency 
of the millimeter-wave radiation. A beam that is con-
siderably smaller than the largest linear dimension of 
a concealed object will fail to characterize the whole 
object fully since the radar return will not originate 
from the entire object. Conversely a beam that is con-
siderably wider than the largest linear dimension of 
a concealed object will not localize the object suffi-
ciently, and the radar return will contain the signatures 
of other nearby items (see Figure 3).

D

L

R

Figure 1. An illustration of a millimeter-wave radar 
system in use to individually screen people in a crowd 
scenario. The beam can be aimed at an individual at 
standoff ranges; guidance of the beam is achieved by 
colocation of video imagery provided by a camera mounted 
on the system. 

The operation of scanning can be 
made redundant if a sufficient 
number of receiver channels are used 
such that the required field of view 
can be met solely by the total viewing 
angle obtained.
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Over the last few years, there have been several 
nonimaging millimeter and microwave radar-based 
products released and patents filed that describe these 
systems, which claim to be able to detect  various threat 
items concealed on the human body. Currently, there 
are a handful of companies that are offering radar-
based concealed threat detection devices. Ariel Uni-
versity Research and Development Company Ltd have 
developed a small, hand-held device [23]–[24]. This sys-
tem sends out a train of millimeter-wave pulses using 
a modulated Gunn oscillator and measures characteris-
tics of the scattered radar return. An autonomous threat 
decision is made based on comparing these measure-
ments to a library of previously measured threat situa-
tions. Safe Zone Systems [25]–[26] have filed a number 
of patents for a microwave-based radar system for 
concealed threat detection, and sell such a system for 
the detection of concealed threats. The Safe Zone Sys-
tems apparatus illuminates the target with a microwave 
pulse and uses the natural resonances of the object to 
enable an autonomous threat-or-no-threat decision to 
be made. The Science, Engineering, and Technology 
(SET) Corporation has developed the CounterBomber 
system [27]–[28], which is currently deployed by U.S. 
forces in Iraq and Afghanistan and is probably the most 
advanced of the current commercially available tech-
nologies. This system has recently attracted very sig-
nificant funding, with a US$ 50 million contract being 
awarded from the U.S. Army to detect suicide bombers 
at long range (~100 m). CounterBomber uses hetero-
dyne millimeter-wave receivers to obtain polarimetric 

radar information of the illuminated target. The system 
automatically tracks the radar beam onto the person to 
be screened by using video imagery from a colocated 
video camera, and delivers an autonomous threat deci-
sion to the user. 

The authors of this article, based in the School of 
Electrical and Electronic Engineering at Manchester 
Metropolitan University, have developed a W-band 
(75–110 GHz) millimeter wave, polarimetric radar sys-
tem and have recently been granted a U.K. patent for 
this invention [29]. The authors’ system shares some 
common features with earlier work in the area [23]–
[28], but also has features which make it distinct from 
other millimeter-wave radar devices. Direct compari-
son of the performance of the authors’ system with sim-
ilar systems has not been made although it is clear 
that the CounterBomber system is commercially at a 
more advanced stage and has almost certainly under-
gone more rigorous field trials. The equipment has 
been developed for the detection of threat objects, 
particularly PBIED, concealed under clothing upon 
the human body at stand-off ranges of up to 25 m; 
a system that operates at longer range is planned. In 
operation, the system implements swept frequency 
continuous wave radar with low-cost components to 
deliver a compact, ultrawide bandwidth (UWB), high 
resolution ( around ~ 10 mm ) radar system capable 
of detecting, discriminating, and identifying a wide 

Figure 2. Photograph of an early prototype of a radar-based 
concealed threat detection system developed at Manchester 
Metropolitan University; signal processing and autonomous 
threat detection is carried out in real time on a remote PC.
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Figure 3. Measured FWHM (3 dB points) of the 
Manchester Metropolitan University concealed threat radar 
system’s beam at 94 GHz for various ranges are shown 
by circular marker points; the theoretical beam width is 
represented by the continuous line.

A promising alternative method 
of concealed threat detection is to 
avoid image formation altogether 
and the restrictions that an imaging 
approach imposes.
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 spectrum of concealed threat items. Although not 
required for PBIED fragmentation device detection, 
where a simple co- and cross-polarized radar return 
amplitude ratio is all that is required, threat detection 
can be rendered autonomously by application of a neu-
ral network to the scattered polarimetric, time domain 
radar return. Such a system may be taught to alarm or 
reject certain classes of objects, allowing both highly 
specific and broad spectrum threat detection [16]–[20]. 
The overall cost of the system described here is kept low 
by use of direct detection receivers, which are consid-
erably less expensive than implementing a heterodyne 
receiver operating over the same wide frequency band. 
The millimeter-wave radar system described is by no 
means a foolproof method of detecting and identifying 
objects concealed on the human body, and false posi-
tive and false negative detection events are certainly 
observed using this system. False alarms are gener-
ally more prevalent when  attempting to detect smaller 
objects, and objects that present a shape that is easily 
mimicked by benign objects, e.g., a metal cased foun-
tain pen and a small knife. Larger objects and those that 
have a unique shape, e.g., a large handgun, are easier to 
detect and classify [16]. Object orientation on the body 
also contributes to the ease or difficulty of detection 
and identification of concealed objects. For example, 
a handgun presented side on is more easily detected 
than the same weapon in a frontal aspect. Such effects 
mean that detection and identification is best carried 
out while the person being screened is walking and 
presenting an ever-changing body aspect with respect 
to the millimeter radar system.

There are two key radar principles that we make use 
of for threat detection: polarization changes induced 
by the concealed object, and the axial structure profile 
information of the concealed object. Polarimetric infor-
mation is realized by transmitting millimeter radia-
tion with electric field aligned horizontally (across 
the body), to minimize the radar cross section of an 
upright human body, and measuring the scattered 
field both horizontally and vertically (along the body) 
using two receiver channels (see Figure 4). Reorienta-
tion of a fraction of the incident horizontally polarized 
millimeter-waves into the vertical polarization state is 
predominantly due to multiple reflections in the case 
of fragmentation within a PBIED, whereas for single 
solid items, which do not give rise to multiple reflec-
tions, the reorientation is due to stronger reflection of 
electric field components in certain directions than 
in others, and is thus a function of the object’s shape 
and symmetry.

Axial structure profile is measured by transmission 
of UWB millimeter-wave radar waveforms to spatially 
resolve scattering surfaces that are sufficiently sepa-
rated. The achievable axial resolution is 

 DR $ 
c

2BW
,

where BW is the bandwidth scanned. By scanning 
over the entire W-band (~ 35 GHz), features separated 
by only ~ 10 mm are resolvable, allowing the pres-
ence of objects in front of the body, usually under lay-
ers of clothing, to be ascertained (see Figure 5). This 
 high-range resolution is a key factor, which helps 
distinguish the Manchester Metropolitan University 
system from similar systems disclosed in patents [24], 
[26], [28]–[29].

The radar front-end is based on monolithic micro-
wave integrated circuit (MMIC) direct-detection 
receivers connected to orthogonally orientated, hori-
zontal and vertical gain horns and a voltage controlled 
oscillator (VCO) and multiplier to provide the swept 
 frequency output. The transmitter is a gain-horn located 
at approximately the focal length of a 300 mm diameter 
polyethylene lens (see Figure 6). A reasonable estimate 
of the upper usable beam width of 350 mm, commen-
surate with the typical width of the human body, sets 
the maximum effective range of the system to ~ 25 m 
(see Figure 3). Range-to-target information is provided 
by a conventional radar range-finding  technology.

Both copolarized and cross-polarized radar return 
signals are transformed from the frequency domain to 
the time domain and scaled according to the range at 
which the target is measured to be. This accounts for 
the wide variation in signal strengths that the system 
encounters over the variable stand-off operating range 
at which screening can take place, currently from a few 
meters out to 25 m. The scaled temporal data is then 
fed to a neural network classifier which has a priori 
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Figure 4. Measured radar amplitude returns from the 
Manchester Metropolitan University concealed threat radar 
system showing polarimetric discrimination of a person 
with (circle symbols) and without a PBIED (diamond 
symbols) and with concealed nonthreat items (plus 
symbols) at a range of 25 m. Multiple scans are taken and 
the amplitude of the radar return in both copolarized and 
cross-polarized channels are plotted, in this case there is 
very obvious clustering such that the case where a PBIED 
is present is clearly differentiable.
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trained networks for items of interest; these training 
sets can include a broad spectrum of threat objects or 
can instead focus on very specific items. Detection and 
discrimination of PBIED containing shrapnel compo-
nents (see Figures 7 and 8) is particularly effective, 
with the system being able to differentiate  successfully 
between a person carrying such a device and a per-
son without an explosive device but carrying the usual 
accoutrements of modern living such as a mobile 
phone, iPod, car keys, wallet, etc, at ranges up to 25 m 
(see Figure 4). 

Fragmentation components of a simulated PBIED 
present such a good target because the small fragments 
whose size is around one centimeter to provide a strong 
cross-polarized return from a large body area, which is 

not reproduced by any other commonly carried benign 
objects. The exact type of fragmentation used, includ-
ing nails, nuts and bolts, and ball bearings, did not 
greatly affect performance. Other, smaller, threat items, 
such as handguns, can be detected and differentiated 
with some success, but at lesser standoff ranges, where 
the beam size is smaller and more suited to the detec-
tion of these items. By taking multiple scans, a more 
robust detection of the threat level can be made. The 
effect of multiple scans on the discrimination of PBIED 
by both polarimetric and axial profile determination is 
shown in Figures 4 and 5. In walking tests, where the 
subject walks towards the radar system as readings are 
taken, the range-scaled polarimetric data clearly allows 
differentiation between a person carrying a simulated 
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PBIED, as shown in Figure 9, and a person without 
such a device as in Figure 7.

Although millimeter-wave imaging is a useful tech-
nology for security screening of people, the  technique 
currently has limitations which prevent the effective 

Figure 8. A representative example of a piece of a simulated 
PBIED used in system testing at Manchester Metropolitan 
University; shrapnel is embedded in wax to mimic a suicide 
vest. Other samples were made using nails and ball-bearings 
embedded in wax and results were similar.

Figure 9. Simulated PBIED suicide vest used in system 
testing at Manchester Metropolitan University.
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detection of threat items, and in particular PBIED, 
at useful standoff ranges (. 20 m). UWB millimeter-
wave radar systems can detect the presence or absence 
of certain concealed threat objects at ranges in excess of 
20 m by reliance on information carried in the scattered 
radar return from the person. Consequently, millime-
ter radar offers a viable alternative, and a potentially 
complementary screening method to conventional 
millimeter-wave imaging, and will undoubtedly find 
increasing use in concealed threat detection.
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12.6 Matlab code ms 3d dataplot.m

%FFT and scale for optical depth

[filename, pathname] = uigetfile('*.*', 'Pick a data file');

if isequal(filename,0) | isequal(pathname,0)

disp('User pressed cancel')

else

disp(['User selected ', fullfile(pathname, filename)])

end

%import raw data and format values into array called data.

data = csvread(filename, 1, 0);

%number of points

sweepPoints=length(data);

nrOfSweeps=size(data);

nrOfSweeps=nrOfSweeps(2:2);

%the MATLAB DFT can only handle even numbers of points so

%are there an even number of points?

if(rem(sweepPoints,2)==1) % odd number

sweepPoints=sweepPoints−1; % so remove the last point

data=data(1:sweepPoints,1:nrOfSweeps);

end

%start and stop frequencies GHz

startFreqStr = input('Enter the start freq GHz: ','s');

startFreq=str2double(startFreqStr);

stopFreqStr = input('Enter the stop freq GHz: ','s');

stopFreq=str2double(stopFreqStr);

%sweepFreqencies = frequencies spaced depending on the number of points

in the array
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sweepFreqencies = linspace(startFreq,stopFreq,sweepPoints);

sweepFreqencies=sweepFreqencies';

sweepData = data(1:sweepPoints, 1:nrOfSweeps);

count = 1;

while (count <= nrOfSweeps)

y = data(1:sweepPoints, count:count);

%remove zero offset

% back = input('Remove background Y/N: ','s');

% if(back=='y' | | back=='Y')

p = polyfit(sweepFreqencies,y,1);

%plot( p)

p1 = polyval(p,sweepFreqencies);

p2= y − p1;

%BURG

% poles1 = input('Enter number of poles for Burg: ','s');

% poles=str2double(poles1);

% poles=80;

% Pxx = pburg(p2,poles,points);

% figure(3)

y=fft(p2,sweepPoints);

Pyy=y.*conj(y)/sweepPoints;

%speed of light

c=3e8;

%range

bandwidth = stopFreq − startFreq;

262



%1/range

inv bandwidth=1/bandwidth;

%half number points

half points=sweepPoints/2;

%max x−scale value

max val=half points*inv bandwidth;

%write x values into an array

array=linspace(max val,−max val,sweepPoints);

array=array';

%convert to optical depth in mm

%frequency must be in GHz

depth=array.*((c*1000)/(2*1e9));

%just need half points

depth2=depth(1:half points,1);

Pyy2=Pyy(1:half points,1);

depth2=flipud(depth2);

%put fft'd data into array

fftdata(1:half points,count:count)=Pyy2;

optDepth(1:half points,count:count)=depth2;

count = count + 1;

end

rangingData = optDepth(1:length(optDepth));

%get the maximum desired range for the plot

rangeStr = input('Enter the maximum range to plot [Max Range]: ','s');

% if nothing entered so set to max range
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if(isempty(rangeStr))

distance = length(fftdata);

% else find the element that is just grater than the requested distance

else

range = str2double(rangeStr);

distance = 1;

while(rangingData(distance) < range)

distance = distance+1;

end

end

1;

xscale = linspace(1,nrOfSweeps,nrOfSweeps);

yscale = optDepth(1:distance, 1:nrOfSweeps);

plotdata = fftdata(1:distance, 1:nrOfSweeps);

h = figure(), meshz(xscale, yscale, plotdata);

%figure; meshz (fftdata); figure(gcf)

ylabel('optical depth (mm)','FontSize',12)

xlabel('Sweep Number (Arb)','FontSize',12)

zlabel('FFT Amplitude (Arb)','FontSize',12)

%title(filename,'FontSize',12)

title(['Data: ',(filename)],'FontSize',10,'Interpreter','none')

12.7 Matlab code sum scans only.m

%adds up all the values along an optical

%depth and then divides by the number of scans.

depth=depth2;

%sum scans

S=sum(fftdata');
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S=S/256;

depth=optDepth(1:961,1:1);

figure,plot(depth,S)

title('Averaged over scans','FontSize',10,'Interpreter','none')

xlim ([0 250]);

12.8 Matlab code nn fft stationary data.m

%clear workspace and close figures

clear, close all

%Get 3D plot

ms 3d dataplot

%Get average over all scans

%adds up all the values along an optical

%depth and then divides by the number of scans.

depth=depth2;

%sum scans

S=sum(fftdata');

S=S/256;

% depth=optDepth(1:961,1:1);

% figure,plot(depth,S)

% title('Averaged over scans','FontSize',10,'Interpreter','none')

% xlim ([0 250]);

%normalise data between 0 and 255

Max=max(S);

Min=min(S);

range=Max−Min;

S=((S./range)*256);

%Get 3D plot

ms 3d dataplot
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%Get average over all scans

%adds up all the values along an optical

%depth and then divides by the number of scans.

depth=depth2;

%sum scans

S1=sum(fftdata');

S1=S1/256;

depth=optDepth(1:961,1:1);

figure,plot(depth,S1)

title('Averaged over scans','FontSize',10,'Interpreter','none')

xlim ([0 250]);

%normalise data between 0 and 255

Max=max(S1);

Min=min(S1);

range=Max−Min;

S1=((S1./range)*256);

I=S;

J=S1;

in=15;

inp=in*in;

%check labels all match when you copy and paste!

I = imresize(I,[in in],'bicubic');

J = imresize(J,[in in],'bicubic');

I = reshape(I,inp,1);

I=double(I);

J = reshape(J,inp,1);

J=double(J);
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%inputs

count=1;

while(count<=inp)

input(count:count,1:2)=[0 255];

count=count+1;

end

% newff[input range in layer 1; input range in layer 2 etc],[number

neurons 1st layer, number neurons 2nd layer],{'transfer func 1st layer

','ouput layer transfer func'},'training function');

%NET.trainParam.mem reduc =2;

net=newff(input, [20 1],{'tansig','tansig'},'trainlm', 'learngd', 'mse');

% 100 inputs, 20 hidden and 1 output neuron

%use tansig for both layers, learning functions set to defaults for

%feed−forward, back prop network.

%

%input data

% X=[I,J,K,L];

X=[I,J];

%targets

t=[1 0];

% t=[1 0 1 0];

% set goal

net.trainParam.goal= 0.01;

% train network

[net,tr]=train(net,X,t);

%simulate network

candle1=sim(net,I)

water0=sim(net,J)

%

%%%%%%%%%%%test with new data%%%%%%%%%%%%%%%%%%%%%%%%%%%%

nn fft test data

12.9 Matlab code nn fft test data.m
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%test network with similar data

%

%Get 3D plot

ms 3d dataplot test

%Get average over all scans

%adds up all the values along an optical

%depth and then divides by the number of scans.

depth=depth2;

%sum scans

T=sum(fftdata');

T=T/256;

depth=optDepth(1:961,1:1);

% figure,plot(depth,T)

% title('Averaged over scans','FontSize',10,'Interpreter','none')

% xlim ([0 250]);

%normalise data between 0 and 255

Max=max(T);

Min=min(T);

range=Max−Min;

T=((T./range)*256);

T = imresize(T,[in in],'bicubic');

T = reshape(T,inp,1);

T=double(T);

test=sim(net,T)

12.10 Matlab code detector gui3.m

function varargout = detector gui3(varargin)

% DETECTOR GUI3 M−file for detector gui3.fig
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% DETECTOR GUI3, by itself, creates a new DETECTOR GUI3 or raises

the existing

% singleton*.

%

% H = DETECTOR GUI3 returns the handle to a new DETECTOR GUI3 or the

handle to

% the existing singleton*.

%

% DETECTOR GUI3('CALLBACK',hObject,eventData,handles,...) calls the

local

% function named CALLBACK in DETECTOR GUI3.M with the given input

arguments.

%

% DETECTOR GUI3('Property','Value',...) creates a new DETECTOR GUI3

or raises the

% existing singleton*. Starting from the left, property value pairs

are

% applied to the GUI before detector gui3 OpeningFcn gets called.

An

% unrecognized property name or invalid value makes property

application

% stop. All inputs are passed to detector gui3 OpeningFcn via

varargin.

%

% *See GUI Options on GUIDE's Tools menu. Choose "GUI allows only

one

% instance to run (singleton)".

%

% See also: GUIDE, GUIDATA, GUIHANDLES

% Edit the above text to modify the response to help detector gui3

% Last Modified by GUIDE v2.5 16−Jan−2009 11:36:40

% Begin initialization code − DO NOT EDIT
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gui Singleton = 0;

gui State = struct('gui Name', mfilename, ...

'gui Singleton', gui Singleton, ...

'gui OpeningFcn', @detector gui3 OpeningFcn, ...

'gui OutputFcn', @detector gui3 OutputFcn, ...

'gui LayoutFcn', [] , ...

'gui Callback', []);

if nargin && ischar(varargin{1})

gui State.gui Callback = str2func(varargin{1});

end

if nargout

[varargout{1:nargout}] = gui mainfcn(gui State, varargin{:});

else

gui mainfcn(gui State, varargin{:});

end

% End initialization code − DO NOT EDIT

% −−− Executes just before detector gui3 is made visible.

function detector gui3 OpeningFcn(hObject, eventdata, handles, varargin)

% This function has no output args, see OutputFcn.

% hObject handle to figure

% eventdata reserved − to be defined in a future version of MATLAB

% handles structure with handles and user data (see GUIDATA)

% varargin command line arguments to detector gui3 (see VARARGIN)

% Choose default command line output for detector gui3

handles.output = hObject;

% Update handles structure

guidata(hObject, handles);

% UIWAIT makes detector gui3 wait for user response (see UIRESUME)

% uiwait(handles.figure1);
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% −−− Outputs from this function are returned to the command line.

function varargout = detector gui3 OutputFcn(hObject, eventdata, handles)

% varargout cell array for returning output args (see VARARGOUT);

% hObject handle to figure

% eventdata reserved − to be defined in a future version of MATLAB

% handles structure with handles and user data (see GUIDATA)

% Get default command line output from handles structure

varargout{1} = handles.output;

% −−− Executes on button press in pushbutton1.

function pushbutton1 Callback(hObject, eventdata, handles)

% hObject handle to pushbutton1 (see GCBO)

% eventdata reserved − to be defined in a future version of MATLAB

% handles structure with handles and user data (see GUIDATA)

load nnet peak find workspace

[test threat1,test nonthreat1] = nnet peak find test(net)

test col2=mean(test threat1)

if(test col2 > 0.5)

set(handles.text1,'Backgroundcolor','red');

end

if (test col2 < 0.5)

set(handles.text1,'Backgroundcolor','green');

end

12.11 Matlab code nnet peak find.m

%threshold, xcorr and sort

shuffle xcorr3

S=sort xcorr';
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M=max(max(S));

S=S./M;

S=S.*256;

filename

%Get 3D plot

shuffle xcorr3

S1=sort xcorr';

M1=max(max(S1));

S1=S1./M1;

S1=S1.*256;

filename

%threshold, xcorr and sort

shuffle xcorr3

S2=sort xcorr';

% length1=length(S2);

% t1=ones(length1);

% t1=t1(1:length1,1:1);

M2=max(max(S2));

S2=S2./M2;

S2=S2.*256;

filename

%Get 3D plot

shuffle xcorr3

S3=sort xcorr';

% length2=length(S3);

% t2=zeros(length2);

% t2=t2(1:length2,1:1);

M3=max(max(S3));

S3=S3./M3;

S3=S3.*256;

filename

%
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%gaussian fitting test.m

S=S';

S01=mean(S);

S1=S1';

S02=mean(S1);

length1=length(S01);

x01=linspace(0,length1,length1);

% [coeffvals1,coeffvals2] = gaussian4fit lower0 mk2(S01,S02);

[coeffvals1,coeffvals2] = gaussian4fit lower0 mk3(S01,S02);

%gaussian fitting test2.m

S2=S2';

S03=mean(S2);

S3=S3';

S04=mean(S3);

% [coeffvals3,coeffvals4] = gaussian4fit lower0 mk2(S03,S04);

[coeffvals3,coeffvals4] = gaussian4fit lower0 mk3(S03,S04);

%

%sort coeffecients by position ascending order only

sort coeff position

B1=double(B1);

B2=double(B2);

B3=double(B3);

B4=double(B4);

%

inp= 4; %number of inputs

count=1;

while(count<=inp)

myInput(count:count,1:2)=[0 255];

count=count+1;

end

net=newff(myInput, [30 1],{'logsig','logsig'},'trainlm', 'learngdm', 'mse');

% P

% P1
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%check that 3 peaks have been found, if not pad array

% CheckArray=[3 4]

% EqualityCheck = isequal(CheckArray, arrayCheck)

% if(EqualityCheck == 0)

% P = padarray(P,[2 0],'post') %assumes just one peak found, what happens if there are 2 or 0?

% end

% EqualityCheck2 = isequal(CheckArray, arrayCheck2)

% if(EqualityCheck2 == 0)

% P1 = padarray(P1,[2 0],'post')

% end

%

% %limit the size of the array to 3x3

% P=P(:,2:4)

% P1=P1(:,2:4)

X=[B1 B2 B3 B4];

t1=[1 1 1];

t0=[0 0 0];

t=[t1 t0 t1 t0]

% t=t';

net.trainParam.goal= 0.01;

net.trainParam.epochs = 500;

[net,tr]=train(net,X,t);

% training threat1=sim(net,coeffvals1)

% training nonthreat1=sim(net,coeffvals2)

% training threat2=sim(net,coeffvals3)

% training nonthreat2=sim(net,coeffvals4)

training threat1=sim(net,B1)

training nonthreat1=sim(net,B2)

training threat2=sim(net,B3)

training nonthreat2=sim(net,B4)
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