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#### Abstract

Prior research asking people to interpret probability of precipitation (PoP) forecasts showed that many of them wrongfully believe that PoP forecasts are derived from a percentage of time, a percentage of a region or the strength of agreement among forecasters. We posit that the wording of PoP interpretation tasks matters, because it is associated with different metacognitive feelings used as cues in situations of uncertainty. We hypothesised that the fluency of the correct PoP interpretation is lower than the fluency of the incorrect interpretations and will, in turn, increase preference for the incorrect interpretations. We assessed the role of fluency in correctness perception (Study 1) and reassessed PoP interpretations with a more fluent correct interpretation (Study 2). Fluency perception was positively related with perception of correctness. Furthermore, participants selected the correct fluent interpretation more often than the correct disfluent one. We have drawn a more optimistic picture of people's PoP forecasts understanding than that shown before and have discussed the methodological and applied implications.
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## Introduction

Probabilistic weather forecasts have been linked to wide economic benefits (NadavGreenberg \& Joslyn, 2009; Society, 2008) and are sought by the public (Hanrahan \& Sweeney, 2013; Morss, Demuth, \& Lazo, 2008). However, the positive impact of probabilistic forecasts can only be fully achieved if people understand probabilities correctly. Past research has shown that people often misinterpret the set of events from which a probabilistic forecast is derived and, in turn, misunderstand the outcome that is being predicted. This is called the reference class problem.

In the present paper, we have assessed how people interpret probability of precipitation ( PoP ) and explore whether the nature of the task used to measure this interpretation affects participants' ability to identify the reference class of PoP.

## What is the reference class of probability of precipitation forecasts?

Probabilistic weather forecasts are one of the most common pieces of probabilistic information that people are exposed to. PoP forecasts are among the top three concerns of weather forecast users (Lazo, Morss, \& Demuth, 2009). The findings of a large nationwide survey conducted in the US $(N=1,520)$ showed that almost every adult in the US uses weather forecasts $(96 \%)$ and that those adults are on average exposed to almost four weather forecasts every day (Lazo et al., 2009) which means that, every day, American adults are exposed to almost a billion weather forecasts. ${ }^{1}$

Most past research on PoP interpretation considered the reference class of a PoP for the day after to be "days that are like tomorrow", hereafter described as the "Days" interpretation (Gigerenzer, Hertwig, van den Broek, Fasolo, \& Katsikopoulos, 2005;
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Hanrahan \& Sweeney, 2013; Joslyn, Limor, \& Nichols, 2008; Morss et al., 2008; Zabini, Grasso, Magno, Meneguzzo, \& Gozzini, 2015). The Days interpretation has been used as the correct PoP interpretation in research conducted in a range of European countries such as Italy, Germany and the UK, as well as in the USA.

The Days interpretation suggests that PoP forecasts are derived from an ensemble of weather models, which is aligned with more formal definitions provided by national weather agencies (e.g., MetOffice, 2018). Given that the weather can evolve in many ways, weather forecasters generate many simulations, varying some of the parameters of the simulation slightly, such as wind strength. The output of the process is a set of simulations, known as an ensemble of forecasts, in which some feature rain but others do not. The probability of rain is mainly derived from the proportion of simulations of the weather where at least 1 mm of precipitation occurs, anywhere in the forecasted area, at any time during the defined time period (MetOffice, 2018; National Weather Service, 2018b). If there is an agreement that "days like tomorrow" represents a correct reference class for PoP, there is less agreement regarding the precise process used to derive probability of precipitation; in fact this process may vary slightly across agencies (e.g., more or less adjustment based on meteorologists' experience, using the rain coverage or not). The way PoP forecasts are computed is not always made transparent and available to the public (nor to scientists) which may be because there is not a single PoP calculation method on which all weather forecast professionals and scientists agree (American Meteorological Society, 2008; De Elia \& Laprise, 2005; Stewart et al., 2016).

## A poor level of understanding of probability of precipitation forecasts ( $\mathbf{P o P}$ )

Despite people's interest in and frequent encounters with PoP, more than half of the people surveyed and up to $80 \%$ provided an incorrect interpretation (Gigerenzer et al., 2005;
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Joslyn et al., 2008; Joslyn, Nadav-Greenberg, \& Nichols, 2009; Juanchich \& Sirota, 2016; Morss et al., 2008; Murphy, Lichtenstein, Fischhoff, \& Winkler, 1980; Sink, 1995; Zabini et al., 2015). The most common misinterpretation of PoP is to think that it refers to a proportion of time when it will rain (hereafter the "Time" interpretation). In the Time interpretation, the reference class of a PoP is a set of hours where precipitation occurred out of the total number of hours of the forecast. For example, in the case of a forecast for a $10 \%$ chance of rain over a 10-hour period, a Time interpretation means that it will rain for sure, but for only for 1 hour out of 10 . The second most common error of interpretation of a PoP is to think that it refers to the proportion of a region that will receive rain (hereafter the "Region" interpretation). In the Region interpretation the reference class could be, for example, the proportion of square kilometres that received rain in the region of the forecast. For example, in the case of a forecast of a $10 \%$ chance of rain in a region measuring $1,000 \mathrm{~km}^{2}$, a Region interpretation would mean that it will rain for sure, but only over $100 \mathrm{~km}^{2}$. Note that in the PoP provided by the American National Weather Service, the Region interpretation can be correct, albeit in a single circumstance: if the probability of rain is $100 \%$ in an area. However, it is incorrect whenever the probability is lower than $100 \%$. This is because the National Weather Service weighs the probability of rain by the forecast area (National Weather Service, 2018a). A final interpretation is the "Forecasters" interpretation, where the reference class represents a set of forecasters' opinions (Gigerenzer et al., 2005; Morss et al., 2008; Zabini et al., 2015). Therefore a $10 \%$ PoP would mean that $10 \%$ of the forecasters believe that it will rain. Most of the research is focused on the probability of rain, but findings are similar with other types of precipitation such as snow or hail (Juanchich \& Sirota, 2016). A recent survey conducted on a large sample in the US $(N=1,337)$ showed that 3 participants out of 10 believed that PoP referred to the duration of a precipitation event (Time interpretation) and 2 out of 10
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believed that it referred to the region receiving rain (Region interpretation; Juanchich \& Sirota, 2016).

Misinterpretation of the reference class can lead people to erroneous probability perception, which, according to decision-making theories, might lead to ill-informed decisions (Morgenstern \& von Neumann, 1943). People who wrongfully believe that a $30 \%$ probability of rain refers to a proportion of time are certain that it will actually rain tomorrow; they are only uncertain about when, which may result in suboptimal decisions. Many decisions based on weather forecasts may seem trivial and low risk (e.g., taking an umbrella, getting soaked), but some are actually very consequential. In fact, the financial success of some business activities directly depends on the weather (Lazo, Lawson, Larsen, \& Waldman, 2011). Dutton suggests that one third of the US GDP (around $\$ 5.65$ trillion in 2008), depends on the weather and hence can be sensitive to how it is forecasted (2002). For example, the agricultural industry may experience losses following important precipitation events and could mitigate those by adapting the timing of their harvest based on weather forecasts. However, if farmers misunderstand a $20 \% \mathrm{PoP}$ as meaning that "it will rain for sure" they may incorrectly decide to postpone harvesting and lose part of their crop. Clearly, interpreting PoP correctly is critical for optimal decision-making and PoP misinterpretation could cause large economic losses.

## The determinants of PoP interpretation: focus on the probabilistic format

Studies conducted to date have assumed that the ambiguity of the reference class has underpinned PoP misinterpretation. Studies aiming to improve PoP interpretation have essentially focused on using different formats and explanations to disambiguate the reference class (Gigerenzer et al., 2005; Joslyn et al., 2008; Juanchich \& Sirota, 2016; Murphy et al., 1980). Yet, these manipulations have yielded only slight, if any, improvements in the level of

Accepted in Journal of Cognitive Psychology (Nov 2018).
This is the version of the article before publication.
correct interpretation, leaving a lot of room for improvement. We propose to tackle the issue of poor understanding of PoP with another approach. We do not locate the source of the misinterpretation in the probability format, nor in the individual. We suggest, instead, that the measurement of the PoP interpretation itself could account for some variations in PoP interpretation performance.

## Assessment methods of probabilistic weather forecast interpretation

In most of the previous research, the interpretation of weather forecasts was mainly assessed with open or multiple choice questions, often both measured within the same study (Gigerenzer et al., 2005; Juanchich \& Sirota, 2016; Morss et al., 2008; Murphy et al., 1980). With open-ended questions, participants were simply asked to describe the "meaning" of a given forecast. When faced with such a task, most participants simply restated the probability in another format (e.g., writing "rain is likely" when given a 70\% chance of rain) (Gigerenzer et al., 2005; Joslyn et al., 2009; Morss et al., 2008; Murphy et al., 1980; Peachey, Schultz, Morss, Roebber, \& Wood, 2013). Only a minority of responses actually addressed the question of which particular event was uncertain (e.g., 23 out of 169 in Experiment 2; Joslyn et al., 2008).

In contrast, with multiple choice questions, participants are constrained to select one interpretation from a list (Gigerenzer et al., 2005; Juanchich \& Sirota, 2016; Morss et al., 2008; Murphy et al., 1980). For example, in the study of Gigerenzer et al. (2005, p. 625) participants were prompted to select one of the three following Time, Region and Days interpretations for the forecast, "There is a 30\% chance of rain tomorrow":
$\square$ It will rain tomorrow for $30 \%$ of the time.
$\square$ It will rain tomorrow in $30 \%$ of the region.
$\square$ It will rain in $30 \%$ of the days like tomorrow.
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The multiple choice questions used in different studies varied in terms of probability magnitude of rain (e.g., $30 \%, 60 \%$ ), number of options (between 2 and 5) and, most importantly, in the way the interpretations listed were phrased. For example, in Morss et al. (2008) and in Gigerenzer et al. (2005), the correct interpretation was worded as "it will rain on $60 \%$ of the days like tomorrow", whereas in Murphy et al. (1980) the correct interpretation was "the occurrence of precipitation at a particular point in the forecast area" (p. 697) and in Juanchich and Sirota (2015), the correct interpretation was "at least a minimum of rain will fall on $30 \%$ of the days like tomorrow" (p. 7). The variation in wording may seem inconsequential, but indirect evidence suggests that these wording variations led to changes in participants' responses. For example, Morss et al. (2008) provided two multiple choice questions to their participants with slightly different response choices ${ }^{2}$. The results consistently show a low rate of correct interpretation: only $29 \%$ of the participants selected the correct Days interpretation in the first multiple choice question, $19 \%$ selected it in the second and only $7 \%$ of the participants selected both correct interpretations. This difference was noted by the authors who hypothesised that it was caused by the difference in the wording of the choices.

## A new approach to the investigation of weather forecast interpretation

In line with the possibility raised by Morss et al. (2008), we expected that the phrasing of the correct interpretation - and more precisely its fluency - could be responsible for the low adhesion rate to this interpretation (e.g., "at least a minimum amount of rain will
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fall in $60 \%$ of the days like tomorrow"). Fluency is a metacognitive process that one experiences while processing information. It is defined as "the subjective experience of ease with which people process information" (Alter \& Oppenheimer, 2009, p. 219). Fluency is not an objective indicator of how much effort people put into understanding a concept but rather an impression about their cognitive effort. The fluency one experiences when reading a sentence has several contributors, including the simplicity of the wording (e.g., smart vs. erudite; Oppenheimer, 2006) and how easy it is to imagine (e.g., a tree vs. an idea; Petrova \& Cialdini, 2005). In the case of PoP interpretation, we hypothesised that a proportion of Time, Region or Forecasters is simpler and easier to imagine than a proportion of "days like tomorrow". We further hypothesised that this lower fluency was used by participants as a cue that the Days interpretation was not correct.

The fluency of a statement can indeed be used as a cue to its truthfulness and quality (Oppenheimer, 2006; Reber \& Schwarz, 1999). For example, Oppenheimer (2006; Experiment 1) showed that a personal statement composed of many long words was considered to be poorer quality compared to a personal statement composed of simpler words (e.g. recognise vs. know). This effect was mediated by the perceived comprehensibility of the statement. Further, vacation destinations that were easier to picture were found to be more attractive than destinations that were difficult to imagine (Petrova \& Cialdini, 2005). Building on these fluency findings, we hypothesised that the correct Days PoP interpretation was less fluent than the Region and Time interpretations and that this was deterring participants from selecting it as the correct answer.

Perceived fluency could also have an indirect effect on correctness perception that would be mediated by the perceived utility of the forecast. The Days interpretation could be perceived as less fluent, and thus less useful, and, in turn, less correct. Some evidence indeed
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indicates that fluency might guide evaluation judgments. For example, stocks that have a fluent name were deemed to be more expensive than stocks with disfluent names (Alter \& Oppenheimer, 2006; Borges, Goldstein, Ortmann, \& Gigerenzer, 1999). Past work indeed suggests that the Time and Region interpretations could be judged more useful because the duration and location of rain are among the top three points of interest for people looking at weather forecasts (Lazo et al., 2009). It is also possible that these interpretations could be perceived as being more useful than the Days interpretation, because they suggest a $100 \%$ certainty of rain: the uncertainty only being about where and for how long it will rain.

If fluency predicts interpretation choice, participants in previous studies on PoP selected an option that did not fully reflect their conceptual interpretation of probability but rather a circumstantial preference driven by metacognitive feelings. The rate of PoP misinterpretation due to lack of conceptual understanding could therefore be lower than actually observed in previous studies.

## Research overview

In Study 1, we tested whether the fluency - measured as comprehensibility and imaginability - of the Time, Region, Forecasters and Days PoP interpretations predicted the correctness of their perception. Furthermore, we suggested that the effect of fluency on correctness perception was mediated by the perception of the utility of the interpretation. Building on these findings, Study 2 aimed to reassess the ability of people to interpret PoP given an improved PoP interpretation task.

Open Science statement. The materials and data from both studies are available on the Open Science Framework: https://osf.io/76zes/?view_only=3f770f3a12634f128185b1ef7c8cb3e3.

## Pilot study
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## Development of a new and more fluent correct interpretation

We developed a correct interpretation that was designed to be conceptually similar but more fluent than the Days interpretation. The new interpretation was inspired by the MetOffice's definition of PoP: the current weather conditions are entered into a model and are used to extrapolate an ensemble of models of how the weather could evolve for the target period and area (MetOffice, 2018) ${ }^{3}$. The new interpretation was designed to be fully consistent with the Days interpretation which was used as the correct interpretation in past research (Gigerenzer et al., 2005; Hanrahan \& Sweeney, 2013; Joslyn et al., 2008; Morss et al., 2008; Zabini et al., 2015). The Days interpretation can be understood as being slightly more generic than the Simulations, because "days like tomorrow" can refer to real past days like tomorrow, whereas the Simulations interpretation only refers to days that are simulated, which is the main source of information to compute PoP.

The new Simulations interpretation read: "at least a minimum amount of rain will fall according to $30 \%$ of the ensemble of tomorrow's forecasts". This interpretation was judged to be more fluent than the Days interpretation in an informal pretest conducted with a few British native English speakers. This new interpretation is hereafter labelled the "Simulations" interpretation because it refers to an ensemble of computer simulations of how the weather will be the following day.

The Simulations interpretation is longer than all of the other interpretations (18 words): +3 words compared to the Time, Region and Forecasters interpretations and +2 words compared to the Days interpretation. Although there is no scientific evidence that the
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length of a sentence is linked with its fluency (for a review, see Alter \& Oppenheimer, 2009), this possibility is intuitively appealing. The length of the Simulations interpretation may have reduced the fluency of the option, but we expected that the increase in comprehension and ease of imaginability would nevertheless lead to an increase in fluency.

## Assessing that the interpretations refer to different reference classes

To assess whether the Time, Region, Forecasters, Days and Simulations interpretations were perceived as referring to a different reference class, we conducted a short study $(N=121)$. Participants read the five interpretations of a PoP (presented in a random order to each participant) and could select one of five reference classes for each interpretation ("things that were most likely used to compute the probability"). The reference classes that participants could choose from, were number of minutes, square metres, forecasters, simulations and days like tomorrow. Participants were informed that they could select the same items twice or more. Results shown in Table 1 showed that most participants ( $>=60 \%$ ) understood that each probability interpretation entailed a specific reference class and selected the corresponding reference class (e.g., square metres for the Region interpretation; minutes for the Time interpretation...).
<Place Table 1 about here>

Table 1. Proportion of reference class selected (things that could be used to compute that probability) for the different PoP interpretations used in Experiment 1.

Reference class
Minutes $\quad$ Square Forecasters $\quad$ Days like Simulations
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|  | metres | tomorrow |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Interpretation |  |  |  |  |  |
| Time | $\mathbf{6 0 \%}$ | $3 \%$ | $6 \%$ | $25 \%$ | $7 \%$ |
| Region | $7 \%$ | $\mathbf{6 3 \%}$ | $5 \%$ | $21 \%$ | $5 \%$ |
| Forecasters | $7 \%$ | $3 \%$ | $\mathbf{7 8 \%}$ | $12 \%$ | $1 \%$ |
| Days | $7 \%$ | $4 \%$ | $3 \%$ | $\mathbf{6 9 \%}$ | $18 \%$ |
| Simulations | $5 \%$ | $2 \%$ | $29 \%$ | $5 \%$ | $\mathbf{6 0 \%}$ |

## Study 1

The aim of Study 1 was to assess whether the fluency of the PoP interpretations provided as possible answers guided participants' responses in the multiple choice questions. The study was designed to test the following hypotheses: (1) The fluency of the Days interpretation will be lower than the fluency of the three incorrect interpretations and lower than that of the correct newly developed interpretation. (2) The fluency of the Days interpretation will predict correctness perception and this effect will be mediated by the perceived utility of the interpretation. (3) The differences in fluency between the correct and incorrect interpretations will predict the difference in their perceived correctness and this effect will be mediated by the difference in their perceived utility.

## Method

Participants. A total of 92 Americans from Amazon Mechanical Turk (AMT) took part in the survey. We determined the sample size following a rule of thumb based on past studies with similar designs. A post-hoc sensitivity analysis showed that our sample size

Accepted in Journal of Cognitive Psychology (Nov 2018).
This is the version of the article before publication.
allowed us to detect a small effect size of $f=0.11$ for a within-subjects ANOVA (assuming $\alpha$ $=.05,1-\beta=.80$ and $r=0.5$ between measurements).

Participants had a greater than $80 \%$ success hit rate (i.e., the measure of participants' performance specific to AMT) and fulfilled the involvement criteria to participate (i.e., to be an American native English-speaking adult). Amazon Mechanical Turk provides a valid pool of research participants (Buhrmester, Kwang, \& Gosling, 2011; Goodman, Cryder, \& Cheema, 2012; Paolacci, Chandler, \& Ipeirotis, 2010). The participants' ages ranged from 18 to $63(M=34.1, S D=11.7)$, after excluding the responses of two participants who were deemed to have mistakenly reported their ages (two and four years old). In the sample, 57\% of the participants were female. Most participants had some experience of higher education, had a job and were white Caucasian. Table 2 provides an overview of the characteristics of the sample in Study 1 along with the characteristics of the American population.

Table 2. Characteristics of the samples of Study 1 and 2 compared to the general American population. Our participants are younger and more educated than the general American population.

| Demographic characteristics | Study 1 | Study 2 | American population |
| :--- | :--- | :--- | :--- |
| Median age | 30 | 30 | $38^{\mathrm{a}}$ |
| \% of women | $57 \%$ | $57 \%$ | $51 \%^{\mathrm{b}}$ |
| \% of white ethnicity | $78 \%$ | $77 \%$ | $73 \%^{\mathrm{b}}$ |
| \% with (at least) a college degree | $90 \%$ | $81 \%$ | $59 \%^{\mathrm{c}}$ |
| \% working | $69 \%$ | $66 \%$ | $63 \%^{\mathrm{d}}$ |
| $N$ | 92 | 114 | $322,311,308^{\mathrm{e}}$ |
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Note: Data from the United States Census Bureau for 2016 (United States Census Bureau, 2018).
${ }^{\text {a }}$ From the 2016 Nation's Median Age graphic. The figure includes children.
${ }^{\mathrm{b}}$ From the QuickFacts table: Population Estimates, July 1, 2017.
${ }^{\text {c }}$ Educational Attainment of the Population 18 Years and Over, by Age, Sex, Race, and Hispanic Origin: 2016.
${ }^{\text {d E Employment Status, } 2016 \text { American Community Survey 1-Year Estimates (S2301). In }}$ civilian labor force, total, percent of population age 16 years+, 2012-2016.
${ }^{\mathrm{e}}$ From the US and World Population Clock for 2016.

## Materials and procedure.

In a web survey, participants provided a series of judgments for five PoP interpretations: Time, Region, Forecasters, Days and Simulations (see Table 3). The Time, Region, Forecasters and Days interpretations were similar to those used by Gigerenzer et al. (2005) and Morss et al. (2008). The Time, Region and Forecasters interpretations were incorrect, whereas the Days and Simulations were correct.

Table 3. Common interpretations of probability of precipitation (PoP) forecasts. The Time, Region and Forecasters interpretations are incorrect whereas the Days and Simulations are correct.

| Label | Interpretation |
| :--- | :--- |
| Time | Tomorrow it will rain for $30 \%$ of the time |
| Region | Tomorrow it will rain in $30 \%$ of the region |
| Forecasters | It will rain tomorrow according to 30\% of the meteorologists |
| Days | It will rain in 30\% of the days like tomorrow |
| Simulations | It will rain according to 30\% of the ensemble of tomorrow's forecasts |

Participants read each interpretation on a different page and responded to four questions about that interpretation. We randomised the order of presentation of the questions
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and the order of presentation of the interpretations within each question and for each participant.

Fluency was assessed with two questions: ease of comprehension and ease of imaginability (. $60<$ Cronbach's $\alpha<.79)^{4}$. Comprehensibility was measured on a 6 -point Likert scale as follows: "Please rate to what extent each of these forecasts is comprehensible according to you on a scale ranging from -3: Absolutely incomprehensible to +3 : Perfectly comprehensible." There was no 0 middle point in the scale and the answers were recorded for the analyses as ranging from 1 to 6 . Imaginability was measured on a 5 -point Likert scale as follows: "Here are five items which relate to the forecast, "There is a 30\% chance of rain tomorrow". Please rate to what extent each of these items is easy to imagine on the scale ranging from 1: Not at all to 5: Completely" We used the average of the ease of comprehension and imaginability as an index of the fluency of each interpretation (min: 1 , $\max : 5.5)$.

Utility was measured on a 5-point Likert scale using the following question: "Here are five weather forecasts. Please rate to what extent each of these forecasts is useful. Think, for example, to what extent it would be useful to have that information to choose your clothes or to decide to go to work by bike". The scale ranged from 1: Not at all useful to 5:

## Extremely useful.

Finally, correctness was assessed on a 6-point scale as follows: "Imagine that five persons are told, "There is a $30 \%$ chance that it will rain tomorrow", and that each person has a different interpretation of the meaning of the forecast. The five interpretations are listed below. Please rate to what extent each of these interpretations is correct according to
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you. Provide your judgment on the scale ranging from -3: Absolutely incorrect to +3 :
Absolutely correct. There was no 0 middle point in the scale and for the analyses the answers were coded as ranging from 1 to 6 .

Finally, participants reported their socio-demographic characteristics.

## Results

## Fluency, utility and correctness of PoP interpretations

Participants judged the correct Days interpretation to be the least fluent, the least useful and the least correct of the five interpretations (see Figure 1). The most frequent fluency judgments for this interpretation were absolutely incomprehensible (34.0\%) and not at all easy to imagine (43.5\%). In contrast, the Simulations interpretation - the correct interpretation devised as a more fluent alternative - was judged to be more fluent, more useful and more correct than the Days interpretation. Yet, the Simulations interpretation was still perceived as less fluent than the three incorrect interpretations (in dotted lines in Figure 1).
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Figure 1. Fluency (1-5.5), utility (1-6) and correctness (1-5) perceptions of the Time, Region, Forecasters, Days and Simulations PoP interpretations ( $N=92$ ). Bars with dotted lines represent scores for incorrect interpretations, whereas bars with plain lines represent correct interpretations.

## <Place Figure 1 about here>

A within-subjects ANOVA showed that fluency perception varied across interpretation, $F(4,364)=24.50, p<.001, \eta_{\mathrm{p}}{ }^{2}=.21$. Bonferroni post-hoc tests confirmed the fluency differences. The Days interpretation was less fluent than the Time, Region and Forecasters interpretations, respectively $M_{\text {DIFFs }}=-1.40,-1.12,-0.94, p s<.001$. The Simulations interpretation was more fluent than the Days interpretation, $M_{\text {DIFF }}=0.51, p=$ .006 but was also less fluent than the Time and Region interpretations, $M_{\text {DIFF }}=-0.89, p<$ $.001 ; M_{\text {DIFF }}=-0.61, p=.026$. There was no statistically significant difference in fluency between the Simulations and Forecasters interpretations, $M_{\text {DIFF }}=-0.43, p=.071$.

To test the effect of the fluency of the Days interpretation on correctness perception and to test the mediating role of utility, we conducted a mediation analysis using the SPSS script PROCESS (Preacher \& Hayes, 2012). The mediation model is depicted in Figure 2 and shows that fluency predicted the level of correctness of the Days interpretation and that this effect was not mediated by the utility perception of the Days interpretation (the CI interval of the ab path did cross 0 ).
<Place Figure 2 about here>
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Figure 2. The fluency of the Days interpretations of a PoP forecast predicted its perceived correctness. The effect was not mediated through the utility perception of the Days interpretation ( $N=92$ ).

Note: c: Total effect, c': direct effect and ab: indirect effect. CI: $95 \%$ confidence intervals based on a Monte Carlo simulation on 1,000 samples; the estimates reported are non-standardised estimates.

## Testing whether differences in fluency explain differences in correctness

To test whether differences in utility predicted difference in correctness perception and to assess whether this effect was mediated by utility perception, we conducted three mediation analyses on a set of three difference variables. In the first analysis, we compared the Days interpretation to the three incorrect interpretations, in the second, the Simulations interpretation to the three incorrect interpretations, and in the third analysis, we compared the Days interpretation to the Simulations interpretation.
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To test whether differences in fluency between the Days interpretation and the three incorrect interpretations accounted for differences in correctness perception, we conducted a mediation analysis on three new difference variables for fluency, correctness and utility. The difference scores were computed by subtracting the average score of the incorrect interpretations from the score of the Days interpretation; hence, lower scores indicated that participants judged the incorrect interpretations to be more fluent, useful or correct than the Days interpretation. For example, DiffDays Fluency = FluencyDays - Mean(FluencyRegion, FluencyTime, FluencyMeteorologists). The results of this mediation analysis are shown in Figure 3, Panel A. The analysis showed that participants judged the incorrect interpretations as being more correct than the Days interpretation because they were more fluent. The effect was partially mediated by utility (as indicated by the fact that the confidence interval of the ab path does not cross 0 , while the c' path is still statistically significant).

To test whether differences in fluency between the Simulations interpretation and the three incorrect interpretations accounted for differences in correctness perception, we followed the same procedure except that we computed the difference variables using the Simulations ratings instead of the Days one. For these variables, lower scores indicated that participants judged the incorrect interpretations to be more fluent, useful or correct than the Simulations interpretation. The results of this mediation analysis are shown in Figure 3, Panel B. The analysis showed that participants judged the Simulations interpretation to be more correct than the incorrect ones because the Simulations interpretation was more fluent. The effect was partially mediated by utility.

Finally, to test whether difference in fluency between the Simulations interpretation and the Days interpretation accounted for differences in correctness perception, we conducted a mediation analysis on three new difference variables for fluency, correctness and utility for
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which we subtracted responses based on the Simulations interpretation minus responses based on the Days interpretation. For these variables, higher scores indicated that participants judged the Simulations interpretation to be more fluent, useful or correct than the Days one. The results of this mediation analysis are shown in Figure 3, Panel C. The analyses showed that participants judged the Simulations interpretation to be more correct because it was more fluent. The effect was partially mediated by utility. In the three mediation analyses, utility was partly mediating the effect of fluency on correctness.
<Place Figure 3 about here>

This is the version of the article before publication.

Panel A. Mediation model for the Days interpretation (vs., all incorrect interpretations)


Panel B. Mediation model for the Simulations interpretation (vs., all incorrect interpretations)


Panel C. Mediation model for the Simulations interpretation (vs., the Days interpretation)


Figure 3. Effect of fluency on perception of correctness with utility as a mediator $(N=92)$ for three models: the Days (vs. all incorrect interpretations), the Simulations (vs. all incorrect

Accepted in Journal of Cognitive Psychology (Nov 2018).
This is the version of the article before publication.
interpretations) and Simulations (vs. Days interpretation) models, respectively shown in panels A, B and C.

Overall, the results of Study 1 indicated that the correct Days interpretation was perceived to be less correct than the incorrect Time, Region and Forecasters interpretations when it was perceived to be less fluent and less useful. Further, the Simulations interpretation proved to be more fluent, more useful and therefore more correct than the Days interpretation. Although the Simulations interpretation was considered to be less fluent than the three incorrect interpretations, our results provide evidence that it was more fluent than the Days formulation and that hence it was perceived as more correct.

## Study 2

The findings of Study 1 have shown that fluency played an important role when assessing whether a PoP interpretation was useful and correct or not. Secondly, an alternative correct interpretation - the Simulations interpretation (i.e., "rain will fall according to $30 \%$ of the ensemble of tomorrow's forecasts") was perceived to be more fluent, more useful and, in turn, more correct than the Days interpretation.

Our findings have highlighted a methodological weakness in the design of past research which weakens the reach of its conclusions. The low selection rate of the correct Days interpretation in past research may be partly explained by the fact that this interpretation is less fluent than the other provided in the multiple choice question (Gigerenzer et al., 2005; Juanchich \& Sirota, 2015; Morss et al., 2008).

Our findings have indicated that the selection rate of responses is sensitive to probability-irrelevant factors such as the wording of the responses. Hence, to get a better
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view of the PoP interpretation it seems that the use of more than one item is required. This is also aligned with the recommendations issued by the American Educational Research Association, the American Psychological Association and the National Council on Measurement in Education (2014).

Study 2 aimed to reassess how participants understand probability of precipitation forecasts in a study featuring a more fluent correct interpretation (i.e., the Simulations interpretation instead of the Days one) and featuring three multiple choice questions tapping into the interpretation of a single PoP forecast. We expected to find that participants would choose the correct interpretation more often than in past research.

## Method

Participants. A total of 114 Americans from Amazon Mechanical Turk took part in the survey. A post-hoc sensitivity analysis showed that our sample size allowed us to detect a small effect size of $w=0.13$ for a chi-squared test with $d f=1$ (both assuming $\alpha=.05,1-\beta=$ .80), as planned for a comparison with prior research using the Days interpretation in a similar sample (Juanchich \& Sirota, 2016; n=334).

Table 2 provides an overview of the characteristics of the sample in Study 2 along with the characteristics of the American population. Their ages ranged from 18 to 73 ( $M=$ 33.2, $S D=11.5$ ). In the sample, there were slightly more female participants. Most participants had a job, had some experience of higher education and were Caucasian. Fifteen participants did not report their socio-demographics.

Materials and procedure. Participants first read the instruction: "Imagine that you want to know the weather forecast for the next day in your state. You are given, from a reliable source, the following weather forecast." We chose a state-wide forecast to allow for the Region interpretation to take place. Participants then received a traditional probability of
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precipitation: "There is a $30 \%$ chance that it will rain tomorrow". Along with the PoP, participants read three multiple choice questions assessing their understanding of the forecast (randomly presented). For each they could select one of four choices designed to match the Time, Region and Simulations interpretations along with an "Other" option. The options were presented in a random order to each participant with the Other option always being last and are available in Appendix A.

The first item corresponded to the classic PoP multiple choice question as used in Gigerenzer et al. (2005) except that the Days interpretation was replaced by the Simulations interpretation. The second question featured the probability magnitude corollaries of the PoP interpretations as possible answers: in the Region and Time interpretations people are sure that it will rain; their uncertainty is about where and when. In the third multiple choice question the choices featured ratios instead of normalised frequencies ( 3 in 10 or 3 out of 10 instead of 30\%). According to the American National Weather Service's definition of PoP forecasts (2015), the Region interpretation is correct when the probability of rain is $100 \%$. To exclude the Region interpretation as potentially correct, we asked participants to report the response that was "absolutely true" (Juanchich \& Sirota, 2015).

At the end of the survey, participants provided their socio-demographics. Participants also described whether they lived in a city, how often they sought weather forecasts (from never to every day) and their favourite source of weather forecasts (the internet, TV, phone, radio). The answers to these questions did not impact participants' PoP interpretations.

The internal reliability of the three questions measuring the PoP interpretations was not satisfactory (Cronbach's Alpha $=.48$ ). However, eliminating the third item led to an increased and satisfactory reliability (Cronbach's Alpha = .67). The small and not significant correlation between the third question and the other two (. 05 and -.11 ) was taken as a cue that
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the question did not address PoP interpretation and therefore we chose not to analyse this data further.

## Results

Reassessing how people understand PoP. In the first question, $59 \%$ of the participants selected the correct Simulations interpretation, 20\% chose the Region interpretation and $10 \%$ the Time interpretation, while $12 \%$ selected Other and provided a personal interpretation. In the second question, $73 \%$ of the participants recognised that the PoP meant that it was uncertain that it would rain at all whereas $24.5 \%$ of the participants were certain that it would rain but were uncertain about where (17.5\%) or for how long (7\%). Only three participants provided a personal response (2.6\%). Among the participants who selected the proposed interpretations, the responses in the two interpretation questions were fairly consistent - overall $72 \%$ chose the same interpretation to both questions: $2 \%$ chose the Time interpretation, $13 \%$ opted for the Region interpretation and 57\% chose the Simulations interpretation to answer both questions (without the Other option). The Region answer was a more common misinterpretation than the Time one in response to both questions. This rate was possibly inflated by the width of the spatial area covered by the forecast in our context: a state-wide forecast.

For the Region and Simulations interpretations, the participants' answer to the first question made them likely to select the same option in the second question (e.g., $62 \%$ and $85 \%$ ) whereas this was less the case for the Time interpretation (17\%).

Among the personal PoP interpretations, most were an exact reformulation of the forecast or a translation of the PoP in a different probabilistic format (e.g. "a $30 \%$ possibility", "a $30 \%$ likelihood of falling", "the chance of rain is very low", "there is a chance
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of rain" and "there is a 3 in 10 chance that it will rain tomorrow"). This rewording tendency is similar to that observed in past work (Gigerenzer et al., 2005; Joslyn et al., 2009; Morss et al., 2008; Murphy et al., 1980; Peachey et al., 2013).

Comparison with the rate of correct interpretation in previous research. We compared the responses given to the first multiple choice question of Study 2 to the results of previous research using the same task in the same population (Amazon Mechanical Turk workers) but with the Days interpretation instead of the Simulations one (Juanchich \& Sirota, 2015). The comparison shows that participants selected the correct answer more often than before. Among participants who selected the provided interpretation, when the Simulations interpretation was listed in the possible answers, $67 \%$ of the participants selected the correct interpretation, whereas past research using the Days interpretation showed that only 53\% of the participants selected the correct interpretation $(N=339$; Juanchich \& Sirota, 2015). This difference was statistically significant, $\chi^{2}(1)=6.79, p=0.009$, Cramer's $V=0.22$.

## General discussion

The findings of Study 1 corroborate the role of metacognitive cues - perceived fluency and utility of the interpretation - in assessing the correctness of the options used to assess people's understanding of probabilistic forecasts in multiple choice questions. Fluency determined the perceived correctness of the probability of precipitation (PoP) interpretations. This effect was partly mediated by the perceived utility of the interpretation. Further, the results of Study 2 offer a more optimistic window on people's abilities to understand probability of precipitation. When provided with a more fluent correct interpretation than the one previously used, a majority $-67 \%$ - of the participants selected the correct PoP interpretation. These findings contrast with previously observed rates of correct interpretation
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that were generally below $50 \%$ (Gigerenzer et al., 2005; Joslyn et al., 2008; Juanchich \& Sirota, 2016; Morss et al., 2008; Sink, 1995).

## Explaining participants' selection: not just a matter of fluency

Our findings indicated that the Time, Region and Forecasters interpretations were more fluent than the Simulations interpretation (see Figure 1). Yet, participants chose the Simulations interpretation more often than the Time, Region and Forecasters interpretations in the MCQ. This is rather good news as it indicates that fluency is not the only force at work in the selection of a PoP interpretation. The fluency of the Time, Region and Forecasters interpretations could have been driven by experience - people may consider how long and where it will rain more often than the number of simulations in which it rains. This frequency would increase people's familiarity with those interpretations and therefore increase their fluency (Tversky \& Kahneman, 1973). This hypothesis is in line with the findings of Lazo et al. (2009) showing that people are mostly interested in where and how long it will rain.

Our findings also highlight the factors that contribute to fluency. Based on past research showing that syntactic (Lowrey, 1998) and lexical cues (Oppenheimer, 2006) contribute to the fluency of a sentence, we could have expected that a longer interpretation would have been less fluent. However, our results indicated that the Simulations interpretation was more fluent than the Days interpretation despite having two extra words.

## Reinterpretation of past research

The present findings call for a cautious use of previous data obtained using a single multiple choice question to assess the interpretation of probability of precipitation. We have demonstrated that using a more fluent correct answer leads to a greater number of correct answers, indicating that previous research using non-fluent correct answers (e.g., Gigerenzer et al., 2005; Juanchich \& Sirota, 2016; Morss et al., 2008) provided a more pessimistic
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picture of PoP understanding than the reality. The possible interpretations presented to people in a multiple choice question PoP should have an equal level of fluency to better reflect how people actually understand PoP forecasts. A stable level of fluency across interpretations is a better setting than the use of multiple choice questions with varying levels of fluency to provide an accurate picture of how people understand PoP. In the present project we have reduced the fluency gap between the correct and incorrect interpretations in the multiple choice questions but we have not closed it. The fluency of the correct Simulations wording was still lower than the Time, Region and Forecasters interpretations, hence, our findings could still provide a negatively biased picture of the number of people who correctly interpret PoP.

An extra point of caution regarding our findings is related to our samples, which we recruited on the web platform Amazon Mechanical Turk. While Amazon Mechanical Turk provides samples more representative of the national population than student samples, they are, however, not a true reflection of the diversity in the global population, on account of the fact that they are all internet users. The composition of the Amazon Mechanical Turk panel of workers varies over the years (Ross, Zaldivar, Irani, \& Tomlinson, 2010) but in 2008-2009 the workers were younger, more educated and included a greater proportion of women than the national population (Ross, Zaldivar, Irani, \& Tomlinson, 2009). When examining our samples compared to the general US population we noticed similar trends. Our participants differed from the general population in two main aspects: they were younger and more educated. The high level of education in our sample may mean that other, less educated segments of the population would be more likely to misinterpret PoP than was indicated in our findings. Further research focusing on individuals typically not using the internet could complement our observations. In the same vein, our findings could be further developed by
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focusing on individuals whose livelihoods depend on the weather, such as in farming or tourism, so as to better appraise the economic consequences of PoP misinterpretation.

## Methodological implications

Our findings have offered two methodological implications. Firstly, they demonstrate that processing fluency is an important factor in the design of multiple choice questions. When designing multiple choice questions, researchers should consider the fluency of the provided options because fluency can create a biased picture of people's preferences.

Secondly, our findings highlight the danger of using a single measure within a single method of investigation and indicate that using a variety of approaches may be more suitable to ensure an appropriate measurement. In Study 2 we used three items to tap into participants' interpretations of a PoP, but this did not show a good statistical fit. More items are needed to increase the reliability and validity of a PoP interpretation scale. In the past, Morss et al. (2008) have also called for the use of more questions to assess PoP interpretation. Joslyn et al. (2008) have, for example, provided an interesting example of experiments featuring either several multiple choice questions or several open ended questions to gain some insights into people's PoP interpretations.

Using a wider variety of similarly fluent items brings evidence that the rate of correct PoP interpretations reported in the past was negatively biased by the fact that the correct answer was also perceived to be the least fluent. It should be noted that multiple choice questions may not be the best way to tap into PoP interpretation, but it is unclear which alternative should be favoured. For example, open ended questions (e.g., "what do you think this means?") rarely provide insights into the reference class that people associate with a probability and participants usually simply offer a rewording of the probability (Gigerenzer et al., 2005; Joslyn et al., 2009; Morss et al., 2008; Murphy et al., 1980; Peachey et al., 2013).
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Complementing existing methodologies with qualitative methods, such as interviews or focus groups in which the interviewer can guide respondents, could help to clarify the way that people interpret PoP. Further, focusing on the decisions people make could also provide a window into their interpretations. For example, the Time and Region interpretations could be associated with more cautious decisions given that they entail a $100 \%$ probability of rain.

By showing that other factors impact how people understand probabilities, we are widening the range of factors to take into account when accounting for variance in probability interpretation. Unlocking the research focus from probability formats should pave the way for a focus on other determinants that could provide useful insights into explaining how people interpret probabilities. For example, a fruitful avenue of investigation would be to focus on the role of differences in the individual's ability to correctly identify the reference class of a probability. Individual differences have been investigated in connection with how much probability people perceived in probability perception tasks (e.g., Reyna, Nelson, Han, \& Dieckmann, 2009) or in probability computation tasks (e.g., Bayesian reasoning; Sirota, Juanchich, \& Hagmayer, 2014) but scarcely in the interpretation of probabilities. The findings of Gigerenzer and Galesic (2012) indicate, however, that age and numeracy are two significant factors in explaining variation in probability interpretation: the elderly and individuals with lower numeracy skills showed a lower rate of probability interpretation in a medical context.

## Practical implications

We recommend that weather forecasters provide the public with a definition of probability of precipitation that is fluent, simple and easy to imagine, while emphasising the fact that precipitation is not certain. Using a fluent definition of what PoP means will help weather forecast users to believe in the quality of the interpretation and its utility. Further,
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introducing the complementary probability in the PoP (the probability of no rain) should also contribute to an improved interpretation. Our results have provided indirect converging evidence that prompting a reflection on the uncertainty surrounding the event helps people derive the correct interpretation of a PoP. Indeed, the performance of participants in the second MCQ - in which the options made clear what was uncertain (e.g., about the location, the duration or the rainy event itself) - was about $70 \%$. These results are similar to past work that demonstrated in a small sample $(n=33)$ that providing a PoP with the probability that it will not rain yielded about $64 \%$ of correct interpretations (Joslyn et al., 2008). Further research needs to be conducted on a format-related solution, while paying extra attention to the methodological soundness of the materials used.

In the US alone, 235 million people are exposed to almost four weather forecasts every day - almost a billion forecasts altogether. The belief that many people do not interpret PoP correctly may have legitimised its absence from specific sources of weather forecasting. For example, based on informal observations, it is currently rare to see probabilistic forecasts on British or American TV channels. The present findings provide a more positive view on PoP forecasts interpretation, supporting the assumption that weather forecast users can use those forecasts to make more informed and cost efficient decisions. There is still room for improvement though, and educating people on how to correctly interpret probabilities should therefore remain high on the agenda of weather forecast agencies.
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## Appendix A. Multiple choice questions used in Study 2

Multiple choice question 1.
In your opinion, what is the usual meaning of this forecast?
If the weather conditions are like today, at least a minimum amount of rain...

- ... will fall in $30 \%$ of the region tomorrow.
- ... will fall for $30 \%$ of the time tomorrow.
- ... will fall according to $30 \%$ of the ensemble of tomorrow's forecasts.
- Other, please specify:

Multiple choice question 2.
Based on the forecast, please indicate which of the following predictions is absolutely true:

- It will rain for certain in the state tomorrow, but where in the state is uncertain.
- It will rain for certain in the state tomorrow, but when is uncertain.
- It is not certain it will rain at all in the state tomorrow.
- Other, please specify:

Multiple choice question 3.
Based on the forecast, please indicate which of the following predictions is absolutely true:

- It will rain for $1 / 3$ of the day tomorrow in the state.
- It will rain in 3 cities out of 10 in the state.
- There is a 3 in 10 chance that it will rain on one specific place in the state.
- Other, please specify:
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[^0]:    ${ }^{1}$ Number of adult US citizens based on a 2014 census multiplied by the proportion of American adults looking at weather forecasts, multiplied by the average number of daily forecasts on average $245300000 \times 0.964 \times$ $3.8=898582960$ ).

[^1]:    ${ }^{2}$ Here is the exact wording of the choices provided in Morss et al. (2008, pp. 980-981). MCQ1: "It will rain tomorrow in $60 \%$ of the region", "It will rain tomorrow for $60 \%$ of the time", "It will rain on $60 \%$ of the days like tomorrow", and " $60 \%$ of weather forecasters believe that it will rain tomorrow." MCQ2: "It will likely rain over the entire forecast area tomorrow", "It will likely rain throughout the day somewhere in the forecast area tomorrow", "It will likely rain at any one particular point in the forecast area tomorrow", and "Weather forecasters are likely to believe that it will rain tomorrow." Both questions also featured two extra choices: "I don't know" and "Other (please explain)". The correct PoP interpretations are presented here in italics.

[^2]:    ${ }^{3}$ Here is the exact wording: "A weather forecast is an estimate of the future state of the atmosphere. It's created by observing the current state of the atmosphere and using a computer model to calculate how it may change over time. [...] To estimate the uncertainty in the forecast we use what are known as Ensemble Forecasting. Here, we run our computer model many times from slightly different starting conditions."

[^3]:    ${ }^{4}$ Although it is debated whether Cronbach's alpha is appropriate for 2-item scales because it tends to underestimate reliability, it remains an accepted and common practice. See here for a discussion on the subject (Eisinga, Grotenhuis, \& Pelzer, 2013).

