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Chapter 1 

INTRODUCTION 

1.1 Low Mass X-Ray Transients 

A widespread astrophysical problem involves the collapse of gas with angular momentum. 

Nature's solution to this problem is to form an accretion disc, which viscously extracts 

angular momentum allowing the gas to fall inwards. Accretion discs occur on a wide range 

of scales in the Universe from young stellar objects and interacting binary stars to active 

galactic nuclei, and may playa role in gamma-ray burst production. Interacting binaries 

represent an ideal laboratory in which to study the underlying physics because they vary 

on accessible timescales from milliseconds to years and they rotate; hence the system may 

be viewed from different orientations. 

To understand the structure and behaviour of an interacting binary, it is necessary 

to first understand its gravitational environment. While the basic physics is very simple 

(effectively two point masses rotating about their common centre of mass) the combination 

of gravity and rotation leads to interesting effects. It is most helpful to visualise the binary 

in the corotating frame of reference, in which the stars appear at rest. In this frame as 

well as real gravitational forces from the two stars, there are fictitious centrifugal and 

Coriolis forces arising because the corotating frame is non-inertial. The combined effect of 

the gravitational and centrifugal forces can be represented by the Roche potential (Frank, 

King & Raine 1992): 

'l>R(r) = -I GM
1 1 - 1 GM2 1 - ~(w x rf 

L - Ll L - r2 2 
(1.1 ) 

The Coriolis force, -2~ x 1l per unit mass, is velocity dependent, hence cannot be repre-
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sented by a potential. A more complete mathematical treatment is given by Kopal (1959). 

Figure 1.1 represents the Roche potential of a typical binary with a mass ratio of q = 0.33, 

i.e. the accretor is three times as massive as the mass donor. There are several key points 

to note. Firstly, as well as the potential wells of the two stars, the potential drops off 

at large radii, due to the fictitious centrifugal force. This is a consequence of assuming 

corotation. There are five stationary points, the Lagrangian points. The most important 

for an interacting binary is Ll, the inner Lagrangian point. This is a saddle point between 

the two stars and represents the easiest route for material to be transferred between them. 

The Roche lobe of a star is defined as the teardrop shaped equipotential surface which 

just touches the Ll point. If the star grows beyond its Roche lobe material will be trans­

ferred to the other star through the Ll point; it is an interacting binary. Because of the 

additional Coriolis force, the material does not fall straight toward the centre of the lobe; 

it has angular momentum and will instead settle into a ring; viscous interactions will then 

cause the ring to spread into a disc. Of the other points, L2 and L3 are also saddle points 

on the line of centres of the two stars, and L4 and Ls are local maxima. These latter four 

points represent unstable points of equilibriuml at which material may become trapped. 

Binary stars can loosely be categorised into three groups: detached, semi-detached and 

contact binaries. In detached binaries, both stars are inside their Roche lobe and there is 

normally no exchange of material between them. The majority of binary stars are of this 

type. In a semi-detached binary, one star is large enough to be in contact with its Roche 

lobe and material is funnelled through the Ll point into the Roche lobe of the other star, 

the accretor. This category includes a variety of objects: Algols (Richards & Albright 

1999), in which the accretor is a normal size star, cataclysmic variables (Warner 1995) in 

which it is a white dwarf and X-ray binaries (Lewin, van Paradijs & van den Heuve11995) 

in which it is a black hole or neutron star. In a contact binary both stars fill or overfill 

their Roche lobes and they will form a bizarre dumbbell shaped object with two stellar 

cores within a common envelope. The classification of a given binary changes with time 

as the stars evolve and their radii change. Angular momentum losses may also change 

the binary separation. An interacting binary which is semi-detached today has likely been 

through detached and contact phases at different times as described in Section 1.2. 

The term interacting binary most commonly conjures up images of semi-detached sys­

tems in which Roche lobe overflow occurs, but also the contact binaries represent an 

lWhen the Coriolis force is included L4 and Ls are stable equilibria for corotating particles (Frank, 

King & Raine 1992; Symon 1960), provided the mass ratio is extreme (q < 0.04 or q > 24.) 
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Figure 1.1: Roche potential of a typical binary, q = 0.33. If this were a typical interacting 

binary, the more massive star on the left would be the accretor and that on the right the 

mass donor. The potential is represented by both greyscale and equipotential contours. 

The Lagrangian points, stationary points on the surface, are represented by Ll-5. 
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Figure 1.2: Schematic picture of an LMXB in outburst. The image was generated by the 

author using a custom written code for a mass ratio of 0.33. The greyscale represents 

logarithmically scaled black body fluxes at 5500 A. Realistic temperature distributions 

were used for the disc and star, but the strength of heating of both were set to very low 

values so that all parts of the system were visible. Normally the disc and heated face of the 

companion will be much brighter than the unheated regions and the latter will effectively 

be invisible. 

extreme level of interaction and, in some detached high-mass X-ray binaries (HMXBs), 

interaction occurs via a strong stellar wind. This work will, however, focus upon semi­

detached, lobe overflow systems, more particularly low-mass X-ray binaries (LMXBs). 

These contain a neutron star or black hole accreting from a low mass (~ I M0 ) star. The 

class is closely related to cataclysmic variables in which the accretor is a white dwarf; 

indeed the distinction can become blurred when considering supersoft X-ray sources (Ka­

habka & van den Reuvel 1997), now believed to have white dwarf primaries sustaining 

steady nuclear burning on their surface, but until recently considered to be black hole 

candidates. 

Most known LMXBs are persistent, if variable, X-ray sources; famous examples include 

Sco X-I, Her X-I and Cyg X-2. The transient systems only emit significant X-rays in 
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distinct outbursts, however (Tanaka & Shibazaki 1996). These outbursts are relatively 

rare, with recurrence times typically of decades. When they do occur, they are spectacular, 

with increases in X-ray flux of up to a factor of 108 and optical brightening of up to 

10 magnitudes. The prototypical SXT, A 0620-00, stunned astronomers in 1975 by its 

extreme X-ray brightness, e.g. 23 times the brightness of the Crab supernova remnant in 

the 2-18keV energy band (Elvis et al. 1975)2, and an optical magnitude of'" 12 (see 

Figure 1.3). Strong radio outbursts are also observed (Hjellming & Han 1995) and in 

some cases (e.g. GRO J1655-40; see Chapter 4 for more discussion) relativistic ejections 

occur. It is observed that most of the transient LMXBs contain black hole accretors, 

whereas persistent sources appear all to involve accretion onto a neutron star. It should 

be emphasised that these are low mass X-ray transients, in contrast to the high mass 

X-ray transients in which a neutron star is in an eccentric orbit around a Be star. The low 

mass transients are more commonly referred to as soft X-ray transients (SXTs) or X-ray 

novae (XRN). Neither of these are fortunate choices of name: some SXTs are actually hard 

X-ray sources (e.g. GRO J0422+32; see Chapter 7) and X-ray novae involve a completely 

different outburst mechanism to classical novae. Nonetheless, for continuity with existing 

literature, the term SXT will be used from henceforth. 

This work describes observations of four SXTs at various stages of outburst. Two, 

GRO J1655-40 and GRO J0422+32, are considered strong black hole candidates; the third, 

XTE J2123-D58 has a neutron star accretor and in the fourth, XTE J2012+381, the com­

pact object type is unknown. 

1.2 The Origin and Evolution of LMXBs 

The origin of LMXBs is relatively uncertain; Verbunt (1993) and Verbunt & van den 

Heuvel (1995) discuss the important issues and these works provide the primary source 

for this section. By comparison, for CVs a fairly clear picture exists (Kolb 1996) even if 

details, such as angular momentum loss mechanisms, remain to be resolved. 

The most likely origin of an LMXB is in a wide binary with an extreme mass ratio. The 

progenitor of a black hole or neutron star must be much more massive than the low-mass 

companion; hence the extreme mass ratio. Such a star will expand dramatically in its later 

phases of evolution. If the companion is too close, then it will be engulfed by the envelope 

of the giant star, and will spiral in and eventually merge with the giant's core. If the 

2 A 0620-00 remains the brightest extra-Solar X-ray source ever observed. 
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companion is too distant, it will not be engulfed at all, and the binary will remain wide. 

Formation of an LMXB thus appears to require some fine tuning, with the companion close 

enough to enter the giant's envelope and spiral in, but far enough out that the giant will 

undergo a supernova before a complete merger occurs. As the envelope of a giant is very 

tenuous, this case will likely leave the low-mass companion largely unchanged. Note that 

unlike the common envelope phase of CV evolution, because of the extreme mass ratio, 

the spiralling in process will probably not release enough energy to drive off the common 

envelopej thus the companion will still be within the envelope when the supernova occurs. 

The largest difficulty with this picture is how the system can remain bound through 

the supernova. The compact object progenitor will lose a lot of mass very quickly and 

the companion will find itself essentially with the same position and velocity as before the 

supernova, but in orbit around a much less massive object. It may, therefore, no longer 

be gravitationally bound. One suggested solution involves neutron star kicks, asymmetric 

supernova explosions that can give a neutron star a velocity of order 100 km S-I. If the 

direction of the kick is right it can compensate for the mass loss, but for every LMXB 

saved in this way, several others will be disrupted. Other solutions invoke a less massive 

progenitor that initially forms a white dwarf before undergoing accretion induced collapse, 

or a triple star system. This problem is mainly relevant to the formation of neutron star 

LMXBsj in the black hole case, a smaller fraction of the progenitor's mass is likely to be 

lost in the supernova and so the companion will remain bound in most circumstances. 

After the spiral-in and supernova, the companion will be in a detached but fairly close 

orbit, probably eccentric. Tidal interactions between the stars will tend to circularise 

the orbit and synchronise the rotation of the companion with the binary orbit, so that it 

always presents the same face to the compact object. Orbital angular momentum losses 

will also occur and will cause the orbital period and separation to shrink; eventually 

the companion will come into contact with its Roche lobe and mass transfer will begin. 

Angular momentum loss will continue to shrink the binary and it is this (normally) which 

drives sustained mass transfer. Gravitational radiation will always lead to an angular 

momentum loss. Except for very close binaries, however, this will not be very effective 

and cannot account for inferred mass transfer rates of many systems: a stronger angular 

momentum loss mechanism is thus needed. The most likely candidate is magnetic braking. 

Rapidly rotating late type stars are expected to have strong magnetic fields. These enforce 

corotation of the stellar wind, allowing the latter to carry away significant rotational 
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angular momentum from the star. The star's rotation is, however, coupled to the orbit 

by tidal forces; hence the stellar wind effectively carries away orbital angular momentum. 

Even this process will not shrink the orbit enough for binaries with large initial separations 

to interact. These will only become LMXBs when the companion evolves off the main 

sequence and expands to fill its Roche lobe. 

1.3 X-Ray States of LMXBs 

A convenient description of the behaviour of LMXBs is provided by the X-ray spectral state 

classification. van der Klis (1994) suggested that the spectral and variability behaviour 

of black hole XRBs and those containing low magnetic field neutron stars can be well 

described in terms of three states: low, high and very high. For an update see van 

Paradijs (1998). Five states have now been identified based on X-ray energy spectra and 

variability characteristics, i.e. the power-density spectra (PDS). The states appear to be 

determined by the mass accretion rate; in increasing order of this quantity they are: 

• Quiescent: The very low-luminosity state occupied by quiescent SXTs. Faintness 

is the main identifying feature and precludes detailed spectral or timing analysis at 

present. 

• Low (hard): The energy spectrum takes a power-law form. Variability is very 

strong, with the PDS dominated by broad-band noise, dropping off as a power-law 

at higher frequencies. 

• Intermediate: The flux is intermediate between low and high states. There are 

spectral and timing similarities to the very high state, however. 

• High (soft): The energy spectrum is characterised by a two component form with a 

soft thermal component and hard power-law tail. Variability is extremely low, with 

a power-law PDS. 

• Very high: The power-law spectral component is stronger relative to the thermal 

component. Variability strength is intermediate between the low and high states. 

The PDS shows band limited noise similar to the low state, but with the addition of 

strong quasi-periodic oscillations (QPOs) with frequencies of order 10 Hz. 

These states are not exclusive to LMXBs. For example, the HMXB and black hole 

candidate Cyg X-I alternates between the low and high states and has also exhibited an 
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Figure 1.3: Optical, X-ray and radio outburst light curves of the prototypical SXT, A 0620-

00. Taken from Figure 1 of Charles (1998) which was in turn simplified from Figure 4 of 

Kuulkers (1998a). 

intermediate state (Belloni et al. 1996). The states appear to reflect the structure of the 

inner accretion flow, and are therefore independent of the nature of the companion star 

and, to some extent, the compact object. 

1.4 Characteristics of SXT Outbursts 

A thorough compilation of SXT lightcurves has been presented by Chen, Shrader & Livio 

(1997). The 'canonical' SXT light curve is characterised by a fast rise, exponential decay 

form. The optical and X-ray light curves of the prototypical SXT A 0620-00 are a good 

example; they are reproduced in Figure 1.3. Many other systems have shown lightcurves 

with similar characteristics, e.g. GRO J0422+32 (Chapter 7) and XTE J2123-G58 (Chapter 

5). Some other systems show the same lightcurve structure, but have linear rather than 

exponential decays, e.g. XTE J2012+381 (Chapter 6); see Shahbaz, Charles & King (1998) 

for a classification of systems into exponential or linear decay. There are other light curves 

which are very different to this, however. Chen, Shrader & Livio (1997) identify triangular 
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outbursts (with a much slower rise), outbursts with short or long plateaus, outbursts with 

variable decay rates and multiply peaked outbursts. A good example of the latter is 

GRO J1655-40 (Chapter 4). 

Several common features can be identified in the fast rise, exponential decay lightcurves, 

as illustrated in Figure 1.3. The outburst rise is typically exponential, or at least the period 

of steepest rise is. Rise timescales (defined by Chen, Shrader & Livio (1997) as the e-folding 

time on the steepest part of the rise) are concentrated around 1-2 d. Decay timescales 

are longer; there is a wide spread, peaking around an e-folding time of 24 d. This is for 

the X-ray light curves. An optical rise has never been fully observed and decay times are 

up to three times longer than in X-rays. This difference in decay rates reflects spectral 

changes during the decay; as the disc cools, its spectrum shifts to lower energies. Even at 

outburst peak, most X-ray emission comes from the high-energy end of the thermal disc 

spectrum (its Wien tail), and consequently drops off steeply as the temperature decreases. 

The optical emission, however, initially comes from the low-energy Rayleigh-Jeans tail of 

the disc spectrum. As the disc cools, the disc spectrum shifts into the optical band slowing 

the apparent decay. At the very end of the outburst (or at least the brightest phase of it) 

the decay becomes non-exponential and X-ray and optical fluxes drop off steeply. This can 

be seen in A 0620-00 in Figure 1.3. An even clearer case is provided by GRO J0422+32; 

see Figure 7.1. 

The monotonic decay is usually interrupted by one or more secondary maxima, classi­

fied as glitches, bumps and mini-outbursts. A glitch is a small step-like rise after which 

the decay continues as normal, but from the new, higher level; a glitch is seen after day 

680 in the X-ray lightcurve in Figure 1.3. Optical and UV glitches are also present, al­

though they can be harder to distinguish. Glitches occur within the first hundred days of 

the outbursts and are always the first secondary maximum to occur. Bumps also occur 

during the exponential decay phase, but drop off after the peak, rather than resuming the 

exponential decay from the bump peak. A bump is seen in Figure 1.3 peaking around day 

830 in the X-ray light curve. Mini-outbursts have been less extensively studied because 

they occur after the steep drop-off and may have often been missed. The best example is 

GRO J0422+32 (Figure 7.1). They resemble short outbursts. 

Optical and UV observations of SXTs in outburst (and persistent LMXBs) reveal evi­

dence for substantial heating of the disc and companion star (van Paradijs & McClintock 

1995), with hot, blue spectra (inferred temperatures of 25000 K or more) and high excita-
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Figure 1.4: The limit-cycle disc instability mechanism. Axes are disc surface local sur­

face density (E) and local effective temperature {T}. The arrows indicate the limit-cycle 

behaviour. See text for description. 

tion emission lines such as He II and C IV. LMXBs appear brighter in outburst than can 

be readily explained by viscous heating along (see Section 4.7.1 for a discussion of how 

this problem applies in GRO J1655-40) and strong optical modulations are often seen due 

to viewing the strongly heated inner face of the companion star from varying angles (see 

Chapter 5 for examples of this modulation in XTEJ2123-058.) There remain difficulties 

in understanding how irradiation can occur, however {Dubus et al. 1999 and references 

therein}, as theory predicts that the disc should adopt a convex radial profile shielding 

the outer parts from direct irradiation. Additional factors, such as scattering of X-rays 

or disc warping are required to explain the observational evidence that irradiation of the 

outer disc does occur. 

1.5 The Outburst Mechanism 

The most promising models for explaining SXT outbursts invoke the thermal-viscous limit 

cycle instability previously developed for cataclysmic variables; the so called disc instability 

model (DIM). See Cannizzo (1999) and references therein for an overview of the current 

situation. The basic instability mechanism arises from the highly temperature sensitive 

opacity of disc material when hydrogen is partially ionised. This is commonly represented 
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by the equilibrium surface density vs. effective temperature relation shown in Figure 1.4; 

the S-curve. The curve shows local equilibrium disc states. Only the lower (AB) and upper 

(DC) branches are stable, however; these correspond to cool, low-viscosity and hot high­

viscosity states respectively. The branch connecting them (BD) is thermally and viscously 

unstable. To appreciate this simply, it is necessary to realise that the temperature is 

directly related to the mass transfer rate (for a steady state disc then T4 ex: m; Frank, King 

& Raine 1992) since material falling inwards loses gravitational energy, hence viscously 

heating the disc. This does not depend on the details of the viscosity mechanism, but will 

be modified by non-viscous heating (e.g. X-ray irradiation.) Because of this the vertical 

temperature scale of Figure 1.4 is equivalent to a scale of the mass transfer rate, or E. On 

the branch BD the effect of increasing E is thus to decrease E; hence mass will pile up 

and E will increase further. 

The behaviour of an LMXB depends on where its disc annuli lie in the E - T plane, and 

thus on the mass transfer rate from the companion. If the mass transfer rate is low, all 

parts of the disc are on the lower branch and the system will be permanently quiescent. If 

the mass transfer rate is high, the whole disc will be on the upper branch and the system 

will be a persistent X-ray source. If the mass transfer rate would require some parts of 

the disc to lie on the unstable middle branch, however, the system may be a transient3, 

and annuli will follow a limit cycle (ABCDA ... ) around its unstable equilibrium state. 

Consider a single disc annulus in more detail. Beginning from A, the annulus is in the 

cool state, with a low disc viscosity. This is insufficient to allow all the mass flow from the 

companion to be accreted; hence the disc surface density will increase and the annulus will 

move to the right along the equilibrium line AB. When it it tries to pass beyond B, there 

will be no equilibrium state available on the lower-branch and a transition to the upper 

branch will occur. On this high viscosity branch, however, material is accreted faster than 

it is replenished by the companion and the surface density will decrease again (CD). When 

D is reached, the density cannot decrease any more on the upper branch and a transition 

back down to the lower branch occurs and the cycle begins again. 

Of course different annuli will evolve independently, and will not reach the end of 

a branch simultaneously. The global behaviour is believed to depend on heating and 

cooling waves. At the beginning of an outburst, the first annulus to reach B will make the 

transition to the hot state. This will trigger a heating wave which will propagate through 

the disc so that the rest of the disc also enters the hot state. At the end of the outburst, 

3See the discussion of irradiation below for a caveat to this. 
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the first annulus to make the transition to the cool state will trigger a cooling wave. In 

the standard model (a disc heated only by viscosity) the rise of the outburst corresponds 

to the rapid propagation of the heating wave, and the exponential decay to the slower 

cooling wave propagation. Some fine tuning of the radial variation in viscosity is required 

to produce an exponential decay. 

More recently, King & Ritter (1998) have emphasised the importance of X-ray irradi­

ation in heating the disc. This can maintain the disc in the hot state even when viscous 

heating would not, and hence delay the propagation of a cooling wave. In this variation 

of the model, the exponential decay corresponds to the purely viscous draining of the disc 

while it is entirely in the hot state. When irradiation is weak enough to allow a cooling 

front to form, the decay accelerates; this is the drop-off at the end of the exponential decay 

phase. If irradiation is never strong enough to suppress the cooling wave (mainly an issue 

for long-period systems) then the exponential decay phase does not happen and the decay 

is expected to be linear, as seen in XTE J2012+381 (Chapter 6). 

This fusion of the DIM with irradiation has met with some success in explaining the 

outburst behaviour but there remain difficulties. One of the strongest is that the long 

recurrence time of SXT outbursts requires an extremely low quiescent viscosity. Nev­

ertheless, significant X-ray luminosity is detected in quiescence, far more than can be 

consistent with such a low viscosity. An extra ingredient is needed for the inner disc re­

gions producing X-rays; the proposed solution is that the inner disc evaporates into an 

advective flow. 

1.6 Advective Accretion Flows 

The difficulties with applying the 'standard' DIM to quiescent SXTs led to the application 

of models of advective accretion flows to SXTs (Narayan, McClintock & Yi 1996). The 

essential idea is that there exist stable accretion flows (for low mass transfer rates) which 

radiate very inefficiently and hence can advect energy into a black hole event horizon (i.e. 

there is bulk transport of thermal energy released by viscosity.) Physically this situation 

can arise in low density flows if the Coulomb coupling between ions and electrons is very 

weak. Viscosity is then likely to predominantly heat the ions due to their larger mass 

(Narayan & Yi 1995; see Quataert & Gruzinov (1999) for a critique of this assumption.) 

They do not radiate efficiently, however, and if they are unable to transfer energy to the 

electrons then the energy remains locked in the flow. The flow becomes a two temperature 
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Figure 1.5: Advective model fits to the broad band spectrum of V404 Cyg in quiescence. 

The upper panel shows models with varying masses, the lower panel varying transition 

radii. Taken from Figure 4 of Narayan, Barret & McClintock (1997). 

one, with hot ions (Ti f"V 1012 K) and cooler electrons (Te '" 1010 K). This model predicts 

low luminosity high energy emission (emitted non-thermally) from the small amount of 

ionic thermal energy that can 'leak' to the electrons via Coulomb interactions. 

The global accretion flow structure suggested is that there is a conventional geometri­

cally thin disc in the outer part of the Roche lobe. At some transition radius, this becomes 

evaporated (see Meyer 1999 for discussion of possible mechanisms) into a quasi-spherical, 

optically thin flow. In this inner low density flow, ion-electron interactions are ineffective 

and so the flow is advective. The models that have been most extensively applied are 

the Advection Dominated Accretion Flow (ADAF) models described in Narayan, McClin­

tock & Yi (1996) and Narayan, Barret & McClintock (1997). These models initially used 

a self-similar solution for the structure of the ADAF, but later versions employed self­

consistent global solutions. The predicted spectrum takes a multi-peak form, shown in 

Figure 1.5 as applied to V 404 Cyg. From left to right, the first peak, in the optical, is due 

to self-absorbed synchrotron emission as electrons spiral around tangled magnetic fields 
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that are assumed to be advected with the flow. The second, soft X-ray, peak is caused by 

Comptonisation of the synchrotron peak. The third peak in hard X-rays is an amalgam 

of multiple Compton scatterings and bremsstrahlung emission. These spectral fits, albeit 

based on very sparse data, have been presented as evidence that the advective models 

are the best description of quiescent SXTs. So far published applications of the model to 

SXTs comprise A 0620-00 (Narayan, McClintock & Yi 1996; Narayan, Barret & McClin­

tock 1997), V404 Cyg (Narayan, McClintock & Yi 1996; Narayan, Barret & McClintock 

1997), X-ray Nova Muscae 1991 (Narayan, McClintock & Yi 1996; Esin, McClintock & 

Narayan 1997) and GRO J1655-40 (Hameury et al. 1997). 

Although the advective models were initially developed to explain the quiescent be­

haviour of SXTs, the hybrid thin disc plus advective flow picture has subsequently been 

extended as a possible model for all of the spectral states described in Section 1.3 by 

Esin, McClintock & Narayan (1997). The proposed scheme is illustrated in Figure 1.6. 

Beginning from the quiescent state, as the mass transfer rate is increased the density of 

the ADAF increases resulting in enhanced Comptonisation. Gradually, Comptonisation 

of synchrotron photons by the hot electrons becomes the dominant process for electron 

cooling; this is the (smooth) transition from the quiescent to low state. The enhanced 

Comptonisation, not only of synchrotron photons but also soft thermal photons from the 

disc, will increase the cooling rate of the electrons. At the same time, the increasing den­

sity in the flow (due to the increasing mass transfer rate) will lead to stronger Coulomb 

coupling between ions and electrons; hence the ion cooling will also increase. This will 

lead to a kind of condensation, with the ADAF collapsing down into a thin disc. This is 

expected to occur first at the outer edge of the ADAF, causing the disc to move inwards. 

The period when the inner disc radius is decreasing is identified with the intermediate 

state. When the mass transfer rate is high enough that an ADAF cannot exist at any ra­

dius, the thin disc extends to close to the black hole and its thermal emission dominates. 

This is the high state. To explain the very high state requires the input of additional 

physics, which Esin, McClintock & Narayan (1997) admit is very speculative. The very 

high state exhibits a stronger power-law component in the energy spectrum and enhanced 

variability. Both are likely associated with the corona, so to incorporate the very high state 

into the model requires some way to reverse the process of condensation of the corona. 

It is suggested that this could occur due to direct energy dissipation in the corona, per­

haps by reconnection of magnetic field loops expelled from the disc. Esin, McClintock & 
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Figure 1.6: Suggested interpretation for X-ray spectral states in the context of advective 

models. Taken from Figure 1 of Esin, McClintock & Narayan (1997). 

Narayan (1997) have demonstrated some success in modelling the spectral evolution of 

X-ray Nova Muscae 1991 (which was observed in all five spectral states) using this model. 

Zycki, Done & Smith (1998) have independently used observations of the smearing of the 

X-ray reflection spectrum in this system to show that the inner disc radius does change 

in qualitative agreement with the model of Esin, McClintock & Narayan (1997) but that 

the retreat of the disc during decline is slower than predicted. 

There remain many critics of the ADAF models in detail (many of whom would accept 

that advection in some form is important). The models do make a number of ad hoc 

assumptions. For example the transition radius is generally taken to be as large as possible 

without being inconsistent with observed Ha emission velocities. In fact Ha emission 
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Table 1.1: Properties of 8XTs with dynamical mass estimates. Unless otherwise noted, 

data are taken from Charles (1998); see that work for full references. Updated values 

are from: 1. Webb et al. (1999), 2. 8hahbaz et al. (1996), 3. Filippenko et al. (1999), 4. 

8hahbaz, Bandyopadhyay & Charles (1999b), 5. 8hahbaz et al. (1999a). 

Name Vrnin Porb (hrs) f{M) (M0) Mx (M0) 

GRO J0422+32 22.2 5.1 1.19 ± 0.021 > 7.251 

X-ray Nova Vel 1993 20.62 (R) 6.92 3.17 ± 0.123 > 3.93 

A 0620-00 18.3 7.8 2.91 ± 0.08 '" 6.43 

G82000+25 21.5 8.3 5.01 ± 0.12 10 ± 4 

X-ray Nova Muscae 1991 20.5 10.4 3.01 ± 0.15 6+5 
-2 

X-ray Nova Ophiuchi 1977 21.5 12.5 4.86 ± 0.13 6±2 

Cen X-4 18.4 15.1 0.21 ± 0.08 1.3 ± 0.6 

4U 1543-47 16.6 27.0 0.22 ± 0.02 5.0 ± 2.5 

GRO J1655-40 17.2 62.9 2.73 ± 0.095 5.5 -7.95 

V404 Cyg 18.4 155.3 6.08 ± 0.06 12 ±2 

indicates only that the thin disc extends at least this far in, and hence provides only an 

upper limit on the transition radius. 

A major concern at present was raised by Blandford & Begelman (1999) who demon­

strate that an advective flow has a positive Bernoulli constant, indicating that the flow 

is unbound. Consequently it may be that significant outflows occur, even in quiescence; 

Blandford & Begelman (1999) refer to such accretion flows as adiabatic inflow-outflow so­

lutions (ADIOS). It is unclear how much effect this will have, if any. The positive Bernoulli 

constant indicates the possibility of outflows, but does not require them. If strong outflows 

do occur then this is likely to change the structure of the advective flow, and hence the 

predicted spectra, significantly. 

1.7 The Evidence for Black Holes in SXTs 

Evidence for the definite existence of Galactic black holes has long been sought, but until 

recently, there was only one strong black hole candidate, the HMXB Cyg X-I. Studies of 

SXTs have changed this picture and the majority of black hole candidates are now SXTs 
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(Charles 1998). SXTs present an especially appealing environment in which to study black 

holes because in quiescence it is possible to study the light from the companion star almost 

in isolation. By measuring the Doppler shifts of its absorption lines, one can measure its 

projected orbital velocity and hence constrain the mass of the object it is orbiting around. 

More specifically, from the orbital period and observed radial velocity semi-amplitude, one 

can determine the mass function, f(M) (Frank, King & Raine 1992), 

K 3p M' 3· 
f(M)=_2_= Ism ~M 

21CG (1 + q)2 0' 
(1.2) 

While the first form of mass function is expressed in terms of directly measurable quan­

tities, the second contains information about the stellar masses. Given a measured f(M) 

(from the observed period and radial velocity curve), 

sin3 i 
M1 = (1 + q)2 f(M). (1.3) 

If the binary mass ratio (q = M2/Md and inclination, i, can also be estimated then clearly 

a full solution is possible, including the compact object mass. Even without this, however, 

the mass function is useful, as sin3 i :$ 1 and 1 + q > 1; hence M1 > f(M). The mass 

function therefore represents an absolute lower limit to the compact object mass. Table 

1.1 summarises the current state of dynamical mass determinations of SXTs. 

Dynamical arguments for a black hole accretor then rely on the assumption that any 

compact object too massive to be a neutron star must be a black hole. Exactly what this 

maximum neutron star mass should be is a subject of debate. The problem arises from 

uncertainty about the equation of state of degenerate neutron matter. Consequently, strict 

upper limits must come from identifying a minimal set of constraints that must be satisfied 

by any plausible equation of state. The commonly accepted maximum mass is 3.2 M0 

derived by Rhoades & Ruffini (1974) based on i) assuming a non-rotating neutron star, ii) 

requiring causality to be obeyed (i.e. requiring the speed of sound to be less than c), and 

iii) assuming that the equation of state is known up to a density of Po = 4.6 X 1014 gcm-3• 

None of these assumptions are unassailable, as discussed by Friedman & Ipser (1987): 

rapidly rotating neutron stars do exist (millisecond pulsars), the causality constraint only 

applies in a non-dispersive medium and the value of Po chosen is somewhat optimistic. 

Friedman & Ipser (1987) show that relaxing the causality constraint, choosing a more 

conservative value for Po and considering a maximally rotating neutron star can increase 

the theoretical upper mass limit to as high as '" 14.3 M0 . An even more exotic alternative 

has been suggested in the form of Q stars (Bahcall, Lynn & Selipsky 1990; see Miller, 
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Shahbaz & Nolan 1998 and references therein for a recent discussion). Q-stars have very 

different equations of state to neutron stars and in principal, these could have masses 

> 100 M0 . In practice, however, even a 12 M0 Q-star (appropriate for V404 Cyg) requires 

the Q-matter equation of state to be applicable at implausibly low densities (a factor of 

ten less than that of normal nuclear matter). 

Defining an absolute and general upper limit for the mass of any compact object that 

is not a black hole is thus difficult. Leaving aside theoretically possible equations of state 

and considering actual proposed prescriptions, however, Friedman, Parker & Ipser (1986) 

showed that from a sample of ten suggested equations of state, the largest mass possible, 

allowing for maximal rotation, was '" 3.2 M0 , consistent with the Rhoades-Ruffini limit. 

Most researchers in the field would probably accept that a compact object more massive 

than this must be a black hole. Observational evidence points to neutron star masses 

much less than this and the recent review of Thorsett & Chakrabarty (1999) showed 

that radio pulsars have a remarkably narrow mass-distribution, all being consistent with 

1.35 ± 0.04 M0 · 

While it is difficult to prove conclusively that a compact object is not a neutron star, a 

positive identification is more straightforward: the detection of Type I X-ray bursts (Lewin, 

van Paradijs & van den Reuvel 1995) is considered a definite signature of a neutron star. 

These are thermonuclear explosions (analogous to classical nova explosions) on the neutron 

star surface. They occur on low magnetic field neutron stars due to a thermonuclear 

instability associated with the ignition of helium burning in accreted material. XTE J2123-

058 (discussed in Chapter 5) shows Type I bursts, hence this is a neutron star transient. 

In the absence of a persuasive dynamical mass estimate there are no definite signatures 

of a black hole. Rather there are a number of characteristics which are shown by most 

dynamical black holes but by few neutron stars. The presence of several of these signatures 

does not prove that the compact object is a black hole, but it does at least flag an object 

as a black hole candidate worthy of more detailed study. Suggested black hole diagnostics 

include (Tanaka & Lewin 1995) a high luminosity ultrasoft spectrum, a high energy power­

law tail extending to above 20 ke V, the detection of both high-soft and low-hard states and 

the presence of large amplitude ('" 30 per cent) flickering in the low state. For example, 

XTE J2012+381 (Chapter 6) showed an ultrasoft spectrum with a hard power-law tail 

(White et al. 1998) and was thus identified as a black hole candidate by these authors. 

More recently, the successes of advective models described in Section 1.6 have led to 
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Table 1.2: Currently active ToO programmes to observe SXTs. Only those associated 

with the HST/ RXTE collaboration are listed. 

Facility PI Waveband Type of observations 

RXTE Chen X-ray Timing and spectroscopy 

HST Haswell UV /optical Rapid spectroscopy 

WHT Haswell Optical Rapid spectroscopy 

AAT Haswell Optical Rapid spectroscopy 

NTT Chaty Optical/IR Photometry and spectroscopy 

UKIRT Haswell IR Photometry 

claims that these provide direct evidence of the lack of a hard surface to the compact 

objects in black hole systems. In particular, systems previously believed to harbour black 

holes appear to be systematically X-ray fainter in quiescence than those known to contain 

neutron stars (Narayan, Garcia & McClintock 1997). This is proposed to prove that in 

black hole systems gravitational energy is advected through the event horizon whereas 

in neutron star systems it cannot escape view. The sample of available data is small, 

however, and selection effects need to be accounted for (for example systems of similar 

periods should be compared.) Menou et al. (1999) reexamine the data and find that, 

indeed, black hole systems are fainter and that their quiescent luminosities are consistent 

with stellar evolution models if advection occurs. They also find, however, that although 

neutron star systems are brighter than those containing black hole candidates, they are 

still a factor of I"V 103 fainter than predicted to be by advective models, indicating that the 

situation is more complex than the simple comparison between objects with and without 

solid surfaces. Menou et al. (1999) suggest that the reason for the discrepancy is that 

in quiescent neutron star systems a magnetic propeller suppresses accretion at low mass 

transfer rates, so that material is invisibly ejected rather than accreted. The subject of 

magnetic propellers in SXTs will be discussed further in Section 5.6.3. 

1.8 The Multiwavelength Target-of-Opportunity Programme 

As SXT outbursts are widely separated in time and unpredictable, their observation is 

painfully difficult. At the same time, it is extremely valuable to obtain simultaneous, 
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multi wavelength observations. For this purpose, a multiwavelength network of target-of­

opportunity (ToO) programmes has been formed, to override existing schedules when a 

bright SXT is discovered. The jewel in the crown of the collaboration are linked HST 

(PI Dr. Carole Haswell) and RXTE (PI Dr. Wan Chen) programmes. It is intended that 

a series of simultaneous observations will be obtained from as near to the outburst peak 

as possible, through the decline. The goals for this simultaneous X-ray IVV loptical pro­

gramme include monitoring the evolution of the broad band spectral energy distribution, 

performing echo-mapping to determine the location of X-ray reprocessing locations and 

obtaining velocity resolved observations of strong VV resonance lines. Other override pro­

grammes are in place on WHT, AAT, VKIRT (PI Dr. Carole Haswell) and at ESO (PI 

Dr. Sylvain Chaty) to support these observations in the optical and near infrared. 

To date, HST has only obtained spectroscopic observations of three SXTs in outburst. 

X-ray Nova Muscae 1991 was observed in 1991 under director's discretionary time (PI 

Panagia; Cheng et al. 1992) and GRO J0422+32 was observed under the ToO very late 

in outburst (Chapter 7). Neither of these observations had simultaneous coverage from 

other facilities. The only real test of the network as a whole has been for GRO J1655-40. 

A series of simultaneous HST and RXTE observations were obtained from peak through 

decline as planned, and AAT observations were also made near the peak. These data 

form the subject of Chapter 4. All three SXTs were observed using the Faint Object 

Spectrograph (FOS). The currently active HST ToO will use the newer Space Telescope 

Imaging Spectrograph (STIS). This will be more efficient, and has new capabilities, in­

cluding a high time resolution TIMETAG mode ideal for the echo-mapping project and 

echelle configurations permitting high velocity resolution for all of the UV resonance lines 

simultaneously. It remains to be seen how this, coupled with the other facilities available 

to the collaboration, will advance knowledge of SXT outbursts. 



Chapter 2 

REDUCTION OF DATA FROM GROUND BASED 

TELESCOPES 

In this chapter will be considered the reduction of data obtained with several ground-based 

telescopes on low-mass X-ray transients in outburst. These data comprise photometric ob­

servations made with the Jacobus Kapteyn Telescope (JKT) and the United Kingdom In­

frared Telescope (UKIRT) and spectroscopy using the Anglo-Australian Telescope (AAT) 

and the William Herschel Telescope (WHT). 

All of these data were obtained using charge-coupled device arrays (CCDs), or their 

infrared counterparts. The goal in reducing such data is to translate the two-dimensional 

data recorded by such an array into either one-dimensional data in the case of spectroscopy, 

i.e. a spectrum, or zero-dimensional data in the photometric case, i.e. a magnitude. This 

transformation should be performed as precisely and accurately as possible. High precision 

is desirable in order to minimise random errors in the data; this is often measured by the 

signal-to-noise ratio of a spectrum or photometric light curve. Accuracy is also important: 

the final results should be subject to no systematic errors or biases. While it is desirable to 

achieve both of these goals simultaneously, sometimes they conflict: minimising random 

errors may only be possible at the expense of introducing systematic errors and vice­

versa. A simple example of this problem is the choice of photometric aperture. A large 

aperture will collect virtually all of the starlight, and hence give an unbiased estimate of 

the total flux from the object. It will, however, allow a large amount of sky light into 

the aperture and while this can be subtracted without biasing the result, the random 

errors in the flux from the star will be increased. A smaller aperture will reduce the 
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sky contamination and hence the random error. Some of the starlight will, however, fall 

outside the aperture. Assuming a point spread function for the stellar image, this can 

be approximately corrected, but the result may be subject to a systematic error due to 

under or overestimating the loss outside the aperture. Other examples of this trade-off 

between precision (low random error) and accuracy (low systematic error) will be met in 

this chapter. 

In reducing data, then, there are sometimes choices to be made. The reduction process 

is to some extent determined by what is to be done with results. While this will not be a 

strong theme of this chapter, in which it mostly is possible to perform a general-purpose 

reduction, it will become important in the following chapter on HST data where the same 

data may be reduced in several different ways to yield different information. 

2.1 Preliminary Stages of CCD Data Reduction 

The initial steps in ceDI data reduction are common to most datasets, whether pho­

tometric or spectroscopic. These comprise removing the base count rate induced by the 

bias voltage applied to the chip, subtracting any counts due to a dark current and cor­

recting for sensitivity variations across the chip, both on large and small scales. For those 

datasets for which data reduction was performed by the author, standard IRAF tasks were 

used, principally from the CCDRED package (Massey 1997), supplemented by custom IDL 

routines where necessary. 

2.1.1 Bias Removal 

The process of reading out a CCD involves measuring an analogue voltage and converting 

it into a digitised sum of counts. In order to ensure that the output from this analogue 

to digital conversion is always positive, a small bias voltage is applied. This results in a 

non-zero base level for recorded counts. This plateau level (the bias) must be removed as 

the first stage of data reduction. 

Ideally the bias level will be uniform across the chip and constant in time, so that it 

is sufficient to subtract a constant from each pixel. In practice this is seldom the case 

and both spatial and temporal variations must be accounted for. The approach taken in 

lWhile the detectors used in the infrared are not CCDs, marty of the same data reduction principles 

apply; elements of this discussion are therefore also applicable to UKIRT data reduction, considered in 

Section 2.3. 
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Figure 2.1: Layout of the overscan region on a typical CCO. Some detectors (e.g. the 

TEK4 on the JKT) may have multiple overscan regions on different sides. The size of the 

pixels is greatly exaggerated, and not all CCDs have a square image area. 

this work is to use a combination of an overscan strip, on each image, which monitors 

time-dependence in the bias level, and a series of bias frames, typically taken during the 

day or at the beginning of the night, which measure the two-dimensional bias structure of 

the whole CCD. 

In more detail, the overscan region will comprise of order twenty columns (see Figure 

2.1). These will be averaged to estimate the bias level for each readout row. If the variation 

between rows is small then an average bias level may be used; otherwise the variation will 

be fit by a low-order polynomial or spline function. The reason for this fitting is that there 

will not be enough overscan columns to give a noise-free measure of the bias variation, and 

so if the averaged overscan region were simply subtracted as is, noise would be introduced 

into the image. This is an example of the trade-off between precision and accuracy inherent 

in data reduction: the fitted overscan region will avoid introducing unwanted noise into 

the image, but may not fully represent the structure present in the bias. The optimum 

compromise will vary from CCO to CCO. For the datasets considered, overscan correction 

was applied as part of the CCDPROC task in IRAF and was fitted with either a straight line 

or a first order spline. 
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The first order correction using the overscan region is applied to all images, including 

bias frames and flat-fields. After overscan correction, the bias frames ideally should be 

completely flat, but in practice often show a residual structure of order a few counts. 

To obtain the best measure of this structure a number of bias frames are averaged; 10-

20 is usually adequate if no small scale structure is present. This is done using the 

ZEROCOMBINE task within IRAF, which in addition rejects the highest value recorded for 

each pixel to remove cosmic ray hits. To avoid introducing noise into images by subtraction 

of a noisy bias frame, a low-order surface fit to the bias variation is used. This is done 

using IMSURFIT within IRAF, the order of the x and y functions being increased until the 

residuals show negligible structure. The bias frames considered could be adequately fitted 

using polynomials of fifth order or less. 

2.1.2 Dark Count Subtraction 

The bias level of an image is independent of exposure time. CCDs are also subject to a 

dark current which gives an additional background count proportional to exposure time.2 

This dark count can in principle be measured by taking long exposures with the shutter 

closed. In practice it is usually negligible, and unless long periods of time are set aside 

to measure it, it cannot be determined well enough to be accurately subtracted, i.e. the 

uncertainty in the measurement is greater than the value. For this reason it is not corrected 

for in any of the datasets considered here. 

2.1.3 Correction for Sensitivity Variations 

After correction for additive effects (bias and dark count) the images should measure the 

recorded photons from source and sky. One must then correct for variations in sensitivity 

from pixel to pixel and from one part of the chip to another, and also for uneven illumi­

nation of the CCD. These corrections are done using flat fields, images of the inside of the 

dome, the twilight sky or a projector internal to the instrument. This is the most complex 

stage of the reduction process as it is necessary to correct for several effects simultaneously: 

• Sensitivity variations intrinsic to the CCD between one pixel and another, typically 

on small spatial scales . 

• Uneven illumination of the CCD due to dust, either on the CCD surface itself, on 

2More properly to dark-time, which may include some additional integrating time when the shutter is 

closed. 
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the filter of a CCD camera or on the slit of a spectrograph. In photometry, this 

results in dust rings caused by diffraction of light by the dust particles; the size of 

the rings varies according to where in the optical path the dust lies. In spectroscopy 

a dusty slit will produce dark lines parallel to the spectrum. Dust presents a severe 

challenge to flat fielding as grains may move slightly according to telescope position, 

and may accumulate over the course of an observing run. Their behaviour is thus 

time-dependent . 

• Uneven illumination on larger scales, for example due to vignetting in the optical 

path or a spectrograph with slightly non-uniform width. 

• Fringing effects, caused by interference within a detecting thickness of the CCD 

comparable to the wavelength of light. This can be treated as a flat-fielding problem 

in reducing spectroscopy as a given region of the CCD receives monochromatic light, 

to within the spectral resolution. Photometric fringing, however, is more complex 

as a range of wavelengths, defined by the filter bandpass, are superposed. For a 

continuum spectrum, the fringing averages out. For sky lines, it may not do, resulting 

in a fringed emission line pattern superposed on an unfringed continuum image. 

Photometric fringing is not a problem in any of the datasets considered here, so will 

not be discussed further. 

Given the complex nature of flat-fielding, and the need to tailor the method to specific 

datasets, further discussion of this topic will be deferred to the following sections in which 

individual sets of observations are considered in increasing complexity. 

2.2 JKT Photometry of XTE J2012+381 

Multicolour photometry of the field of XTE J2012+381 was obtained using the Jacobus 

Kapteyn Telescope (JKT) on 1998 June 3. The CCD camera (Telting 1999) was used with 

the TEK4 1024 x 1024 ccn. These data were obtained by Dr. Nic Walton through the 

JKT service programme. Only V, R and I band images showed the target. A log is given 

in Table 2.1. 

Debiasing was performed using IRAF tasks as described above. Debiased flat fields were 

then combined, for each filter, using the FLATCOMBINE task. The total flat counts per 

pixel in each band were> 175000 electrons, so statistical noise in the flat-field frames will 

be < 0.25 per cent. As well as large scale non-uniformities, '" 50 small dust rings were 
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Table 2.1: Log of useful JKT and UKIRT photometric observations of XTEJ2012+381. 

Date Telescope Observing period Total Band 

(UT) exposure (s) 

1998 Jun 3 JKT 04:37-04:42 300 I 

04:44-04:52 500 V 

05:25-05:30 300 R 

1998 Aug 14 UKIRT 11:17-12:37 580 J 

12:37-13:34 320 K 

seen in the flat frames. These are common to all filters so arise from dust on the CCD. 

Initial data reduction was completed by dividing object frames by these flat-field frames; 

no residual dust effects were apparent. 

The field is crowded so photometry used the DAOPHOT algorithms (Stetson 1987) as 

implemented in the DAOPHOT package within IRAF (Massey & Davis 1992; Davis 1994). 

This method measures the point spread function (PSF) of a set of template stars and then 

deb lends the stars of interest assuming that they have the same PSF. It makes possible 

the measurement of positions and magnitudes even for very closely blended stars. The 

DAOPHOT algorithms are related to the method used in Section 2.6 for deb lending spectra, 

so will be outlined in Appendix B.l where that method is developed in detail. 

Absolute flux calibration involves two stages: extinction correction and comparison 

with standard stars of known brightness. Both stages are potentially complicated in broad 

band photometry by variations in extinction and sensitivity across the filter bandpass. This 

means, for example, that for V band observations of a very red star and a very blue one, 

the red star will suffer less extinction than the blue one. This is because the V band light 

from the red star predominantly comes from long wavelengths (low extinction), whereas 

that from the blue star mainly comes from shorter wavelengths (higher extinction). Thus 

in principle, extinction corrections should be colour-dependent. In practice, to calibrate 

at this level of accuracy requires observations of standard stars of a range of colours at a 

range of airmasses. Only a single airmass was available for these data so it was not possible 

to calculate an atmospheric extinction curve specific to this night. Standard extinction 

coefficients, provided by Dr. lain Steele were instead used. These are 0.15 mag. per airmass 
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in V, 0.09 in Rand 0.05 in I. 

It is also beneficial to perform a colour-dependent calibration against standard stars, if 

possible. This takes account of differences between the photometric system in which the 

standards were defined (typically a particular combination of photomultiplier and filter) 

and the actual system used on the telescope (determined by a CCD and a different filter.) 

This was possible for these data as the standards in our calibration field (stars 499, 502, 

503, 506 and 507 from Landolt standard field 110; Landolt 1992) span a range in colours 

from V - R = 0.335 - 1.373. XTE J2012+381 is only slightly outside this range. As can be 

seen from Figure 2.2, a significant colour dependence is present, especially in the I band, 

reflecting differences between the photometric system used by Landolt (1992) and that of 

the JKT. 

2.3 UKIRT Photometry of XTE J2012+381 

Data from the United Kingdom Infrared Telescope (UKIRT) on XTE J2012+381 was 

obtained under the UKIRT Service Programme by Dr. Chris Davis and Dr. John Davies; 

it was offered to the author by Dr. Malcolm Coe. Data reduction was performed by him; 

photometry and calibration by the author. The following description of the data is adapted 

from his contribution to Hynes et a1. (1999). 

UKIRT observations were obtained on 1998 August 14. The weather was clear, winds 

were light and the humidity was low. The images were obtained using the IRCAM3 

camera (Leggett 1999) . The detector array has a size of 256 x 256, with a pixel scale of 

0.286 arcsec. A total of 29 x 20 s exposures were obtained in J and 32 x 10 s in K. A log 

is given in Table 2.1. Data reduction was performed using IRCAMDR software. 

As for the JKT observations, point spread function fitting was done using DAOPHOT in 

IRAF. Flux calibration was performed with respect to the UKIRT standard FS4 (Casali 

& Hawarden 1992). The data on the standard were taken between the J and K band 

observations of the source. Extinction is a small effect in the infrared, so no corrections 

were applied for this. 

2.4 AAT Spectroscopy of GRO J1655-40 

Anglo-Australian telescope (AAT) spectroscopy of GRO J1655-40 was obtained on 1996 

May 11-13 by Dr. Coel Hellier and Dr. Alastair Allan as part of an override programme to 
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Figure 2.2: Relation between standard and instrumental magnitudes as a function of 

photometric colour for several stars in Landolt standard field 110. These are used to 

calibrate JKT photometry of XTE J2012+381. 
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Table 2.2: Log of AAT spectroscopic observations of GRO JI655-40. 

Date Start time Duration Wavelength 

(UT) (s) range (A) 

1996 May 11 13:34 300 4500-7495 

1996 May 12 13:40 200 4498-7947 

1996 May 13 13:32 500 3884-7341 

perform high time resolution optical spectroscopy with simultaneous RXTE monitoring. 

In addition to the rapid spectroscopy, a longer exposure was taken each night. These were 

fully reduced by Dr. Emilios Harlaftis (the principal investigator for the override) and 

Kieran O'Brien. The following description of the data is adapted from their account as it 

appeared in Hynes et al. (1998b). 

The RGO spectrograph (Stathakis & Johnston 1997) was used in conjunction with 

the 270R grating and TEK CCD. This gave a mean reciprocal dispersion of 3.4 A pixel-I. 

A log of the relevant exposures is given in Table 2.2. The spectra were extracted from 

the raw images with the optimal extraction algorithm of Horne (1986), using suitable fits 

for the sky lines. The calibration used subroutines within the MOLLY spectroscopic data 

reduction package. Spectra were wavelength calibrated using 3rd order polynomial fits to 

copper-argon arc calibration spectra. The flux calibration used wavelength dependent fits 

to tabulated data for the flux star LTT 4364 (Hamuy et al. 1994), including Telluric line 

extinction effects. The final stage of the calibration used wide-slit exposures of the flux 

star to make an approximate correction for slit losses. This was necessary because the 

object frames used a narrower slit width. 

2.5 WHT Spectroscopy of XTE J2123-058 

XTE J2123-058 was observed with the William Herschel Telescope(WHT) on the nights of 

1998 July 18-20 using the ISIS dual-beam spectrograph (Carter et al. 1993). The EEVlO 

4096 x 2048 CCD was mounted on the blue arm and the TEK2 1024 x 1024 CCD was on 

the red arm. A log of observations is given in Table 2.3. 

On July 18 two spectra were obtained by Dr. Miguel Serra-Ricart. One used the R300B 

grating on the blue arm, the other the R158R grating on the red arm. On July 19-20, ISIS 
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Table 2.3: Log ofWHT spectroscopic observations of XTE J2123-058. On July 20/21 each 

line denotes a sequence of consecutive exposures with autoguiding turned on. The position 

of the stars on the slit should be constant within each such sequence, but may vary slightly 

between them. The wavelength coverage is the maximum range of usable data from each 

sequence. For the blue arm observations, the choice of this range is somewhat subjective 

as the CCD is heavily vignetted at both ends. The unvignetted coverage on July 19-20 

was ",4000-6500 A. 

Date Start time Duration Number of Wavelength Resolution 

(UT) (s) exposures range (A) (A) 

1998 July 18/19 02:40 1200 1 3750-6250 2.9 

02:40 1200 1 6153-9124 3.4 

1998 July 19/20 23:38 1200 16 3750-6800 2.9 

1998 July 20/21 23:46 1200 5 3750-6800 4.1 

02:41 1200 6 3750-6800 4.1 

05:10 1200 1 3750-6800 4.1 

05:35 100 1 3750-6800 5.6 

was used in single blue arm mode with the R300B grating. On July 18-19 an 0.7 arcsec 

slit was used as the seeing was 0.5-0.7 arcsec. On July 20 this was widened to 1.0 arcsec 

as the seeing was poorer, but still sub-arcsec. On July 19-20 the slit was aligned to pass 

through a second comparison star. A total of 28 1200 sec exposures were obtained over 

the latter two nights sampling all orbital phases. On July 20 a final 100 sec exposure was 

taken with a 4 arcsec slit for flux calibration. 

2.5.1 Basic Image Processing 

For data from July 18, this stage was performed by Dr. Miguel Serra-Ricart and collabo­

rators. Data from July 19-20 was fully reduced by the author. Standard IRAF procedures 

were used to remove the bias level from the images, as described in Section 2.1.1. Flat­

fielding was more difficult as the spectrum of the tungsten projection lamp used varies 

dramatically over the spectral range covered making it impossible to adequately expose the 

blue spectrum without saturating the red. This problem is compounded because fringing, 
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a) b) c) 

Figure 2.3: Spectroscopic flat fields from WHT /I8I8 for XTE J2123- 058. All images have 

been displayed using a histogram-equalised greyscale to emphasise the structure. a) The 

master fiat used to correct fine scale structure in all spectra. b) A sample illumination 

correction image. c) A flat correction image (only the red end of the spectrum needs to 

be corrected.) 

which is significant at the red end of the spectrum, varies over the course of the night, and 

hence must be corrected using contemporaneous fiats. It was not, however, practical to 

take enough flats in between object exposures to give adequate signal-to-noise in the blue 

part of the spectrum for correction of pixel-to-pixel variations. These contemporaneous 

flats cannot therefore be used to correct all sensitivity variations. 

The following structures can be identified in the fiats: 

• Small amplitude sensitivity variations, with very fine structure and significant di­

agonal pattern. One must assume that these are a property of the CCD and do 
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not varying dramatically with time, as the signal-to-noise ratios of the flat-fields are 

insufficient to correct them in time dependent fashion. 

• Variations in illumination along the slit. These vary slowly in the dispersion direction 

and include both large scale variations and sharp dust features. These are time­

dependent. 

• Fringing at the red end of the spectrum only. This is also time-dependent. 

• A large scale, but relatively smooth variation in the dispersion direction due to the 

spectrum of the flat lamp. This should not be corrected for in the object frames. 

The problem was approached in three stages. The first is to remove the small scale 

structure of the CCD from both object frames and their contemporaneous flats. This was 

done using a set of flats produced at the beginning of the night of July 20 (Le. the middle 

of the run) using the R600B grating in the blue; these had been obtained for another 

target. Nine such flats were used resulting in a signal-to-noise ratio of 100-500 in the 

unvignetted part of the CCD. They are also free of fringes making it easier to isolate the 

CCD structure. This was done using the APFLATTEN task within IRAF which removes 

both the spectral shape of the flat lamp and uneven illumination along the slit, leaving 

only the fine structure of the CCD. This fine structure flat is shown in Figure 2.3. 

After removing this structure from the contemporaneous flat fields, the next stage was 

to create the illumination correction images. This was done by first using the IRAF task 

APNORMALIZE to remove the spectral shape of the projector lamp, and then smoothing the 

image in the dispersion direction with a 40 pixel width Gaussian. Since this is much larger 

than the fringing scale, fringes were very effectively removed leaving only the illumination 

correction image. A sample is shown in Figure 2.3. 

Finally the APNORMALIZEd flats were divided by the illumination correction image to 

leave only fringing structure. Since these were somewhat noisy, even in the red region, 

they were smoothed with a 5 x 2 pixel boxcar (2 pixels in the dispersion direction). The 

noise is significantly smaller than the fringe amplitude, so the small increase in the noise 

incurred by using these images will be outweighed by the benefit of removing the fringes. 

Since the fringes are only seen in the red spectrum, the fringe correction was only applied 

above 5880 A. An example is shown in Figure 2.3. 
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2.5.2 Spectral Extraction 

One-dimensional spectra were extracted from the images using the IRAF implementation 

of the optimal extraction method (Horne 1986; Marsh 1989; Massey, Valdes & Barnes 

1992; see discussion in Appendix B.1). The IRAF package comprises a number of routines 

to perform aperture tracing, sky subtraction and the extraction of the spectra itself. It 

was accessed through the APALL script. In more detail, the stages are as follows. 

Firstly, one must define an extraction aperture. This involves locating the centre of 

the spatial profile at some wavelength, choosing the width of the of the extraction window 

and identifying one or more sky regions. For these data a window of ±16 pixels about the 

centre was chosen, and the sky was defined by the average of pixels -35 to -20 and +20 to 

+35. Within each sky window median filtering was used to ignore cosmic rays. 

Then one must trace the aperture in the dispersion direction. Very rarely will the 

spectrum lie exactly parallel to a CCD line. Instead, some distortion will be present, 

so that the aperture centre is a function of column number (i.e. of wavelength). This 

is accounted for by tracing the aperture in both directions beginning from that defined 

in the previous step. Inevitably, the resulting trace of aperture centres will be noisy, 

so it is normal to perform a polynomial fit to the measurements. The distortion usually 

varies slowly, and so a low-order polynomial is generally a better choice that a cubic-spline 

function which can be too flexible. For the data discussed here a polynomial function of 

order 3-6 was found adequate; the highest orders were only used on high quality data for 

which the aperture trace was well defined. 

The final stage is to perform an optimal extraction of the spectrum using the two­

dimensional aperture defined by the previous steps. The implementation used was that 

within IRAF, with exploitation of the full capabilities of the method, including cosmic ray 

removal. Some bad pixels remained in the extracted one-dimensional spectra, particularly 

very low or negative values. These were obviously erroneous. As the number of spectra 

involved was small, these were cleaned by interpolation between adjacent good values. 

This was done interactively using the SPLOT task within IRAF. 

2.5.3 Wavelength Calibration 

Wavelength calibration of the extracted spectra requires a mapping between pixel number 

and wavelength. This is often very close to a linear function but small distortions benefit , 

from using a more flexible function provided enough information is available to constrain 
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Figure 2.4: Calibrated spectrum of the slit comparison star used to calibrate spectra of 

XTE J2123-058. The spectral type appears to be early G. 

such a function. A complication is that this mapping typically changes with time as 

the spectrograph flexes. This problem is unavoidable with instruments mounted on the 

telescope which change their orientation as the telescope moves across the sky. The ISIS 

spectrograph is known to be particularly susceptible to this problem (P. A. Charles 1998, 

priv. comm.), so accurate wavelength calibration requires careful monitoring of this time­

dependence. 

Wavelength calibration for these data was achieved in two stages. The primary calibra­

tion is via a series of exposures of a copper-argon arc lamp through the night. Between 90 

and 105 lines were identified in each arc image using standard arc maps (Sinclair 1992; Sin­

clair 1995). A mapping between their wavelengths and positions was established using a 

10th order cubic spline function, with RMS residuals of '" 0.2 A. Object spectra were 

wavelength calibrated using a linear interpolation in time between these spline functions. 

Since a linear interpolation only represents a first-order correction for spectrograph 

flexure, the calibration was refined using the 0 [I] >'5577.37 night sky emission line, the 

strongest feature in this region of the spectrum (Jenkins & Unger 1991). It is assumed 

that the small remaining errors due to spectrograph flexure can be approximated by a 

constant shift in wavelength, to be determined from the position ofthe 0 [I] line. The rms 

of these corrections was 0.3 A on July 19 and 0.2 A on July 20. 
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2.5.4 Flux Calibration 

Flux calibration was also performed as a two-stage process. The spectrograph slit was 

aligned to pass through another star to serve as a comparison. From each image spectra 

of both stars were extracted as described above. The spectrum of XTE J2123-058 was 

calibrated relative to the comparison star in each case. The final, wide-slit image was 

used to calibrate the comparison star relative to the spectrophotometric standard Feige 

110 (Oke 1990). 

A complication is that the comparison star appears to be an early G star; its summed 

spectrum is shown in Figure 2.4. The structure seen is due to absorption lines, not 

noise. In fitting individual spectra of the comparison star, however, it becomes difficult to 

distinguish noise from the absorption lines. Fitting the continuum appropriately depends 

crucially on being able to make this distinction, as one should fit through the mean of 

noise, but fit the upper envelope of absorption lines. The solution adopted involves a 

number of stages, and is subtle. It is described in detail in Appendix A. 

2.5.5 Sources of Error 

The consistency (±0.3 A) in the positions of the 0 [I] 5577.37 A line before they are used 

to correct for flexure gives confidence that after this correction, the wavelength calibration 

should be accurate to less than this amount, so any systematic error in the wavelength 

calibration is significantly less than one pixel. 

The accuracy of the flux calibration is less certain, however. Possible sources of error 

include an incorrect atmospheric extinction curve and differential slit losses 

Uncertainty in the shape of the extinction curve represents a significant source of error 

in determining the absolute flux of the comparison star, and hence of XTE J2123-058. The 

wide slit observation used for absolute calibration was obtained at airmass 1. 72, whereas 

the spectrophotometric standard Feige 110 was observed at airmass 1.25. An average 

extinction curve for La Palma (King 1985) was assumed in correcting for this difference. 

The presence of significant dust in the atmosphere at the time of the observations, however, 

means not only that the extinction curve may be quite different from an average one, but 

that the extinction may not even be a function of airmass alone, but may depend on 

the azimuth of the star. This uncertainty will only affect the absolute flux calibration; 

division by the comparison star spectra in each case should ensure that it introduces no 

uncertainty in the relative calibration of different spectra. Thus changes in the spectral 
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Figure 2.5: Airmasses and slit angles (relative to the parallactic angle) at which 

XTE J2123-058 was observed. Slit losses will vary considerably from the beginning of 

the nights (upper right) to the end (lower right.) 

slope, for example, or a lack of them, cannot arise from uncertainties in the extinction 

curve. 

A harder problem to rectify is wavelength dependent slit losses from the blue spectrum 

due to differential refraction (Filippenko 1982). This effect leads to the blue image of 

the star being displaced to slightly above the red image. For the observations considered, 

a comparison star was required on the slit so the slit was rotated to maintain constant 

angle on the sky, and was not aligned with the parallactic angle (i.e. perpendicular to 

the horizon). Autoguiding was performed with a red filter, so the position of the blue 

image of the stars will have moved across the slit as the airmass and slit angle (relative 

to parallactic) changes during the night (see Figure 2.5.) This can be clearly seen in the 

spectra: a very weak blue source spectrum is seen at the beginning of each night when 

the slit was near perpendicular to the parallactic angle. At the end of each night, the 

slit is nearly parallel to the parallactic angle and the blue spectrum is much stronger. In 

principal, the object and comparison star should be affected by this to the same degree, 

and so the effect should disappear in relative flux calibration. There will always be some 

uncertainty in aligning the slit parallel to the line of centres of the two stars, however, and 

this can lead to a residual time-dependent distortion of the spectra due to slit losses. This 
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effect is small in these spectra, but does appear to be present; its effects will be considered 

in more detail in Section 5.2. 

2.6 WHT Spectroscopy of XTE J2012+381 

XTE J2012+381 was observed with the WHT on 1998 July 20. The ISIS dual-beam 

spectrograph was used in single red arm mode to maximise throughput with the low­

resolution R158R grating (2.9Apixel- 1) and the TEK2 CCD. A 1arcsec slit was used 

giving an instrumental resolution of 5.5 A. This was aligned to pass through the line of 

centres of XTE J2012+381, US NO Al.O star 1275.13846761 (Monet et al. 1996; hereafter 

the USNO star) and a third star to be used to define the point-spread function. 

2.6.1 Basic Image Processing 

Standard IRAF procedures were used to debias and fiat-field the spectrum as described 

in Section 2.1. Sky subtraction was performed by fitting fourth order polynomials to the 

sky background with the stellar profiles masked out. The subtracted image showed no 

significant residuals in the sky regions. 

2.6.2 Spectral Extraction 

Although the seeing was good (spatial FWHM 0.9 arcsec) XTE J2012+381 was still heav­

ily blended with the USNO star; a sample binned spatial cut is shown in Figure 2.6. The 

third star on the slit was therefore used as a template for the spatial profile {parameterised 

as a Voigt function} thereby allowing deblending of the profiles of XTE J2012+381 and 

the USNO star. This method is described in detail in Appendix B. It was found that 

the wavelength dependence of the parameters of the spatial profile could be well fitted 

by fourth-order polynomials with no smaller scale patterns in the residuals. The centre 

position of the profile varies by less than one pixel over the whole spectrum. The Gaussian 

core width and the Voigt damping parameter both vary by about 5 per cent. The Voigt 

model was found to give a very good fit over most of the profile. It does somewhat over­

estimate the extreme wings of the profile, so it was necessary to use the profile correction 

described in Appendix B. With this correction, no significant deviations between model 

and data can be discerned (see Figure 2.6). 
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Figure 2.6: Fit to spatial profiles in the red part of the WHT spectrum of XTE J2012+381. 

Data is shown by points, the model profile is dashed and the dotted lines indicate the de­

blended components. Both data and fits have been summed over 20 pixels in the dispersion 

direction to reduce noise and illustrate the quality of fit achieved. On the left is the fit to 

the spatial profile of the template star. On the right is the two-profile fit to the stars of 

interest. 
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Figure 2.7: Normalised spectrum of the B2 III star BD+40 4032 used as a Telluric stan­

dard. The main Telluric features are marked EB. Stellar features (which were masked out 

in creating a Telluric correction image) are also marked. 
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2.6.3 Calibration 

Wavelength calibration was achieved using a fit to a copper-neon arc spectrum (Sinclair 

1995) obtained immediately before the object spectrum and checked against the night sky 

emission lines (Jenkins & Unger 1991). 

A Telluric correction spectrum was formed by normalising the spectrum of the spec­

trophotometric standard BD+40 4032 (Stone 1977) observed later in the night. This has 

spectral type B2 III so Ha and He I absorption lines were masked out. The correction spec­

trum was shifted slightly to compensate for spectrograph flexure between this exposure 

and that of our target. It was also rescaled to give a least-squares fit to the normalised 

sum of the three spectra on the slit. This was done by raising the correction spectrum to 

a power chosen to give the best fit. A short exposure of our target was made immediately 

before observing BD+40 4032 so this standard was also used to obtain absolute flux cal­

ibration. Both calibration observations used a wide slit (4 arcsec) to ensure photometric 

accuracy. 

An important issue in deciding on the reliability of the calibration is the accuracy of 

the slit alignment through the centres of the three stars. Based on positions derived from 

the JKT photometry (Section 2.2 and Section 6.2), the slit was aligned to pass through 

the line of centres of the US NO star and an isolated comparison star used to define the 

spatial profile as a function of wavelength. This comparison star had been chosen to lie 

approximately along the line of centres of the two blended stars; hence the three should 

be co-linear. This is true to within the astrometric accuracy, i.e. the derived V, R and I 

positions of the red star scatter evenly to either side of the line of centres of the USNO star 

and comparison star. The offset of the red star from the line of centres of the other two stars 

should therefore be less than 0.1 arcsec, the scatter in the astrometry. The positioning of 

the slit was judged by eye using reflections off the slit jaws. This leads to some uncertainty 

in centring the stars within the slit, but as the stars are co-linear to within a fraction of 

the slit width, this should not affect their relative brightness significantly. 



Chapter 3 

REDUCTION OF DATA FROM HST/FOS 

3.1 Introduction 

The Faint Object Spectrograph (hereafter FOS, see Keyes et al. 1995; Keyes 1997b) was a 

first generation instrument of the Hubble Space Telescope (HST). It was removed together 

with the Goddard High Resolution Spectrograph (GHRS) by the second servicing mission 

in February 1997. Subsequently the Space Telescope Imaging Spectrograph (STIS) has 

taken over the roles of both of these instruments. 

There were two Digicon detectors: blue (BL) optimised for use in the ultraviolet and 

amber, or red (RD), optimised for the optical but actually more sensitive than the blue over 

all of its useful wavelength range. Photoelectrons from a two-dimensional photocathode 

were accelerated onto a linear array of 512 diodes. The Digicons were thus more akin to 

an array of photomultipliers than to the CCD detectors commonly employed on ground­

based telescopes. Overscanning1 was used to reduce the effect of isolated bad diodes. 

Since the width of the line spread function equalled that of a diode, sUb-stepping2 was 

used provide adequate sampling. With default overscanning (x5) and sub-stepping (x4) 

the effective number of pixels was 2064. A selection of gratings and a prism provided 

access to approximately 1140-8850 A at resolving powers of up to 1300. 

The FOS was used to observe GRO J0422+32 and GRO J1655-40. The dispersion 

modes employed are summarised in Table 3.1 and a log of HST observations is presented 

in Tables 3.2 & 3.3. 

lObtaining multiple sub-spectra displaced by an integral number of diodes. 
2Multiple sub-spectra displaced by fractions of a diode. 
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Table 3.1: HST/FOS modes used in observing GRO J0422+32 and GRO J1655-40. The 

PRISM modes have non-uniform dispersion and resolution: the resolution is highest in 

the UV. 

Disperser Detector Wavelength Reciprocal Resolution 

Range (A) Dispersion ()../~)..) 

(Adiode-1) 

G160L Blue(BL) 1140-2508 6.87 250 

G190H Blue(BL) 1573-2330 1.47 1300 

PRISM Blue(BL) 1500-6000 

G270H Amber(RD) 2222-3277 2.05 1300 

G400H Amber(RD) 3235-4781 3.00 1300 

PRISM Amber(RD) 1850-8950 

All of the data under consideration were obtained using FOS RAPID mode (Welsh 

et al. 1994): a time-series of spectra with a typical sampling of a few seconds. The 

result is effectively a trailed spectrogram. GRO J0422+32 was too faint at the time of 

observation to exploit this capability. GRO J1655-40 was brighter, but to extract useful 

results it was still necessary to bin, either in time, resulting in averaged spectra, or in 

wavelength, resulting in broad-band lightcurves. 

As with all of the HST instruments, data from supported instrument modes is provided 

in calibrated form after treatment by the pipeline software: CALFOS for the FOS. This is 

described in Section 3.2. CALFOS provides wavelengths and absolute fluxes and errors, en­

abling very easy examination of a dataset. As with any automatic process, however, some 

effects are not treated adequately by the pipeline and necessitate a manual recalibration 

of some or all stages of the pipeline process. In addition, some of the desired forms of 

extraction, for example, wavelength binned lightcurves, require a customised extraction 

process. To achieve this a combination of IRAF tasks, including STSDAS packages, and 

custom written C and IDL programs was used. 

Some stages of the reduction of this data were initially carried out by Dr. Carole 

Haswell. In the case of GRO J0422+32, it did not prove necessary to repeat this process, 

beyond confirming her conclusions. Some of the text included in Sects. 3.3-3.5 is there-
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Table 3.2: Log of HST /FOS observations of GRO J0422+32. 

Date Disperser / UT Start UTEnd Integration Sub-step 

detector (hh:mm) (hh:mm) time (s) 

1994 Aug 25 PRISM/RD 21:21 21:29 365.4 4 

G270H/RD 21:34 22:03 1471.1 4 

PRISM/RD 22:56 23:03 365.4 4 

G400H/RD 23:09 23:39 1551.8 4 

1994 Aug 26 PRISM/BL 00:38 00:45 365.4 4 

G160L/BL 00:51 01:14 1124.7 4 

G160L/BL 02:10 02:55 2273.2 4 

PRISM/BL 04:08 04:15 365.4 4 

PRISM/BL 15:24 15:32 365.4 4 

G160L/BL 15:38 15:45 365.4 4 

G160L/BL 16:37 17:22 2273.2 4 

G160L/BL 18:14 18:36 1120.0 4 

PRISM/BL 18:43 18:50 365.4 4 

G160L/BL 18:56 18:58 142.4 4 

G160L/BL 19:51 20:36 2273.2 4 

G160L/BL 21:27 21:57 1480.6 4 

PRISM/BL 22:01 22:08 365.4 4 
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Table 3.3: Log of HST/FOS observations of GRO JI655-40. Not shown are visits on 1996 

May 20,27 when target acquisition failed. 

Date Disperser / UT Start UTEnd Integration Sub-step 

detector (hh:mm) (hh:mm) time (s) 

1996 May 14 GI90H/BL 00:07 00:15 365.4 4 

GI60L/BL 00:20 00:47 1574.9 2 

PRISM/BL 01:42 01:48 280.0 4 

GI60L/BL 01:54 02:24 1733.0 2 

GI60L/BL 03:18 03:36 893.2 4 

GI60L/BL 03:40 03:47 438.5 2 

PRISM/BL 03:53 03:59 308.5 4 

G270H/RD 04:56 05:10 692.9 4 

G400H/RD 06:32 06:40 379.6 4 

PRISM/RD 08:08 08:15 313.2 4 

1996 Jun 8 PRISM/RD 12:49 13:06 893.2 4 

PRISM/RD 14:22 15:03 2383.2 2 

PRISM/BL 16:02 16:42 2332.2 2 

PRISM/BL 17:41 18:18 2099.9 2 

1996 Jun 20 PRISM/RD 11:36 11:47 617.4 2 

PRISM/RD 12:35 12:52 963.4 2 

PRISM/RD 12:55 13:13 994.9 2 

PRISM/BL 14:12 14:51 2293.8 2 

PRISM/BL 15:53 16:34 2413.1 2 

1996 Jun 30 PRISM/RD 13:02 13:15 617.4 2 

PRISM/RD 14:04 14:20 963.4 2 

PRISM/RD 14:24 14:41 994.9 2 

1996 Jul 22 PRISM/RD 07:10 07:28 893.2 4 

PRISM/RD 08:43 09:26 2511.5 2 
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fore adapted from her descriptions written for Hynes & Haswell (1999). In the case of 

GRO J1655-40, a thorough rereduction was carried out by the author. Some of the latter 

material has previously been published in Hynes et al. (1998b) and Hynes et al. (1998c). 

3.2 The Pipeline Calibration Process: CALFOS 

The following summary of the steps performed by CALFOS is adapted from the HST Data 

Handbook (Keyes 1997b). For ease of comparison the same sequence is used. This sum­

mary is not exhaustive, but focuses on the steps that required modification. 

3.2.1 Raw Data Input 

The starting point for the calibration process is the raw data files. The . dO files contain 

recorded counts per pixel. As the data were obtained in RAPID mode, this file, and all 

subsequent data files, is effectively a trailed spectrogram. The . qO raw quality files contain 

flags to indicate where data from a given pixel may be defective. They are generated by 

the spacecraft and so are the most rudimentary error check; further flags will be added by 

later stages of processing. A number of supplemental files store further information about 

the observation. 

3.2.2 Statistical Error Calculation 

The Digicon detectors used in the FOS are free of readout noise and errors can therefore be 

readily derived from Poisson statistics. The error estimate on the recorded counts from a 

pixel is the square root of the number of counts. This error spectrum is processed through 

subsequent steps in parallel with the data. 

3.2.3 Data Quality Initialisation 

The raw data quality flags are merged with further flags from reference tables. These tables 

include information on problems such as dead diodes which may only become known later 

and so cannot be recorded by the spacecraft. 

3.2.4 Conversion to Count-rates and Dead Diode Correction 

This step converts recorded counts per pixel to the number of counts expected per second 

per diode if all diodes were reliable. It uses information from the science trailer files (. dl) 
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to determine the exposure time of each pixel. The number of active diodes (up to five due 

to overscanning) contributing to a given pixel is taken from the dead diode reference table 

enabling the correct count rate to be reconstructed even where one or more dead diodes 

are present. The corrected count rates are written out as the. c4 files. 

3.2.5 GIM Correction 

As the data were all obtained after 1993 April 5, geomagnetic-induced image motion GIM 

was corrected onboard the spacecraft and so this step was not performed by CALFOS. A 

problem of similar nature was, however, encountered in some data on GRO J0422+32 in 

that the stellar image appeared to be poorly centred in the dispersion direction on the RD 

detector. This difficulty will be addressed in Section 3.4. 

3.2.6 Paired-pulse Correction 

There is a small but finite dead time ( ....... 10 /Ls) after recording one count. At high count 

rates this may mean that some counts are missed; the detector's response becomes non­

linear. The effect is negligible for these data on relatively faint objects. No correction at 

all is applied when the count rate is below 10 counts per second. When the count rate 

exceeds this (only applicable to some of the GRO J1655-40 PRISM data), but is below 

52000 counts per second the correction is, 

x=-y-
1 - yt 

(3.1) 

where x is the corrected count rate, y is the recorded count rate, and t = 9.62 X 10-6 s. 

A more complex correction is applied for count rates above 52000 counts per second, but 

this is not applicable to any of these data. Our highest count rates are below 200 s-l, so 

the correction is less than 0.2 per cent. At the level of accuracy of our results, this effect 

is utterly negligible and so this correction is neglected in our customised data reduction 

procedures. 

3.2.7 Background Subtraction 

This step and the next will be discussed more fully in subsequent sections, as this is where 

the greatest difficulties with the CALFOS products were encountered. The goal of this step 

is to correct for a particle-induced dark count in the diode arrays. While the diodes do also 

have an intrinsic dark current, this is negligible compared to the particle-induced count 
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rate (Hayes & Lindler 1996). It is a function of both time and pixel number. CALFOS 

assumes that these two dependencies are separable, i.e. the dark count can be represented 

by a unique background spectrum, which is then rescaled by a scalar factor dependent on 

the position of the satellite within the Earth's magnetic field at the time of observation. 

The difficulty arises because this model underestimates the background level in many 

cases. This is clearly illustrated in Figure 3.1 and will be discussed fully in Section 3.3. 

3.2.8 Scattered Light Subtraction 

A certain amount of scattered light is present in the spectrograph, both from diffraction 

patterns and light scattered off imperfect optical surfaces. For red objects, this scattered 

light can become significant in UV exposures. Following Kinney & Bohlin (1993), this is 

modelled in the most simplistic way possible by subtracting the mean count rate measured 

from an unexposed region of the diode array. If no unexposed regions are available, 

then no correction is possible. Since the correction is performed after subtraction of the 

modelled particle induced background, it also acts as a scalar correction of residual particle 

induced background counts. Only if the exact shape of the background spectrum becomes 

important is it essential to distinguish between particle induced background counts and 

scattered light; this distinction will be discussed in Section 3.3. 

3.2.9 Flatfield Correction 

This step removes diode-to-diode sensitivity variations by multiplying by an inverse Hatfield 

image. The correct Hatfield image is dependent on both the date of observation and the 

aperture used. Note that at the time of data analysis, no Hatfield image was available that 

was appropriate to the 1996 May 14 PRISMjRD data on GRO J1655-40. 

3.2.10 Sky Subtraction 

Sky subtraction is only performed if sky observations are made. This was not the case for 

these data, so this step is omitted. 

3.2.11 Wavelength Computation 

Vacuum wavelengths are calculated by CALFOS based on standard dispersion coefficients; 

no wavelength calibration images are used, and no correction is made for motion of the 

telescope or the Earth. For these observations, this is adequate as none of the results are 
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dependent on precise wavelength calibration. The calibrated wavelengths are written to 

the . cO file. 

3.2.12 Aperture Throughput and Focus Corrections 

This correction is only applied if the AIS_CORR flux calibration method is used (see 

Section 3.2.13). It consists of a wavelength dependent correction to the count rates deter­

mined by the throughput of the aperture used and a further correction according to the 

focus value used. In the post-COSTAR era, focal corrections are unity, so have no effect 

on these data. 

3.2.13 Absolute Calibration 

Historically, two methods of flux-calibration have been used for FOS data. Both involve 

multiplication by an inverse sensitivity (IVS) file to convert count rates to absolute fluxes. 

Until 1996 March 19, the FLX_CORR (Flux Correction) method was used by the pipeline 

(CALFOS) reduction. This is based on a number of IVS files specific to the aperture used 

and range of observation dates. After this time, AIS_CORR (Average Inverse Sensitivity 

Correction) became the standard procedure for pipeline reduction and is recommended 

for rereduction of all non-polarimetric observations. This uses a single average IVS file 

(actually two files: one for pre-COSTAR observations, one for post-COSTAR; only the 

latter case applies to these data). Corrections are then applied based on the aperture (see 

preceding section) and the time of observation (see following section). Whichever method 

is employed, the output of this stage is written to the . c 1 file (calibrated fluxes) and the 

. c2 file (calibrated errors). 

3.2.14 Correction for Time-dependent Sensitivity Variations 

This correction is only applied if the AIS_CORR flux calibration method is used; see 

Section 3.2.13. This correction involves interpolating between calibration observations to 

obtain a correction factor to the sensitivity as a function of both time and wavelength. 

3.2.15 RAPID Mode Processing 

This final step calculates the total flux across the detector for each RAPID group and also 

propagates an appropriate error. These are written to the. c3 files. It was chosen instead 

to analyse RAPID mode data using a customised procedure which allows more careful 
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background subtraction and the use of multiple band passes to allow the construction of 

lightcurves for a defined wavelength range. This is described in Section 3.6. 

3.3 Reducing Spectra from the G160L Grating 

The average raw G160L spectra for GRO J0422+32 and GRO J1655-40 are shown in Figure 

3.1. This grating disperses the 1140-2508 A spectrum to diodes 319-516. Zeroth order 

light falls on the detector at around diodes 150-166. Elsewhere in the array, the pixels 

monitor the background count-rate. The CALFOS estimate of the background count rate 

is shown, but is clearly a poor fit. 

As can be seen from Figure 3.1, the G160L spectra show a strong geocoronal Lya 

emission feature, with negligible source counts shortwards of this. The problem is worse 

for the GRO J0422+32 data because a larger aperture was used, making the line both 

broader and stronger. Data below 1354 A for GRO J0422+32 and 1255 A for GRO J1655-

40 were therefore ignored. Lya emission from the second order spectrum was also observed 

at 2435 A. Pixels contaminated by this were therefore excluded: longwards of 2352 A for 

GRO J0422+32 and 2418-2455 A for GRO J1655-40. 

The largest problem in accurately calibrating G 160L spectra arises from the uncertain 

background count rate. The FOS detectors are always subject to a particle induced dark 

count. The count rate is dependent on the geomagnetic position of the satellite. This is 

modelled and subtracted by CALFOS, but as can be seen from Figure 3.1, the model under­

estimates the true background level. Two explanations for the discrepancy are suggested 

in the literature. It is documented that the CALFOS background model underestimates the 

dark count by up to f'V 30 per cent (Keyes et al. 1995). The model assumes that the dis­

tribution of dark count over the diode array is independent of time, and then rescales this 

'background spectrum' according to the count rate predicted from the satellite position. 

If the discrepancy between model and data were purely that the background count rate 

were underestimated, then one could rescale the background model to fit an unexposed 

region and subtract this rescaled background spectrum. This was the approach taken by 

McClintock, Horne & Remillard (1995) in their analysis of the quiescent SXT A 0620-00. 

Kinney & Bohlin (1993) propose an alternative explanation: that the extra counts are 

actually due to scattered red light. This is expected to make a significant contribution 

to the detected counts for very red objects, and so must be considered as an explanation 

for the background in GRO J1655-40, which is highly reddened. More recent versions of 
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Figure 3.1: Count rates in the averaged G160L spectra of GRO J0422+32 (top) and 

GRO J1655-40 (bottom). The zeroth order spectrum is seen centred at diode 160. The 

first order spectrum runs from diodes 319-516. Geocoronal Lya emission is clearly seen 

around diode 330 and the 2175 A interstellar absorption feature around diode 462, promi­

nent only for GRO J1655-40. The strong rise above the 2175 A feature in GRO J1655-40 

is the source spectrum; the similar looking rise in GRO J0422+32 is actually geocoronal 

Lya, which is why it drops again at the extreme red end. The smooth solid line shows 

the model background calculated based upon the geomagnetic position. The adopted un­

exposed regions are indicated. They span diodes 25-100 and 225-300 respectively. Only 

the second region was used for GRO J0422+32. 
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CALFOS include a simplistic scattered light correction. This assumes that all parts of the 

diode array are illuminated evenly, and that all counts in unexposed regions are due to 

scattered light. The model then uses the difference between the data and background 

model in an adopted unexposed region (diodes -225-300 for the GI60L/BL combination) 

to determine a constant scattered light contribution to be subtracted. 

This disagreement is significant because the shape of the extra background spectrum 

that is assumed affects the UV continuum flux attributed to the target. This is clearly 

crucial in the case of GRO J0422+32 and to a lesser extent for GRO JI655-40. It is 

therefore necessary to examine which of these processes could be responsible for the extra 

background counts. 

The strongest piece of evidence is that provided enough exposures are averaged, no sig­

nificant difference is seen between the two objects: the average count rate in the unexposed 

region is the same for GRO J0422+32 and GRO JI655-40, and the CALFOS model under­

estimates this by the same amount. This strongly suggests that the same process applies 

to both objects. Since GRO J1655-40 was six magnitudes brighter than GRO J0422+32 

at the time of observation, and is redder, it is unlikely that the effect of scattered red light 

from the source will be the same in the two cases. This is consistent with the conclu­

sion of McClintock, Horne & Remillard (1995) who explicitly ruled out scattered optical 

light in their G 160L observations of A 0620-00, which was two visual magnitudes brighter 

than the GRO J0422+32 was at the time of the observations. Other possible sources of 

scattered light not previously considered include UV light from the source and geocoronal 

emission. The former can be ruled out since GRO J0422+32 was incredibly faint, and pos­

sibly undetected, in the UV at the time of observation and it was certainly much fainter 

than GRO JI655-40. One would not expect to see the same background level in this case. 

The latter explanation would seem more plausible except that a larger aperture ('4.3'; 

actually'" 3.7 arcsec for post-COSTAR observations) was used for GROJ0422+32, so 

more geocoronallight will have entered the spectrograph than for GRO JI655-40. There 

is then no reason why the background level will be the same for GRO J0422+32 and for 

GRO J1655-40. 

A much more likely explanation is that the extra background is particle dominated. 

This will then be a property of the detector (and spacecraft position), not of the aperture 

used and is independent of the object observed. Averaged over enough spacecraft positions, 

we would quite naturally expect the background to be the same for GRO J0422+32 and 
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GRO JI655-40. 

The corrections needed for the PRISM/BL spectra (see Section 3.4), which used the 

same detector, but a different disperser, were of comparable size to those for G160L. This 

suggests that the background level is a property of the detector, independent of which 

disperser is used and so further supports a model based on particle events rather than 

scattered light. 

A final test is to compare the shapes of the background spectrum with the two models. 

This is difficult, as in neither dataset were enough data accumulated to define the back­

ground spectrum to high accuracy. The GRO J0422+32 dataset has the highest signal-to­

noise ratio in the background, so this will be used. Figure 3.2 shows the rebinned residuals 

after subtraction of background models. In the upper panel it is assumed that all of the 

background is due to particle events and a model background spectrum rescaled to fit 

diodes 225-300 is subtracted. In the lower panel the CALFOS background level is assumed 

and a constant scattered light term determined by the mean level in diodes 225-300 is then 

subtracted. Assuming a particle dominated background gives a mean residual count rate 

in diodes 1-136 of (2.8±0.9) x 10-4 s-l, about half obtained using a uniform scattered light 

model: (5.4 ± 0.9) x 10-4 s-l. While the particle model seems to give a better estimate 

of the shape of the background count rate than the CALFOS scattered light model, neither 

model gives a mean count in the test region (diodes 1-136) within 3a of zero. The scat­

tered light model assumed, in particular, is oversimplistic in assuming that scattered light 

is uniform across the diode array. This test therefore provides at best inconclusive support 

for the particle background model. It indicates that if this is the correct interpretation, 

then the model possibly has some deficiencies in the predicted shape of the background 

spectrum. 

In both GRO J0422+32 and GRO J1655-40 the source of background counts therefore 

appears to be dominated by particle events. This is the only interpretation which can 

adequately explain the similarity between the background spectra in the two sets of data. 

This disagrees with the earlier interpretation of Hynes et al. (1998b) where a scattered 

light model for GRO J1655-40 was adopted from considering that dataset alone. Since the 

source spectrum is much brighter in that case, however, the small difference in the shape 

of the background spectrum between the two models has minimal effect on the derived 

spectra and does not significantly affect the conclusions of this work. 

These G160L results, and also those obtained with the PRISM/BL (Section 3.4), indi-
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Figure 3.2: Rebinned count rates for GRO J0422+32 after subtraction assuming extra 

counts are due to particle events (above) and scattered light (below). 
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cate that the discrepancy in the background model for the BL detector is large: '" 60 - 100 

per cent, with mean count rate 0.010-0.012 cts s-1 diode-I. This disagrees with the anal­

ysis of dark data from Cycles 1 to 4 (Hayes & Lindler 1996) from which a mean BL count 

rate of 0.0064 ± 0.00083 ctss-1 diode-1 was deduced. 

3.4 Reducing PRISM Spectra 

As for the G160L grating, the PRISM configurations leave many unexposed pixels which 

can be used to monitor the background count rate; typical raw PRISM/BL and PRISM/RD 

spectra are shown in Figs. 3.3 and 3.4 respectively. Diodes 350-500 were used as a back­

ground region for PRISM/BL and 25-225 for PRISM/RD. For PRISM/BL, the discrep­

ancy in the CALFOS model is large, and comparable to that seen with the G160L grating: 

the recorded background is 63 ± 3 per cent higher for GRO J0422+32 and 57 ± 2 per 

cent higher for the spectrum of GRO J1655-40 shown (from 1996 June 8). In the case of 

PRISM/RD observations, the model is more successful, with a discrepancy of 2 ± 3 per 

cent for GRO J0422+32 and 16 ± 1 per cent for GRO J1655-40. For GRO J1655-40, other 

visits show similar excesses in the PRISM background levels. 

Spectra obtained using the PRISM have a non-uniform dispersion, which becomes very 

low at the red end of each spectrum (232 A per pixel at the far end of the lowest resolution 

PRISM/RD spectra). Under these circumstances, a small error in centring the star in the 

dispersion direction can lead to a large error in the wavelength and hence flux calibration. 

In the GRO J0422+32 PRISM/RD spectra, there did appear to be such an offset. This 

was detected by Dr. Carole Haswell as a wavelength error by comparison of the position 

of the Mg II (2798 A) line with its position in the higher resolution G270H spectrum. The 

offset was the same for both PRISM/RD exposures, so the miscentering was probably 

also the same for the G 270H exposure taken between them and the G400H exposure 

immediately after. The offset was corrected by shifting both G270H and PRISM/RD 

spectra by 12 pixels after flat-fielding. This also brought the Ha and H,B emission lines 

in the PRISM/RD spectrum to within one pixel of their rest wavelengths. Since the 

PRISM/BL spectrum contains no prominent emission lines (the Mgn line is undetected)' 

it is impossible to determine if a similar offset is present in this case. This makes the 

calibration of the PRISM/BL spectra less certain than PRISM/RD for GRO J0422+32. 

Since the BL detector is also less sensitive than the RD, model fitting focussed on the 

PRISM/RD spectrum. In the case of GRO J1655-40 PRISM/BL data, comparison with 
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Figure 3.3: Count rates in averaged PRISM/BL spectrum of GRO J0422+32 (top) and the 

1996 June 8 spectrum of GRO J1655-40 (bottom). Also shown with the smooth solid line 

is the model background calculated based upon the geomagnetic position. The adopted 

unexposed regions are indicated. 
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Figure 3.4: Count rates in averaged PRISM/RD spectrum of GRO J0422+32 (top) and the 

1996 June 8 spectrum of GRO J1655-40 (bottom). Also shown with the smooth solid line 

is the model background calculated based upon the geomagnetic position. The adopted 

unexposed regions are indicated. 
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PRlSM/RD allows an estimate of the point at which miscentering has a significant effect 

by looking for a significant difference in calibrated fluxes. This point varied from visit to 

visit from 2900-4500 A. For PRlSM/RD, there are no internal checks of the calibration. 

The spectra were compared with contemporaneous AAT observations (see Section 2.4). 

The flux levels are consistent to within the intrinsic variability between different nights 

of the AAT spectra and the shape generally agrees well up to '" 7000 A. A sharp drop 

off is seen at the longest wavelengths which is attributed to miscentering, so cut-off's are 

adopted on a case by case basis ranging from 7300-7650 A. 

The GRO J1655-40 PRlSM/RD data from the 1996 May 14 visit (only) showed pro­

nounced a dip from 3735.8-3991.4 A that was not matched by features in the grating 

spectra. While this region is approximately 20 pixels wide (the width that would be 

affected by a single dead diode), it does not correspond to a known faulty diode. An 

alternative explanation is that this is an uncorrected Hatfield defect. This is plausible as 

no Hatfield image was available for the paired aperture PRlSM/RD configuration used on 

this visit. 

Finally it should be noted that the revised calibration files (Keyes 1997a) made a 

significant difference to the Hux calibration for the extreme long wavelength end of the 

PRlSM/RD spectrum, with the flux longwards of 7500 A being increased by 20-80 per 

cent. 

3.5 Reducing Spectra from the High Resolution Gratings 

Because of the high dispersion, the count rates per pixel are relatively low and the back­

ground is generally a serious problem for the high resolution gratings. The problem is ex­

acerbated because these gratings completely fill the diode array with the source spectrum, 

leaving no region to monitor the background. The single G190H exposure of GRO J1655-

40 proved to be so sensitive to the background level as to be unusable and did not appear 

to agree with the spectrum from the G160L grating (Section 3.3). Since this was only 

a short exposure, it was chosen to reject this data. Comparing the G270H and G400H 

spectra with those from the PRISMs, for which an unexposed region was available, the 

CALFOS procedure seems to have subtracted the background reasonably well. This is plau­

sible, as the results obtained with the G 160L grating and PRlSMs suggest that the model 

background works well for the red detector, but is very poor for the blue. This is proba­

bly why the G 190H/BL spectrum was incorrect, whereas the G270H/RD and G400H/RD 
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spectra appear believable. Nonetheless, a precise recalibration cannot be attempted for 

any of the high resolution spectra, neither can the uncertainty in the background level 

be quantified, except to note that for GRO J1655-40 the background is negligible above 

'" 2600 A. The G270H and G400H spectra are therefore used primarily to search for and 

examine spectral lines. 

Other than the uncertain background level, reduction of the spectra of GRO 31655-

40 proved relatively straightforward. Two difficulties were encountered in the data on 

GRO J0422+32 however. Firstly, as discussed above, there was a problem with centring 

within the aperture for the observations made with PRlSM/RD. All of the PRlSM/RD 

observations were made as a continuous sequence, so we can expect that the error (in 

pixels) will be common to all. This assumption was the basis of the measurement of the 

shift made in Section 3.4. The derived shift of twelve pixels was thus applied to both the 

G270H and G400H spectra, recalibrating as discussed above. A second problem with the 

G400H spectrum was that diode number 114 appeared to be noisy introducing a spurious 

emission feature. It is clear that this is the cause because i) the feature is exactly 20 pixels 

wide, the range of pixels that will be affected by a single bad diode, ii) the feature lines up 

with the diode boundaries (at substep 4 this would only happen 25 percent of the time) 

and iii) diode number 114 has been reported to be intermittently noisy (Keyes 1997b), 

so this behaviour is not unexpected. The pixels contaminated by this spurious emission 

are therefore discarded as no straightforward correction exists for noisy diodes and the 

contaminated region only spans 15 A. 
The final G270H and G400H spectra are shown in Figs. 3.5 & 3.6 respectively. For 

clarity, they have been rebinned by a factor of four so that there is approximately one 

pixel per resolution element (i.e. one per diode3). 

3.6 Extracting RAPID Mode Light Curves 

The RAPID mode PRlSM/BL and PRlSM/RD spectra for GRO J1655-40 can be used for 

rapid spectroscopy. This mode delivers a series of time resolved spectra, termed groups, 

from which light curves were constructed. Over most of the spectral range of the PRISMs, 

the spectral resolution is very poor and low signal-to-noise requires substantial binning; 

hence it is only possible to study continuum variations. 

Count rate light curves were extracted from the . c4 files provided by STScI, performing 

3Because of overscanning, data from several diodes actually contribute to a binned pixel. 
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Figure 3.5: G270H spectra of GRO J0422+32 and GRO J1655-40. Prominent emission 

lines of Mg II 2798 A in GRO J0422+32 and 0 III 3133 A in GRO J1655-40 are marked. 
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Figure 3.6: G400H spectra of GRO J0422+32 and GRO J1655-40. Prominent emission 

lines of the Bowen blend, N m/C III- 4640 A and He II 4686 A in GRO J1655-40 are 

marked. These and other possible detections will be discussed in Chapters 4 and 7. 
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background subtraction by hand. Some care was needed in defining errors, as the . c4 files 

have been corrected for bad diodes, a process which effectively changes the gain from pixel 

to pixel. The raw . dO files, which simply record counts measured per pixel, were therefore 

used as the starting point. The Digicons have zero read-noise, so the error on the . dO 

counts is simply the square root of the recorded counts (Poisson statistics) and the signal­

to-noise ratio is also the square root of the number of counts. The latter is used to derive 

the errors in the c4 files, as the signal-to-noise ratio will be unaffected by a multiplicative 

correction for bad diodes. In principle this approach will break down for very low count 

rates, because the error, which depends on the count rate, cannot be reliably estimated 

from the recorded counts. With the relatively wide band passes adopted, count rates are 

high enough that this is not a problem. 

The standard background models are adopted as a template for the background spec­

trum throughout. These are rescaled to match unexposed regions on a group-by-group 

basis. The total background subtracted count rate over the desired wavelength range is 

then integrated to obtain light curves. The background count rates for both the PRISMs 

and the G160L zero order light (see below) is low enough that the error in the background 

count rate is negligible compared to photon counting errors in the source light. 

Several sets of wavelength ranges were used. Firstly, very broad bands covering all the 

available data, with effective band passes defined by the FWHM of the count rate spectra: 

3100-4800 A for PRISM/BL and 3800-7400 A for PRISM/RD. Secondly, three narrower 

bands were used to search for wavelength dependence in the delay times and variability 

amplitudes: 2000-4000 A (hereafter UV light curve), 4000-6000 A (blue) and 6000-9000 A 

(red). For the PRISM/BL combination, only UV and blue light curves could be produced. 

An alternative bandpass is provided by the G160L zeroth order light curve (Horne & 

Eracleous 1993; Eracleous et al. 1994). This is undispersed, so no control is possible over 

wavelength used; the spectral response is centred at 3400 A and has a FWHM of 1900 A. 
This was only available on 1996 May 14. 

A final subtlety involves the start times of the groups. As discussed by Christensen et al. 

(1997), FOS RAPID mode may produce groups unevenly spaced in time: the "too rapid 

RAPID" problem. Because of this the standard data products contain an uncertainty in 

the start times of individual groups of -0.255 s/ +0.125 s. The start times were therefore 

recalculated by Mr. Ed Smith using the RAPID_TIMES program at STScI which reduces 

the relative uncertainty between groups to < 1 J.LS. There is still an unavoidable 0.255s 
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uncertainty in the absolute start time of each exposure (i.e. the zero point of each series 

of groups.) 

The derived group times are determined by the spacecraft clock. Since the spacecraft 

is moving around Earth, there is in principle a further uncertainty in the relative start 

times of groups due to light travel time across the spacecraft orbit. Since this is only at 

an altitude of 610 km, however, the maximum timing uncertainty introduced, relative to a 

geocentric observer, is ±O.02 s. For these purposes, such an error is completely negligible, 

so no attempt is made to correct for it. 



Chapter 4 

GRO J1655-40 

4.1 Introduction 

The SXT GRO J1655-40 was discovered on 1994 July 27 when the Burst and Transient 

Source Experiment (BATSE) on CGRO first detected it in outburst. By August 1 it had 

reached a level of 1.1 Crab in the 20-200 keY energy band (Zhang et al. 1994; Harmon 

et al. 1995). This turned out to be just one of a remarkable series of outbursts that finally 

appeared to subside in late 1997. The full BATSE outburst history is shown in Figure 4.1. 

Over this period, the source was extensively observed by the various instruments on board 

CGRO (Harmon et al. 1995; Levinson & Mattox 1996; Craryet al. 1996; Kroeger et al. 

1996; Zhang et al. 1997; Grove et al. 1998a; Hynes et al. 1998b; Tomsick et al. 1999b), 

ROSAT (Greiner, Predehl & Po hi 1995; Greiner 1996), ASCA (Zhang et al. 1997; Veda 

et al. 1998), Granat (Zhang et al. 1997), Mir-Kvant (Borozdin et al. 1997) and from 

1996 RXTE (Kuulkers et al. 1998; Mendez, Belloni & van der Klis 1998; Hynes et al. 

1998b; Hynes et al. 1998c; Tomsick et al. 1999b; Sobczak et al. 1999). In spite of its 

complex long-term variability, snapshots of its X-ray behaviour are typical of black hole 

candidates. Broadband observations in 1995 JUly-August (Zhang et al. 1997) found the 

two-component spectrum typical of the high/soft state of these objects (see Section 1.3.) 

The power-law component extended to at least 600 keY (Kroeger et al. 1996). Ueda et al. 

(1998) report spectra in both high/soft and low/hard states. Sobczak et al. (1999) in 1996-

7 observed a variety of spectra which they classify as the very high state during the first 

phase of the outburst, the high/soft state during the second phase, and the low/hard state 

at the very end. Both Tomsick et al. (1999b) and Sobczak et al. (1999) note the very rapid 
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Figure 4.1: Full known outburst history ofGRO J1655-40 as monitored by CGRO/BATSE 

from 1994-7. The light curve is clearly very complex and does not follow a fast rise -

exponential decay pattern. 

spectral changes during the very high state in 1996, with power-law component increasing 

by a factor of ten and softening during periods of days. Mendez, Belloni & van der Klis 

(1998) analyse the spectral state of GRO J1655-40 at the end of the same outburst from 

the perspective of rapid variability characteristics, and also find a transition from high to 

low state, passing briefly through the intermediate state. Two other interesting kinds of 

X-ray variability were seen. Kuulkers et al. (1998) showed GRO J1655-40 to be a 'dipper', 

a source showing short ('" 1 min) and very deep X-ray dips {'" 8 per cent of the out of dip 

flux}. These dips occur at photometric phases 0.72-0.86. The spectrum during a dip can 

be interpreted as a heavily absorbed version of the out of dip spectrum, although a soft 

excess requires an unabsorbed component as well. The most obvious interpretation is that 

the central X-ray source is obscured by clumps or filaments of material above the plane 

of the accretion disc in the vicinity of the stream impact point. The other intriguing kind 

of hard X-ray variability was a 300 Hz quasi-periodic oscillation, seen by RXTE when the 

X-ray spectrum was hardest (Remillard et al. 1999). This has variously been interpreted 

as a precession of the inner disc due to relativistic frame dragging (i.e. the Lense-Thirring 

effect) by Cui, Zhang & Chen (1998) and as 'diskoseismic' g-mode {or possibly c-mode} 

oscillations of the inner disc by Nowak & Lehr {1998}. Both of these interpretations invoke 
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a rapidly spinning black hole (80 per cent of maximum or more). 

The X-ray source was identified with a 14-15th magnitude red object in the optical 

(Bailyn et al. 1995a). Unfortunately, its southern location has made optical coverage 

sparse at best. Optical spectra showed emission lines from H I, He I, He II and N III (Bailyn 

et al. 1995a; Bianchini et al. 1997). Dramatic changes were seen both in line fluxes and 

profiles (Bianchini et al. 1997) and these appear to correlate with CGROjBATSE hard 

X-ray changes (Shrader et al. 1996). The orbital period was found to be 2.6 d and partial 

eclipses were claimed to be detected (Bailyn et al. 1995b). van der Hooft et al. (1997) 

modelled the optical light curve seen in mid 1995 using a model including an irradiated 

companion star and light curves. Phillips, Shahbaz & Podsiadlowski (1999) also invoked 

an irradiated companion to interpret distortions in the outburst radial velocity curve. 

Optical polarisation studies (Scaltriti et al. 1997; Gliozzi et al. 1998) revealed significant 

optical polarisation perpendicular to the axis of the radio jet (see below). This polarisation 

was smoothly modulated on the orbital period and is attributed to the accretion disc as 

the polarisation is approximately parallel to the inferred disc plane, as expected if it arises 

from scattering in the disc atmosphere; the smooth modulation is inconsistent with a 

compact jet base. The modulation has a minimum around the same time that X-ray dips 

occur, and may therefore arise from obscuration of the polarised region by a bulge in the 

disc rim. 

Radio observations in 1994 (Tingay et al. 1995; Hjellming & Rupen 1995) revealed a 

series of radio outbursts correlated with hard X-ray outbursts, but with declining ampli­

tude. Most remarkably, interferometry resolved expanding collimated jets similar to those 

seen in active galactic nuclei. The proper motions implied a jet velocity of 92 per cent of 

the speed of light and GRO J1655-40 was therefore identified as the second known 'mi­

croquasar' in the Galaxy (the first was GRS 1915+105, Mirabel & Rodriguez 1994). The 

jet production mechanism is essentially unknown, though there has been a great deal of 

theoretical effort directed in this direction. Proposed mechanisms include hydromagnetic 

acceleration by the accretion disc (Blandford & Payne 1982) and acceleration along field 

lines threading a rapidly rotating black hole (Blandford & Znajek 1977) Intriguingly, like 

GRO J1655-40, GRS 1915+105 is also believed to harbour a rapidly spinning black hole, 

suggesting that jet production may indeed be linked to black hole spin (Zhang, Cui & 

Chen 1997). Subsequent outbursts of GRO J1655-40 were more disappointing, with no 

radio detection in 1995, and only a very short-lived radio outburst in 1996 (Hunstead, Wu 
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& Campbell-Wilson 1997). 

4.1.1 The 1996 Outburst 

During the 1996 outburst period a series of simultaneous HST and RXTE visits were 

performed, backed up by ground based observations and CGRO BATSE data. These will 

be described in this chapter, so it is appropriate to provide more detail on this period in the 

history of GRO J1655-40. The observations described in this chapter have previously been 

presented in Hynes et al. (1998b) and Hynes et al. (1998c). In addition some material is 

drawn from Hynes (1998), as this updates the previous works, and other elements appear 

in Esin, Lasota & Hynes (1999) and O'Brien et al. (1999). 

After a period of apparent quiescence from late 1995 to early 1996, GRO J1655-40 went 

into outburst again in late 1996 April (Remillard et aI. 1996) and remained active until 

1997 August. The general nature of the outburst is characterised by Figure 4.2, showing 

the CGRO BATSE (20-200 keV) , RXTE ASM (2-12 keY) and V band light curves from 

1996-7. Orosz et al. (1997) observed an optical rise leading the X-ray rise detected 

by RXTE by about 6 days. They suggested that this initial behaviour was consistent 

with the limit-cycle instability. Hameury et al. (1997) have successfully modelled both 

the optical and soft X-ray rise in GRO J1655-40 using a two-component model involving 

a conventional outer disc and an advective inner disc. In this model, the outburst is 

triggered by the limit cycle instability acting in the outer disc, but the 6 day soft X-ray 

delay is due to the need to fill up the inner disc. 

The subsequent X-ray behaviour was not as expected. The soft X-ray flux (2-10 keV) , 

as followed by the RXTE/ ASM, remained at an approximately constant level for more than 

four months, though with considerable short term variability (the flaring very high state 

referred to above) while the hard X-ray flux (20-200 keY) as monitored by CGRO/BATSE 

was observed to rise very slowly, not reaching its peak until four months after the initial 

dramatic increase in the soft flux. In spite of this complex X-ray behaviour, the optical 

fluxes are consistent with a fast-rise, exponential decay pattern for the first part of the 

outburst, although they later rise again. The overall impression is that optical brightness 

follows soft X-ray fluxes, but is suppressed when hard X-ray emission is present. Thus 

during the hard X-ray rise, the optical fluxes fall, whereas during 1997, when the hard 

flux is very low, optical fluxes follow soft X-rays. 

Radio detections of this outburst were short-lived; there certainly was not the sustained 



4.1 Introduction 

,...., 
Jl 
~ 3.0 
u 
"-" 

~ 2.0 
« 
~ 
~ 1.0 

0.0 F" ~>+<-.:+-<--::":;-:":;-~:::;:=-~-;"';:::-"+'-.:o...j-::..:;-:..:;-c..;:..i.:;:...--+F+-+~~ 
• HST/HlJSIIo 

~ 3.0 ..., 
E 

"-" 
x 2.0 
::J 
i:: 
> 1.0 

• CTlO PIIT 

• + CTlO ceo • o Torino .... up 

:. :. 
•• !'\ 

.~ ~ +. ~+~ 

+ , 
o 

o 

IS> 
o 
o 

.J------~-----------------------

200 300 400 500 
MJD - 2450000 

600 700 

66 

Figure 4.2: Long term light curves of the 1996 outburst. The time-axis begins at 1996 

March 8. V band data comprise synthetic photometry from the HST/PRISM spectra, 

photoelectric photometry from CTIO provided by Jonathan Kemp, CCD photometry from 

CTIO provided by Dr. Charles Bailyn, Dr. Jerry Orosz and Raj Jain and photopolarimetric 

observations of the Torino group (Scaltriti et al. 1997; Gliozzi et al. 1998). The discrepant 

behaviour of the optical and X-ray data is clear. The first radio detection of this outburst 

was on day 231.6. The closest non-detection was 9 days before this, making the exact 

beginning of the radio flare difficult to pinpoint. 
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radio activity, nor the large amplitudes, of the 1994 outburst, and no jets were detected. 

Hjellming & Rupen (1996) report no detection above 0.5 mJy between 1996 January and 

May 20. On May 28, Hunstead & Campbell-Wilson (1996) detected GROJ1655-40 at 

a flux of 55 ± 5 mJy (843 MHz); Hjellming & Rupen (1996) also observed the source at 

19mJy (4.8GHz). This flare decayed initially with an e-folding time 1.4days (Hunstead, 

Wu & Campbell-Wilson 1997) making it much shorter lived than the activity at other 

wavelengths. The first detection of this flare corresponds to day 232 in Figure 4.2 and 

appears to coincide with the initial step-like rise in the BATSE light curve. The actual 

beginning of the flare could have been up to 9 days before this, however. This contrasts 

with the outburst of 1994 when radio flares followed hard X-ray outbursts. The radio 

flare also approximately coincides with the beginning of the very high state as classified 

by Sobczak et al. (1999). 

4.1.2 System Parameters 

The system parameters of GRO J1655-40 are the best known of any SXT due to the 

brightness of the companion in quiescence and the consequent small disc contamination. 

Several quiescent studies (Orosz & Bailyn 1997; van der Hooft et al. 1998; Shahbaz et al. 

1999) have established that the system consists of an early F subgiant star in a high 

inclination (IV 70°) 2.6 d orbit around a massive compact object. The latter is almost 

certainly a black hole. 

The companion has been classified as F3-F6 IV by Orosz & Bailyn (1997), with a best 

fit for F5 IV. Shahbaz et al. (1999) basically agree with this finding a best fit for F6 III 

with a main sequence companion ruled out. There has been a great deal of speculation 

about the evolutionary state of the companion star. One possibility is that it is crossing 

the Hertzsprung gap, a short-lived phase that occurs after it leaves the main-sequence. 

The case is argued by Kolb et al. (1997) and Kolb (1998). A difficulty of this model is 

that binary companions crossing the Hertzsprung gap are expected to drive a very high 

mass transfer rate, due to rapid radius expansion, and hence appear in persistently ac­

tive LMXBs. It is argued that there is an even more short-lived sub-phase in which the 

radius temporarily shrinks and transient behaviour is possible. Regas, Tout & Wickra­

masinghe (1998), however, believe that this explanation is implausible. They argue that a 

Hertzsprung gap-crossing scenario is only possible if the companion does not fill its Roche 

lobe and accretion is driven by winds. They prefer a model in which the companion is 
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actually still on the main-sequence, but that strong mixing occurs across the core-envelope 

boundary, perhaps driven by convective overshooting. This still predicts a higher mass 

transfer rate than observed, but the discrepancy is much smaller than for a lobe-filling 

star crossing the Hertzsprung gap. At present this question remains unresolved. 

The binary mass function has been progressively constrained to 3.16±0.15 M0 (Bailyn 

et al. 1995b), 3.24±0.09M0 (Orosz & Bailyn 1997) and 2.73±0.09M0 (Shahbaz et al. 

1999). Only the last study used purely quiescent data. These authors claim that the 

larger mass functions derived by earlier studies are biased by including outburst data in 

the analysis. Certainly the data of Shahbaz et al. (1999) is a much better fit to a pure 

sine wave than that of Orosz & Bailyn (1997), which is clearly distorted. 

Shahbaz et al. (1999) were also able to estimate the binary mass ratio by measuring the 

rotational broadening of absorption features in the companion spectrum. They measure 

82.9 < v sin i < 94.9 km s-1 and infer 0.337 < q < 0.436 at 95 per cent confidence. This 

compares favourably with the values of 0.289 < q < 0.385 (Orosz & Bailyn 1997) and 

0.24 < q < 0.42 (van der Hooft et al. 1998), both at 3a confidence, derived from fits to 

ellipsoidal modulations. This is also consistent with the value inferred by assuming that 

the motion of He II lines seen in outburst accurately reflects the compact object motion: 

q = 0.354 ± 0.035 (Soria et al. 1998; Shahbaz et al. 1999). 

Finally the binary inclination has been measured from ellipsoidal light curve fits per­

formed independently by Orosz & Bailyn (1997), who obtain 69.0° < i < 70.6° (3a) and 

van der Hooft et al. (1998) who estimate 63.7° < i < 70.7°. The former estimate only 

takes account of statistical errors, whereas van der Hooft et al. (1998) perform a more 

thorough analysis of possible systematic effects. 

In combining these quantities to estimate masses, the most recent analysis of Shahbaz 

et al. (1999) is followed 1 , who use their own mass function (based only on quiescent data), 

the mass ratio derived from rotational broadening and the cautious inclination estimate of 

van der Hooft et al. (1998). They then derive Mx = 5.5 -7.9 M0 and Me = 1.7 - 3.3 M0 , 

both at 95 per cent confidence. This is strong evidence for a black hole in GRO J1655-40. 

1 Parts of the work presented here were performed before this study was published afld assume the 

parameters of Orosz & Bailyn (1997), including masses of Mx = (7.02 ± 0.22) M0 and Me = (2.34 ± 

0.12) M0' These values are consistent with the constraints of Shahbaz et al. (1999). 
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Table 4.1: Best fits to May 14 UV observations using a power-law spectrum reddened with 

the Seaton (1979) Galactic average extinction curve. Various models for the subtraction 

of excess light from the UV spectrum are considered in order to assess the systematic 

uncertainty this introduces. 

Background model 

Pure scattered light, 

best estimate 

Pure particle background, 

best estimate 

lowest estimate 

highest estimate 

4.1.3 Reddening and Distance 

E(B - V) 

1.19 ± 0.07 0.35 ± 0.16 1.10 

1.21 ± 0.07 

1.08 ± 0.06 

1.34 ± 0.09 

0.47 ± 0.17 

0.57 ± 0.15 

0.37 ± 0.19 

1.10 

1.10 

1.12 

It is important to determine the distance and interstellar reddening of GRO J1655-40 in 

order to calculate the absolute flux distribution for comparison with models. Fortunately 

both of these quantities can be well constrained: the reddening is E(B - V) = 1.2 ± 0.1 

and the distance is 3.2 ± 0.2 kpc. 

Ultraviolet Extinction 

The HST ultraviolet spectrum through the 2175 A interstellar absorption feature was used 

to estimate the reddening. The method assumes that the observed spectra can be fit by 

a reddened power-law, and has previously been applied to the SXTs X-ray Nova Muscae 

1991 (Cheng et al. 1992) and GRO J0422+32 (Shrader et al. 1994). While the underlying 

spectrum may not be an exact power-law, this should be a reasonable approximation over 

the restricted spectral range in which the extinction curve varies rapidly. No other assump­

tions about the properties of GRO J1655-40 are required, although an extinction curve 

must be adopted. This analysis uses the mean Galactic extinction curve of Seaton (1979). 

The Rv dependent curves of Cardelli, Clayton & Mathis (1989) were also considered. It 

was found that the fits did not constrain the value of Rv, but that if the Galactic average 

Rv = 3.2 is assumed then the results are comparable to those from the Seaton (1979) 

curve. The unusual extinction curve of a Sco (Clayton & Hanson 1993), which lies 17° 
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Figure 4.3: Best fitting reddened power-law to 14 May UV data assuming all the excess 

background to be scattered light. 

from GRO J1655-40, was also tested. The fit with this curve was significantly poorer than 

with the Seaton (1979) curve. Adopting a Galactic average extinction curve is likely to be 

appropriate for GRO J1655-40. Its reddening is quite high, and absorption likely arises 

from a number of distinct regions. The overall extinction curve probably is an average of 

more diverse individual curves. In support of this argument, Krelowski & Papaj (1993) 

examine colour excess ratios (a measure of the extinction curve shape) as a function of 

distance. There is a large scatter for nearby objects, but this converges with distance. At 

the distance of GRO J1655-40, 3.2 kpc (see Section 4.1.3)' the scatter is small. 

Initial attempts to fit a reddened /11 OC 1/1/3 power-law to the whole spectrum by Horne 

et al. (1996) suggested a value of E(B - V) = 1.3. This yielded a poor fit to the 2175 A 

feature however. Examining spectra dereddened using all the extinction curves listed 

above, and a range of extinction parameters, robustly reveals an intrinsic break around 

2600 A. Analysis of background counts and scattered light in the UV cannot explain this 

purely as a calibration problem. A fit of a single reddened power-law is therefore only 

appropriate below 2600 A. It was decided to base a revised reddening estimate on the UV 

data obtained with the G160L grating only. While both the G270H and PRISMs overlap 

into the region below 2600 A, this region is very sensitive to an incorrect background 

subtraction (more so than is the case for the G 160L in the same overlap region) and so 
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including this data would be more likely to systematically bias the reddening estimate 

than to improve it. 

Reddened power-law models were fitted to the average G160L spectra by X2 minimisa­

tion, using a robust grid-search method to locate the minimum. Errors are estimated from 

10' two-parameter confidence intervals as defined by Lampton, Margon & Bowyer (1976). 

The estimates are shown in Table 4.1. They are not sensitive to whether the excess light 

is taken to be scattered light or particle induced but they are strongly affected by the level 

subtracted. To quantify the effect of the uncertain background level, fits were performed 

for estimates of the maximum and minimum background level in the particle dominated 

case. These were estimated by fitting the background level repeatedly in 50 pixel bins and 

taking the highest and lowest estimates. The fit to the spectrum assuming all of the excess 

to be scattered light 2 , shown in Figure 4.3, is extremely good. 

Direct Optical Estimation 

A direct estimate of the visual extinction, Av, can also be obtained by considering the 

expected absolute magnitude of the companion star. Orosz & Bailyn (1997) obtain a 

best fit spectral type of F5 IV, with an acceptable range of F3-F6 IV and an effective 

radius of 4.85 ± 0.08 R0 · Using absolute magnitudes and radii of main sequence F3-F6 

stars (Gray 1992) the magnitudes can be rescaled to the effective radius of GRO J1655-

40 thereby approximating the absolute magnitude of the companion star to be Mv = 

0.7 ± 0.5 (allowing for uncertainty in the spectral type and radius.) Orosz & Bailyn 

(1997) observe a mean apparent magnitude in quiescence of mv = 17.12 and estimate by 

fitting photospheric absorption lines that the disc contributes < 10 per cent of the visible 

light. Assuming a disc contribution of f'.J 5 per cent gives an apparent magnitude of the 

companion star of 17.18 ± 0.06. The errors in this figure are significantly less than in 

the estimate of the absolute magnitude. Adopting a distance of 3.2 ± 0.2 kpc (see Section 

4.1.3, the difference between absolute and apparent magnitudes implies Av = 4.0 ± 0.5 

hence, assuming an average extinction curve (Rv = 3.2), E(B - V} = 1.25 ± 0.17. 

Interstellar Absorption Lines 

In keeping with the highly reddened nature of GRO JI655-40, a rich spectrum of inter­

stellar features are seen in the AAT spectra. The equivalent width of the unresolved Na D 

2 As noted in Section 3.3, it now appears more likely that background counts are particle induced. This 

makes no significant difference to this result. 
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doublet is 2.5±0.1 Aj diffuse interstellar bands (Herbig 1995) at 5778/80, 6177 and 6284 A 
can also be identified. Bianchini et al. (1997) make more precise measurements of the 

equivalent widths of the Na D doublet (5890 A) and the 6613 A interstellar band of 2.26 A 

and 0.27 A respectively. They deduce E(B - V) = 1.30 and 0.97 respectively. 

This method should be viewed with caution however. Firstly, Bailyn et al. (1995a) 

obtained a much larger Na D equivalent width of 4.5 A at a time when the doublet was 

blended with He I emission. In spite of this they obtain a lower reddening of E(B - V) = 

1.15 simply by using a different equivalent width-reddening relation. Secondly, as noted 

by Munari & Zwitter (1997), the NaD lines are not in general sensitive to E(B - V) ~ 0.5 

due to saturation, so this method can underestimate the reddening; whether it does or 

not depends on the detailed substructure of the lines which is not usually resolved. 

There may also be signs of the very broad structure (VBS) that has previously been 

reported in extinction curves of highly reddened objects (Krelowski, Maszkowski & Strobel 

1986). This consists of very shallow dips in the extinction curve between 5000 A and 8000 A 

and appears as apparent weak, broad emission features centred at 5300, 5900 and 6800 A. 

VBS can possibly be identified in the AAT spectra, in particular around 6800 A, (see 

Figure 4.7). 

X-Ray Absorption 

The most precise measurements of the absorption column density are those obtained by 

fitting ASCA spectra. Inoue et al. (1994) derive NH = 5 X 1021 cm-2 from observations on 

1994 August 23. Subsequent observations obtained 4.4 x 1021 cm-2 (Nagase et al. 1994) 

and 8 x 1021 cm-2 (Inoue, Nagase & Ueda 1995). Greiner, Predehl & Po hi (1995) use the 

ROSAT high-resolution imager to resolve the dust scattering halo. Modelling this they 

deduce NH = 7 x 1022 cm-2 . 

Summary 

It is encouraging that direct estimates of the visual extinction, measurements of interstellar 

absorption lines and fitting the 2175 A feature all give consistent results. The HST value 

is adopted as the best estimate of the reddening: E(B - V) = 1.2 ± 0.1. This can be 

compared with the extinction maps of the Galactic plane presented by Neckel, Klare & 

Sarcander (1980). GRO J1655-40 lies close to the boundary of two of their regions, one of 

low extinction, for which E(B - V) '" 0.4 is expected at 3.2 kpc, and one of high extinction, 
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for which the highest extinctions measured (up to -2.5 kpc) correspond to E(B - V} = 1.3. 

A value of E(B - V} = 1.2 is thus consistent with the position of GRO JI655-40. 

Furthermore, using the gas to dust scaling of Bohlin, Savage & Drake (1978), and their 

estimate of the scatter in this relationship, this E(B - V} value would correspond to a 

range of hydrogen column densities of NH = 4.6 -10 x 1021 cm-2, in good agreement with 

the range of ASCA values observed (but not with the ROSAT value which far exceeds all 

other optical, UV and X-ray measurements). 

Distance 

Hjellming & Rupen (1995) estimate the distance from a kinematic model of the jets to be 

3.2 ± 0.2 kpc. There is also a lower limit from observations of the 1420 MHz interstellar 

absorption (Tingay et al. 1995) of 3.0 kpc and an upper limit can be obtained by the 

method of Mirabel & Rodriguez (1994). The latter assumes that the proper motions of 

the two jets can be identified relative to the central source and then only involves the 

requirement that these proper motions are produced by material moving at no more than 

the speed of light. Mirabel & Rodriguez (1994) give 

and 

f3 cos () = J1.a - J1.r 
J1.a + J1.r 

D = c tan () J1.a - J1.r 

2 I-'al-'r 

(4.1) 

(4.2) 

where f3 = vic, () is the angle of the jets to the line of sight, J1.a and J1.r are the proper 

motions of the approaching and receding jet respectively and D is the distance. These can 

be combined to give 

D < c . 
- v' J1.aJ1.r 

Using the proper motions of Hjellming & Rupen (1995) then yields D ~ 3.5 kpc. 

(4.3) 

The lower and upper limits support the distance estimate of Hjellming & Rupen (1995), 

3.2 ± 0.2 kpc, which will be adopted hereafter. 

4.2 X-Ray Observations 

While the focus of this work is primarily on optical and ultraviolet astronomy, X-ray 

data from RXTEIPCA obtained simultaneous with the HST data are also relevant to the 

analysis. The data were reduced by Dr. Wan Chen and Dr. Chris Shrader. The following 
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descriptions of the data processing are adapted from their contributions to Hynes et al. 

(1998b) and Hynes et al. (1998c). 

As part of the multi-wavelength ToO programme described in Section 1.8, GRO J1655-

40 was observed with the RXTE Proportional Counter Array (PCA) at six separate 

epochs3, four of which coincided with HST pointings. Table 4.2 shows the observing log. 

The total exposure time was 40.74 ks. The PCA consists of 5 gas proportional counter 

modules, and provides spectral coverage over the 2-60 keY range. For a complete discus­

sion of the RXTE instrumentation see Jahoda et al. (1996). Two standard PCA data 

modes were used, with a 12.5 ms time resolution and 256 energy channels, together with 

a 16 energy channel mode binned at 4 ms time resolution and two single channel, single 

bit modes at 62 J.Ls. 

Spectra were constructed from the 'standard mode' data with 128 energy channels over 

the bandpass. Typical count rates were'" 104 s-l, so statistical errors were very small. 

Response matrices and estimated background count spectra were constructed using the 

standard RXTE data analysis procedures. Subsequent spectral analysis then used the 

XSPEC package distributed by the High Energy Astrophysics Science Archive Research 

Center (HEASARC). 

The spectrum from May 14 was compared with that presented by Sobczak et al. (1999) 

for May 9 and found to differ in normalisation by a factor of 3.3, with that of May 14 

lower. Examination of the RXTE/ASM lightcurves, however, showed only a 5per cent 

random variability in this period. The spectral shape was very similar, differing only in a 

stronger power-law tail in the later spectrum (as might be expected since the hard fluxes 

were rising at this point.) This discrepancy must arise from a problem in calibration4. It 

was decided to renormalise the spectrum from May 14 provided by Dr. Chris Shrader to 

match that of Sobczak et al. (1999). This was decided because a) this is the more recent 

calibration and b) fits of a multicolour black body spectrum by Sobczak et al. (1999) 

yield very plausible parameters; an inner disc radius of '" 3Rsch and a mass transfer rate 

I'V O.IMEdd. Similar fits to the normalisation of Dr. Chris Shrader would require a disc 

radius less than RSch and a mass transfer rate only a few per cent of Eddington. 

Since the highest time resolution from the HST data is only about 2-3 s, X-ray light 

3There were many other PCA pointings under independent proposals and also several public ToO 

observations were performed. 
4 A careful recaIibration of the May 14 spectrum is needed. A quick re-extraction did yield a spectrum 

closer to that of Sobczak et aI. (1999) (Shrader 1999 priv. comm.) 
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Table 4.2: Log of RXTE observations. 

Date Start/End Duration 

(UT) (ks) 

May 14 00:07-00:28 1.26 

01:42-02:04 1.32 

03:24-03:40 0.96 

May 20 13:55-14:33 2.28 

14:35-14:56 1.26 

15:42-16:09 1.62 

16:11-16:33 1.32 

17:24-17:46 1.32 

17:48-18:09 1.26 

May 27 17:29-18:19 3.00 

19:07-19:55 2.88 

June 8 12:45-13:41 3.36 

14:21-15:23 3.72 

15:57-17:02 3.90 

17:33-18:34 3.66 

June 20 12:55-13: 12 1.02 

14:31-14:54 1.38 

16:07-16:35 1.68 

June 30 13:00-13:59 3.54 
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Figure 4.4: Far-UV HST spectrum showing possible P Cygni profiles in the UV resonance 

lines. The spectrum has been rebinned to one pixel per resolution element. 

curves were extracted from the standard-l mode data in 1 s time bins using the saextrct 

task in the FTOOLS software package. The average count rate of GRO J1655-40 dur­

ing the first observing period (when the object was faintest in X-rays) was more than 

2 x 104 counts S-l of "good events" (Le., after 80 per cent of internal background events 

are rejected by the anti-coincidence logic), thus no background subtraction procedure is 

necessary as the remaining background is ~ 35 counts s-l. The relative timing accuracy 

of the RXTE data is limited only by the stability of the spacecraft clock which is good to 

about 1 J.Ls or less. The absolute timing accuracy, however, is also limited by uncertainties 

in the ground clock at the White Sands station and other complications. For these data, 

the absolute timing accuracy is estimated to be about 8 J.LS which is substantially better 

than that of HST jFOS and certainly sufficient for the applications considered here. 

4.3 Emission Lines 

4.3.1 Ultraviolet Resonance Lines 

P Cygni profiles appear to be present in the UV resonance lines: Si III (1302 A), Si IV 

(1397 A) and C IV (1549 A) together with possible ell (1335 A) absorption. These are 

shown in Figure 4.4. Although the detection of these is marginal, their positions are 
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correct and the peak to trough separation of all three P Cygni profiles corresponds to 

velocities of order 5000 kms-li comparable to (although somewhat higher than) those seen 

in dwarf novae in outburst (Shlosman & Vitello 1993 and references therein). Shlosman 

& Vitello (1993) model the expected disc wind profiles in the C IV 1550 A line accounting 

for the non-radial outflow and solving the radiative transfer problem in detail. They find 

that for low inclination systems where the disc is seen through the wind, only a blue­

shifted absorption component is seen. For high inclination systems, symmetric emission 

is seen from the wind. Only for a relatively narrow range of inclinations are 'classical' 

P Cygni profiles showing absorption and emission in similar strengths expected. This 

range of inclinations is around 60-700
, in good agreement with the inclination determined 

for GRO J1655-40 in quiescence, which adds support to this interpretation. The high 

noise level of the data, however, prevents distinguishing between such a disc wind and a 

pure radial outflow, possibly emanating in the inner regions. 

4.3.2 Helium and Bowen Fluorescence Lines 

The only helium line detected in the HST spectrum is He II Paschen a (4686 A), illustrated 

in Figure 4.5. There is no detection of He II Paschen f3 (3203 A) or He II Balmer a (1640 A). 

In the AAT spectra, it is also possible to (marginally) detect the 5411.5 A Pickering "y line. 

There is strong emission around 4640 A (Figure 4.5) due to the blend of three N III 

Bowen lines (4634,41,42 A). It is possible that there is also some contribution from the 

non-Bowen C III lines (4647, 51, 52 A). These lines cannot be deblended in any of the spectra 

presented here. Soria et al. (1998) found on 1996 June 8 that the N III lines dominate, 

with the C III lines much weaker. They also identify 0 II 4662 A emission. 

Supporting the Bowen interpretation for the 4641 A blend are the detections of three 

o III Bowen lines, representing both the 01 (3133, 3444 A) and 03 (3407 A) cascades (see 

below). These are shown in Figure 4.6. Only the line at 3133 A is unambiguously detectedj 

this is theoretically expected to be the strongest line of the 01 channel. 

The Bowen fluorescence mechanism as it applies in X-ray binaries has been well dis­

cussed from a theoretical standpoint by Deguchi (1985) and in the context of observations 

of Sco X-I by Schachter, Filippenko & Kahn (1989). The essence of the mechanism is 

this: the He II Lyman a transition (303.783 A) is nearly coincident with two transitions 

of 0 III. He II photons can excite these; the subsequent decays, through the 01 and 03 

channels respectively, produce UV emission lines of 0 III. One of these decay transitions, 
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Figure 4.5: HST line profiles of The N III 4634,4641,4642 A and He II 4686 A emission 

lines. The positions of the C III 4647,4651,4652 A lines are also marked. The spectrum 

has been rebinned to one pixel per resolution element. 

Table 4.3: Properties of He II and Bowen emission lines detected in May spectra. 

Line Telescope/ Fitted Line flux FWHM 

date wavelength (1O- 15 ergs-1 cm-2 ) (A) 

o III{'x3133) HST/May 14 3133.2 ± 0.7 2.9 ± 0.4 14± 2 

o m{,X3407) HST/May 14 3405.0 ± 2.6 2.6 ± 0.9 21 ± 5 

o m{'x3444) HST/May 14 3439.3 ± 4.3 2.3 ±0.9 21 ± 5 

N m{,X,X4634, 41, 42) AAT/May 11 4638.9 ± 0.9 7.7 ± 0.5 26±2 

AAT/May 12 4637.1 ± 1.1 7.3 ± 0.8 24±3 

AAT/May 13 4635.7 ± 0.9 11.0 ± 1.0 27±2 

HST/May 14 4640.8 ± 0.8 6.3 ± 0.6 16 ± 2 

He n{,X4686) AAT/May 11 4685.0 ± 0.9 4.6 ±0.5 18 ± 3 

AAT/May 12 4686.2 ± 1.1 2.7 ± 0.6 11 ± 3 

AAT/May 13 4681.7 ± 0.7 8.5 ± 0.9 18 ± 2 

HST/May 14 4686.1 ± 0.9 6.2 ± 0.6 21 ± 2 
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Figure 4.6: HST line profiles of the 0 III 3133 A and possible 3407,3444 A emission lines. 

The spectra have been rebinned to one pixel per resolution element. 
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the 04 channel, is in turn nearly coincident with a doublet of N III. This can then be 

excited and decay to produce N III emission lines. Using the measured line fluxes of the 

principal related lines it is possible to measure the efficiency of this process, as measured 

by the Bowen yields. 

The oxygen yield is the probability that a He II Lyman a photon will produce a cascade 

through the 01 channel. It is measured by 

f('\3133} 
YHeOl = kH f('\4686} (4.4) 

where f('\} is the dereddened line flux. Following Schachter, Filippenko & Kahn (1989), 

kH = 0.28 is adopted. This value is dependent on the temperature of the producing 

region, but the uncertainty this introduces is comparable to the uncertainty in the line 

flux measurements and much less than that in dereddening the flux ratio. Using the Seaton 

(1979) extinction curve with E(B - V) = 1.2 ± 0.1, gives 

YHeOl = 0.70 ± 0.15. (4.5) 

Deguchi (1985) predicts values for this yield between 0.5 and 0.8; Schachter, Filippenko & 

Kahn (1989) find values ranging from 0.47-0.59 for Sco X-I. The results for GRO J1655-

40 are consistent with these, but are not precise enough to further constrain the emission 

line region. 

In an analogous way, the nitrogen yield, YON, represents the fraction of 04 photons 

which produce a nitrogen cascade. The situation is complicated here by two factors. Firstly 

the C III component cannot be deblended from the N III blend, so there is really only an 

upper limit on the N III flux. Secondly, to perform this calculation correctly it is necessary 

to know the strengths of both the 01 and 03 cascades, since both can in turn initiate 

an 04 cascade. The 03 lines cannot reliably be measured so this contribution cannot be 

quantified. If the 03 contribution is simply ignored, this will also lead to overestimating 

the yield. An upper limit is therefore 

_ k f(,\,\4634, 41, 42) 
YON - KM f('\3133} (4.6) 

where kKM = 8.6, independent of physical conditions. Hence for GRO JI655-40, 

YON ~ 3.7 ± 0.8. (4.7) 

Again, this is in reasonable agreement with Schachter, Filippenko & Kahn (1989) who 

find YON = 3.2 - 4.0 for Sco X-I, with the same assumptions; they also note that this is 

an overestimate. 
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Clearly these measurements do not tightly constrain the location of the Bowen line 

emission region. They are, however, completely consistent with measurements in Sco X-I 

indicating that conditions are similar. 

4.3.3 A Constraint on the Extreme Ultraviolet Flux 

The observed line flux of the He II 4686 A line can also be used to place an upper limit on 

the EUV flux, subject to some assumptions. Photoionisation in the disc and/or companion 

star by 55-280eV photons (bounded by the ionisation energy of Hell and the carbon K­

edge) will produce He III, which will then recombine leading to 4686 A emission. One can 

estimate the EUV flux which will give the observed line emission. This is a very useful 

constraint, as this region of the spectrum can never be observed directly for a source with 

even moderate reddening. Since 4686 A could also originate in collisional excitation (at 

the stream impact point for example), this will be an upper limit. It is also very dependent 

on the assumed geometry, both of the EUV and line emitting regions. The method has 

been developed in the context of cataclysmic variables, where the EUV flux is believed 

to originate at the boundary layer of the disc and white dwarf (Patterson & Raymond 

1985; Marsh & Horne 1990). Marsh, Robinson & Wood (1994) demonstrated that it could 

also be applied to SXTs, with the EUV instead originating from the inner regions of the 

disc. Their calculation assumes that the EUV radiation is isotropic, appropriate for a point 

source or a corona. If it originates in the optically thick inner accretion disc then because 

both the companion star and the outer disc see these regions at a high inclination, and 

hence foreshortened, this will therefore overestimate the EUV flux incident upon them. 

This inclination effect introduces a factor of cos 0 into the EUV angular flux distribu­

tion, where 0 is the angle of the EUV radiation to the disc normal. It is assumed that 

there is no shielding by the inner part of the disc. Two extreme cases are considered: 

radiation intercepted by the disc only and radiation intercepted by the companion star 

assuming a vanishingly thin disc. 

In the disc case, the fraction, Ct, of EUV luminosity intercepted is 

a::::: foH:R cos 0 d(cosO) ::::: (H)2 
fo cos 0 d( cos 0) R 

(4.8) 

integrating over the upper half of the (symmetric) distribution and approximating cos 0 = 

sin( 11" /2 - 0) '" H / R for small disc thicknesses. 

The companion star case is modified by an additional factor of 1(0) in the denominator 

integral representing the fraction of azimuth subtended by the companion. The problem 
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can be simplified by modelling it as a circle of radius req centred on the companion position 

which sub tends the same solid angle at the primary as the real Roche lobe does. req can be 

determined numerically as a function of the mass ratio, q. For GRO J1655-40 (q = 2.99), 

req = 0.286, somewhat larger than the polar radius of 0.269. Then 

2Jr~ - cos2 0 
f :::: 271" (4.9) 

and so the fraction of flux intercepted is 

f;eq f (0) cos 0 d( cos 0) 2r~q 
0'" "'--

- fol cos 0 d( cos 0) - 371" . 
(4.10) 

The 4686 A line luminosity is denoted by L4686 and the integrated 55-280 eV luminosity 

by LEUV. A fraction 0 of the total number of 55-280 eV photons are intercepted by the disc 

or companion star and a fraction f of the total number of photoionisations caused by 55-

280 e V photons recombine through this channel. For Case B recombination (appropriate 

when the emission line region is optically thick to the ionising radiation but optically thin 

to the recombination lines), f :::: 0.2. The ratio of luminosities will be 

LEUV 1 E (A4686 ) -- = - EUVE --c 
L4686 Of h 

(4.11) 

where EEUVE is an average energy of the EUV photons. The EUV flux, FEUV, that would 

be observed is related to the total luminosity by FEUV = LEuv cos i/271"d?, where d is the 

distance of the system. For optically thin recombination lines, the line emission will be 

isotropic. The relation between flux and luminosity then depends only on the fraction, /3, 

of the emission line region that is seen: F4686 = /3L4686/471"d? For a disc, only one face 

is visible and /3 = 0.5 (neglecting self-obscuration of part of the disc by a possible flared 

rim.) For lines originating on the companion star, /3 is phase and inclination dependent. 

The ratio of EUV to line fluxes is 

FEUV _ 2cosi E (A4686 ) 
-- - -- EUVE --c . 
F4686 /30f h 

(4.12) 

Observed line fluxes are in the range (2.7-8.5) X 10-15 ergs-1 cm-2 . If these are pro-

duced in the disc, then they should be phase independent, and this range must be inter­

preted as due to stochastic variability. One should then use the line flux from May 14 to 

obtain the best estimate ofthe May 14 EUV flux. Dereddening this (assuming E(B- V) = 

1.2 ± 0.1) and taking f = 0.2, EEUVE = 100eV, an EUV bandwidth of 55-280eV, 

A4686 = 4686 A and assuming a minimum fractional disc half thickness of H/R = 0.01, as 
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was taken by Marsh, Robinson & Wood (1994)' this translates into an upper limit on the 

EUV flux per unit frequency interval of !v{2.4 x 1016 Hz) ~ 5.9 X 10-24 ergcm-2 S-l Hz- I 

for the case where 4686 A emission originates only in the disc. 

Examining the four line fluxes as a function of orbital phase, however, the flux is highest 

at spectroscopic phase 0.19, when the heated face of the companion star is seen nearly 

face on, and lowest at phase 0.81, when the rear face of the companion star is visible. 

This suggests that the 4686 A emission originates at least partially on the companion star 

and so this cannot be completely shielded by the disc. With this interpretation it is more 

appropriate to use the highest 4686 A flux, when virtually all of the emission region (f3 ,...., 1) 

is visible, to constrain the EUV flux to be !11{2.4x 1016 Hz) ;;; 2.3x 10-25 ergcm-2 s-1 HZ-I. 

This constraint is shown in Figure 4.22 in relation to the optical/UV and X-ray data. 

The latter calculation represents the more realistic limit, in the sense that if the disc 

did become very thin then the 4686 A flux would not become vanishingly small; it would 

instead be produced on the companion star. The fundamental assumption in deriving this 

upper limit is that none of the EUV flux is shielded by the inner disc. This is not a secure 

assumption and some self-shielding of the outer disc by the inner is likely to occur (Dubus 

et al. 1999 and references therein.) 

4.4 Characterisation of Continuum Spectra 

Because the HST data provide broad-band, calibrated spectra from red to UV wavelengths, 

they are well suited for studying the shape of the optical/UV spectral energy distribution. 

The analysis of this is divided into two parts. The first, in this section, describes the 

simple characterisation of the spectrum included in Hynes et al. (1998b). The second part 

(Section 4.7) attempts to refine the analysis in the light of what has been learned since 

Hynes et al. (1998b) was submitted; the spectra in this form have been included in Esin, 

Lasota & Hynes (1999). 

A montage of all the spectra (including those from AAT) in their original, reddened 

form are shown in Figure 4.7. Figure 4.8 shows the same spectra after dereddening and 

transforming to a log v-log Fv representation. 

In view of the large uncertainty in determining the intrinsic flux distribution from 

such highly-reddened spectra, together with distortions from specific interstellar features 

(e.g. very broad structure, diffuse interstellar bands), which are largely unresolved by 

PRISM/RD, it was not considered appropriate to attempt to fit a detailed model for the 
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here, but was truncated for subsequent analysis. See text for details. The calibration does 

not incorporate the changes described in Section 4.7.2. 

14.1 15.0 
Lot • (HI) 

15.2 

Figure 4.8: Spectra dereddened using the Seaton (1979) extinction law with E(B - V) = 

1.2. 
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Figure 4.9: Fit of a v 1/ 3 spectrum to the rebinned G160L far-UV data to determine M. 

complete spectra, even if a suitable model could be found. Instead a simple characterisa­

tion of the observed spectra was sought and then compared with the available sources of 

radiation. 

4.4.1 The Steady State Black-body Disc Model 

The far-UV data from the first HST visit is suggestive of the v 1/ 3 spectrum expected from 

a steady state optically thick accretion discS; a similar UV spectral index was found in HST 

observations of X-ray Nova Muscae 1991 (Cheng et al. 1992). While a SXT in outburst is 

clearly not in a steady state, it is often assumed that this will be a good approximation on 

the decline from outburst if the viscous timescale of the disc is shorter than the timescale 

of mass transfer rate variations. This interpretation will be examined more critically in 

Section 4.7.1. The spectrum of a steady state disc is discussed by Frank, King & Raine 

{1992} and Cheng et al. (1992). For frequencies, v, such that 

kT{Roud « hv « kT(Rin) (4.13) 
--------------------~~ 5This spectrum is dependent on the dereddening. Although the fit to the reddened far-UV spectrum 

explicitly assumed a power-law form, the extinction curve was fixed giving little freedom to adjust the 

shape of the spectrum. That the reddened power-law then yielded a very good fit to the data with an 

E(B - V) value consistent with other determinations indicates that the intrinsic spectrum is indeed close 

to a power-law. 
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where Rin and Rout are the radii of the inner and outer edges of the disc and h is Planck's 

constant, the spectrum reduces to the canonicalv1
/

3 disc spectrum: 

f - I COSt { • )2/3 1/3 X X . 100 5/3d 
v - JO-;;;- mm V15 x 1 a- 0 e-

(4.14) 

where 10 ~ 2.9 X 10-26 ergss- 1 cm-2 Hz-I, i is the inclination, d is the distance in kpc, 

m is the compact object mass in M0, m is the mass transfer rate in 10-9 M0 yr- 1, V15 is 

the frequency in units of 1015 Hz and the integral evaluates to 1.9. 

This model spectrum was fitted to the far-UV data (see Figure 4.9) and, with the pa­

rameters of Section 4.1.2, a value of if ~ 8 X 10-7 M(!) yr-1 is deduced, adopting the 

best estimate of background counts and reddening. Allowing the full range of back­

grounds and reddening values discussed earlier gives a range of 1 x 10-7 M0 yr- 1 ::; 

if ::; 7 X 10-6 M(!) yr- 1 This can be compared with the Eddington accretion rate of 

MEdd = 1.6 x 10-7 M(!) yr-1 (taking a compact object mass of 7M(!) and assuming and 

accretion efficiency of 10 per cent.) This interpretation of the far-UV spectrum thus re­

quires a very large mass transfer rate. 

The extrapolation of this spectrum into the EUV would predict Iv (2.4 x 1016 Hz) ~ 

1.7x 10-24 ergs-1 cm-2 Hz-I. This exceeds the constraint on the flux at this frequency (see 

Section 4.3.3) and suggests that either this extrapolation is invalid, or that the assumptions 

used in deriving the EUV constraint, for example that the inner disc does not obstruct 

the EUV flux, are inappropriate. This question will be returned to in Section 4.8. 

4.4.2 Black-body Fits 

The optical spectrum is not an extrapolation of the far-UV power-law, showing a peak 

in excess of the extrapolation. It is unclear whether an extrapolation is appropriate, 

however, as the power-law from a steady-state disc spectrum is expected to drop off at long 

wavelengths as the spectrum becomes dominated by the Rayleigh-Jeans tail of the edge of 

the disc. The simplest analysis is thus to ignore the power-law component in the optical 

and fit a single component to the optical peak. This characterisation thus represents an 

upper limit on the spectrum of the optical component. The alternative extreme, to simply 

extrapolate the power-law into the optical would result in approximately half the flux at 

the peak of the optical spectrum coming from the power-law. It would not change the 

position of the peak of the optical component dramatically, so this component should have 

roughly the same temperature and no less than half the inferred area. In this section the 
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Table 4.4: Properties of blackbody fits to the optical and near-UV (,x ~ 2600 A) HST 

spectra. 

T(K) A( x 1023 cm2) 

May 14 9800 5.0 

June 9 9900 3.4 

June 20 9700 3.1 

June 30 8900 2.9 

July 22 8700 2.2 

optical peak is fitted with a black body spectrum. A similar analysis using self-absorbed 

synchrotron spectra is presented in Section 4.4.3. 

The best fitting parameters are determined by X2 minimisation. Since the scatter about 

the fit is predominantly due to intrinsic and interstellar features rather than measurement 

uncertainties, very large X2 values are obtained and applying conventional X2 confidence 

region methods leads to unrealistically small error estimates. In line with the simple 

characterisation approach no attempt was made to construct rigorous confidence limits. 

The deduced parameters are shown in Table 4.4 and the fits to the spectra in Figure 

4.10. This does not give a good fit in detail, but will give an approximate estimate of the 

properties of a thermal model. 

The derived areas in Table 4.4 can readily be compared with the available emitting area. 

Adopting a disc radius of 80 per cent of the effective Roche lobe radius (Eggleton 1983) and 

an inclination of ",70 0, the projected area of the disc face is '" 2.1 X 1023 cm2. In addition, 

radiation from the outside edge of the disc may be non-negligible since GRO J1655-40 is 

a high-inclination system. de Jong, van Paradijs & Augusteijn (1996) have found that for 

some persistent low mass X-ray binaries, the disc half-thickness, H / R can be greater than 

0.2. With the inclination of GRO J1655-40 and a disc of this thickness, the projected area 

of the edge amounts to ",70 per cent of the projected area of the disc face, increasing the 

total area presented by the disc to '" 3.6 X 1023 cm2
• The estimated radius of the companion 

star, 4.85 R0 (Orosz & Bailyn 1997), also corresponds to an average area", 3.6 x 1023 cm2 , 

comparable to that of the disc. It is therefore possible that the companion star, if X-ray 

heated, could also account for at least some of the optical peak. Further discussion of 
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Figure 4.10: Blackbody fits to the optical excess in the HST spectra (A ~ 2600 A). The 

fits are poor in detail and are only intended to characterise the coarse properties of this 

component. In order to separate the successive visits clearly, a downward shift of 0.1 has 

been introduced in each visit relative to the one above it, i.e. the lowest visit has been 

shifted downwards by 0.4. The calibration does not incorporate the changes described in 

Section 4.7.2. 

these possibilities will be deferred to Section 4.8. 

4.4.3 Self-absorbed Synchrotron Emission 

An alternative to thermal models was also considered, namely that the optical peak could 

be self-absorbed synchrotron emission. This possibility was considered following the sug­

gestion of Dr. Rob Fender that the dropping section of the spectrum between log v '" 14.75 
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and 15.05 resembles an optically thin synchrotron spectrum. To reproduce the turnover at 

low frequencies would require that the synchrotron emission becomes self-absorbed below 

log 1.1 '" 14.75. This model has more parameters than the black body model, and can give 

a better fit to the observed spectrum, in particular for the rapid turnover at the peak. 

The simplest possible model for producing this spectrum is adopted. There is a syn­

chrotron emitting slab containing a magnetic field of uniform strength and energetic elec­

trons. The slab has linear dimension 1, electron density ne and electron power-law energy 

distribution ne(E) = K.E-p. The magnetic field is B and there is equipartition of energy 

between the field and the particles. The expected spectrum is derived by Longair (1994) 

and has the functional form: 

(4.15) 

Practically, this is fitted to the data for X, Y and p and then the underlying physical 

parameters are determined from these convenience parameters. The exact expressions are 

rather complex; X = X(B,p), Y = Y(B,p,K.,l). 

The best fits with such models are shown in Figure 4.11 and the deduced parameters 

are given in Table 4.5. The source must be very compact to produce self-absorption in the 

optical. The size is actually the best constrained of the parameters as for a self-absorbed 

synchrotron source, the observed flux depends only on the angular size of the source and 

the magnetic field. With an estimate of the distance (3.2 kpc) the derived linear size then 

scales with only the fourth root of the assumed magnetic field. 

The clearest evolution in the spectra is the overall decline in flux level; this translates 

mainly into a shrinking of the inferred synchrotron source. There is also a steepening of 

the spectrum. This may be due to a change in the electron power-law index, as modelled, 

or it may be due to a cut-off in the electron distribution above which inverse-Compton 

and synchrotron losses dominate. Such a cut-off could also contribute to the sharpness of 

the spectral turnover near 2600 A. 
Synchrotron emission is often considered exclusively a radio phenomenon. That this 

is not the case is demonstrated by the existence of optical counterparts to extragalactic 

radio jets. Observations of the other Galactic superluminal jet source GRS 1915+ 105 

have revealed infrared jets, with the same position angle as the radio jets (Sams, Eckart 

& Sunyaev 1996) and infrared flares, initially discovered by Fender et al. (1997), have 

been shown to be closely correlated with radio flares but occurring up to an hour earlier 

(Mirabel et al. 1998). Both ofthese results are suggestive of infrared synchrotron emission. 
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Figure 4.11: Self-absorbed synchrotron fits to the optical peak in the HST spectra (,). ;::: 

2600 A). A downward shift has been introduced as in Figure 4.10 to separate the successive 

visits. The calibration does not incorporate the changes described in Section 4.7.2. 
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Table 4.5: Parameters of self-absorbed synchrotron models for HST optical and UV data. 

The Schwarzschild radius of a 7 M0 black hole corresponds to 2.1 x 106 cm. In each 

case, deduced electron energies are 'Y '" 50-90, estimated from the observed synchrotron 

frequency range of 14.6 ::; log v ::; 15.0. Electron densities are lower limits obtained by 

integrating the electron distribution over this energy range. 

p I B Ne 

(~ch) (kG) (l012cm-3) 

May 14 3.7 97 54 7.6 

June 9 3.3 80 61 8.3 

June 20 3.4 76 59 8.4 

June 30 4.5 70 48 7.8 

July 22 5.3 60 42 7.6 

It is also a feature of advective models for quiescent SXTs (discussed in Section 1.6) that 

the optical spectrum is produced by self-absorbed synchrotron emission. 

4.5 Echo Mapping 

4.5.1 Comparison of Light Curves 

Figure 4.12 shows the light curves obtained in the coordinated HST/ RXTE visits. The 

RXTE light curves exhibit variability on shorter timescales than shown; on the 1 s or less 

time scale, there are flickerings with RMS of 10 per cent or so. 

Of the four simultaneous visits, the second, on June 8, achieved the best coordination 

and is most suitable for this analysis. The first visit did have some overlap but no correla­

tion was detected between X-rays and optical (Figure 4.14.) The X-ray light curves from 

the third visit are contaminated by dipping structure due to transient absorption and in 

the fourth visit, the overlap was too small for useful analysis. 

Figure 4.13 shows the correlations present in the third pair of light curves from the 

second visit. To illustrate wavelength dependence both UV (2000-4000 A) and blue (4000-

6000 A) light curves are shown. While the main feature around 1200 s is present in both, 

the smaller correlated features are more prominent, or only present at all, in the UV light 
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Figure 4.12: HST and RXTE light curves from simultaneous visits. The first visit HST 

light curves are derived from the G160L zero order spectrum. Other HST light curves use 

PRISM/RD or PRISM/BL. For clarity, the light curves have been reb inned to a time­

resolution of ",10 s. The relative count rates of RXTE vs PRISM/RD vs. PRISM/BL vs. 

order zero have been rescaled but the zero point is correct. The time interval covered by 

each plot is the same. 
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Figure 4.13: A close up of the third pair of light curves from Figure 4.12 showing correlated 

variability and colour dependence in the HST light curves. The zero point is arbitrary, 

but the vertical axis indicates the amplitude of variations relative to the mean count rate. 

The wavelengths compared are 2000-4000 A (UV) and 4000-6000 A (blue). 

curve, suggesting that the source of variability represents a larger fraction of the total 

light in the ultraviolet than in the optical. There are also some features which are strong 

in the X-ray light curve, e.g. at 1700 s, but which do not appear in either HST light curve. 

These conclusions are borne out by a similar close comparison of the other light curves, 

and it is clear that the relation between X-ray and optical emission is complex. It may be, 

for example, that the observed X-ray variations originate from different locations, some of 

which can illuminate the reprocessing region and some of which cannot. 

Another example of uncorrelated variability may the apparent downward step in the 

second PRISM/RD light curve from the second overlapping visit. There may also be a 

step in the X-ray lightcurve, but the two do not match well, and the optical light curve 

could not be reproduced as a convolution of the X-ray light curve with a Gaussian transfer 

function (see Section 4.5.3). The pronounced step in the optical light curve also results 

in a strong auto-correlation, which leads to a very broad peak in the cross-correlation 

function (see Section 4.5.2). This light curve was therefore truncated just before this 

point to simplify the analysis in the subsequent sections. 
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Figure 4.14: ICFs for May 14 data. Dashed lines show 30' confidence limits expected for 

uncorrelated variability. No significant, repeatable peaks are seen. 

4.5.2 Cross Correlations 

A cross-correlation analysis is the simplest way to begin. This will identify correlations 

and reveal the mean lag between X-ray and optical variability. The technique is commonly 

used in the study of correlated variability from active galactic nuclei (AGN) where two 

methodologies have been developed: the Interpolation Correlation Function, ICF (Gaskell 

& Peterson 1987), and the Discrete Correlation Function, DCF (Edelson & Krolik 1988). 

White & Peterson (1994) contrasted the relative merits of the two and suggested some 
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Figure 4.15: ICFs for June 8 data. Dashed lines show 30" confidence limits expected for 

uncorrelated variability. All four plots show features at ,...., 20 s which are significant at the 
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Figure 4.16: Combined ICF for June 8 using data from all four pairs of lightcurves. Dashed 

lines show 30' confidence limits expected for uncorrelated variability. 

improvements. Both methods have been tested on these data and no significant differences 

were found, so it was chosen to adopt the ICF method with one important modification. 

AGN line and continuum light curves are typically drawn from the same spectra, leading 

to identical sampling. Also for AGN the duration of a measurement is much smaller than 

the interval between measurements. Neither of these situations are the case for these data 

so modifications are required. The solution adopted is to take the HST data points (which 

have the coarser sampling and longer integration time) and interpolate the RXTE light 

curves at several points for each HST point in order to approximately integrate over the 

duration of the HST group. The cross-correlation function is therefore defined as follows: 

(4.16) 

where 

lx(tD = ~(fx(t~ - dr/2) + 2fx(tD + fx{t~ + dr/2}} {4.17} 

and t~ = ti - rand dr is the length of an HST group. The sum is over the number of 

points in the optical (HST) light curve, N. Note that O'opt, O'x are the variances of the two 

light curves, not their average errors. 

A section of the resulting ICFs from the May 14 visit, centred at zero lag, is shown 

in Figure 4.14. No repeated significant features are seen. Figure 4.15 shows the results 
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from the June 8 visit. All four ICFs show roughly coincident peaks, significant at the 3a 

level. The ICF peaks occur at lags in the range 12-24 s. While other peaks are seen in 

individual ICFs, since they are not repeated in more than one pair of light curves, they 

cannot be considered significant. The data are combined to yield a single ICF in Figure 

4.16. The significance of the combined peak is 8a. 

4.5.3 Fitting Transfer Functions 

To characterise the distribution of time delays present between the RXTE and HST 

lightcurves, parameterised model transfer functions were fitted to the data6 . In this mod­

elling the HST light curve is predicted by convolving the observed RXTE lightcurve with 

a Gaussian transfer function (i.e. the time-delay distribution). The "badness-of-fit" of this 

model is determined by calculating the X2 over the data points in the HST lightcurve. 

The model adopts the measured RXTE light curve verbatim, thus ignoring the statisti­

cal errors in the RXTE measurements. This is an acceptable approximation because the 

signal-to-noise ratio for detecting variations is much higher for the RXTE data than for 

the HST data. 

The Gaussian transfer function 

W 1 (TiiTO)2 "p{T) = e2 T 

";27r!:lT 
(4.18) 

has 3 parameters: the mean time delay TO, the dispersion or root-mean-square time delay 

(hereafter rms delay) !:IT, which is measure of the width ofthe Gaussian, and the strength 

of the response, w, which is the area under the Gaussian. 

Figure 4.17 shows the synthetic light curves from the Gaussian superimposed over the 

four HST lightcurves. The principal features of the HST light curves are reproduced well 

in the synthetic lightcurves. 

Figure 4.18 shows the results of fitting the Gaussian transfer functions to the third pair 

of light curves. Panel (a) shows the constraints imposed by the data on the mean and rms 

delay. The best fit for the Gaussian fitting has X~in/779 = 1.229. Here the 2 parameter 

1a confidence region is defined by the contour X2 = X~in + 2.3, and the greyscale indicates 

6The idea and initial development of this formulation were provided by Prof. Keith Horne and this work 

was done in collaboration with him and with Kieran O'Brien. Independent fully functional codes were 

developed jointly by Prof. Keith Horne and Kieran O'Brien and by this author, and yield the same results 

for the same data. The former code was used to generate the results presented here as it was faster. Some 

of the text in this section was adapted from that contributed by Prof. Keith Horne to Hynes et al. (1999). 
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Figure 4.17: Best-fit synthetic light curves for all 4 data sets from Gaussian fitting, su­

perimposed over actual HST lightcurves. The time axis is relative to the start of each 

exposure. The light curves have been reb inned by a factor of two for clarity. Figures 

provided by Kieran 0 'Brien. 
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Figure 4.18: Top, acausal (left) and causal (right) X2 surfaces for Gaussian transfer func­

tion fitting to the HST light curve 3. Bottom, best-fit (solid line) and trial (dashed line) 

time-delay transfer functions to HST Exp. 6. The response is ¢(T). Figures provided by 

Kieran 0 'Brien. 

Table 4.6: Summary of results from parameterised Gaussian fitting to HST lightcurves. 

The rows give respectively the photometric phase, number of data points, reduced X2, mean 

delay, rms delay and integrated response for each light curve. Uncertainties are based on 

1 parameter, 1a confidence regions. The integrated response, 'It, has been normalised by 

dividing by the mean of each HST light curve. Fits performed by Kieran O'Brien. 

Exp. 4 Exp. 5 Exp. 6 Exp. 7 

4>phot 0.36 0.39 0.42 0.44 

N 528 541 782 704 

X~in/(N - 3) 1.193 1.446 1.230 1.159 

TO (s) 8.3 ± 4.0 16.0~~ :~ 19.3 ± 2.2 13 . 3~! : ~ 

b. T (s) 20.0~~:g 86+2.7 
. -2.3 10 . 8~~ :~ 13.5~U 

'It /10 -3 29 ± 1 32 ± 2 55+11 
- 7 49 ± 5 
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relative probability. Panel (b) uses Monte Carlo error propagation to indicate the range of 

uncertainty in the delay distribution. This plot shows ten Gaussians selected at random 

with the probability distribution indicated in panel (a). 

The Gaussian model investigated above is acausal because it permits HST response 

preceding the X-ray driving. A causal model can be constructed by truncating the negative 

delay tail of the Gaussian. Panels (c) and (d) of Figure 4.18 illustrate the results for the 

causal Gaussian fits in the same format as panels (a) and (b) of the same figure. The best 

fit for the causal Gaussian fitting has X~in/779 = 1.230. 

Table 4.6 summarises the results of fitting Gaussian transfer functions to the 4 data 

segments. For all 4 data segments the mean and rms delays are roughly consistent within 

the 1parameter 10' uncertainties. A weighted average yields TO = 14.6 ± l.4s, AT = 

10.5 ± 1.9 s. The total response, W, is normalised using the mean count rate for the 

individual light curve. This normalised total response appears to be roughly constant 

for the two lightcurves from PRISM/RD, at a value of W '" 30 X 10-3 and for the two 

light curves from PRISM/BL, at a value of W '" 50 X 10-3 . This difference between the 

values of W shows that the variability is stronger at short wavelengths, and suggests that 

the reprocessing therefore occurs in a relatively hot part of the system. 

4.5.4 Maximum Entropy Echo Mapping 

One of the most powerful techniques available in analysing correlated variability due to 

reprocessing in active galactic nuclei is the maximum entropy mapping technique (Horne 

1994), widely used in the analysis of AGN light curves. This in principle makes it possible 

to reconstruct the transfer function without assuming any parameterised form for it. In 

practice, however, the maximum entropy technique still requires a default image to calcu­

late entropy with reference to and the final solution will be steered towards this default 

image. Ideally it should have some physical significance and should be close to the true 

transfer function. With data of high signal-to-noise ratio, the transfer function is well 

constrained and a poor choice of default can be overcome. With the noisy data considered 

here, however, the transfer function is poorly constrained and the final result depends 

heavily on the default image and other control parameters put in. It was found that the 

maximum entropy technique could not usefully be applied to these data and that the best 

approach was that discussed in Section 4.5.3. Effectively this method only requires that 

the data constrain the first and second moments of the transfer function. 
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4.5.5 Interpretation of Echo Mapping 

Clearly reprocessing with a mean time delay of under 25 s dominates. This is the size of lag 

to be expected from the accretion disc given the established system parameters discussed 

in Section 4.1.2. Lags of greater than 40 s are expected from the companion star at this 

binary phase (<p '" DAD); together with the narrowness of the transfer function (rms delay 

'" 10 s), this means that disc reprocessing must dominate over the companion star, even 

allowing for the maximum uncertainty in system parameters. This conclusion is supported 

by the colour of the induced optical variability. The response for the Gaussian fits, when 

normalised to the count rate for the light curves are consistent for the two PRISM/BL light 

curves and for the two PRISM/RD ones. The response, and hence reprocessing fraction 

for PRISM/BL is higher than for PRISM/RD, however, indicating that the reprocessed 

emission is coming from a relatively hot area of the binary, probably the accretion disc. 

Why is disc reprocessing dominant? During the activity observed by van der Hooft 

et al. (1997), light curve analysis revealed that X-ray heating of the companion star was 

important; if that was the case here, echoes should be seen originating from the companion 

star. 

One explanation favoured by Hynes et al. (1998c) and O'Brien et al. (1999) is that the 

X-ray absorbing material in the disc may have a significant scale height above the mid­

plane so that the companion would effectively be shielded from direct X-ray illumination, 

thus reducing the strength of reprocessing. Another factor is the angle of incidence between 

the X-rays and the surface of the reprocessing region. This may affect the strength of 

reprocessing: firstly, at larger angles of incidence a given surface element subtends a 

smaller solid angle and so less X-ray energy is incident upon it; secondly, increasing the 

incidence angle will increase the albedo and hence result in a larger fraction of X-ray flux 

being reflected rather than reprocessed 7• Both of these effects will, however, tend to make 

the companion relatively more effective at reprocessing than the disc, not less, and so 

cannot explain why larger lags are not seen. 

These conclusions are borne out by detailed physical modelling of the expected transfer 

functions (O'Brien et al. 1999) and tight constraints can be placed on how much of the 

companion surface can effectively reprocess variability. Only if most of the companion 

star is shielded from irradiation will disc reprocessing dominate. The half-thickness of the 

7 de Jong, van Paradijs & Augusteijn (1996) derive disc albedos of greater than 0.9 in persistent LMXBs 

and suggest this is due to the high angle of incidence. 
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accretion disc along the line of centres must be at least H / R '" 0.25 to shield the companion 

sufficiently. This is large, but is consistent with the modelling of the light curves of some 

persistent LMXBs for which values of order 0.2 have been inferred (de Jong, van Paradijs 

& Augusteijn 1996). 

This need not mean that the assumption of a geometrically thin disc often made in 

modelling the disc structure is invalid, and indeed, Dubus et al. (1999) argue that inferred 

disc thicknesses'" 0.2 cannot represent the pressure scale height of the disc as this would 

require temperatures > 107 K at the disc edge. Instead the thicknesses implied by this 

study, X-ray dips and the analysis of de Jong, van Paradijs & Augusteijn (1996), are 

measures of the height of X-ray absorbing material (Hirr in the terminology of Dubus 

et al. (1999).) It is likely that most of the mass of the disc is in a thin, central layer, 

but that the X-ray opaque atmosphere extends well above that layer. It is also possible, 

and likely, that the disc is not axisymmetric, and the shielding may come from a localised 

bulge, probably concentrated around the stream impact point. Excess material in some 

form at this disc azimuth is definitely needed to explain the phase dependence of X-ray 

dips (Kuulkers et al. 1998). 

This conclusion (that the companion star is shielded) can be avoided if for some reason 

it does not effectively respond to variability, for example if it is irradiated indirectly via 

scattering from a very extended corona (comparable in size to the disc) or if physical 

conditions are such that the reprocessing of X-ray photons to optical takes a significant 

time (this is usually assumed to be negligible.) Both of these effects could smear out rapid 

optical variability to the point of being undetectable. 

4.6 Multi-wavelength Observations Through X-Ray Dips 

During the July 20 visit, RXTE observed two X-ray dips with simultaneous HST coverage. 

The light curves are shown in Figure 4.19; there is no significant optical change associated 

with the X-ray dips. 

This non-detection of optical dips is important. In the self-absorbed synchrotron model 

for optical emission considered in Section 4.4.3, the requirement of optical self-absorption 

required a central source diameter of order 50 Schwarzschild radii, a region comparable 

in size to the X-ray source. The most likely site for such a compact source seemed the 

central accretion flow near the black hole. This would site the source of optical emission 

roughly coincident with the X-ray source and hence any absorbing material that causes 
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Figure 4.19: Simultaneous X-ray and optical observations through X-ray dips, 1996 June 

20. 

X-ray dips should also obscure the synchrotron source. The lack of optical dips argues 

that optical emission is not self-absorbed synchrotron. 

Support for this interpretation is provided by the study of Gliozzi et al. (1998), who 

found significant optical polarisation, modulated on the orbital phase. The smooth mod­

ulation and the direction of polarisation are both consistent with an origin in electron 

scattering in the upper layers of the disc; partial eclipsing of the extended disc could very 

easily reproduce the observed modulation. This modulation would also be very difficult 

to reconcile with a compact central synchrotron source. 

4.7 The Continuum Spectral Energy Distribution Reconsidered 

4.7.1 The Optical Energy Source 

As was discussed in the previous section, a self-absorbed synchrotron model for optical 

emission would predict optical dips, which are not detected, and is difficult to reconcile 

with a smoothly varying optical polarisation. Both of these observations instead suggest 

that thermal emission from the accretion disc dominates. The question remaining is what 

is the energy source for this emission: viscous heating or reprocessed X-rays? The echo 

mapping experiment indicates that at least some of the optical flux originates in X-ray 

reprocessing. This does not require that reprocessing should dominate the optical energy 
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budget, however. It may be a relatively small perturbation, perhaps from a localised area 

of the disc such as the stream impact point. 

A model dominated by viscous heating of the disc has severe energy problems. In­

terpreting the far-UV spectrum from May 14 as the classic v1/ 3 spectrum of a viscously 

heated accretion disc (Section 4.4.1) implied mass transfer rates through the UV emitting 

region of the disc of order five times that needed to produce an Eddington luminosity 

X-ray sources (assuming a 10 per cent efficiency for the central X-ray source.) X-ray ob­

servations, however, indicate that the maximum X-ray luminosity in the outburst was 

'" 0.2 LEdd (Sobczak et al. 1999). There is clearly a substantial discrepancy (a factor of 

'" 25): either the efficiency of the X-ray source is very low, or substantial mass loss occurs 

from the inner disc. The former possibility can be discounted as the X-ray spectrum on 

May 14 was dominated by a thermal component from the disc, which is expected to be 

very efficient at converting gravitational energy to radiation9• While the likely detection 

of P Cygni profiles does imply the presence of a disc wind, a mass loss rate as severe as 

required to resolve the discrepancy seems very implausible. 

If viscous heating cannot reproduce the observed optical spectrum, then the most likely 

explanation is that X-ray heating is responsible. Before testing whether such a model could 

adequately reproduce the broad band spectrum two refinements were applied to the HST 

spectra. Firstly, they were updated to use revised calibration files for the PRISM/RD 

data, as a significant change was made in the red flux calibration after the initial analysis 

of these data. Secondly, the quiescent contribution from the companion star was removed 

to isolate the spectrum of the extra light in outburst. 

4.7.2 Recalibration of the PRISMjRD Spectra 

After the initial spectral analysis was performed (Hynes et al. 1995b) revised HST/FOS 

calibration files became available (Keyes 1997a). The change to the PRISM/RD spectral 

calibration is large enough to justify correcting the spectra. This was done by calculating 

the ratio of the new inverse sensitivities to the old and multiplying the original calibrated 

spectrum by this factor. The correction function is shown in Figure 4.20, and mainly 

BEven allowing for uncertainties in calibration and dereddening of the far-UV spectrum would require 

at least 60 per cent of the Eddington mass transfer rate. 
9The efficiency does depend on the inner disc radius. Sobczak et aI. (1999) estimated radii of'" 6.5rg 

on May 9-12. This is only slightly larger than expected for a Schwarzschild black hole (6rg), for which a 

disc efficiency of 6 per cent is expected. 
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Figure 4.20: Ratio of new to original calibrations for PRISM/RD. The change is most 

pronounced at long wavelengths; below 7000 A the difference is less than 10 per cent. 

Table 4.7: Phases and deduced companion star magnitudes for each HST visit. Photo­

metric phase zero is when the companion is at inferior conjunction. 

Date Photometric Quiescent companion 

phase star magnitude (V) 

May 14 0.67 17.08 

June 9 0.38 17.15 

June 20 0.94 17.28 

June 30 0.75 16.98 

July 22 0.05 17.29 

affects the red spectrum. 

4.7.3 The Companion Star Contribution 

GRO J1655-40 is unlike most SXTs in having an F type subgiant companion. This means 

that even without heating, it will make a significant contribution to the optical light 

in outburst. This unheated contribution can be readily estimated and subtracted. The 
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difference spectrum between outburst and quiescence is a better diagnostic of the accretion 

light than the total spectrum is. As discussed in Section 4.1.2, the companion contribution 

is represented using the spectrum of the F5 IV star BD +630013 (Gunn & Stryker 1983). 

Orosz & Bailyn (1997) present quiescent V band light-curves and estimate that the disc 

contributes less than 10 per cent of this light. The orbital phase at the time of each HST 

visit was calculated from the ephemeris of Orosz & Bailyn (1997). Using these phases 

and the extinction solution of Section 4.1.3 companion star V band magnitudes can be 

estimated. The reddened companion star spectrum is then normalised to this level to 

obtain a best estimate of the quiescent companion star contribution for each HST visit. 

The phases and magnitudes are summarised in Table 4.7. 

As the PRISM/RD has a non-uniform dispersion, which is very low at the red end 

of the spectrum, some care is needed in subtracting the companion contribution. The 

best approach is to produce a simulated PRISM/RD spectrum of the expected companion 

spectrum. First a mapping between flux and counts detected per unit wavelength is 

established by interpolating the inverse sensitivity function of the PRISM/RD and the 

dispersion (determined empirically from the pipeline wavelengths as a function of pixel 

number). The companion spectrum (interpolated to an arbitrary high dispersion) is thus 

converted to expected counts per unit wavelength. This count spectrum is then binned to 

the pixel sizes of the PRISM/RD (again using pipeline wavelengths) and smoothed to the 

instrumental resolution of 1 diode = 4 pixels (Keyes 1997a). Finally the inverse sensitivity 

function is used again to convert back to flux units. The result is a simulated spectrum 

of the companion with the same (variable) resolution and wavelength grid as the data. 

Figure 4.21 shows three of the PRISM spectra (from May 14, June 20 and July 22) 

before and after subtracting the quiescent companion star component. This partially 

flattens the optical bump, but does not completely remove it, and the difference spectra 

are still not consistent with a 1/1/3 viscous disc spectrum. It is possible that at least part of 

the reason for this is that this process underestimates the contribution from the companion 

because it is heated. Examining the spectra before and after subtraction, especially that 

from July 22, it does appear that the residual optical bump has a similar spectrum to 

that which was subtracted. This suggests that they are connected, and that to isolate 

the pure disc spectrum, a somewhat larger (and hotter) spectrum should be subtracted. 

Without stronger constraints on the strength of heating of the companion, however, and 

lacking detailed models for how this would modify the atmospheric structure, and hence 
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Figure 4.21: The May 14, June 20 and July 22 PRISM spectra before and after subtracting 

an estimate of the quiescent spectrum at the same orbital phase. 

the emergent spectrum (in particular the size ofthe Balmer discontinuity), it was felt more 

appropriate to present a simple difference spectrum between outburst and quiescence. Note 

that this interpretation of the residual 'optical bump' contradicts the suggestion made in 

Section 4.5.5 that the companion is shielded from irradiation. It implies, therefore, that 

the alternative explanation presented there is correct; that the companion is heated but 

that variability is not effectively reprocessed, 

4.7.4 Irradiated Disc Spectra 

After recalibration of the PRISM/RD spectra and subtraction of the quiescent companion 

spectrum, the HST spectrum from May 14 is shown in Figure 4.22 together with the 



4.1 The Continuum Spectral Energy Distribution Reconsidered 108 

simultaneous RXTE spectrum. The dashed line shows a simple multicolour black body 

disc model spectrum. The disc extends from 3Rsch at the inner edge to 95 per cent of 

the effective Roche lobe radius {Eggleton 1983}, with T ex R-3/4 throughout. No special 

boundary condition is applied to the inner disc edge. Theoretical prescriptions exist, 

e.g. Czerny, Czerny & Grindlay {1986}, based on general relativistic treatments, but it 

was felt that uncertainty in the angular momentum of the black hole in GRO J1655-40, 

together with uncertainty in the physics of the inner disc region renders this level of detail 

inappropriate for the simple treatment used here. The mass transfer rate was taken to be 

the Eddington rate, assuming an efficiency of 10 per cent. This model is plotted to reiterate 

the point made in Section 4.7.1: that a 'standard' viscously heated disc model cannot 

simultaneously fit opticaljUV and X-ray data - this model underpredicts the optical/UV 

flux but overpredicts EUV and X-ray fluxes. As discussed in Section 4.7.1, the most 

likely source of optical flux now appears to be reprocessed X-rays, in spite of the long 

term optical vs. X-ray anti-correlation. Figure 4.22 therefore also shows a simple model 

spectrum for an irradiated disc. 

The model used is an extension of the black body disc spectrum. For convenience the 

spectrum is divided into opticaljUV and X-ray segments. Irradiation is only important 

in determining the optical/UV spectrum. Viscous heating is represented by a viscosity 

temperature, the temperature at which a black body would emit a total flux equal to the 

viscous energy generation, Tvisc ex R-3/ 4 , which would give a v 1/ 3 form in the absence 

of other forms of heating. Additional flux due to X-ray reprocessing is represented by 

an irradiation temperature, Tirr, such that the effective temperature at a given point in 

the disc is that which would produce the same total flux as that from viscous and X-ray 

heating combined, i.e. T4 = T;isc + 11~. The spectrum is then a sum of black bodies with 

temperatures given by this formula and areas determined by the area of an annulus at 

given radius. The irradiation temperature is determined using the simple parameterisation 

of Dubus et al. {1999} 

{4.19} 

where if is the mass transfer rate, G' is the Stefan-Boltzmann constant and R is the local 

disc radius. The parameter C {which is a function of radius} parameterises the efficiency 

of irradiation, and amalgamates uncertainty about the disc thickness, structure and X-ray 

albedo and the efficiency of the central engine. It can be calculated from 

C = {1 _ €} Hirr (dIn Hirr _ ) 
TJ R dlnR 1 {4.20} 
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where", is the efficiency with which the central engine converts input mass into output 

X-rays, € is the disc albedo, and Hirr is the height of the disc at which X-ray energy is 

deposited. A simple disc structure is assumed here, Hirr = Ho(R/ Ro)9/7 where Ho and 

Ro are the thickness and radius at the disc edge. This was proposed by Vrtilek et a1. 

(1990) based the assumption that if the disc is heated sufficiently strongly then its vertical 

structure will be isothermal. It was shown by Dubus et a1. (1999) that this assumption 

is not valid for a normal level of irradiation. Nonetheless, this simple functional form has 

been shown to give good agreement with broad band observations of other LMXBs (e.g. 

eyg X-2, Vrtilek et al. 1990 and Sco X-I, Vrtilek et al. 1991), so it is appropriate to use it 

as an empirical prescription for irradiation. With this functional form and the assumption 

that the albedo does not vary with radius, the formulae can be rewritten as 

4 (R)~ Mc2 

1irr = Co Ro 41rC1 R2 (4.21) 

and 
2 Ho 

Co = "7",(1 - €) Ro (4.22) 

where Co is now independent of radius; C = Co(R/ Ro)2/7. 

The X-ray spectrum is modified by including an approximate correction for spectral 

hardening. This arises from Comptonisation of disc photons because in the inner disc 

electron scattering is the dominant source of opacity (Shakura & Sunyaev 1973). The 

modification uses the diluted black body approximation (Shimura & Takahara 1995 and 

references therein) in which the local spectrum is BUT)/14 instead of B{T). 1, the colour 

correction factor, is found to be I"V 1.7 for Galactic black hole systems at luminosities 

around 10 per cent of Eddington. The effect of including this simple prescription for 

spectral hardening is to shift the disc spectrum in a log v - log F" plot by tlv = + log 1 
and tlF" = -log 1 (i.e. down and to the right). As this effect only applies to the inner 

disc the spectrum was calculated in two parts, with the spectral hardening correction only 

used for the X-ray part. This renders it unnecessary to treat the radial dependence of f. 

The model parameters were adjusted to give an approximate fit by eye; the purpose 

of this exercise is to test whether an irradiated disc can approximately reproduce the 

spectral energy distribution, not to derive precise model parameters. Detailed fitting of 

X-ray spectra is beyond the scope of this work, and has been done well by other authors, 

e.g. Sobczak et a1. (1999). The uncertainty about the effect of heating on the companion 

star and the oversimplistic black body spectra also make detailed fits in the optical and 

UV both impossible and meaningless; as can be seen from Figure 4.22, the detailed fit in 
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Figure 4.22: Composite broad-band spectrum for the May 14 observation. Shown are 

the HST spectra (left), the EUV constraint derived from the Hell 4686 A flux (centre; 

see Section 4.3.3) and the RXTE spectrum (right). Overlaid are simple model spectra 

of a viscously heated disc (dashed) and an irradiated disc (solid). The latter model is 

calculated in two sections to allow a simplistic treatment of X-ray spectral hardening due 

to Comptonisation. The fits are reasonable except in the hard X-ray and UV regions. The 

former is due to neglecting the power-law component. The origin of the UV spectrum is 

unknown. 

the optical/UV is very poor. Fixed parameters were d = 3.2kpc, Mx = 7M0 , q = 2.99 

and i = 69.5°. The outer disc radius was again fixed at 95 per cent of the effective Roche 

lobe radius (Eggleton 1983). The inner disc radius was fixed at 6.5rg consistent with 

the fitting of Sobczak et al. (1999) to data from the preceding week. The mass transfer 

rate was then adjusted to fit the thermal component of the X-ray spectra. A value of 

1.1 x 10-8 M0 yr- 1, corresponding to '" 7 per cent of Eddington (assuming an efficiency 

of 10 per cent) was found to give good agreement. The irradiation efficiency parameter, 

Co, was then adjusted to fit the opticaljUV peak with other parameters fixed; a value of 

1.4 x 10-3 was used for the figure. 

As can be seen in Figure 4.22, the broad band energy distribution can be approximately 

reproduced using this model. No power-law component has been included in the X-ray 

region, so the fit can be expected to deteriorate at high energies. The major failing of the 

model is that the upturn in the far- UV cannot be explained. It may be that using more 
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realistic local spectra than black bodies would improve the situation; this awaits good 

models for irradiated accretion disc atmospheres. It may also be that X-ray heating of the 

companion significantly increases its UV flux. 

If this interpretation of the source of optical/UV flux is correct, then the unavoidable 

consequence is that in some way the irradiation efficiency, parameterised by C, must 

decrease dramatically during the course of the outburst. This is the only way to reconcile 

the optical/UV decline with the X-ray rise. Possible mechanisms for this will be discussed 

in the following Section. 

4.8 Discussion 

The most challenging result for any model of this outburst to explain is the apparent anti­

correlation between optical/UV and hard X-ray behaviour. In the conventional picture 

of SXT outbursts driven by the limit cycle instability the fast rise--exponential decay 

(FRED) pattern is seen at both optical and X-ray energies (Chen, Shrader & Livio 1997). 

If reprocessed X-rays dominate the optical energy budget then the connection between 

the two is even closer and the optical/UV lightcurve should closely track the X-ray one, 

though with a slower decay caused by the shift of the peak of the spectrum to longer 

wavelengths (King & Ritter 1998). This is clearly not what GRO J1655-40 is doing: not 

only is a FRED pattern not seen in the X-ray lightcurve, but the optical/UV behaves in a 

completely different way. In other details too, this outburst differs from the canonical case. 

For example, the rapid rise in the soft X-ray band, and delayed, slower rise in the hard 

X-ray band is contrary to what was seen in X-ray Nova Muscae 1991 where the hard flux 

rise preceded the soft (Ebisawa et al. 1994). It would be tempting to draw an analogy with 

the black hole candidate GX 339-4. Motch et al. (1985) observed a hard-soft transition 

in this system during 1981 June in which the soft X-ray rise was accompanied by an 

apparently anti-correlated optical decline. The timescales and spectral changes involved 

in that transition were quite different to those in GRO J1655-40, however, and there is 

not an obvious connection between the two cases. 

In spite of the difficulties in reconciling this anti-correlated behaviour with an irradiated 

disc model, this model offers the most persuasive explanation for the origin of the optical 

light and alternatives, such as self-absorbed synchrotron emission, are difficult to reconcile 

with observations. Results from the echo-mapping experiment, the lack of optical dips and 

the presence of smoothly modulated optical polarisation all point towards an X-ray heated 
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outer accretion disc. For such a model to explain the outburst evolution does, however, 

require a mechanism to decrease the efficiency of X-ray reprocessing rather dramatically. 

4.8.1 A Decaying Warp? 

One possibility has been suggested by Esin, Lasota & Hynes (1999). This is that the ac­

cretion disc is initially warped and precessing, but that X-ray irradiation of the companion 

star triggers enhanced mass transfer into the plane of the disc, which causes the warp to 

decrease. 

It is now commonly believed that disc warping is an important effect in X-ray binaries. 

This is the 'standard' explanation for the 35 d superorbital period in Her X-I and is also 

suggested by well established long periods in SS 433 (164 d) and LMC X-4 (30.4 d), as 

well as less certain periods in other systems. See Wijers & Pringle (1999) and references 

therein for a recent summary both of observations and models for the phenomenon. It 

should be noted that the inclination derived for the radio jets in GRO J1655-40 was '" 85° 

(Hjellming & Rupen 1995), whereas the binary inclination is'" 70° as discussed in Section 

4.1.2. This implies that the jet axis is tilted with respect to the binary axis; a disc 

warp would provide a very natural explanation for this effect. Warps may be especially 

important to studies of irradiation. Models of the radial structure of accretion discs 

indicate that they should have a convex radial profile (Dubus et al. 1999 and references 

therein), which would shield the outer disc from direct irradiation from the vicinity of the 

compact object. Dubus et al. (1999) suggest that irradiation occurs in spite of this either 

because X-rays are scattered back down onto the disc by an extended corona, or because 

the disc is warped so that at a given time part of the disc can be directly irradiated, or 

that both effects contribute. If irradiation does depend on the disc being warped, then 

a decay of the warp will lead to a decay of the irradiation efficiency as required. The 

link between enhanced mass transfer and warp decay is more speculative, and there is no 

strong prediction of the decay timescale expected, other than that the observed optical 

decay timescale is comparable to the inferred precession periods in other systems. 

van der Hooft et al. (1997) did find evidence for heating of the companion in an 

earlier outburst, and the apparent residual companion contribution to the spectrum after 

subtraction of the nominal quiescent level suggests it was significant in this outburst also. 

The lack of echoes at the lag corresponding to reprocessing on the companion, however, 

presents a problem, but not an insoluble one. 
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4.8.2 Obscuration by a Disc Corona? 

Another possibility considered was that the irradiating X-ray flux was increasingly atten­

uated by a disc corona. As the optical depth of the Compton scattering corona increased, 

two consequences might emerge: firstly the hard X-rays, believed to be produced by Comp­

tonisation, would increase. Secondly, the irradiation of the outer disc would decrease, as 

X-rays moving nearly parallel to the disc must penetrate a large optical depth of scat­

tering material. This interpretation would predict that optical/UV and hard X-ray light 

curves might appear anti-correlated, exactly as observed. Indeed, a related scenario was 

proposed by Mineshige {1994} to explain why the onset of an optical reflare in X-ray Nova 

Muscae 1991 occurred simultaneously with a decrease in the Thomson optical depth de­

duced from X-ray spectra. There, it was suggested that evaporation of the Comptonising 

material allowed irradiation of the outer disc, triggering the reflare. It should be noted, 

however, that both the suggestion of Mineshige (1994) for X-ray Nova Muscae 1991 and 

that considered here depend on direct illumination of the disc through the corona. Theory 

suggests however (Dubus et al. 1999), that direct irradiation of the disc is impossible, and 

that instead the role of the corona may be to scatter X-rays back down onto the disc, 

hence enhancing rather than suppressing irradiation. 

4.8.3 Long Period Oddities? 

It has been suggested (Cannizzo 1998, priv. comm.) that the strange behaviour seen in 

this outburst may be a consequence of the long orbital period of this system. This will 

have several effects. The timescales relevant to the outer disc, in particular the viscous 

time, will be longer than in a short period system, leading to a longer timescale for the 

disc to settle into a quasi-steady state and hence possibly a continuing transfer of mass 

into the inner regions giving the sustained high X-ray fluxes. Detailed modelling of how 

the limit cycle instability would operate in such a system remains to be done, so it is not 

clear if this is an important effect or not. The case of V 404 Cyg, with an even longer 6.5 d 

orbital period demonstrates, however, that 'normal' SXT behaviour can occur in a long 

period system, as this showed relatively normal lightcurves, albeit with large superposed 

variability. 



4.8 Discussion 114 

4.8.4 Conclusion 

At present, there is no compelling explanation for the behaviour of GRO J1655-40 in 1996. 

A decaying warp model driven by enhanced mass transfer due to X-ray heating is plausible 

theoretically, but there is no direct evidence that heating of the companion star does drive 

enhanced mass transfer. Obscuration by a Compton scattering cloud requires that direct 

irradiation would be possible in the absence of the cloud; theory suggests that this is not 

the case (Dubus et al. 1999), and that if anything, such a cloud would aid irradiation by 

scattering X-rays back down onto the disc. Resolution of this puzzle is likely to require 

better theoretical understanding of how irradiation of accretion discs really works. 



Chapter 5 

XTE J2123-Q58 

5.1 Introduction 

The SXT XTEJ2123-D58 was discovered by the All Sky Monitor (ASM) on the RXTE 

satellite at level of 100 mCrab on 1998 June 27; the detection was confirmed by the Pro­

portional Counter Array (PCA) (Levine, Swank & Smith 1998). The RXTE/ ASM light 

curve is shown in Figure 5.1. The discovery of apparent type-I X-ray bursts (Takeshima & 

Strohmayer 1998; Tomsick et aI. 1999a) confirmed that the compact object was a neutron 

star and detection of twin high frequency quasiperiodic oscillations, kHz QPOs, (Homan 

et al. 1998; Tomsick et al. 1999a; Homan et aI. 1999), as seen in other neutron star 

LMXBs (van der Klis 1998 and references therein) is consistent with this. Tomsick et al. 

(1999a) found that the X-ray spectrum could be well fitted with either a black body plus 

power-law model, or a Comptonised model, for the main part of the outburst. The last 

PCA observation, 1998 August 15, could be fitted with almost a pure power-law. It was 

speculated (Tomsick et al. 1999a) that this spectral change may have been due to the 

onset of the propeller mechanism, when the neutron star magnetosphere blocked inner 

disc accretion. Based on its X-ray colour-colour diagram and low-frequency power spec­

trum, as well as the frequency of bursts and strength of kHz QPOs, XTE J2123-D58 was 

classified as an atoll source (Tomsick et al. 1999a; Homan et al. 1999). 

The object was identified with a 17th magnitude blue star with an optical spectrum 

typical of SXTs in outburst (Tomsick et al. 1998a). This star is only marginally visible 

on a digitised UK Schmidt plate indicating substantial brightening (Tomsick et al. 1998a; 

Zurita, Casares & Hynes 1998). Casares et al. (1998) reported the presence of a strong 
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Figure 5.1: RXTE/ ASM one-day average light curve based on quick-look results provided 

by the ASM/ RXTE team. The zero point in time is chosen to coincide approximately 

with the first reported RXTE detection on 1998 June 27. WHT observations occurred 

around day 23. 

optical modulation on a period of 1 d and attributed this to an eclipse. The orbital period 

was subsequently determined actually to be 6.0 hr both photometrically (Tomsick et al. 

1998b; Ilovaisky & Chevalier 1998) and spectroscopically (Hynes et al. 1998a). Tomsick 

et aI. (1998b) suggested that the 0.9-mag modulation is then due to the changing aspect 

of the heated companion in a high inclination system, although partial eclipses did also 

appear to be superimposed on this (Zurita, Casares & Hynes 1998). Ilovaisky & Chevalier 

(1998) reported that the light curve showed a further 0.3 mag modulation on a 7.2 d period 

and suggested that it is associated with disc precession. By 1998 Aug 26 XTE J2123-058 

appeared to have reached optical quiescence, at a magnitude of R '" 21. 7 (Zurita & Casares 

1998; Zurita et al. 1999). 

XTE J2123-058 is an important object to study for several reasons. Firstly, neutron 

star SXTs are relatively rare; most neutron star LMXBs are persistently active. It is 

important to compare neutron star transients with the apparently more common black 

hole systems in order to determine how the presence or absence of a compact object 

hard surface affects the behaviour of the system. Such a comparison can also be used to 

test models for the formation and evolution of SXTs which predict different evolutionary 
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histories for black hole and neutron star transients (King, Kolb & Szuszkiewicz {1997} 

and references therein.) Secondly, XTE J2123-Q58 has a high orbital inclination, and 

possibly exhibits partial eclipses. High inclination systems provide more tools with which 

to determine the system geometry, and hence XTE J2123-Q58 can teach us things about 

SXTs which we cannot learn from other, lower inclination systems. Thirdly, XTEJ2123-

058 is at high Galactic latitude and appears to be at least 2.6 kpc above the Galactic plane 

(Tomsick et al. 1999a) For comparison, the mean altitude of the low-mass X-ray binary 

distribution (Le. zrms) is only 1 kpc (van Paradijs & White 1995). This system may be 

intrinsically a halo object, or may have been formed in the disc and then kicked out at 

high velocity when the neutron star was formed. This issue also has bearing on LMXB 

evolution (King & Kolb 1997). 

In this chapter are presented the results of a spectrophotometric study of XTE J2123-

058 using the William Herschel Telescope (WHT). The results presented here have been 

reported in a preliminary form in Hynes et al. (1998a) and will be presented in full in 

Hynes et al. (1999). The photometric study of Zurita et al. (1999) is closely related to 

this work and the two were performed in parallel. 

5.1.1 System Parameters 

Binary parameters were derived from results of fits to outburst light curves by Zurita 

et al. (1999). The parameters assumed are Ml = 1.4 M0, M2 = 0.3 M0, i = 73° 

and ~jsc = 0.75RLl· The masses deserve comment. The light curve fits only provide a 

significant constraint on the mass ratio, of q = M2/Ml = 4.6:!t~. To obtain actual masses, 

one must make physical assumptions. The simplest is that the companion star is on the 

main sequence. The mass and spectral type are then required (via the orbital period -

mean density relation; Frank, King & Raine 1992) to be 0.6 M0 and K7V respectively 

(Zurita et al. 1999). Combining this mass with the measured mass ratio would imply a 

neutron star mass of 2.8 M0 . This is extremely large and far in excess of dynamical mass 

estimates for neutron stars « 2 M0 ; see Orosz & Kuulkers 1999 and references therein.) 

While the neutron star in XTE J2123-Q58 may be very massive, it seems more likely that 

the assumption of a main-sequence companion is invalid. Other SXTs do appear to have 

undermassive companions (Smith & Dhillon 1998), so this is plausible, and consistent with 

theoretical predictions (King, Kolb & Burderi 1996) that short period neutron star LMXBs 

should only be transient if they have evolved companions. If an evolved, undermassive 
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companion is accepted then there is no reason to believe the neutron star is unusual. The 

canonical neutron star mass of Ml '" 1.4 M0 was therefore adopted; this is consistent with 

the most recent r~view of neutron star masses (Thorsett & Chakrabarty 1999). 

5.1.2 Reddening and Distance 

The reddening to XTE J2123-D58 has been estimated both directly, by measurement of 

interstellar absorption lines, and indirectly, by examination of extinction maps derived 

from other objects. Equivalent widths for the NaD lines are 0.29 ± 0.02 and 0.30 ± 0.02 A. 
Based on the strength of the D1 line and the calibration of Munari & Zwitter (1997), 

E(B - V} = 0.12 ± 0.05; the error estimate is the estimated accuracy of the calibration 

as given by Munari & Zwitter (1997). This is consistent with the depth of the 4428 A 

diffuse interstellar band, from which E(B - V} < 0.23 is obtained {Krelowski et al. 1987}. 

Assuming Rv = 3.1, this implies Av = 0.37 ± 0.15, agreeing with the value of Av = 0.36 

quoted by Homan et al. (1999) based on dust maps in Schlegel, Finkbeiner & Davis 

{1998}. Soria, Wu & Galloway (1999), however, estimate a somewhat lower value of 

E(B - V} = 0.054 from the reddening maps of Burstein & Heiles (1982). This author has 

examined these maps and agrees with this estimate at least to ~ 0.06. The source of the 

discrepancy is unclear; for the rest of this work E(B - V} = 0.12 ± 0.05 is assumed, but 

it may be that the true value is lower than this. 

Various distance estimates have been made, using several methods. Given a quiescent 

apparent magnitude and an assumed absolute magnitude of the companion star it is 

straightforward to derive the distance (assuming the reddening is also well constrained.) 

The companion absolute magnitude can, in principal, be estimated from the orbital period 

(see above), subject to the assumption of a main-sequence companion. Using this method, 

Zurita et al. (1999), who have the most comprehensive quiescent observations, derive 

d", 7.7 kpc. As noted above, however, the companion of XTE J2123-D58 has likely evolved 

off the main-sequence. For a given orbital period, this means it will be redder and fainter, 

and have a higher absolute magnitude; hence the distance will have been overestimated. 

Another assumption made is that there is negligible quiescent flux from the disc. If this is 

not true then the quiescent absolute magnitude of the binary will be lower than assumed; 

hence the distance will have been underestimated. It may be that these two effects partly 

cancel out, but d", 7.7kpc should be regarded as a very approximate distance. Another 

approach is to assume that X-ray bursts do not exceed the Eddington limit. This method 
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Figure 5.2: Comparison of dereddened spectral energy distributions of XTE J2123-058 

(July 19-20) and GRO J0422+32. Points indicate the distribution inferred earlier in the 

outburst (June 30) from photometry of Tomsick et aI. {1998a}. Approximately fitting 

power-laws are also shown. The spectral energy distribution of XTE J2123-058 is clearly 

steeper than that of G RO J0422+32. 

yields an upper limit of 14-15 kpc (Tomsick et al. 1999aj Homan et al. 1999). Other 

approaches involve more assumptions. Homan et al. {1999} derive d = lO - 15 kpc from 

the empirical relationship {van Paradijs & McClintock 1994} between outburst optical 

brightness, orbital period and Lxi LEdd· They also obtain d = 5 - 11 kpc from relations 

{Lewin, van Paradijs & Taam 1993} between average burst duration, average integrated 

burst flux and Lxi LEdd. Finally Zurita et al. {1999} use the relation of Shahbaz, Charles 

& King (1998) to derive d ,..., 5.7kpc by using the delay of the secondary maximum in 

the X-ray light curve to calibrate the X-ray luminosity. There is clearly a consensus that 

d = 5 - 15 kpc, but it is difficult to be more precise than this. Fortunately, the work 

presented here does not depend directly on the assumed distance. 

5.2 The Continuum Flux Distribution and Light Curve 

The dereddened spectral energy distribution of XTE J2123-058 is shown in Figure 5.2. For 

comparison, the photometry of Tomsick et al. (1998a) and a spectrum of the black hole 

candidate GRO J0422+32 in outburst (Shrader et al. 1994) are also plotted. Dereddening 
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assumes E(B - V) = 0.12 for XTE J2123-058 (Section 5.1.2) and E(B - V) = 0.3 for 

GRO J0422+32 (Section 7.1.2). Power-laws of spectral index Q' = 1.9 for XTEJ2123-

058 and a = 0.9 for GRO J0422+32 (where FII ex va:) are overplotted to characterise the 

spectral energy distributions (SEDs) of the two objects. GRO J0422+32 is the black-hole 

SXT closest in orbital period to XTE J2123-o58, and its SED is representative of those 

of short-period BHXRTs. It is clearly redder than that of XTEJ2123-o58 (compared 

to both spectroscopy and photometry), which is very close to an a = 2 Rayleigh-Jeans 

spectrum. This suggests that the emission regions in XTE J2123-058 are hotter than in 

GRO J0422+32, although the possibility of errors in extinction correction, discussed in 

Section 2.5.5 weaken this conclusion. 

Figure 5.3 shows light curves for three 'continuum' bins at 4500, 5300 and 6100 A. The 

light curves have very similar shapes, with no significant differences in profile or amplitude 

within this wavelength range. The light curve morphology is discussed by Zurita et al. 

(1999); it is mainly due to the changing aspect of the heated companion star. This is 

the dominant light source at maximum light, near phase 0.5. At minimum light (phase 

0.0) the heated face is obscured and only the accretion disc is visible. At all phases the 

unilluminated parts of the companion star are expected to contribute negligible flux as 

the outburst amplitude is '" 5 magnitudes. 

There is no strong dependence of the modulation amplitude on wavelength. The light 

curves do show small systematic distortions; it is likely that this is due to wavelength 

dependent differential slit losses between XTE J2123-o58 and the comparison star. This 

complicates the interpretation of light curves at different wavelengths. The effect is less 

noticeable on July 20 when a wider slit was used, so these data are most suitable for 

searching for real wavelength dependence. The data from July 20 comprised two sequences 

of spectra. Within each sequence the source position on the slit was maintained by an 

auto guider . To first order, the effect of the distortion appears to be to shift the two 

sequences relative to each other, due to different positioning of the source on the slit in 

each sequence. This is most pronounced at the blue end of the spectrum. Allowing an 

arbitary shift of each sequence is sufficient to bring them into alignment, with no significant 

dependence of the shape of the lightcurve on wavelength. This is shown in Figure 5.4 where 

lightcurves at 4150 A, 5175 A and 6425 A normalised in this way are compared. The two 

sequences each sample nearly the full amplitude of the orbital modulation, and show no 

dependence of this amplitude on wavelength. This is expected if the emission regions are 
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Figure 5.3: Continuum light curves of XTE J2123-o58 at several wavelengths. Joined 

points indicate continuous sequences from Table 2.3. Solid points indicate the first obser­

vation of each night; each observing night ran approximately from phase 0.6-1.6. Apparent 

inconsistencies between the two nights, and differences between different wavelengths are 

likely due to calibration errors. 
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Figure 5.4: Normalised continuum light curve of XTE J2123-o58 from July 20 at several 

wavelengths. Joined points indicate continuous sequences from Table 2.3. Each such 

sequence has been normalised by dividing by its mean. After this, no significant differences 

in the shape of the light curve remain between the three wavelengths. 

sufficiently hot that only the F/I ex 1/
2 Rayleigh-Jeans part of the spectrum is seen. This 

interpretation is consistent with the very steep SED shown in Figure 5.2. 

5.3 The Emission Line Spectrum 

At first glance, XTE J2123-o58 presents a nearly featureless spectrum, with only the 

Bowen blend (N III/C III 4640 A) and He II 4686 A prominent. A number of weaker emis­

sion lines are also present, however, the Balmer lines present complex profiles and weak 

interstellar absorption features are seen. The interstellar lines were discussed in Section 

5.1.2; emission lines are described here. 

The average spectrum from July 19-21 shown in the Figure 5.5 is derived from a 

straight sum of count rates before slit loss and extinction corrections. As the slit losses 

in particular are strongly dependent on wavelength and time, this improves the signal-to­

noise ratio dramatically compared to averaging calibrated spectra, but means that relative 

fluxes of widely separated lines may be subject to systematic errors. For example, the 

average blue-end spectrum is predominantly determined from the phase range ",0.0-0.5 

when slit losses were minimised, whereas the red-end spectrum is closer to a uniformly 
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Figure 5.5: Average spectrum of XTE J2123-058. All identified absorption or emission 

lines are marked. 

weighted average. Such problems do not apply to the spectral energy distribution which 

was derived by taking an average of calibrated spectra resampled onto a uniform phase 

grid. 

5.3.1 N III-C III and He II 4686 A Emission 

The equivalent widths of the N m/C m Bowen blend and He II 4686 A line imply an average 

N m/C III-He II ratio of 0.97 ± 0.02, thoroughly consistent with the ratios observed in other 

Galactic LMXBs (typically", 0.5 - 1.5; Motch & Pakull1989). In particular, this ratio is 
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Table 5.1: Spectral lines detected in XTEJ2123-D58. No equivalent widths are calculated 

for Balmer lines due to the complex nature of the line profiles, and for higher order He II 

lines due to the difficulty of setting a meaningful continuum level. Errors in equivalent 

widths are statistical errors in the average spectrum and do not account for intrinsic 

variability. 

Identification 

Call K (IS) 

Hell 4-12/H6 

Hell 4-11 

Hen4-1O/H, 

DIB (IS) 

Hell 4-9 

N II1/C III 

Hell 3-4 

He II 4-8/Hf3 

He 114-7 

CIV 

NaI D (IS) 

Hell 4-6/Ha 

Wavelength 

(A) 

3933.7 

4100.0,4107.7 

4199.8 

4338.7,4340.5 

4428 

4541.6 

4640 

4685.7 

4859.3,4861.3 

5411.5 

5801.5,5812.1 

5890.0,5895.9 

6560.1,6562.5 

Equivalent 

width (A) 

+0.30 ± 0.04 

+0.24 ± 0.05 

-1.98 ± 0.03 

-1.92 ± 0.03 

-0.74 ± 0.05 

-0.39 ± 0.06 

+0.59 ±0.03 

significantly higher than seen in LMXBs in low-metallicity environments (e.g. < 0.12 for 

LMC X-2 and < 0.20 for 4U 2127+11 in the low-metallicity globular cluster M15; Motch 

& Paku1l1989). This suggests that XTE J2123-D58 originates in the Galactic population; 

see Section 5.6.5 for further discussion. Note that as these two lines are very close, this 

ratio is not affected by the uncertainty in line flux calibration described above. 

5.3.2 H I Balmer and He II Pickering Lines 

Balmer lines exhibit a complex profile with broad absorption and a structured emission 

core. This broad absorption plus core emission line structure is common in SXTs in 

outburst. Balmer line profiles in GRO J0422+32 (Shrader et al. 1994; Callanan et al. 

1995) look very similar, showing a double-peaked core surrounded by broad absorption. 
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Figure 5.6: Upper three panels: Selected He II Pickering lines and coincident H I Balmer 

lines. The horizontal axis is velocity with respect to the rest velocity of the He II line in 

the panel. The arrows mark the two prominent emission components and are drawn at the 

same velocities in each plot. The left-hand peak is clearly a He II feature, the right hand 

one is probably due to Balmer lines as it only appears where Balmer lines are present. 

The spectrum has been dereddened assuming E(B - V) = 0.12 and the vertical flux scale 

is the same in each plot. Emission line fluxes can therefore be directly compared. The 

rest wavelength of the Balmer lines corresponds to velocities of + 100 km 8- 1 for Ha and 

+ 130 km s -1 for H,B. The lower panel shows He II 4686 A on the same velocity scale for 

comparison. It is clearly broader than the Pickering lines, especially on the red wing, but 

the peak velocity is similar. 
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Figure 5.7: Average spectra near Ho (lower) together with average of just phases 0.35-0.55 

(upper). Real absorption can clearly"be seen in the upper spectrum. 

GRO J1655-40, too, exhibits this pattern (Soria et al. 1998). 

The interpretation of the profiles is complicated by the presence of coincident He II 

Pickering lines (n = 4-5,6,7 ... transitions) within 2 A of each Balmer line. The cores are 

compared in Figure 5.6. Ho and H,8 are shown, together with the He II 4-6, 4-7 and 

4-8 lines (Pickering ,8-a). The He II 4686 A line is also shown for comparison. Higher 

order lines show similar behaviour, at lower resolution and signal-to-noise. The two peaks 

marked are clearly present in both Ho and H/J, and can also be identified in H-y and Ha. 
The blue peak is also seen in He II 5411 A (4-7), but the red peak apparently is not. Peak 

4686 A emission also coincides with the blue peak. The blue peak, however, appears weaker 

in flux in He II 5411 A than in Ho or H/J, suggesting that it contains Balmer emission as 

welll . A suggested decomposition of the line profile is that the blue peak contains He II 

emission, and possibly also some Balmer emission. The red peak is pure Balmer emission. 

The broad absorption also appears to be a Balmer feature. 

There is a further complication. As will be described in more detail in Section 5.4, 

Ho, and possibly also H/J are subject to transient absorption, strongest in the phase range 

0.35-0.55. The average Ho line profile in this phase range is shown in Figure 5.7. As the 

absorption component clearly lies between the two peaks, it may be that weaker absorption 

at all phases is partly responsible for the apparent separation of the two peaks. 

1 As noted above there may be systematic errors in comparing widely separated lines. The difference 
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5.4 Line Variability 

Emission lines show significant changes over an orbital cycle, with differen es in beh viour 

b tween different lines. N m/C III 4640 A (Bowen blend) shows a flux modulation. He II 

4686 A emission is modulated in flux and also shows complex changes in line position and 

structure. He II 6560 A and Ha are blended and, in addition probably to showing flux and 

wavelength modulations, are subject to a transient absorption feature strongest aroun 

phase 0.5. The changes are illustrated with trailed spectrograms in Figure 5.8 and with 

integrated light curves in Figure 5.9. 

The Bowen blend light curve appears similar to the continuum light curves shown in 

Figure 5.3. Bowen emission may therefore originate on the heated face of the companion 

star, with the modulation arising from the varying visibility of the heated region. 

He II light curves show a double peaked structure with a strong peak n ar phas 0.75 and 

a weaker one near 0.25. The complex line behaviour seen in the spectrogram indicates 

multiple emission sites; simple interpretation of the integrated light curve is th refor 

difficult as it is an average of different light curves of several regions. 

Ha emission is blended with He II 6560 A, and as discussed in Section 5.3 also ompris 

here is not large and may be an artifact of this effect. 
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Figure 5.9: The absorption dip in the He II 6560 A/HOt light curve is real absorption below 

the continuum, not simply obscuration of the emission component. 
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several components. The most striking is the transient absorption component seen near 

phase 0.5. This can be clearly seen in the light curve and the spectrogram. The light curve 

is deceptive as it also reflects changes in the emission flux; it suggests that the feature 

is centred at phase 0.5 but, as can be seen from the spectrogram, this is not really the 

case. This shows that the feature begins quite sharp and red, around phase 0.3 and then 

becomes progressively more extended to the blue, fading out by phase 0.6. Whilst it is 

sometimes difficult to distinguish an absorption component from an absence of emission, 

that is not a problem here; the absorption definitely extends below the continuum as can 

clearly be seen in Figure 5.7. 

5.5 Doppler Tomography 

The maximum-entropy Doppler tomography technique of Marsh & Horne (1988), as im­

plemented in DOPPLER, was used to identify He II 4686 A emission sites in velocity space. 

The results are shown in Figure 5.10. Both the back-projection method implemented in 

MOLLY and the alternative maximum-entropy implementation of Spruit (1998) give similar 

results. 

Maximum entropy Doppler tomography measured entropy with respect to a uniform de­

fault image. As the observations have low resolution, both spectral and in phase, care was 

taken to account for this in the image reconstruction. A velocity resolution of 180 km s-1 

was chosen to match the highest resolution in the dataset. As each observation spanned 

0.06 in phase, phase smearing was also explicitely accounted for by dividing each exposure 

into three spanning the exposure duration. A range of images were reconstructed with a 

reduced X2 between 0.7 and 1.2 in steps of 0.1. Convergance proved very slow, with 16000 

iterations needed to reach xi = 1.0 and 48000 for xi = 0.7. It was found that a lower 

target xi sharpened the image significantly, without noticeably increasing the noise, so 

the image with Xh = 0.7 was adopted. 

There is a difficulty in that one of the fundamental assumptions of Doppler tomog­

raphy, that all of the line flux is always visible at some velocity, is clearly violated, as 

the integrated line flux is not constant. This is accounted for by normalising the spectra 

(dividing by a smooth fit to the He II 4686 A light curve in Figure 5.9.) The structure of 

the derived tomogram without normalisation of the line profiles is very similar, so these 

results do not appear to be sensitive to this difficulty. 

Doppler tomography also requires knowledge of the systemic velocity of the binary. 
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With no a priori know lege of this, it is necessary to estimate it from the He II 4686 A 
line itself. This is done by repeating the tomography analysis for different assumed mean 

velocities and seeking to minimise the residuals of the fit of the reconstructed spectrogram 

to the data (Marsh & Horne 1988). The OPTGAM program within DOPPLER performs this 

fitting. The measured heliocentric systemic velocity is '" -87 km s-l; the implications 

of this velocity for the origin of the binary are discussed in Section 5.6.5. In order to 

interpret the tomogram quantitatively, estimates of system parameters are also required. 

The parameters adopted are discussed in Section 5.1.1. 

The dominant emission site (corresponding to the main S-wave) appears on the opposite 

side of the neutron star from the companion. It is inconsistent with the heated face of 

the companion and the stream/disc impact point for any system parameters. There is a 

fainter spot near the Ll point, corresponding to the fainter S-wave, which is consistent 

with emission from the accretion stream and/or stream-disc impact point. There also 

appears to be a loop connecting these two spots and possibly a fainter ring approximately 

concentric around the compact object. It is unclear if the latter two features are real or are 

artefacts. Similar structures do appear in backprojected tomograms implying that they 

do not simply arise from smearing in the maximum entropy reconstruction. It is notable 

that nearly all emission has a lower velocity than Keplerian material at the disc edge could 

have, and so if associated with the disc requires sub-Keplerian emission. 

5.6 Discussion 

5.6.1 A Neutron Star SW Sex System? 

In several respects XTE J2123-o58 resembles the SW Sex class of cataclysmic variables. 

These are all novalike variables, typically seen at a relatively high inclination. Their main 

defining characteristics are (Thorstensen et al. 1991; Horne 1999; Hellier 1999): 

1. Balmer lines are single-peaked and their motions lag behind that of the white dwarf. 

In a Doppler map emission is typically (though not always) concentrated in the lower­

left quadrant at velocities lower than any part of the disc. A high velocity component 

is detectable with velocity semi-amplitude", 1000 km s-l. This has the same phasing 

as the low velocity component; and their separate identity is vigorously debated. 

2. Transient absorption lines which are strongest near phase 0.5 or slightly earlier. These 

are moderately blue shifted. 
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3. Continuum eclipses have a V-shaped profile implying a flatter temperature distribu­

tion than expected theoretically. Balmer line eclipses are shallow and occur earlier 

than continuum eclipses. Red shifted emission remains visible at mid-eclipse. 

On the first two points XTE J2123-058 shows striking similarities to the SW Sex sys­

tems. Anomalous emission line behaviour is most clearly seen in He II 4686 A in this higher 

excitation system. This line appears, on average, single peaked. The emission is concen­

trated in the lower-left quadrant at sub-Keplerian velocities. A high velocity component 

is not detected, but cannot be ruled out without higher quality data. Transient absorp­

tion is seen in the Balmer lines before and around phase 0.5. It begins slightly redshifted 

and moves to the blue. As XTE J2123-058 does not strongly eclipse, it is impossible to 

comment on the third point. 

Various models have been proposed for the SW Sex phenomenon. Honeycutt, Schlegel 

& Kaitchuck (1986) proposed a bipolar wind for SW Sex itself; see Murray & Chiang 

(1996) for a recent version of this model. Williams (1989) suggested that the single­

peaked emission lines indicate that accretion actually occurs onto the poles of a magnetised 

primary, i.e. that SW Sex systems are intermediate polars. The stream overflow model 

was originally suggested by Shafter, Hessman & Zhang (1988); in this model the SW Sex 

behaviour is a result of the accretion stream spilling over the disc and reimpacting closer 

to the primary. For a recent exposition see Hellier (1999). A variation of stream overflow 

is the magnetic propeller model for SW Sex systems (Horne 1999) in which the overflowing 

material does not reimpact the disc, but instead is accelerated by the tangled magnetic 

fields of the disc and ejected from the binary. Finally, the observation that many SW Sex 

systems show negative superhumps prompted the suggestion (Patterson 1999) that a tilted, 

retrogadely precessing accretion disc, the favoured model for negative super humps , may 

be a factor in the SW Sex phenomenon, possibly explaining why the stream overflows the 

disc. 

5.6.2 Is this Behaviour Typical of LMXBs? 

The only other SXT for which outburst Doppler tomography of adequate quality is avail­

able is the black hole candidate GRO J0422+32 (Casares et al. 1995a). Using ephemerides 

determined subsequently (Harlaftis et al. 1999), emission in this object appears to orig­

inate from the accretion stream/disc impact point. These data were obtained in the 

December 1993 mini-outburst, "" 500 d after the peak of the primary outburst. 
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Data on other short-period neutron star LMXBs in an active state, however, suggests 

a similar behaviour to that seen here. 4U 2129+47 shows a very similar blue spectrum to 

XTE J2123-o58 (Thorstensen & Charles 1982). Clear variations in the He II 4686 A radial 

velocity are seen with maximum radial velocity around phase 0.7-0.8 and semi-amplitude 

216 ± 70kms-1. Spectroscopy of EXO 0748-676 (Crampton et a1. 1986) also reveals 

radial velocity modulations in the He II 4686 A line. The radial velocity curve measured 

from the line base shows maximum velocity at phase 0.76 ± 0.16 with semi-amplitude 

210 ± 92 km S-I. For comparison, a similar radial velocity curve fit to the He II lines of 

XTEJ2123-o58 (Hynes et al. 1998a) yielded maximum velocity close to phase 0.75 with 

semi-amplitude,...., 180 km S-I. In 2A 1822-371, He II modulations are seen with maximum 

light at phase 0.75, maximum radial velocity at phase 1.0 and velocity semi-amplitude 

300 km s-1 (Mason et a1. 1982). Augusteijn et a1. (1998) studied 4U 1636-536 and 

4U 1735-44 and found the two systems similar to each other. Both show He II modulations 

with semi-amplitude 14Q-190kms-1 with maximum radial velocities measured at phases 

0.87-1.042 

It therefore appears that the behaviour that seen in XTE J2123-o58 is at least typical 

of short period neutron star LMXBs. There are insufficient data to decide if this is also 

true for long period or black hole systems. 

5.6.3 The Magnetic Propeller Interpretation 

It is possible to explain fully the behaviour of the He II 4686 A line in terms of the mag­

netic propeller model. This model also provides a possible mechanism for explaining the 

transient Balmer absorption, although the observed absorption kinematics are harder to 

reconcile with this interpretation. 

The essence of magnetic propeller models is that in the presence of a rapidly rotating 

magnetic field, accreting diamagnetic material may be accelerated tangentially, leading 

to it being ejected from the system. It is easy to see how such a scenario may arise due 

to a rapidly spinning, magnetised compact object. This mechanism has been invoked to 

explain the unusual behaviour of the cataclysmic variable AE Aqr in terms of a magnetic 

field anchored to a spinning white dwarf (Wynn, King & Horne 1997; Eracleous & Horne 

1996). It is also likely that magnetic propellers driven by neutron star magnetic fields 

exist, as proposed by Illarionov & Sunyaev (1975). These may be very important in 

2These phases have shifted by 0.5 with respect to those quoted by the authors as they define phase 0 

as photometric maximum. 
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suppressing accretion in neutron star SXTs in quiescencej see Menou et al. (1999) and 

references therein for a discussion of this situation. There is an important difference of 

scale, howeverj spin periods of white dwarfs are ~ 30 Sj spin periods of neutron stars 

in LMXBs are typically of order milliseconds. For XTE J2123-Q58, Pspin = 3.92 ms was 

suggested by Tomsick et al. (1999a). For such rapid rotation an important factor is the 

light-cylinder, defined by the radius at which the magnetic field must rotate at the speed 

of light to remain synchronised with the compact object spin. Outside of this radius, 

the magnetic field will be unable to keep up and become wound up, and the propeller 

will be less effective, though may still produce some acceleration (Wynn, King & Horne 

1997; Wynn 1999, priv. comm.). For a '" 4ms spin period in XTEJ2123-Q58, the light 

cylinder is at '" 0.0003 of the disc radius; for comparison, the closest approach of a ballistic 

stream is '" 0.2 of the disc radius. A neutron star propeller therefore appears unlikely to 

strongly affect the stream overflow material, although simulations are needed to test this. 

An alternative mechanism was suggested by Horne (1999) for SW Sex systems, in which a 

magnetic propeller can arise from the magnetic fields of the disc itself. This has problems, 

in that it should very efficiently remove angular momentum from the disc (Wynn & King 

1999, priv. comm.), but this could perhaps be overcome if only a small fraction of material 

passes through the propeller. This mechanism allows much lower angular velocities for the 

field and hence a larger light cylinder; it may be the only large scale propeller mechanism 

possible in a neutron star system. 

To construct a simple model of a magnetic propeller in XTE J2123-058, the param­

eterisation used by Wynn, King & Horne {1997} to describe AE Aqr is adopted. The 

magnetic field is modelled as a dipole with angular velocity Wf. While such a field may 

be a reasonable representation of that of a compact star (white dwarf or neutron star), 

it is clearly a gross simplification of that of a disc-anchored propeller. In the latter case 

the net effect would probably arise from a mixture of unstable field structures of varying 

strengths and anchored at a range of radii. As it is unclear idea what form such structures 

should take, however, a dipole approximation is used for simplicity and consistency with 

existing work on magnetic propellers. The acceleration mechanism assumes that the flow 

breaks up into diamagnetic blobs of varying size and density. The field can only partially 

penetrate the blobs, and hence they are accelerated, but not locked to the field lines. The 

magnetic acceleration on a blob is given by 9mag = -k[v - vr].l. where v is the stream 

velocity, Vf is the field velocity and the velocity difference is resolved in the plane per-
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pendicular to the field. The parameter k parameterises ignorance of the magnetic field 

strength and blob size and density and, following Wynn & King (1995), the functional 

dependence k = ko(r/ro)-2, is adopted, where ro = 1010 cm. Different blob sizes and den­

sities will lead to a spread of values of ko and hence different trajectories. The uncertainty 

in the angular velocity of the magnetic field is unimportant provided it is high enough 

that Vf ~ v at all points along the stream trajectory, and low enough that all regions 

of interest are within the light cylinder. For XTE J2123-{)58, this corresponds to a field 

period of approximately 500 ~ Papin ~ lOs. Within this regime varying Papin has the 

same effect as varying ko, and the trajectory is effectively a function of a single parameter. 

This simple case is adopted for the model with Papin = 50 s. This corresponds to a field 

anchored at radius'" 0.03 of the disc radius. Obviously, in reality the field structure is 

more extended and chaotic. 

As most of the accretion likely proceeds through the disc in this system, it is assumed 

that the propeller mechanism acts only on overspill from the stream-disc impact point. 

The model therefore calculates a trajectory which is purely ballistic until it reaches the 

disc edge and is subject to a propeller force thereafter. Quantitatively, this makes little 

difference to the results compared to allowing the magnetic force to act everywhere on the 

stream. 

The parameter ko is adjusted to find a trajectory which passes through the central 

emission on the tomogram. This is shown in the upper panel of Figure 5.11 together with 

two bracketting trajectories to show the dependence on ko. For the model to be plausible, 

an explanation for why one particular place on the trajectory is bright is required. Such 

an explanation is offered by Horne (1999), where it is pointed out that there is a point 

outside the binary at which trajectories for different values of k intersect. At this point, 

faster moving blobs cross the path of slower blobs and shocks can be expected. This can 

be seen in the lower panel of Figure 5.11. The region where the trajectories collide is 

identified with the shock region in which emission is expected. 

To make a quantitative comparison of the data with this model, the brightest emission 

spot of the tomogram is transformed into real space. Such a conversion is not in general 

possible, but can be performed if parameters and a velocity field are assumed, provided 

that the velocity-space mapping is one-one or many-one. That is true in this case if only 

emission from the first loop around the binary (in velocity space) is considered. A grid 

of points is constructed in velocity space defined by uniform steps in ko and t, and those 
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model. The upper panel shows the tomogram with three model trajectori s corresponding 
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separation. The region of strongest emission in the tomogram maps to the shaded ar a, 

assuming the propeller velocity field. It is striking that this emission is coincid nt with 
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for which the tomogram intensity is above a certain value are selected. These points are 

shown spatially in the lower panel of Figure 5.11. Subject to the assumptions made about 

the velocity field, emission is seen at and downstream of the point where trajectories cross. 

The data are therefore consistent with the emission mechanism suggested by Horne {1999}. 

It should be emphasised that this spatial map is only valid in the context of the propeller 

model. 

One other point should be noted in defence of this model. Hellier {1999} suggests that 

the propeller model should predict a continuous S-wave, which is not seen. This is not 

necessarily the case. If the region in which accelerated blobs collide is optically thick then 

emission is expected predominantly from the inner edge of this region where fast moving 

blobs impact slow moving blobs and shock. For the geometry considered, as can be seen 

in Figure 5.11, this will result in emission predominantly towards the top of the figure. 

This corresponds to seeing maximum emission near phase 0.75, exactly as is observed in 

these data and in that of SW Sex systems, such as PX And {Hellier & Robinson 1994}. 

The phase dependence of emission line flux is therefore not a problem with the propeller 

model, but instead a prediction of it. 

It has been demonstrated that both the He II tomogram of XTE J2123-G58 and the 

line-flux light curve are consistent with emission from the region where material ejected 

by a propeller is expected to form shocks. Can the the phase-dependent Balmer absorption 

be associated with the same region, as was suggested by Horne {1999} in the context of 

SW Sex systems? It is certainly true that the ejecta will lie in front of the disc and/or 

companion at the phases observed, allowing that absorption may continue to occur further 

downstream than emission. As can be seen in Figure 5.8, however, there is also information 

on the absorption kinematics. This appears harder to reconcile with the ballistic velocities 

of the ejecta, which give rise to larger blue shifts than observed. It may be that this is not 

a problem, as if shocks do occur where trajectories intersect, then the motion of material 

downstream is likely to be sub-ballistic and some material may fall back towards the disc. 

5.6.4 The Disc Re-impact Interpretation 

The most popular alternative explanation for the SW Sex phenomenon is the accretion 

stream overflow and re-impact model. This was originally suggested by Shafter, Hessman 

& Zhang {1988}. For a recent exposition, see Hellier {1999}. 

In the current form of this model the overflowing stream is divided into two regions. 
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The initial part of the stream produces transient absorption when seen against the brighter 

background of the disc. The later part, where the overflow re-impacts the disc, is seen 

in emission giving rise to the high velocity component. To reproduce observations, this 

model requires a number of refinements. 

In its simplest form, the overflow stream should produce absorption at all phasesj it 

always obscures some of the disc. This problem is overcome by invoking a strongly flared 

disc so that the overflow stream is only visible near phase 0.5. There are several limitations 

of the model in explaining the XTE J2123-058 data. Firstly, an absorption depth of 15 per 

cent of the continuum flux is seen. At this phase, at least 40 per cent of the continuum 

flux actually comes from the companion star, so absorption of 25 per cent of the disc light 

is required to achieve the observed depth, and hence at least 25 per cent of the disc has 

to be covered by the obscuring material. It is easy to visualise this in the context of the 

propeller model in which absorption is achieved with a broad fan of material outside of the 

binary: this could easily cover the whole disc without losing the phase dependence of the 

absorption. To produce transient deep absorption using material above the disc is harder. 

A further limitation is that it is unclear that an overflow stream above an X-ray binary 

disc, and hence subject to strong ultraviolet and X-ray irradiation, could survive without 

becoming sufficiently ionised that it could no longer produce strong Ha absorption. In 

the propeller model, this absorption is produced in the less hostile region outside of the 

binary where significant recombination is more plausible. 

The re-impact model requires that the strong emission in the lower-left quadrant be 

produced by overlap of weaker emission from the high-velocity component (the re-impact 

point) and the disc. To produce emission at the low velocities observed, however, requires 

the 'disc' component to be sub-Keplerian by a significant amount. A sub-Keplerian ring 

may be present in XTE J2123-058, but it is not clear that this is a real feature. There is no 

evidence for a high velocity component, but given the data quality, this is also inconclusive. 

The problem of apparently sub-Keplerian emission is not peculiar to XTE J2123-058, but 

common to the SW Sex evs as well. A further difficulty is that in this model, the transient 

absorption is required to suppress bright spots in the trailed spectrogram predicted at 

phases 0.1 and 0.6. This absorption is not seen in He II, and indeed He II absorption is not 

expected without a very hot stellar atmosphere. 

In conclusion, the overflow ire-impact model has a number of deficiencies when ap­

plied to XTE J2123-058j the propeller model appears to provide a better explanation 
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for the observed phenomena. The latter does itself have some difficulties, however, and 

both theoretical work, and higher quality observations are required to fully explain this 

phenomenon. 

5.6.5 The Origin of XTE J2123-058 

The question of the origin of XTE J2123-o58 was raised in Section 5.1: is it intrinsically a 

halo object or was it kicked out of the Galactic plane? The strongest evidence is provided 

by the ratio of N I1I/C III to He II emission. This is absolutely typical of Galactic LMXBs 

and is inconsistent with known halo objects. In principal, the systemic velocity is also an 

important clue. For this object to have reached its present location it must have received 

a kick when the neutron star was formed, and hence it should now have a large peculiar 

velocity (150-400 kms-1, Homan et al. 1999). The measured radial component of velocity 

is -87 km S-I. Since this is a projection of the full velocity this is not inconsistent with 

the predictions of Homan et al. (1999), which could also be lowered if the source distance 

is less than the 10 kpc value assumed by those authors. Systemic velocities inferred from 

emission lines can be unreliable, however and a definitive measurement of the systemic 

velocity must await a study based on photospheric absorption lines of the companion star. 



Chapter 6 

XTE J2012+381 

6.1 Introduction 

The transient X-ray source XTE J2012+381 was discovered by the RXTE All Sky Monitor 

(ASM) on 1998 May 24 (Remillard, Levine & Wood 1998) rising from a level of 23 mCrab 

at first detection to a peak of 210 mCrab approximately 7 d later. Its ASM light curve 

is shown in Figure 6.1. ASCA observations (White et al. 1998) revealed the ultrasoft 

spectrum plus hard power-law tail signature of a black hole candidate, and from the 

absorption column-density due to neutral hydrogen (NH = (1.29 ± 0.03) x 1022 cm-2) an 

interstellar extinction of Av '" 7 was estimated. 

Based on the initial ASM position, a variable optical counterpart at around 15th mag­

nitude was suggested (Wagner et al. 1998). This was not consistent with the subse­

quent RXTE Proportional Counter Array (PCA) position (Marshall & Strohmayer 1998) 

and the apparent variability was likely an artifact due to the extreme colour of this ob­

ject (V - R = 3.4) and a mismatch of band passes between the observations compared 

(Garcia et al. 1998b). A radio counterpart was suggested by Hjellming, Rupen & Mio­

duszewski (1998a) and shown to be variable (and hence not a background radio galaxy) 

by Pooley (1998). It was found to be close to an 18th magnitude star (Castro-Tirado & 

Gorosabel 1998; Garcia et al. 1998a), identified in the USNO A1.0 catalogue by number 

1275.13846761 (Monet et al. 1996; hereafter the USNO star). Spectroscopy of this star 

showed a nearly featureless spectrum with Balmer and Na D absorption, and no apparent 

emission lines; an extinction of Av = 2.3 was estimated (Garcia et al. 1998a), in disagree­

ment with that derived from absorption by neutral hydrogen. In view of this discrepancy, 
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Figure 6.1: RXTE/ ASM one-day average light curve based on quick-look results provided 

by the ASM/ RXTE team. The zero point in time is chosen to coincide approximately with 

the first reported RXTE detection on MJD 50957.6. Times of JKT, WHT and UKIRT 

observations are marked. Note that the system has not returned to its quiescent level, and 

that a mini-outburst occurs around day 145. 

and the absence of emission lines in the spectrum, the present author examined service 

observations obtained with the Jacobus Kapteyn Telescope (JKT) on La Palma closely. 

These showed the presence of a faint red companion star 1.1 arcsec away from the USNO 

star (Hynes, Roche & Walton 1998), and closely coincident with the revised position of 

the radio source (Hjellming, Rupen & Mioduszewski 1998b). Infrared images confirmed 

the presence of this second star (Callanan et aI. 1998) which is now believed to be the 

true optical counterpart of XTE J2012+381 (Hynes et al. 1999). 

In this chapter, these JKT observations are described together with optical spec­

troscopy and further infrared imaging. The identification of the faint red star with the 

X-ray source is examined and the nature of object is considered. This work has previously 

been published as Hynes, Roche & Walton (1998) and Hynes et al. (1999). 

6.2 JKT Photometry 

Multicolour photometry of the field of XTE J2012+381 was taken on 1998 June 3 through 

the JKT service programme and is described in Section 2.2. The timing of the observation 
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Figure 6.2: a) V band finding chart for XTEJ2012+381 (4arcmin square). Th box d 

area is blown up as b- d. b,c) Expanded I band JKT image before and aft r subtra tion 

of the US NO star (A) from 1998 June 3. The fainter star (B) is just det ctable b fore 

subtraction and clearly remains after. d) K band image from 1998 August 14. 

is indicated in Figure 6.1. 

The V band image of the field is shown in Figure 6.2a. As the field is crowded, th 

DAOPHOT task was used to deblend point spread functions as describ d in S tion 2.2. 

I band images before and after subtraction of the PSF of the USNO star are shown in 

Figure 6.2b and 6.2c. A residual stellar image is clearly present after subtra tion. Its 

offset relative to the USNO star was measured using V , R and I imag Sj the results ar 

consistent to 0.1 arcsec. Hence the position of the star was d termin d (Table 6.1) . Th 

position of the radio source (HjeUming, Rupen & Mioduszewski 1998b) is consistent with 
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Table 6.1: Positions of the US NO star, the faint red star identified with XTE J2012+381, 

and the radio source. 

a 6 Error 

USNO star 20h12m3~80 38°11'0(1.'6 0'!25 

Fainter star 20h12m3~71 38°ll'OI'!1 0'!35 

Radio source 20h12m3~67 38°11'OI'!2 (J.'4 

Table 6.2: V RI magnitudes of the two stars closest to the radio position of XTE J20I2+381 

and the star used as a comparison for the WHT spectrum (Section 6.3.) JKT data from 

1998 June 3. ________________________________________ _ 

V R I 

US NO star 17.91 ± 0.05 17.15 ± 0.05 16.51 ± 0.05 

Red companion 21.33 ± 0.10 19.90 ± 0.15 18.64 ± 0.10 

Comparison 17.69 ± 0.05 16.84 ± 0.05 16.12 ± 0.05 

the fainter star to within uncertainties, but is difficult to reconcile with the US NO star. 

The fainter star could only be distinguished in V, R and I band images and its magni­

tudes (Table 6.2) indicate that it is very red, with V - R = 1.4 ± 0.2. The only quantita­

tive estimate of the interstellar reddening comes from White et al. (1998) who estimate a 

column density NH = (1.29 ± 0.03) x 1022 cm-2
. Gas-to-dust scalings are at best approx­

imate and different authors disagree significantly. Using the relations of Ryter, Cesarsky 

& Audouze (1975), Bohlin, Savage & Drake (1978) and Predehl & Schmitt (1995) implies 

E(B - V) = 1.9, 2.2 and 2.4 respectively, so this range is adopted as a reasonable estimate 

of reddening. Assuming the extinction curve of Cardelli, Clayton & Mathis (1989) then 

implies 1.4 < E(V - R) < 1.8 and hence an intrinsic colour of -0.6 < V - R < 0.2. 

6.3 WHT Spectroscopy 

Both the USNO star and the fainter object were observed with the WHT on 1998 July 

20, when the X-ray source had faded to approximately half its peak brightness. The 

observations are described in Section 2.6. The timing is indicated in Figure 6.1. 
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Figure 6.3: WHT spectra of the USNO star (spectral type F) and the faint red companion 

believed to be the optical counterpart of XTE J2012+381. Both have been binned x 4 in 

wavelength for clarity. Atmospheric absorption features have been corrected for in both 

spectra. The approximate locations of the strongest features are marked EEl to indicate 

where residuals from this correction may distort the spectrum. The only prominent line in 

either spectrum is Ha: absorption in the brighter star and weak emission in the companion. 

The final calibrated spectra of both stars are shown in Figure 6.3, binned x 4 in wave­

length. As can be seen, the Telluric corrections are good, though slight distortion of the 

spectrum remains, e.g. near 7250 A. The only prominent non-atmospheric feature in ei­

ther spectrum is Ha, in absorption in the US NO star (believed to be an early F-type 

star, Garcia et al. 1998a), with an equivalent width of (6.5 ± 0.3) A, and apparent weak 

emission in its red companion, equivalent width (-6.6 ± 1.5) A. The errors in equivalent 

width are statistical errors derived from the residuals of a low-order fit to the surrounding 

continuum. Assuming these errors are correct, the detection of Ha is significant at the 3a 

level. 

The emission feature appears roughly square, with full width 40 A", 1800 km s-l. It is 

broader than the absorption in the USNO star (FWHM-lOA) and so does not look like 

a simple reflection of the absorption line due to an error in deblending (see Figure 6.4). 

It is also much wider than the night sky Ha emission. The extraction process was also 

repeated without the correction to the profile wings (see Section 2.6 and Appendix B). 
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While this noticeably degrades the profile fit, it does not affect the Ha emission feature. 

As a final test, the derived spatial profile (including profile correction) was used to 

synthesise a new fake image in which the spectrum of the fainter star was left unchanged, 

but the Ha line profile of the USNO star was used as a template to add artificial absorption 

lines (of the same strength and width) at 6100, 6425 and 6725 A. The extraction process 

was then repeated on this fake image without allowing the profile correction to the line 

wings, i.e. using a model for the spatial profile which is known to be inadequate. This was 

done as a check that a combination of misfitting the spatial profile and a strong absorption 

line does not produce spurious emission. No emission features are seen in the spectrum 

of the fainter star at the position of the fake absorption lines. After subtraction of a 

low-order fit to the continuum, the total residual counts in 15 pixel (44 A) bins centred on 

each of the line positions were measured. From the noise in the surrounding continuum, 

the error on the total counts from such a bin is estimated at 130 counts. At 6100, 6425 

and 6725 A respectively counts of 150, 76 and -180 were measured, a distribution (mean 

14, rms 140) consistent with zero. For the bin centred on Ha, however, 550 counts are 

measured, significantly larger than the estimated error. 

It is concluded that the Ha emission is unlikely to be an artifact of the de-blending 

process but represents real emission from the faint star, detected with 3CT confidence. 

6.4 UKIRT Photometry 

UKIRT observations were obtained on 1998 August 14 and are described in Section 2.3. 

The timing is indicated in Figure 6.1. 

The J and K magnitudes for the two stars are summarised in Table 6.3 together with 

the magnitude equivalent to the sum of their fluxes. Error estimates are derived from a 

combination of the consistency of standard measurements at different times (as an indi­

cator of the reliability of the calibration) and statistical errors determined by DAOPHOT. 

6.5 Has the Optical Counterpart Been Correctly Identified? 

As discussed in Section 6.2, the positional coincidence of the faint red star with the ra­

dio counterpart is impressive, with a discrepancy of only 0.5 arcsec, which is consistent 

to within quoted uncertainties in the radio and USNO A1.0 coordinates. Given that 
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Figure 6.4: Extracted modified spectrum of the USNO star (above) and of the fainter 

star (below) near Ha. The true Ha line in the US NO star spectrum is marked and also 

appears to be present (with a different profile) in the spectrum of the other object. Also 

marked are three fake absorption lines with the same strength and profile added to the 

two dimensional image before extraction. These do not have counterparts in the spectrum 

of the fainter star suggesting that the apparent emission in the latter is not an artifact 

due to crosstalk between the spectra during extraction. 

Table 6.3: J and K magnitudes of the two stars closest to the radio position of 

XTE J2012+381. UKIRT data from 1998 August 14. 

J K 

USNO star 15.50 ± 0.03 15.00 ± 0.03 

Red companion 17.26 ± 0.04 16.11 ± 0.04 

Combined 15.30 ± 0.03 14.67 ± 0.03 
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this is a crowded field, however, it is appropriate to ask if other evidence supports this 

identification? 

The intrinsic optical colour (-0.6 < V - R < 0.2) is certainly consistent with other 

SXTsj van Paradijs & McClintock (1995) find (B - V)o in the range approximately -0.4 

to +0.4; V - R colours are similar. The optical emission is likely dominated by a hot 

accretion disc. This colour would also be consistent with an early type star. Another 

characteristic of some, but not all SXTs is Ha emission 1. This was very strong, for 

example, in V404 Cyg (Casares et al. 1991; Wagner et al. 1991), but weak in XTE J2123-

058 (Section 5). As discussed in Section 6.3 this has probably been detected, but the 

evidence is inconclusive. The proposed optical counterpart certainly does not show Ha 

absorption characteristic of an early type star. 

A different approach is to test whether the optical counterpart had faded between the 

JKT and WHT observations. To do this, a model bandpass based on filter transmission, 

CCD response and the extinction curve for the same airmass as the JKT observations was 

formed. This was applied to the WHT spectra of the three stars on the slit to produce 

synthetic R band magnitudes for comparison with the photometry: R = 17.23 for the 

USNO star, R = 20.23 for the faint optical counterpart to the X-ray source and R = 16.89 

for the isolated comparison star. The spectra do not quite cover the full R bandpass, 

but the loss is a very small amount at both short and long wavelengths. The effect of 

this, together with errors in the model bandpass, is estimated to introduce an uncertainty 

of no more than 0.05 magnitude when combined with the colour differences between the 

stars. The JKT and WHT observations of the US NO star and the slit comparison star 

are then approximately consistent, with perhaps a small systematic calibration error of 

less than 0.10 magnitudes. The much larger difference in the magnitudes for the proposed 

counterpart (0.33 magnitudes fainter at the second observation) then suggests that it has 

indeed faded optically between days 9 and 53. 

The infrared counterpart also appears fainter than earlier in outburst. Callanan et al. 

(1998) estimated J = 15.0 ± 0.1, K = 14.3 ± 0.1 near the peak of outburst for the two 

blended stars. The comparable combined magnitudes from the later UKIRT observation 

are given in Table 6.3. These magnitudes are significantly different from those of Callanan 

et al. (1998). To produce this difference by fading of the fainter star would require a 

decline of 1.2 magnitudes in J and 1.0 magnitudes in K between days 9 and 82. 

1 A more ubiquitous signature of an SXT spectrum would be He II 4686 A emission; this requires bluer 

observations than were practical for XTE J2012+381. 
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In summary, the optical counterpart to XTE J2012+381 does appear to have been 

correctly identified, having a typical colour for an SXT, showing possible weak Ha emission 

and fading between observations. While none of these points is individually conclusive, in 

combination they strongly support the identification. 

6.6 What is the Nature of XTE J2012+381 ? 

The X-ray light curve of XTE J2012+381 (Figure 6.1) shows many similarities to those 

of other SXTs (Chen, Shrader & LiviD 1997), but there are some important differences. 

The secondary maximum peaks around day 29, only 22 days after the first peak. This is 

earlier in the outburst than in most systems (45-75 days, Chen, Livio & Gehrels 1993), 

but is not unprecedented (Shahbaz, Charles & King 1998). The decline from secondary 

maximum is clearly linear. In the paradigm of King & Ritter (1998), this would imply 

that the disc is too large to be held in a high state by X-ray irradiation. A large disc would 

then imply a long orbital period. Such an interpretation is supported by observations of 

other SXTs (Shahbaz, Charles & King 1998), in which extended linear decays are only 

seen in long-period systems. A long orbital period in turn implies that XTE J2012+381 

probably contains an evolved companion, similar to V 404 Cyg. There are differences 

in the optical spectrum: for example, V 404 Cyg showed very strong emission lines of 

hydrogen, helium and other species (Casares et al. 1991; Wagner et al. 1991), whereas 

XTE J2012+381 shows at most weak Ha emission. This may not be significant; V 404 Cyg 

was unusual in this respect, and most SXTs show little or no hydrogen emission during 

outburst. Another long period system, GRO J1655-40, has been seen in outburst both 

with Ha emission (Bailyn et al. 1995a) and without (Section 4; Hynes et al. 1998b). 

More puzzling is the apparent plateau in the X-ray brightness after day 95 at a level 

of '" 12 mCrab. In this period, the flux is gradually rising and culminates in a mini­

outburst around day 145, approximately 120 days after the secondary maximum. This is 

an intriguing timescale as both GRO J1655-40 (Harmon et al. 1995; Zhang et al. 1997) 

and GRO J0422+32 (Augusteijn, Kuulkers & Shaham 1993; Chevalier & Ilovaisky 1995) 

have also shown mini-outbursts separated by ,...., 120 days. The lightcurves of these three 

systems are otherwise very different, and it is not clear that their mini-outbursts are caused 

by the same mechanism; see Chen, Shrader & Livio {1997} for a discussion of the models 

proposed for SXT rebrightenings. 



Chapter 7 

GRO J0422+32 

7 .1 Introduction 

The hard X-ray transient GRO J0422+32 was discovered by CGRO/BATSE on 1992 Au­

gust 5 (Paciesas et al. 1992) at a flux of 0.2 Crab. It rapidly rose to a level of 3 Crab, 

before beginning a gradual decline over subsequent months (Callanan et al. 1995). The 

BATSE light curve is shown in Figure 7.1. Extensive X-ray observations were carried out 

by the various satellites that were active at the time: CGRO (Callanan et al. 1995; van 

Dijk et al. 1995; Levinson & Mattox 1996; Grove et al. 1998a; Grove et al. 1998b; van der 

Hooft et al. 1999), Granat (Roques et al. 1994; Denis et al. 1994; Vikhlinin et al. 1995), 

Mir-Kvant (Sunyaev et al. 1993; Dobereiner et al. 1994) and ROBAT (Pietsch et al. 1993). 

Gamma ray emission was detected out to 600keV by CGRO/OSSE (Grove et al. 1998a) 

and Granat/SIGMA (Roques et al. 1994) and above 1 MeV by CGROjCOMPTEL (van 

Dijk et al. 1995). The X-ray spectrum was very hard, being fitted by an exponentially­

truncated power-law (Grove et al. 1998a), or Comptonised disc model (Sunyaev et al. 

1993; Roques et al. 1994). There was no sign of the ultrasoft spectral component usu­

ally (but not always) seen in SXTs in outburst; instead the spectrum was similar to 

the black hole candidate Cyg X-I in its low state (Sunyaev et aI. 1993). The results 

of several X-ray timing analyses are summarised by van der Hooft et al. (1999). The 

power-density spectrum was observed to take a broken power-law form, flat below the 

break frequency (varying between 0.04-0.08 Hz) and decreasing above it. A low-frequency 

QPO was seen with frequency ranging from 0.03-0.31 Hz. Both the broken power-law and 

the low-frequency QPO are typical of black hole candidates in the low state (see Section 
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Figure 7.1: CGROjBATSE (above) and R band (below) light curves of the outburst, 

adapted from Figure 1 of Garcia et al. (1996). Vertical arrows indicate observed or ex­

trapolated times of mini-outburst. The HST measurement clearly lies significantly above 

the subsequent photometry, and is consistent with the expected time of a mini-outburst. 

Where no CGROjBATSE data is shown, the source was undetected. 

1.3.) The outburst thus appears to have been different to most SXTs in that the source 

remained in the low-state throughout. Intriguingly, it was also found that hard X-ray 

variability lagged soft by up to 1 s. If this lag is due to the finite time for hard X-rays to 

escape from a Comptonising corona via multiple scatterings, it implies this region is very 

extended. 

The X-ray source was identified with a 13th magnitude optical nova (Castro-Tirado 

et a1. 1993), which showed a similar decline to the X-ray source (see Figure 7.1.) There 

WaB also a lot of variability about the mean decay, with stochastic flashes on timescales of 
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tens of milliseconds (Bartolini et al. 1994) and random flickering on timescales up to days 

(Bartolini et al. 1994; Shrader et al. 1994; Chevalier & Ilovaisky 1995). In addition, Kato, 

Mineshige & Hirata (1995) found a modulation with a period of 5.18 hr, suggesting that 

it was a superhump modulation as seen in cataclysmic variables. This was supported by 

the discovery of a further period at 5.10 hr (Chevalier & Ilovaisky 1995; Kato, Mineshige 

& Hirata 1995), which is now known to be the orbital period. 

The optical spectrum exhibited a blue continuum, becoming progressively redder as 

the outburst proceeded, evolving rapidly from Fv ex v+O.6 initially to Fv ex v-0.1 for 

most of the outburst (Shrader et al. 1994; King, Harrison & McNamara 1996). lUE 

observations showed a flatter, non-evolving continuum, with the same spectral index as 

the optical data late in outburst (Shrader et al. 1994). The optical spectrum showed 

strong Balmer and He II emission, with weaker lines of He I, C III, N III, 0 III and possibly 

C IV also present (Shrader et al. 1994; Callanan et al. 1995). He II 4686 A was definitely 

double-peaked. Balmer lines were probably double too, although the blue component 

may have been at least partially associated with He II Pickering lines as is suspected for 

XTE J2123-058 (Section 5.6). The latter possibility is supported by the detection of 

the He II 5411 A Pickering line. The Balmer lines were, in addition, situated in a very 

broad (±3000 km s-l) absorption trough. These are probably absorption features of the 

rapidly rotating, optically thick inner disc. The same structure was clearly seen in H,B 

in XTE J2123-058 (Section 5.6). The ultraviolet spectrum of GRO J0422+32 showed 

emission from N V, C IV, He II and possibly N IV and Si IV /0 IV (Shrader et al. 1994). 

Radio observations with the Very Large Array showed a slow power-law decay with 

significant superposed variability on timescales of days (Shrader et al. 1994). An ini­

tially flat spectrum became steeper later in the outburst. The combination of fading and 

steepening was interpreted as due to a self-absorbed synchrotron component that became 

smaller and more optically thick with time. A mid-infrared detection at 1O.8/Lm was also 

reported (van Paradijs et al. 1994) and interpreted as due to free-free emission from a 

strong X-ray driven wind. 

The later stages of the outburst were characterised by several remarkable mini-outbursts, 

shown in Figure 7.1. Two were well studied, 1993 August (Castro-Tirado, Ortiz & Gallego 

1997; Shrader et al. 1997) and 1993 December (Casares et al. 1995a). As discussed in Sec­

tion 7.4, there may have been others after this. The mini-outburst recurrence time appears 

regular (Le. main-outburst decay to first mini-outburst time equals first mini-outburst to 
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second mini-outburst time), about 120d. The mini-outburst structure is also repeated 

with remarkable precision - examine Figure 2b of Chevalier & Ilovaisky (1995), or better 

compare the larger plots of Figure 3 of Castro-Tirado, Ortiz & Gallego (1997) for 1993 

August with Figure 1 of Casares et al. (1995a). Both showed a 'long' outburst of'" 40 d, 

followed by a deep dip, followed by a shorter, weaker outburst of", 15 d. Furthermore, 

RXTE/ ASM data have revealed that this 120 d mini-outburst cycle continues in quiescence 

(Iyudin & Haberl 1997a; Iyudin & Haberl 1997b) with the same pattern of long outburst­

dip-short outburst seen in X-rays (Iyudin 1999, priv. comm.) This behaviour has a parallel 

amongst CVs in the SU UMa type system EG Cnc (Patterson et aI. 1998), which showed 

a similar series of mini-outbursts superposed on a gradual decline, albeit with a much 

shorter recurrence time of 7 d. The optical spectrum of GRO J0422+32 in mini-outburst 

appears to have been similar to that in outburst (Casares et al. 1995b; Shrader et al. 

1997), though Castro-Tirado, Ortiz & Gallego (1997) found their 4400-7000 A spectrum 

to be featureless. Casares et al. (1995a) performed Doppler tomography of He II 4686 A, 
Ha and H/3. The interpretation of this was uncertain at the time as the system ephemeris 

was not known. In hindsight, it appears that the He II emission originates from the stream­

impact point (Casares 1998, priv. comm.). The Balmer emission is more extended and 

appears to be a combination of disc emission in a ring, with a bright spot on the compan­

ion star. Several models have been put forward to explain the mini-outbursts, or echoes as 

they are sometimes called. Augusteijn, Kuulkers & Shaham (1993) suggest that an X-ray 

outburst heats the companion, triggering a burst of enhanced mass transfer. There is then 

a delay as this material diffuses in towards the compact object; when it arrives, there is 

another X-ray outburst, starting the cycle over again. Chen, Livio & Gehrels (1993) also 

propose a model based on X-ray heating of the companion star. Patterson et al. (1998) 

argue that the presence of apparently the same phenomenon in a CV indicates that the 

mini-outburst mechanism does not depend on strong heating of the companion. Instead 

they favour the pure disc instability model of Kuulkers, Howell & van Paradijs (1996) in 

which the cooling wave which shuts off the main outburst is reflected as a heating wave, 

triggering the subsequent mini-outburst. The observation of Casares et al. (1995a) of a 

bright stream impact point during mini-outburst does, however, favour an enhanced mass 

transfer model. 

As part of the ongoing Target-of-Opportunity programme described in Section 1.8 

GRO J0422+32 was observed with the Hubble Space Telescope. The ToO was triggered 
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to observe the 1993 August mini-outburst; the observations were delayed, however, and 

actually took place two years after the initial outburst. The system was nonetheless still 

active at this point, being two magnitudes above quiescence in the V band, and appears 

to have been in either an otherwise unreported mini-outburst, or an extended plateau or 

standstill. These results were published in Hynes & Haswell (1999). 

7.1.1 System Parameters 

There have been many studies of GRO J0422+32 in quiescence seeking to measure system 

parameters (Chevalier & Ilovaisky 1995; Orosz & Bailyn 1995; Casares et al. 1995b; 

Filippenko, Matheson & Ho 1995; Chevalier & Ilovaisky 1996; Beekman et al. 1997; 

Harlaftis et al. 1999; Webb et al. 1999). The orbital period is now known to be very 

short, 5.1 hr (Chevalier & Ilovaisky 1995) and the orbital inclination is thought to be low. 

The binary is commonly believed to consist of a black hole with a main sequence M-type 

companion. 

Opinions differ on the exact companion spectral type. Most authors (Casares et al. 

1995b; Filippenko, Matheson & Ho 1995; Harlaftis et al. 1999) favour M2. Chevalier & 

Ilovaisky (1995) argue that the presence of M2 features (TiO bands) in the spectrum is due 

to starspots and that the narrow lines in the spectrum instead favour an MO classification. 

This explanation is plausible since an isolated M star with a 5.1 hr rotation period would 

be expected to be extremely magnetically active and have starspots. Webb et al. (1999), 

find that a better fit to the TiO features is obtained with an M4-M5 spectral type (their 

observations are still consistent with an MO classification if these features actually originate 

from starspots, although this would require a very high proportion of the surface to be 

covered by the spots; Webb 1999, priv. comm.) It should also be noted that Martin 

et al. (1995) estimate a range of MO-M5 from the well known orbital period-mean density 

relation (Frank, King & Raine 1992), assuming a main sequence companion and 5.1 hr 

period. In hindsight, this logic can be reversed: spectroscopic classifications indicate that 

a range MO-M5 is indeed correct, so the orbital period implies that the companion is close 

to the main sequence. Realistically, the companion spectral type can be constrained to no 

better than MOV-M5V at present. For the remainder of this work, M2V will be assumed. 

Similar uncertainties are present for the stellar masses. The mass function is now well 

determined (J(M) = 1.13 ± 0.09 M0, Harlaftis et al. 1999; 1.191 ± 0.021 M0' Webb et al. 

1999). Harlaftis et al. (1999) have measured the rotational broadening of the companion 
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star to be v sin i = 90~~~ kms- l which, combined with the radial velocity semi-amplitude 

of Webb et al. (1999), Kc = 378.2±6.7 kms- l
, implies a mass ratio of l/q = 9.02~~:~g (or 

q = 0.111~g:g~~ in the more conventional terminology). This is consistent with the direct 

estimate of Filippenko, Matheson & Ho (1995) of q = 0.1093±0.0086 determined from the 

radial velocity semi-amplitude of the wings of Ho emission l . So far so good. Using these 

parameters implies a primary mass of Mx = (1.47~g:g~) sin-3 i M0 . The big uncertainty 

remaining is in the orbital inclination, which is essentially unknown, although likely low. 

The inferred masses are very sensitive to the inclination: for i '" 450
, Mx '" 4.2 M0 , 

whereas for i '" 300
, Mx '" 11.8 M0 · Most attempts to derive the inclination look for 

ellipsoidal modulations due to the changing aspect of the distorted companion. There are 

problems in applying this method to GRO J0422+32. Firstly because the inclination is 

quite low, the modulation will be of small amplitude. Secondly, GRO J0422+32 is faint 

in quiescence (R '" 21). Thirdly, studies of other systems (e.g. Haswell 1996) show that 

the light curves often change from one epoch to another, indicating that the ellipsoidal 

modulation is contaminated by other sources of variabilityj possible mechanisms include 

variable tidal heating of a slowly precessing, eccentric accretion disc, variability at the 

stream impact hot spot and star spots on the companion. In GRO J0422+32, ellipsoidal 

studies have mainly been carried out in the I band, where disc contamination is expected 

to be small. Casares et al. (1995b) derived i = 41 0 ± 60 for q = 0.1, and claim a firm 

lower limit of i = 300 ± 60
• Callanan et al. (1996) obtain i < 450 with 99 per cent 

confidence. Beekman et al. (1997) analyse existing and new R, Rc, I and H K light 

curves. The strongest constraint comes from I. Assuming the mass ratio to be around 0.1 

as discussed above, this implies a 90 per cent confidence region of 100 < i < 250
• Finally 

Webb et al. (1999) place an upper limit of i < 300 ± 30
• None of the light curves presented 

is of sufficiently high quality to be confident that no distortions are present2 j the best is 

probably the I band compilation of Beekman et al. (1997). Clearly the inclination, and 

hence the masses, remains uncertain. An upper limit of i < 450 seems acceptable, implying 

Mx > 4.2 M0 , but the more stringent constraints of Beekman et al. (1997)j Webb et al. 

(1999) are persuasive, implying a higher mass still. 

If the current understanding of companion stars of CV s and LMXBs is correct an upper 

IThe authors do emphasise that the latter radial velocity curve does not have the correct phasing so 

may not reflect the motion of the compact object. 
2Contrast the situation for GRO J1655-40: Orosz & Bailyn (1997) present beautiful BV RI ellipsoidal 

light curves for this system. 
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limit can also be estimated for the mass. The spectral type of the companion is believed 

to be MO or later. It can then conservatively be expected to have a mass of less than 

0.7 M0 (Kolb & Baraffe 1999; Kolb 1999, priv. comm.) If a 3a limit on the mass ratio, 

l/q < 15.6, is assumed then Mx < 10.9 M0 is required. It is therefore likely that the 

compact object mass is in the range 4-11 M0 and the case for a black hole primary in 

GRO J0422+32 is strong. 

7.1.2 Reddening and Distance 

It is important to determine the interstellar reddening in order to study the relative spec­

tral energy distribution - the shape of the spectrum. To study the absolute spectral energy 

distribution and luminosity, the distance to the source is also needed. Various measure-

ments of interstellar reddening have been made, spanning a range of E(B - V) = 0.2 - 0.4. 

The distance has been estimated to be from 1-3 kpc. 

Shrader et al. (1994) compare three methods. Based on the equivalent width of the 

5780 A interstellar feature they deduce E(B - V) = 0.2 ± 0.1. Their fits of power-laws 

to the optical continuum using the Cardelli, Clayton & Mathis (1989) extinction law 

implies E(B - V) = 0.23 ± 0.02. Finally good fits to the 2175 A interstellar feature in 

IUE data3 with reddened power-laws (using the Seaton 1979 extinction curve) require 

E(B - V) = 0.40 ± 0.06. Of these methods the first and last should be reliable. The 

second seems very dependent on the assumed intrinsic spectrum, but nevertheless does 

give sensible results. Callanan et al. (1995) measure equivalent widths of 1.2±0.2 A for the 

NaD lines and 0.5 ± 0.1 A for the 5780/5788/5797 A group. Using the relations of Barbon 

et al. (1990) and Herbig (1975) they deduce E(B - V) = 0.3 ± 0.1. Harlaftis & Charles 

(1993) also study interstellar features and suggest E(B - V) = 0.2 based on 4428 A and 

6613 A features. Chevalier & Ilovaisky (1995) adopt a different approach by examining 12 

stars in the field surrounding GRO J0422+32 and find that their colour-colour diagram 

needs to be dereddened by E( B - V) = 0.40 ± 0.07 in order to match the unreddened main 

sequence. This method assumes that all these stars, and GRO J0422+32, are subject to 

the same reddening; it would be appropriate if all are above the main plane of extinction. 

Shrader et al. (1997) fit absorbed power-laws to ASCA spectra from the 1993 August 

mini-outburst to obtain NH ~ 1.6 X 1021 cm-2• Using the dust-to-gas scaling of Predehl & 

Schmitt (1995) this corresponds to E{B - V) = 0.29. Finally Castro-Tirado et al. (1993) 

3Due to the low signal-to-noise ratio and uncertain background level of the G160L spectrum, an inde­

pendent HST measurement of the 2175 A feature is impossible. 
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also claim to find E(B - V) = 0.3 ± 0.1 but do not state their method. Based on the 

spread in measured values E(B - V) = 0.3 ± 0.1 is adopted for the remainder of this work. 

This is the same range as was chosen by Beekman et al. (1997) and Harlaftis et al. (1999). 

Two approaches have been adopted to determine the distance of the system. One is 

to measure the strength of interstellar absorption features and assume a standard depen­

dence on distance. Shrader et al. (1994) thus estimate a distance of 2.4 ± 0.4 kpc using the 

Na D lines. Callanan et al. (1995), using this method, estimate a distance of 1-2 kpc, but 

note that GRO J0422+32 is at a relatively high Galactic latitude and that beyond 1 kpc, 

the line of sight is largely out of the Galactic plane, so will not be strongly absorbed. 

They argue, therefore, that any method based on interstellar absorption lines can only 

provide a lower limit of 1 kpc. Other estimates all rely on assuming a spectral type, red­

dening and quiescent magnitude (with the disc contribution subtracted). Early attempts 

(Castro-Tirado et al. 1993; Shrader et al. 1994) are based on guesses about the quiescent 

magnitude and companion spectral type and can be discounted. Chevalier & Ilovaisky 

(1995) assume an MOV companion and E( B - V) = 0.4, to derive a distance 1. 7 kpc. 

Webb et al. (1999) use their quiescent magnitude, spectral type estimate and reddening 

to derive d = 1.39 ± 0.15 kpc. Neither of these estimates, however, takes adequate account 

of the uncertainty in spectral type. Webb et al. (1999) assume an absolute magnitude 

of M/ = 9.86 based on the M4V star GL 213 (Kirkpatrick et al. 1993). From the same 

source, an M2V star, GL 411, has M/ = 8.32, increasing the distance estimate to 2.8 kpc. 

In conclusion, the distance is almost certainly greater than 1 kpc, and probably less than 

3 kpc. Where an estimate was needed, the value of 2.4 kpc favoured by Shrader et al. 

(1994) has been adopted, although this choice is somewhat arbitary. 

7.2 The Continuum Spectrum 

The HSTjPRISMjRD spectrum described in Section 3.4 gives broad-band, flux calibrated 

spectral coverage and is ideal for examining the spectral energy distribution. These data 

(together with the G160L spectrum in the far-UV) are shown in Figure 7.2. In order 

to compare the observed data with models for the accretion spectrum, however, it is 

necessary to correct first for interstellar reddening and then remove the contribution from 

the companion star. As can be seen in Figure 7.2, the latter is important only in the red. 
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Figure 7.2: G160L and PRISM/RD spectra. The G160L spectrum has been averaged into 

100 A bins. Also shown dotted is an estimate of the spectrum of the companion star (see 

Section 7.2.2)' reddened by E(B - V) = 0.3. 

7.2.1 Interstellar Reddening 

To correct spectra for interstellar reddening, the Galactic average extinction curve of 

Seaton (1979) is used assuming E(B - V) = 0.3 ± 0.1 as discussed above. Since the only 

UV determination lies at the extreme end of the spread of estimates, however, it may 

be that the extinction curve actually diverges from the Galactic average giving an extra 

uncertainty in dereddened UV spectra. 

7.2.2 The Companion Star Contribution 

Since GRO J0422+32 was near quiescence when observed by HST, the spectrum of the 

companion star can be expected to be a significant fraction of the total at longer wave­

lengths. Unfortunately, the long wavelength resolution of the PRISM/RD spectrum is 

too low (e.g. '" 330 A at 7000 A) to detect spectral features from the companion, so an 

independent analysis of veiling cannot be used to estimate how strong the contribution is. 

Instead it is necessary to adopt results from the literature. 

Following the discussion in Section 7.1.1, the spectrum of the companion is represented 

by using the M2V star GL49 (Gunn & Stryker 1983) as a template. Casares et al. (1995b) 

give an R band (quiescent) magnitude of 20.96±0.1O and estimate the fraction of the light 



7.2 The Continuum Spectrum 

-27.0 

,..... 
j' 

N 

::I: -27.5 
N 

'E 
u 

j' 

" 
~ -28.0 
'-' 

-28.5 

14.60 

158 

14.70 14.80 14.90 15.00 15.10 
Log II (Hz) 

Figure 7.3: Dereddened HSTjPRISMjRD spectrum with the companion contribution 

subtracted. Points with error bars correspond to the E(B - V) = 0.3 solution; the effect 

of instead assuming E(B - V) = 0.2 or 0.4 is indicated by dotted lines. The data below 

4000 A (log IJ > 14.88) have been averaged into 25 A bins for clarity. The large error 

bars at low frequencies are systematic and arise from assuming a ± 1 pixel uncertainty 

in the miscentering correction. The best fitting black body (dashed) and self-absorbed 

synchrotron (solid) spectra are overplotted. 

due to the companion to be 52 ± 8 per cent in the 6700-7500 A range. Their results are 

consistent with those of Filippenko, Matheson & Ho (1995) who estimate 40-70 per cent 

at 6300 A. The measurements of Casares et al. (1995b) imply an R band magnitude for 

the companion star alone of 21.68±0.114
j the spectrum of GL49 is normalised accordingly. 

The resulting spectrum, reddened by E(B - V) = 0.3, is shown in Figure 7.2. 

As the PRISMjRD has a non-uniform dispersion, which is very low at the red end 

of the spectrum, some care is needed in subtracting the companion contribution. The 

best approach is to produce a simulated PRISMjRD spectrum of the expected companion 

spectrum. The method used was described in Section 4.7.3. This simulated companion 

spectrum can readily be subtracted from the observed PRISMjRD spectrum to obtain an 

estimste of the spectrum of the accretion flow shown in Figure 7.3. 

Subsequent to the publication of this work (Hynes & Haswell 1999) the author became 

4The ellipsoidal modulation is "" 0.06 magnitudes and is neglected as it is smaller than the error in the 

derived average companion magnitude. 
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aware of two more recent studies. Harlaftis et al. (1999) reanalysed the Keck data of 

Filippenko, Matheson & Ho (1995) to derive a companion contribution of 61 ± 4 per cent 

at red wavelengths, which is just about consistent with the result of Casares et al. (1995b). 

Webb et al. (1999), however, not only find a smaller companion contribution of 38 ± 2 per 

cent in the range 6950-8400 A, but comparing I band images of the system with those 

of Casares et al. (1995b) find that the system had faded by 0.22 magnitudes in I (much 

larger than the ellipsoidal modulation amplitude - 0.06 mag.) These results together 

imply a significantly fainter companion than determined by Casares et al. (1995b). Either 

one study was in error, the comparison was invalid (it is not explicitely stated that the 

same I filter was used for both observations) or the companion star itself is variable (not 

implausible, as it is probably highly active). The brightness of the companion at the time 

01 the HST observations is therefore not well known and hence the red spectrum of the 

accretion flow is also uncertain. 

7.2.3 The Far Ultraviolet Spectrum 

The far-UV spectrum obtained with the G160L grating (Section 3.3) is something of 

a special case. Its interpretation is clearly problematic owing to the large background. 

Weak source emission does, however, appear to be present. This can be seen particularly 

clearly in Figure 3.2 where significant residual counts are present beyond pixel 1400, after 

backgrou.nd su.btraction. As discussed in Section 3.3, there are uncertainties both in the 

shape and normalisation of the background. The source spectrum does, however, appear 

to be present for both background models considered and clearly exceeds any residual 

background in the unexposed regions. The far-UV source counts thus appear to be real. 

The calibrated spectrum, assuming this to be the case, is shown in Figure 7.2. 

The deduced far-UV flux can usefully be compared with that measured for A 0620-

00 and selected quiescent dwarf novae as tabulated by McClintock, Horne & Remillard 

(1995). These authors present 1650-1950 A fluxes, dereddened and normalised to what 

would be seen at a distance of 1 kpc. For a range of extinctions E(B - V) = 0.2 -

0.4, the average flux from GRO J0422+32 over 1650-1950 A is in the range I>. = (0.4 -

1.9) x 10-16 erg s-1 cm-2 A-I. Normalised to a distance of 1 kpc (assuming a distance of 

2.4 kpc), 1>. = (3 - 11) x 10-16 ergs-1 cm-2 A-I. Uncertainties both in the shape of the 

background spectrum and its normalisation will further increase this range and the results 

do not conclusively rule out zero flux in the far-UV. Comparing this with the far-UV flux 
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tabulation of McClintock, Horne & Remillard (1995), this measurement is comparable 

to observations of dwarf novae, but is ten times greater than in A 0620-00. This may 

be because GRO J0422+32 was not completely quiescent at the time of observation, but 

since the detection is marginal, the disagreement may not be significant. The deduced far­

UV spectrum is strongly dependent on the exact form and level of background spectrum 

adopted. While the data suggest a sharp upturn in the UV, the reliability of this is far 

from certain (Figure 7.2). 

7.2.4 Black Body Models 

The simplest way to characterise the spectrum of the accretion flow is a black body fit. 

The best fitting black body spectrum (in the X2 sense) is shown by the dashed line in 

Figure 7.3. This has T '" 7600 K and a reduced X2 of 3.6 after masking out emission 

lines. This is not a very good fit and allowing for a ±0.1 uncertainty in E(B - V} does 

not resolve this. The observed spectrum is sharper peaked than a black body and tends 

to a power-law form at short wavelengths. Adopting a temperature distribution in a disc 

instead of a single temperature black body can produce a power-law at short wavelengths, 

but will always produce a broader spectrum than a single temperature model. 

7.2.5 Simple Non-thermal Models 

A more promising explanation for the observed spectrum is that it is non-thermal in origin: 

self-absorbed synchrotron emission. Such a mechanism can readily produce a spectrum 

with a sharper peak than a black body and, as illustrated in Figure 7.3, can fit the spectrum 

rather well. The spectrum plotted is based on a free-fit of a synchrotron emitting slab 

model described in Section 4.4.3. The reduced X2 ofthe synchrotron fit was 1.35. The best­

fit parameters were l '" 40 km, ne '" 1020 cm -3, P '" 10, B '" 20 kG (assuming a distance of 

2.4 kpc; Shrader et al. 1994). The electrons contributing to the observed spectrum have 

energies 40-80 MeV. This is clearly an oversimplistic model for the actual source of the 

emission and these parameters are unlikely to have great significance, but it does indicate 

that the observations can be interpreted as due to a self-absorbed synchrotron source. This 

fit is intended to demonstrate that even a very simple synchrotron emitting model can fit 

the accretion spectrum well. More realistic models of self-absorbed synchrotron emission 

in X-ray binaries invoke thermal electron distributions, but over the limited spectral range 

covered, a power-law model leads to a reasonable approximation to the expected spectrum. 
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There are two more sophisticated models that could lead to such a spectrum. The 

first is that the accretion disc extends inwards close to the compact object but has a 

magnetically dominated corona above it. Such a model was considered by di Matteo, 

Celotti & Fabian {1997} in the context of both active galactic nuclei and Galactic black 

hole candidates. In their model there are at any time a number of localised active coronal 

regions in which electrons are energised by magnetic reconnect ion (a possible mechanism 

for this is described by Haswell, Tajima & Sakai (1992)) and subsequently cool emitting 

cyda-synchrotron radiation which becomes self-absorbed below some critical frequency. 

These models predict that for Solar mass black holes, the critical frequency, and hence 

the peak of the spectrum, should lie in the extreme UV, i.e. at higher frequencies than 

observed. These data were obtained when GRO J0422+32 was in a much lower state than 

was considered by di Matteo, Celotti & Fabian {1997}, however, and this could move the 

peak to lower energies. An alternative set of models, which have seen much discussion 

recently, are the so called advective accretion flows described in Section 1.6. The models 

predict that the optical and UV accretion light should be dominated by self-absorbed 

synchrotron emission from this advective inner region. Since these data were obtained 

at a very low luminosity, shortly before GRO J0422+32 reached its quiescent state, such 

models are plausible and are considered further in Section 7.2.7 .. 

7.2.6 Model Atmosphere Spectra 

There are obviously more sophisticated models for the thermal spectrum of an accretion 

disc than black bodies and these should also be considered. Such model atmosphere spectra 

can be significantly different, but tend to differ in the form of edges or structure into the 

spectrum, in particular a Balmer jump in emission or absorption. A simple example is 

illustrated in Figure 7.4, in which are shown two Kurucz stellar model atmosphere spectra 

(Kurucz 1993), taken from the SYNPHOT database in IRAF/STSDAS. These were calculated 

for T = 7500 K (dose to the best fitting black body), Solar abundances and log 9 = 0.5 

and 4.0. These clearly provide a worse fit than a black body, as stars of this temperature 

show strong Balmer continuum absorption. Such a Balmer drop is clearly not present in 

the HST spectra.5 

Of course an accretion disc atmosphere is not the same as that of a star. log 9 may fall 

!lIt is true that a more rigorous approach would sum specific intensities over a temperature distribution 

in the disc, rather than using angle averaged fluxes appropriate for a whole star but this would not resolve 

the fundamental problem of a strong Balmer drop in spectra of the requisite temperature. 
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Figure 7.4: Comparison of PRISM/RD spectrum with Kurucz stellar atmosphere spectra. 

Both correspond to Tefl' = 7500 K and Solar abundances. The solid line is for log 9 = 

0.5, the dashed line is log 9 = 4.0. The normalisation is approximate and intended for 

illustrative purposes only. 

outside the range considered by stellar models and the vertical temperature stratification 

will be different (and is essentially unknown). The reason the latter is complicated is that 

a star is (relatively) simple: energy is released at the centre and diffuses outwards. In an 

accretion disc, viscous energy may be released at all altitudes (including the atmosphere) 

or may be concentrated on the midplane; this is not known. Further, the disc may be 

heated by X-ray and ultraviolet photons from above, further increasing the uncertainty 

about the temperature stratification. Consequently, model atmosphere calculations for 

accretion discs are still in their infancy and typically consider only the simplest physical 

conditions. For example, Wade & Hubeny (1998) consider mid- and far-UV spectra of CVs, 

neglecting irradiation and winds. As GRO J0422+32 was observed at very low luminosity, 

the difficulty in treating X-ray irradiation is unlikely to be relevent and current models of 

CV spectra may be applicable. These models can broadly be divided into two categories: 

hot, optically thick disc models being applied to luminous CVs and cooler, optically thin 

discs appropriate to quiescent CVs. Since GRO J0422+32 was observed in an intermediate 

state, either might be applicable. Optically thick models (e.g. Wade & Hubeny 1998) are 

being applied in the ultraviolet and this author is not aware of published optical spectra 
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from similar models. It is likely, however, that they would suffer from the same problem 

as stellar models - a strong Balmer drop in absorption - as the models of Wade & Hubeny 

(1998) show an extremely strong Lyman drop in the far-UV. Simple optically thin models 

have been considered by Still, Horne & Hubeny (1998). Continuum emission is dominated, 

however, by the Balmer and Paschen edges in emission, which are no more consistent with 

the HST spectrum of GRO J0422+32 than optically thick models which predict Balmer 

absorption. 

One could argue that the Balmer drop from an optically thick region could be filled in 

by optically thin Balmer continuum emission (which is expected to some extent, as Balmer 

emission lines are seen), but to produce an essentially smooth spectrum would then require 

very fine tuning of the two components. This cannot be completely ruled out, however. 

In view of the uncertainties in modelling accretion disc atmospheres, neither can the 

possibility that the combination of vertical stratification, gravity and optical thickness in 

the emission region conspire to avoid a Balmer edge in emission or absorption. 

7.2.7 Advective Models 

In Figure 7.5 is shown the results of a fit of a current generation advective model to 

the HST spectrum, kindly performed by Dr. Ann Esin. The model is that described by 

Narayan, Barret & McClintock (1997) and Esin, McClintock & Narayan (1997) with the 

addition of the electron energy equation from Quataert & Narayan (1999). Note that other 

than choosing a mass transfer rate, the absolute flux has not been arbitarily scaled to fit 

the data (unlike the previous figures). Instead, monochromatic luminosities predicted by 

the model (for a given mass transfer rate) are converted to fluxes assuming a distance of 

2.4 kpc as discussed in Section 7.1.2. 

The model parameters assumed are a viscosity coefficient of a = 0.25, a ratio of gas to 

total pressure of {3 = 0.5, mass transfer rate M = 1.7 X 10-4 MEdd and an outer disc radius 

Rout = 104.9Rsch· The transition from a thin disc to an advective flow occurs at 104
.
5 Rsch 

Two fits are performed for Mx = 3 M0 , and Mx = 4 M0 to illustrate the dependence on 

compact object mass. 

As can be seen, the fit to the ultraviolet spectrum is very good, at least to within the 

uncertainty in ultraviolet extinction. The absolute flux predicted is also in good agree­

ment, in the sense that M can be chosen to fit simultaneously the absolute flux and (at 

least approximately) the frequency at which the spectrum turns over. The model does 



7.3 Emission Lines 

-27.0 

~ 

i' 
N 

x -27.5 
'i' 
E 
u 

i' .. 
r -28.0 ..... . 

LA. 

'" ..9 
-28.5 

164 

------------

14.60 14.70 14.80 14.90 15.00 15.10 
Log" (Hz) 

Figure 7.5: Comparison with PRISM/RD spectrum with advective model spectra. Solid 

line corresponds to Mx = 4 M0; dashed line is Mx = 3 M0 . The other parameters are 

described in the text. 

significantly overpredict flux at low frequencies. This cannot readily be explained by 

uncertainties in the data processing, as the two dominant sources of uncertainty in the 

red, miscentering of the target (see Section 3.4) and companion subtraction (see Section 

7.2.2) are both only serious redwards of Ha, whereas the models diverge from the data at 

log v rv 14.8, or ). '" 4800 A. This is a weakness of the models (at least in their present 

form) although the self-absorbed synchrotron emission redwards of the peak is sensitive to 

the uncertain temperature distribution of the advective flow (Esin & Menou, 1998, priv. 

comm.) Possible outflows (Blandford & Begelman 1999) further increase these uncertain­

ties. These model fits also favour low masses (~ 3 M0') Increasing the mass tends to 

move the synchrotron peak to the red; this could be compensated by increasing the mass 

transfer rate somewhat. Both effects would increase the luminosity, so to reconcile a larger 

mass with the data would require a larger distance than 2.4 kpc. If the distance is actually 

less than 2.4 kpc, as suggested by Webb et al. (1999) then the problem becomes worse. 

7.3 Emission Lines 

A number of emission lines were detected by HST. In the optical, there is unresolved Ha 

and barely resolved H.8 emission in the PRISM/RD spectrum. The only emission lines 
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Table 7.1: Dereddened fluxes and full width half maxima of detected emission lines. The 

detection of the Fe II blend is too marginal to reliably quantify. The measured width of 

Ha is comparable to the width of the line spread function (LSF), 80 is not meaningful. 

The fit to H.8 was very poor. 

Fe II (2586-2631) 

Mg II (2796,2803)) 

H.8 

Ha 

Line flux 

(ergs-1 cm-2) 

2.8 ± 0.4 x 10-15 

3.4 ± 0.6 x 10-15 

3.8 ± 0.7 x 10-15 

Line LSF 

FWHM (A) FWHM (A) 

18.5 ± 2.4 

240 ± 50 

(200 ± 30) 

2 

120 

270 

detected in the ultraviolet were Fe II (2586-2631 A) and MgII (2796,2803 A), which are 

also seen to be prominent in A 0620-00 and Cen X-4 in quiescence (McClintock, Horne & 

Remillard 1995; McClintock & Remillard 1999). The deduced line parameters are given 

in Table 7.1. The Mg II line is well resolved by the G 270H grating and has a FWHM 

(18.5 ± 2.4 A) significantly larger than the separation of the two components. Neglecting 

the latter contribution to broadening, the FWHM in velocity space is 2000 ± 300 km 8- 1 , 

comparable to that observed in A 0620-00 (2500 ± 220 km 8-
1, McClintock & Remillard 

1999). Emission is detectable to velocities of", 1500 km s-1 (i.e. FWZI '" 3000 km s-I.) 

This is similar to the quiescent Ha and H.8 lines observed by Orosz & Bailyn (1995), for 

which this author estimates FWHM 1500 kms-1 and 1800 kms-1 respectively, with FWZI 

'" 3000 km s-1 in both cases. 

Assuming the mass ratio of Webb et al. (1999), then at the circularisation radius in the 

disc one would expect vI/> sin i '" 660M~/2 sin i km s-l. The observed velocities of the Mg II 

emission (and the quiescent Ha emission) therefore suggest emission from a disc extending 

to or somewhat inside, the circularisation radius. , 

7.4 Discussion 

As the observations described here occurred so late in outburst, they can provide a very 

valuable illustration of the state of an SXT as it relaxes back to the quiescent state. 

The HST observation is shown in the context of the R band outburst light curve in 
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Figure 7.6: Near UV spectra of A 0620-00 (HSTjSTIS data from McClintock & Remil­

lard 1999) and GRO J0422+32. The spectra are strikingly similar, both showing strong 

Mg II emission and weaker Fe II emission. A 0620-00 data kindly provided by Dr. Jeff 

McClintock. 

Figure 7.1. Approximate magnitudes can be calculated from the PRISM/RD spectrum: 

U = 20.75 ± 0.04, B = 20.84 ± 0.03, V = 20.42 ± 0.04, R = 20.08 ± 0.04 On 1994 

September 5, approximately 10 days after the HST observations, Zhao et al. (1994a) 

measured magnitudes of V = 22.39 ± 0.27, R = 21.06 ± 0.10. The system remained at 

this level and this is representative of its subsequent quiescent state (V = 22.24 ± 0.14, 

R = 20.97 ± 0.10, Casares et al. 1995b.) At the time of the observations described here, 

GRO J0422+32 was thus brighter by one magnitude in the R band and two magnitudes 

in V. This is a significant difference, both in flux and in colour, and it is very unlikely 

that the HST calibration could be this much in error; the error estimates above include 

statistical errors, the documented 3-4 per cent photometric accuracy of the FOS (Keyes 

1997a) and allow for a miscentering uncertainty ±1 pixel. 

Clearly GRO J0422+32 was not completely quiescent at the time of the observations. 

Two possible interpretations of the (incomplete) light curve are suggested. The first is that 
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this was the final stage of a last, previously undetected, mini-outburst. If this is the case, 

then this mini-outburst occurred approximately 240 days after the last recorded one, con­

sistent with the mini-outburst recurrence time of 120 days. An alternative interpretation, 

suggested by Dr. Ping Zhao is that after the last observations around day 600, when Zhao 

et al. (1994b) measured R = 20.03 ± 0.11, V = 20.67 ± 0.22, the system remained on a 

plateau, finally dropping to quiescence just after the HST observations. This is plausible, 

as both R and V band magnitudes around day 600 are similar to values deduced from 

the PRISM/RD spectrum. The mini-outburst interpretation is in a sense simpler, as it 

involves only the extrapolation of the previous outburst behaviour - uniformly separated 

mini-outbursts superposed on a uniform decline. Invoking a plateau, while not unprece­

dented in other systems (e.g. XTE J2012+381, Figure 6.1), would require a new kind of 

behaviour for GRO J0422+32. 

At this time, GRO J0422+32 was obviously very close to quiescence, and this is seen 

in its spectrum; Balmer line and Mg II emission are both characteristic of quiescent SXTs, 

and Mg II was not seen in outburst either in GRO J0422+32 (Shrader et al. 1994) or in 

GRO J1655-40 (Section 3.5). This suggests that the state of the system is close to that 

in quiescence and supports the interpretation of the continuum spectrum as non-thermal 

emission from an advective accretion flow, with a somewhat higher M than in quiescence. 

The existence of advective flows, even in fully quiescent SXTs, is by no means proven. 

A more traditional view of an SXT shortly before quiescence would be that a cooling 

wave has propogated a long way through the disc, so that the outer disc is cool and 

optically thin, the low state of the disc instability model, whilst the inner disc remains 

hot and optically thick. As noted in Section 7.2.6, this interpretation of the spectra is not 

ruled out, provided that Balmer continuum emission from the outer disc has exactly the 

right strength to fill in Balmer continuum absorption from the optically thick part of the 

disc. A final possibility is that a disc is present but that continuum emission originates 

as synchrotron emission from a corona above the disc, rather than from the disc surface. 

It should be noted that none of the models discussed can adequately account for the 

apparent far-UV upturn. It is therefore unfortunate that the reality of this effect cannot 

be conclusively proven as it would provide important constraints on the system structure 

at this time. 

Discrimation between the possibilities discussed is not possible with this data set. The 

situation would be greatly improved by: 



7.4 Discussion 168 

1. Higher spectral resolution (and signal-to-noise) in the red spectrum. This would 

permit direct measurement of the fraction of light from the companion, resulting in 

a more accurate red spectrum of the accretion flow. 

2. Several epochs of data near quiescence. Then, spectral evolution studies would be 

possible. Advective models, for example, make definite predictions of how the bright­

ness and peak frequency of the synchrotron peak should change as if decreases. 



Chapter 8 

CONCLUSIONS 

To a large extent, the original goals of this work were defined by the state of the litera­

ture when the HST target-of-opportunity (ToO) proposal was first written by Dr. Carole 

Haswell, and by the questions raised by the earlier observations of X-ray Nova Muscae 

1991 under director's discretionary time (PI Panagia; Cheng et al. 1992). At that time the 

issue of advection had yet to be raised for SXTs and although X-ray irradiation had been 

considered (e.g. Thchman, Mineshige & Wheeler 1990; Mineshige, 'TUchman & Wheeler 

1990), it was not treated as a dominant effect. Rather, the 'standard' disc instability 

model, as developed for CV s was applied and Cannizzo, Chen & Livio (1995), for exam­

ple, briefly discuss irradiation, but assume that it does not affect the outburst evolution 

and, in particular, the propagation of heating and cooling fronts. Cheng et al. (1992) 

interpreted the HST opticaljUV spectral energy distribution of X-ray Nova Muscae 1991 

in terms of a viscously heated black-body disc spectrum with no correction for X-ray heat­

ing. A major concern of that study was to look for a signature of an inward propagating 

cooling wave in the evolution of the spectral energy distribution. This was expected to 

produce a turn down in the spectrum at long wavelengths (beyond the peak of the Planck 

spectrum of the coolest region inside the cooling front.) No such cooling wave signature 

was seen in X-ray Nova Muscae 1991, and a major theme of subsequent HST ToOs has 

been to search for this more carefully in other systems. To date, this improved test has 

not been possible; GRO J0422+32 was observed very late in outburst, and neither it, nor 

GRO JI655-40, showed the characteristic black body disc spectrum. 

In hindsight, it is not at all clear that the cooling wave signature predicted is appro-
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priate, as there has in the last decade been an increasing appreciation of the importance 

of X-ray irradiation in outbursting SXTs. The viscously heated black body disc spectrum 

used by Cheng et al. (1992) is not applicable to a strongly irradiated disc. Further, King 

& Ritter (1998) have examined the outburst evolution expected in the presence of strong 

X-ray heating and in their model, the cooling wave cannot propagate at all for most of the 

outburst, although this picture has not gone unchallenged (see Wheeler 1999 and Can­

nizzo 1999 for a recent discussion.) This thesis has found evidence for X-ray irradiation in 

GRO J1655-40 (Chapter 4) and XTE J2123-058 (Chapter 5) reinforcing the importance 

of the effect. The strongest case is presented by the echo-mapping experiment performed 

by HST and RXTE which revealed clear evidence for X-ray reprocessing in the disc of 

GRO J1655-40. The presence of several Bowen fluorescence lines of 0 III and N III in this 

system also indicates significant EUV irradiation of the emission regions. If the decaying 

warp model of Esin, Lasota & Hynes (1999) for the X-ray vs. optical anti-correlation is 

correct then substantial heating of the companion star is also required, as suggested by 

other authors (see discussion in Section 4.8.) The continuum (and possibly N I1I/C III) 

lightcurves in XTE J2123-058 also indicate strong companion star heating, and the ex­

tremely blue spectral energy distribution and the presence of high excitation emission lines 

(e.g. C IV) in this system reveal high temperatures and excitation levels probably energised 

by X-ray heating and photoionisation. While no direct evidence of heating is available for 

XTE J2012+381 (Chapter 6), the pronouncedly linear decay of its X-ray outburst is con­

sistent with the model of King & Ritter (1998) for an X-ray heated disc in a long period 

system. 

Another effect not considered by earlier studies such as Cannizzo, Chen & Livio (1995) 

is the possibility of advection dominated accretion flows. If these represent the correct 

model for a quiescent SXT, then any interpretation of the outburst rise and late decline 

must take advection into account. Hameuryet al. (1997), for example, present a model 

for the rise of the 1996 outburst of GRO J1655-40 in which the presence of an advective 

flow modifies the disc instability model and dictates the rise behaviour. The observations 

of GRO J0422+32 late in outburst described in Chapter 7 appear to support some kind of 

non-thermally emitting accretion flow. There are some discrepancies when compared with 

current spectral predictions of advective flows, but other predictions of the models are 

borne out by the data (for example the spectral slope in the near-UV and the wavelength 

of peak emission for a given luminosity.) The comparison is, however, on uncertain ground 
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until it is clear what difference, if any, will be made by allowing for the positive Bernoulli 

constant of the advective accretion flows and possible consequent outflows (Blandford & 

Begelman 1999). The possible detection of P Cygni profiles in GRO J1655-40 (Chapter 

4) indicates outflows likely do occur when the systems are luminous. Their significance in 

low-luminosity states remains an open question. 

The parallels between the behaviour of He II and Balmer lines seen in XTE J2123-058 

and the SW Sex phenomenon are an unexpected development (Chapter 5). These likely 

indicate that the accretion stream overflows the disc. The author's preferred interpreta­

tion, in terms of a magnetic propeller, requires that this overflow stream is then ejected 

from the system. It may be that this effect is relatively minor, albeit very visible, and does 

not modify the outburst evolution. It may be that a disc-anchored propeller is required 

to explain this behaviour, since the compact object is a rapidly rotating neutron star. If 

this is the case then there could be important consequences for the outburst evolution; 

ejection by a disc anchored propeller will remove significant angular momentum from the 

disc (Wynn & King 1999, priv. comm.) which is likely to influence outburst evolution. 

In conclusion, the interpretation of SXT outbursts now appears more complex than it 

did when this project was conceived. Strong X-ray irradiation of disc and companion star, 

significant energy advection in the inner accretion flow at low luminosities, outflows and 

removal of angular momentum by a magnetic propeller could all influence the outburst 

evolution. Further, and more comprehensive, observations of SXTs in outburst will be 

required to untangle the multiplicity of contributing factors. 
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APPENDIX A 

THE RELATIVE FLUX CALIBRATION PROCEDURE 

FOR XTE J2123-058 SPECTROSCOPY 

In this appendix is outlined the procedure used to perform relative flux calibration of 

WHT /ISIS spectroscopy of XTE J2123-Q58 (Section 2.5.4). Assume that after optimal 

extraction and wavelength calibration, there are n count rate spectra of the object, Xi(>') 

and comparison star, Ci(>'). Spectrum n is a reference wide slit observation. Henceforth, 

all quantities can be assumed to be functions of wavelength, and this will not be explicitly 

indicated. The procedure is as follows. Several stages are illustrated in Figure A.1. 

1. First sum the counts from the comparison star spectra to produce a high signal-to­

noise count rate spectrum. The purpose of this is to define the line spectrum, 

Csum = LCi. (A.l) 

2. Next flux calibrate all of the comparison spectra in the usual way to produce Xi, Ci 

and C sum . Of these, only Xn and C n are correctly flux calibrated; the other C i are 

subject to slit losses. Since it is a sum over a range of extinctions, Csum will further 

have been inappropriately corrected for extinction. Neither of these difficulties affect 

the results, as it is assumed that the comparison star spectrum is constant. 

3. Then divide all of the comparison star spectra by Csum ; provided all are treated 

the same, it does not matter what they are divided by. The choice of Csum arises 

because i) it gives the highest signal-to-noise description of the line spectrum, ii} it 

has a similar flux distribution to the individual spectra. After division by this, there 
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Figure A.I: Stages of comparison star processing for calibration of spectra of XTE J2123-

058. Upper panel shows the count rate spectrum, centre panel is approximately flux 

calibrated, lower panel is a ratio spectrum formed by division by a calibrated sum of all 

comparison star spectra. The fit to this (R~) is plotted over this. 
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are, therefore, a series of slowly varying and approximately flat ratio spectra, 
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(A.2) 

These can then be fitted with a low-order cubic spline function, Ri, so that we do 

not propagate noise. 

4. From an individual observed approximately calibrated spectrum, Gi, the correctly 

calibrated spectrum can now be recovered as 

C' R~C 
i = R~ i· 

I 

(A.3) 

.5. As the object spectra are expected to be subject to the same slit losses, transparency 

variations, etc. as the simultaneous comparison, the same transformation can finally 

be applied to them: 

X, R~X 
i = R~ j. , (A.4) 

These Xi are the true, corrected spectra of the object, subject to the assumptions 

that i) the object suffers the same slit losses as the on-slit comparison and ii) the wide 

slit comparison spectrum, On is correctly calibrated. The advantage of this procedure 

is that the correction R~/ Ri is a slowly varying, noise-free function which nevertheless 

encapsulates all the information required about changing wavelength dependent slit losses 

and transparency variations. 



APPENDIX B 

THE OPTIMAL EXTRACTION OF BLENDED SPECTRA 

B.l Introduction 

A common situation in observational astronomy is to seek accurate photometric or spec­

troscopic information about stars within crowded fields, i.e. where the nearest neighbour 

stars are blended with the stars of interest. This is a particularly common situation for 

X-ray binaries, most of which are faint Galactic plane objects. A solution to the photo­

metric problem has long been available in various implementations of Stetson's DAOPHOT 

program (Stetson 1987). For crowded field spectroscopy, however, no widely available 

solution exists. A possible approach to the problem is described in this Appendix and has 

much in common with DAOPHOT. The spectroscopic solution also seeks to be optimal, in 

the sense that it should yield the highest signal-to-noise spectra available from the data. 

It thus derives from optimal extraction methods developed for unblended spectra (Horne 

1986; Marsh 1989). The method is described in the context of the WHT observations of 

XTE J2012+381 described in Sections 2.6 and 6.3. Another application, to more recent 

quiescent data on V404 Cyg, is provided in Section B.5 to illustrate the reliability of the 

method. The implementation uses IDL routines operating on FITS images. 

B.1.l Point Spread Function Fitting of Photometric Images 

An approach to crowded field photometry was presented by Stetson (1987), in the form 

of the DAOPHOT program. This has since become the standard tool for this problem. It 

was used, in its IRAF implementation, in Section 2.2. DAOPHOT attempts to model the 
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image as a superposition of a slowly varying sky background and a number of stellar point 

spread functions (PSFs). 

The sky background is determined for each star by measuring the mode of the count 

rate within an annulus centred on the star. This is an estimate of the most likely back­

ground count rate at the star position, including non-sky effects such as other stars, diffuse 

emission nebulae, etc. There is a flaw in this method, as discussed by Stetson: while the 

background estimate should include other undetected stars, it should, ideally, exclude de­

tected stars, which will be explicitly fitted later. In principal, a better approach should 

be to simultaneously fit a smoothly varying function to the background and PSFs to the 

detected stars. In practice however, this appears to increase the random scatter in the 

derived photometry in return for no detectable difference in the mean derived results. This 

implies that the systematic error introduced by including detected stars on the modal sky 

estimate is negligible. 

The approach to modelling stellar profiles is a semi-analytical one. It is possible to 

model PSFs using a purely analytical function, for example a bivariate Gaussian. The 

disadvantage is that such a function will never be a perfect fit to the true PSF. One 

can add additional free parameters, but this will increase the computation time and the 

sensitivity to noise. Alternatively, one can construct a purely empirical function by inter­

polation of data. This approach works on well sampled data, but interpolation performs 

very unreliably on undersampled data. Under good conditions, a PSF will typically be 

undersampled in the core, but well sampled in the wings. Fortunately the core of stellar 

images is well understood (King 1971), taking a seeing-dominated Gaussian form; it is 

mainly in the wings, which are well sampled, where deviations from Gaussian form occur. 

DAOPHOT exploits this by initially fitting a Gaussian function to the core. An analytic 

function such as this can readily be integrated to match undersampled data. The residuals 

to the Gaussian fit will be most pronounced in the wings of the profile where instrumental 

distortions become important. These are accounted for by constructing an interpolated 

correction function. This hybrid fitting procedure exploits the advantages of both the 

analytic and empirical methods, and the same strategy will be adopted in modelling the 

spatial profiles of spectra. 

After construction of an average PSF from one or more template stars is complete, 

one can proceed to fitting the model PSF to the image. For computational efficiency 

this process is divided up. A critical separation is defined such that two stars separated 
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by greater than this can be fitted independently. Detected stars are then divided into 

mutually exclusive groups such that a group contains all stars that are within the critical 

separation of another star in the group. Each group is then fitted in turn using an iterative, 

linearised least-squares method to obtain the final stellar magnitudes and positions. This 

is weighted based on an estimate of the error in each pixel value and the distance from the 

profile centre; the latter term is included to reduce the sensitivity to pixels moving in and 

out of the fitting region as the profile centre is adjusted. The weights are also dynamically 

adjusted to give lowest weight to points with large residuals; this reduces the sensitivity 

to cosmic rays and bad pixels. 

B.1.2 Optimal Extraction of Spectra 

Just as photometric stellar images are smeared out by the point spread function, stellar 

spectra are also spatially extended. To extract a spectrum from a two-dimensional image 

thus requires summing over a finite range of pixels. For bright, isolated objects this is not 

a problem; one could simply sum over an arbitrarily wide spatial range of pixels to include 

the majority of recorded counts at a given wavelength. For fainter objects, this summation 

is compromised by the background sky counts; at some point these become comparable to 

those from the star and the Poisson noise in the sky level degrades the extracted spectrum. 

Integrating over only the core of the spatial profile minimises the noise from the sky, but 

also discards the counts recorded in the profile wings. While the information in the wings 

is less valuable than that in the core (because of the extra noise from the sky counts), it 

is still information and could be used to refine the spectrum estimate obtained from the 

profile core. The key is that the information in the wings is less valuable than that in the 

core: this suggests that in extracting the spectrum a lower weight should be given to the 

wings than to the core, rather than simply throwing them away. This is the essence of 

the optimal extraction method: to sum over the whole spatial profile, but to use variable 

weights to maximise the quality of the derived spectrum. 

To derive the optimal weighting scheme requires stating the problem more formally; 

this discussion follows that of Horne (1986). For a given pixel step in wavelength, it 

is assumed that a model exists for the spatial profile as a function of the spatial pixel 

number i; this model is denoted by PiA' Various models are possible and are discussed in 

Section B.2. The optimal extraction scheme is independent of the profile model adopted. 

It is also assumed that a model exists for the sky background to be subtracted; this can 
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be determined, for example, by fitting a polynomial to each column (i.e. approximately 

constant wavelength) with the spectra masked out. The weighting scheme to be optimised 

is denoted by WiA, and finally the recorded sky subtracted count rate is DiA,' For any 

pixel, the flux can be estimated from Do..! Pi),· Each spatial pixel gives an independent 

estimate of the flux (provided errors are not spatially autocorrelated, for example as a 

result of resampling the image). The 'optimal' estimate of the flux can then be formed 

from a weighted average of these single pixel spectrum estimates: 

(B.1) 

The optimal set of weights, WiA" can be defined as those that minimise the variance of 

F),. The derivation of the appropriate weights is discussed in more detail in Section B.3, 

where the method is generalised to the extraction of multiple profiles. 

B.2 The Spatial Profile 

The first step in deblending spatial profiles is to define how the profile of a single star 

should look. Several methods have been proposed for this. Horne (1986) normalises the 

observed count rates for each column, then fits a low order polynomial to each line of 

the data. This has the advantage of making no a priori assumptions about the spatial 

profile, but is inappropriate for spectrum deblending because his spatial profile is only 

defined in pixel steps; it cannot easily be transferred to another star which samples the 

spatial profile differently. In principle, one could interpolate between pixels, but this is 

dangerous when the spatial profile is undersampled, as is often the case (even where the 

seeing is poor enough that the spatial profile would become oversampled, it is common 

to bin to reduce readout noise). Horne's method is also only appropriate for spectra with 

small distortion, i.e. nearly parallel to CCD columns. Marsh (1989) describes an extension 

of this empirical approach which works even for very distorted spectra. His method also 

produces well sampled spatial profiles which can be transferred to another star on the slit, 

taking advantage of the fact that strong distortion of the spectrum will lead to different 

columns sampling the spatial profile differently. This would be the method of choice for 

distorted, blended profiles. In the case of the WHT data on XTE J2012+381, however, 

the distortion is very slight so this method will not work; even by combining columns, the 

spatial profile is not well sampled. 

For XTE J2012+381 it is therefore necessary to fall back on an alternative methodology, 
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bearing in mind that for some blended spectra the more general method of Marsh (1989) 

will work. The alternative is simpler to visualise, since it involves fitting a analytical 

profile in the spatial direction rather than a general function in the dispersion direction. 

This method has been successfully applied to IUE (Urry & Reichert 1988) data using a 

Gaussian profile, 
1 ((X - XO)2) 

G(x) = 0'v'21r exp - 20'2 (B.2) 

where x is the spatial coordinate and 0' is the Gaussian width. As noted above, a Gaussian 

model will often give a good fit to the seeing dominated cores of spatial profiles. It will 

generally underpredict the extended wings present due to instrumental imperfections, 

however. An effective refinement to this is to use a Voigt profile, a convolution of a 

Gaussian profile with a dispersion profile: 

1 'Y 
F{x) = 411"2 (x - xo)2 + b/411")2 (B.3) 

where 'Y is the damping constant of the dispersion profile (Gray 1992). Defining u -

(x - xo)/O' and a = 'Y/411"0', the Voigt function can be written (Gray 1992) as 

1 a /00 exp{ -un 
V(u, a) = r:;; - { )2 2du1. 

V 11"0' 11" -00 U - 1.£1 + a 
(B.4) 

This function provides the desired Gaussian cores, but also gives an independently variable 

extension in the wings. It was found that these provided a very good fit to the WHT spatial 

profiles. The resulting systematic residuals to the fit are very small; a numerical correction 

method similar to that used by DAOPHOT can be used to refine the fit even more. In the 

case of the data on XTE J2012+381, the resulting semi-analytical profiles fit the data with 

no detectable systematic error; see Figure B.1. 

The first step is to perform an unconstrained fit to each row of the data, with the 

centre, Gaussian width, Voigt damping parameter and normalisation as free parameters. 

A downhill simplex (amoeba) algorithm is used to obtain the best-fit parameters (Press 

et a1. 1992). No attempt is made to reject bad pixels or cosmic rays at this stage, as these 

will show up as anomalous parameter values. Of these parameter values, it is the profile 

centre, width and damping that define the normalised profile. All of these parameters can 

be expected to vary smoothly in wavelength, so after obtaining fitted values, a low order 

polynomial in wavelength is fitted to each parameter, rejecting anomalous values that may 

have been affected by cosmic rays. A fourth order polynomial was found to be adequate 

for XTE J2012+381; Figure B.2 shows both raw fitted values and the polynomial fits for 

the Gaussian width and Voigt damping parameter; the variation in the profile centre is 
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Figure B.1: Fit to spatial profiles in the red part of the WHT spectrum of XTE J2012+381. 

Data is shown by points, the model profile is dashed and the dotted lines indicate the De­

blended components. Both data and fits have been summed over 20 pixels in the dispersion 

direction to reduce noise and illustrate the quality of fit achieved. On the left is the fit to 

the spatial profile of the template star. On the right is the two-profile fit to the stars of 

interest. This figure duplicates Figure 2.6 for convenience. 

tiny. These polynomial fits, together with the normalisation such that l:i ~ = 1 define 

the spatial profile as a function of wavelength. 

If, as in this case, the difference in brightness of the two stars is very large then it 

becomes crucial that the wing of the brighter star be very well fitted to avoid contamination 

of the fainter star. This is achieved using a numerical correction to the (Voigt) model 

profile. As anticipated, the error involved in assuming a Voigt profile is only important 

in the extreme wings of the profile: the core is very well fitted indeed. It is therefore 

possible to define a numerical correction factor (observed profile divided by model) at the 

sampled points and then interpolate this to obtain a general correction function for any 

pixel sampling. Since this involved the extreme wings of the line, where signal-to-noise 

will be poor, it was found that such a correction could not be defined meaningfully as 

a function of wavelength; instead a single, averaged, wavelength independent correction 

is determined. A symmetric profile is also assumed. This is a valid assumption for the 

WHT spectra; hence the correction is simply a function of distance from the profile centre. 
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Figure B.2: Wavelength dependence of the Voigt profile fitting parameters, the Gaussian 

width and the Voigt damping parameter. Points mark fits to individual pixels in the 

dispersion direction, with no binning. The solid lines are low-order polynomial fits to the 

parameters. 

Given higher quality data, an asymmetric, wavelength dependent function could readily 

be used. 

Assuming that there are no changes in focus along the slit (or at least the restricted 

part of it which is used) and that the separation between stellar images (in pixels) is 

independent of wavelength, the only additional information required to define the profiles 

of the blended stars is the separation of each from the template star. For spectra with 

minimal distortion, this is easy to obtain by performing an initial fit to the average of 

several rows of data, leaving the centres of the two blended profiles as free parameters. 
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Distorted spectra would require that the distortion (known from the fits to the template 

profile) be removed by resampling the data for this initial fit only. 

B.3 Fitting Profiles 

Assuming that the fit to the spatial profile for the template star is satisfactory, the centre 

position and normalised profile as a function of wavelength are known, and the spectral 

extraction itself can be performed. The discussion begins with the simple case of fitting 

a single profile, before generalising to two (or more) profiles. This is a particularly easy 

case, since the centre and shape of the model profile are known, and it is only required 

to normalise it to fit the data. This first part of this discussion is adapted from Horne 

(1986) and Marsh (1989) and elaborates on Section B.1.2. For a given row parallel to the 

slit, let Pi! be the normalised profile as a function of spatial pixel i, such that Ei Pi = 1. 

Denote the sky subtracted count rate by Di and its variance by Vi. An unbiased estimate 

of the total count rate across the whole profile can be formed using a single pixel value by 

Fi = Dd~, since Pi is normalised. A better estimate will be to form a weighted average 

of such estimates: 
F = Ei Wi Di / Pi . 

EiWi 
(B.5) 

The simplest weighting scheme is Wi = Pi, which reduces to a simple sum across the 

full defined aperture. The optimal weighting scheme is that which minimises the variance 

of F. This can be achieved by weights inversely proportional to the variances of the 

individual pixel estimates of Fi = Dd Pi· Since (7Fi = (7DJ Pi, 

(B.6) 

The optimal extraction scheme is then: 

(B.7) 

Horne (1986) notes the equivalence between this weighted average method and fitting 

a known profile to data of variance Vi. This equivalence will be the key to approaching 

blended spectra. In seeking a fit of a model to data, it is common to measure the badness 

of fit of the model using the X2 statistic; in this case defined by 

X2 = L (Di - F ~)2 . 
. Vi 
I 

(B.8) 

IThe ~ subscript will be dropped from here onwards for simplicity. 



B.3 Fitting Profiles 196 

An optimal solution is then one which minimises X2 with respect to F. In this simple 

case, the necessary expression for optimal F can be derived analytically by requiring 

~X2 = L -2Pi Di + 2FPl = 0 
dF . Vi , {B.9} 

(B.lO) 

This is the same result as was obtained by considering an optimally weighted sum­

mation. Unlike that method, however, this approach is readily generalised to deblending 

multiple profiles. Consider profiles Pij (j = 1 ... N) to be fitted yielding N spectra Fj. 

The badness of fit statistic is then 

(B.ll) 

and the optimal solution requires 

(B.12) 

for all j. In general, these N constraints will yield N simultaneous equations with N 

unknowns: Fl'" FN. This can be solved as a straightforward problem in linear algebra. 

Consider the two-profile case applicable to the XTE J2012+381 data. For convenience 

write FI == I, F2 == g, Pil == Pi and Pi2 == qi· Then 

(B.13) 

and so 

(B.14) 

(B.15) 

These equations appear more complex than they are, since I and 9 are independent of 

i and are the only quantities that are not known or assumed a priori. Define the following 

statistics: 

A - LP?!V; 

B - Lq;/V; 

c - LPiqi/Vi 
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D = LPiDd~ 

E - LqiDd~. 

The two equations then take the form 

with solution 

AI - D+ Cg 0 

Bg-E+CI = 0 

I -

g -

D/C-E/B 
A/C-C/B 
E/C-D/A 
BIC-C/A' 
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(B.16) 

(B.17) 

(B.18) 

One of the great strengths of optimal extraction algorithms is that the spatial profile is 

known. A cosmic ray or bad pixel, even when it lies on top of the spectrum, will have 

a different spatial profile, and hence can be recognised and rejected. This means that 

instead of removing cosmic rays from the extracted one-dimensional spectra, and rejecting 

a whole pixel step in wavelength, they can be removed from the two-dimensional spectra, 

retaining the information in the uncontaminated pixels. While this process is easy to 

do by eye, it proves difficult to train a computer to recognise cosmic rays automatically, 

especially when multiple profiles are being fit. Given a first approximation to the profile, 

bad values can be rejected by an iterative sigma-clipping algorithm (Horne 1986). The 

strategies used in this work to obtain the crucial first approximation are described here. 

Beginning with the simplest case of recognising contamination of a single profile, the 

method relies on the fundamental equation of Horne's method: Fi = Dd Pi (see Section 

B.3). From this equation, the integrated flux across the profile can be estimated from 

a single pixel value; each pixel gives an independent estimate of the integrated flux. A 

contaminated pixel will then give an anomalous estimate. If this estimate is severely wrong, 

as is often the case with cosmic rays, then a straight average may be very much in error, 

leading to subsequent rejection of good data. A better method is to take the median value 

as the first estimate for the integrated flux. This then gives a first approximation to the 

fitted profile which forms the basis for subsequent refinement with iterative sigma-clipping. 

Where two independently fitted profiles are involved more care is needed. The only 

case considered here is that one star is brighter than the other at all wavelengths in the 



B.5 V 404 Cyg: Another Application of the Algorithm 

1.2 

1.0 

~ 
!! 0.8 
C 
" o 
u 
• 0.6 

~ .. 
IX 

0.4 

0.2 

I 
I 
I 
I 
I 
I 

I 
I 
I 
I 

0.0 L....... ........... ~..!..-.......:i::.............J..... ................... ...;::E,:;.;;..,:::::............J. .......... ~ ......... I.o........ ........... ..........J 
-40 -30 -20 -10 0 10 20 

Plx.1 ott •• t from templat. atar 

198 

Figure B.3: Best (solid) and worst (dashed) average spatial profiles of V404 eyg from 

1999 July 7/8. Peaks are from left to right, the blended companion star, V404 eyg and 

the profile template star. The profiles have been scaled such that the peak flux from the 

template star is unity. 

spectrum (true for all data included here.) For the brightest star, a profile region is 

selected from the midpoint between the two stars to an arbitrary cutoff on the other side. 

Within this region, the profile of the brighter star is expected to dominate, so the median 

ratio method described above for single stars can be applied. This gives an approximate 

normalisation for the brighter stellar profile, which can then be subtracted. The median 

ratio method is then applied to the remaining profile of the fainter star to estimate a 

normalisation for this. With an approximate normalisation for both profiles, iterative 

sigma-clipping can be used to refine the list of rejected pixels. 

B.5 V404 Cyg: Another Application of the Algorithm 

Another X-ray binary for which this deblending method is appropriate is V 404 eyg, as this 

has a fainter companion star 1.5 arcsec away. There is no physical association between the 

two. Observations were obtained of V 404 eyg in quiescence using WHT IISIS on 1999 July 

6-8 under a programme not directly contributing to this work; a summary of preliminary 

results is presented to illustrate the power of the deb lending method. 

The instrumental configuration was optimised to minimise readout noise, hence allow-
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Figure B.4: Deblended spectra of V404 Cyg and the blended star. All the spectra from 

1999 July 7/8 have been averaged. The deblending algorithm has clearly Heparatt~d the 

spectra cleanly. Note the contrast between Ha emission in V 404 Cyg and absorption in 

the blended star, and also the smoothness of the (noisier) continuum in the blended 8tnr. 

ing a relatively fast cycle time (in comparison to previous spectroscopy of this object), 

with 180 s exposures. The R316R grating was used with the TEK4 CCD and a 4 arc/me 

slit was used to minimise slit losses. Images were de-biased and Hat-fielded with IRAF 

in the way described in Chapter 2. It should be emphasised that both the reduction, 

and especially the application of this extraction method are preliminary; hence several 

anomalies can be seen in the figures. The results can be improved by some fine-tuning 

of extraction parameters and checking by hand for unrejected cosmic rays and incorrectly 

fitted profiles. Even so, the present treatment illustrates what can be achieved. Figure B.3 

shows two examples of averaged (in wavelength) spatial cuts with respect to the centre of 

the template star. The images with the best and worst seeing from the night of July 7/8 

were chosen. The fainter star is clearly blended with V 404 Cyg even in the best ima.ge 

(seeing'" 0.4 arcsec.) 

The optimal deb lending algorithm was applied with two simplifications. Because the 

goal of this project was to obtain the highest time-resolution practical, the signal-to-noise 

ratio of individual frames was not high. Because of this, it was necessary to perform initia.l 

profile fitting in 51 pixel bins in the dispersion direction (giving 20 bins along the spee-
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Figure B.5: Continuum light curves of V404 Cyg and its blended companion, and Ha 

emission light curve of V404 Cyg. Note that the vertical range of the Ha plot is much 

larger than for the continuum light curves. 

trum). It was also not possible to form a profile correction for the wings. Since, however, 

the difference in brightness of the two stars is less extreme than for XTE J2012+381, a 

pure Voigt function is adequate. 

Figure BA shows the average extracted spectra of the two blended stars from July 

7/8. The spectra appear to have been separated very cleanly, with no obvious crosstalk 

between the two. Ha is clearly in emission in V 404 eyg and absorption in the blended 

star. There is also a lot of structure in the spectrum ofV404 Cyg (e.g. 6600-6900 A) which 

is not present in the spectrum of the blended star which appears largely featureless. As 

V404 Cyg is brighter, the signal-to-noise ratio of its spectrum should be higher and hence 
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these features must be real; they likely arise from the late-type companion star which 

dominates in quiescence. The blended star, in contrast, appears to be of early spectral 

type2 . 

Figure B.5 shows light curves of continuum from both stars and Ha emission from 

V 404 eyg for the night of July 7/8. Spectra were normalised relative to the template 

star to approximately remove variable slit loss and transparency effects. Large variations 

are seen in Ha and smaller correlated variations in the continuum of V 404 eyg. The 

light curve of the blended star is largely smooth, though not flat indicating that there are 

calibration issues remaining to be resolved; simultaneous JKT photometry was obtained 

for this purpose. In particular, the light curve of the blended star shows little or no 

contamination from the large flare occurring at the beginning of the night in V 404 eyg. 

2To the author's knowledge, no spectrum of this star has previously been isolated. 


	311902_001
	311902_002
	311902_003
	311902_004
	311902_005
	311902_006
	311902_007
	311902_008
	311902_009
	311902_010
	311902_011
	311902_012
	311902_013
	311902_014
	311902_015
	311902_016
	311902_017
	311902_018
	311902_019
	311902_020
	311902_021
	311902_022
	311902_023
	311902_024
	311902_025
	311902_026
	311902_027
	311902_028
	311902_029
	311902_030
	311902_031
	311902_032
	311902_033
	311902_034
	311902_035
	311902_036
	311902_037
	311902_038
	311902_039
	311902_040
	311902_041
	311902_042
	311902_043
	311902_044
	311902_045
	311902_046
	311902_047
	311902_048
	311902_049
	311902_050
	311902_051
	311902_052
	311902_053
	311902_054
	311902_055
	311902_056
	311902_057
	311902_058
	311902_059
	311902_060
	311902_061
	311902_062
	311902_063
	311902_064
	311902_065
	311902_066
	311902_067
	311902_068
	311902_069
	311902_070
	311902_071
	311902_072
	311902_073
	311902_074
	311902_075
	311902_076
	311902_077
	311902_078
	311902_079
	311902_080
	311902_081
	311902_082
	311902_083
	311902_084
	311902_085
	311902_086
	311902_087
	311902_088
	311902_089
	311902_090
	311902_091
	311902_092
	311902_093
	311902_094
	311902_095
	311902_096
	311902_097
	311902_098
	311902_099
	311902_100
	311902_101
	311902_102
	311902_103
	311902_104
	311902_105
	311902_106
	311902_107
	311902_108
	311902_109
	311902_110
	311902_111
	311902_112
	311902_113
	311902_114
	311902_115
	311902_116
	311902_117
	311902_118
	311902_119
	311902_120
	311902_121
	311902_122
	311902_123
	311902_124
	311902_125
	311902_126
	311902_127
	311902_128
	311902_129
	311902_130
	311902_131
	311902_132
	311902_133
	311902_134
	311902_135
	311902_136
	311902_137
	311902_138
	311902_139
	311902_140
	311902_141
	311902_142
	311902_143
	311902_144
	311902_145
	311902_146
	311902_147
	311902_148
	311902_149
	311902_150
	311902_151
	311902_152
	311902_153
	311902_154
	311902_155
	311902_156
	311902_157
	311902_158
	311902_159
	311902_160
	311902_161
	311902_162
	311902_163
	311902_164
	311902_165
	311902_166
	311902_167
	311902_168
	311902_169
	311902_170
	311902_171
	311902_172
	311902_173
	311902_174
	311902_175
	311902_176
	311902_177
	311902_178
	311902_179
	311902_180
	311902_181
	311902_182
	311902_183
	311902_184
	311902_185
	311902_186
	311902_187
	311902_188
	311902_189
	311902_190
	311902_191
	311902_192
	311902_193
	311902_194
	311902_195
	311902_196
	311902_197
	311902_198
	311902_199
	311902_200
	311902_201
	311902_202
	311902_203
	311902_204
	311902_205
	311902_206
	311902_207
	311902_208
	311902_209
	311902_210
	311902_211
	311902_212
	311902_213

