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Abstract 

Nuclear magnetic resonance has become a key medical tool for clinical diagnosis, 

monitoring, and intervention. This foremost imaging modality is routinely used to assess a 

broad range of pathologies which include breast cancer, glioblastoma brain tumours, 

neurodegenerative diseases, and knee lesions. In contrast to other imaging modalities such 

as computed tomography (CT) or X-ray, magnetic resonance does not utilise ionising 

radiation. Thereby, avoiding harm to patients. Its non-invasive character and excellent soft 

tissue contrast allow detecting diseases earlier and with higher precision than ever.  

However, access to magnetic resonance is restricted to a large extent because, to increase 

sensitivity, systems tend to employ high magnetic fields. Strong fields create compatibility 

conflicts with metallic implants and other medical instrumentation. More importantly, 

increasing the static magnetic field makes this technology more expensive and difficult to 

site due to higher upfront and maintenance costs, and increased safety concerns. Its use is 

therefore limited to advanced hospitals, making the technology beyond the reach of many 

patients throughout the world. Even major hospitals have constrained magnetic resonance 

resources, forcing them to prioritise their usage and exploiting only a fraction of benefits 

afforded by magnetic resonance technology. 

Ultra-low field magnetic resonance promises to be a more cost-effective alternative to 

conventional magnetic resonance systems as its hardware is simpler. Moreover, it is a good 

candidate for a mobile solution due to its smaller size, lower power consumption, lower 

weight, and reduced safety concerns. It is also more compatible with other instruments and 

can assess patients with implanted or lodged metals. Moreover, its frequency of operation 

provides unique resonance conditions which can open up novel applications to elucidate 

chemical or biological processes, such as directly mapping neuronal activity. 

The main components of conventional ultra-low field magnetic resonance systems are a 

shielding box that reduces interference with foreign magnetic fields, resistive coils to 

generate a range of magnetic fields, detectors to sense the magnetic resonance signal, and 

a console that governs the system. Generated magnetic fields are a strong pre-polarisation 

field to increase the intensity of the signal received, an adjustable measurement field which 

defines acquisition conditions, a radio frequency field to induce the signal, and a spatially 

varying linear gradient field which encodes the signal in space to produce images. Yet, 

although the power required to generate these fields is lower in an ultra-low field system 

than in a high field counterpart, the energy requirement of ultra-low field systems is still 
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significant and require pricey power amplifiers, which constrain systems' portability and 

increase their costs. Besides, ultra-low field systems intrinsically suffer from a smaller signal, 

which has motivated the use of sophisticated sensors such as superconducting quantum 

interference devices or atomic magnetometers. Notably, superconducting quantum 

interference devices require cryogenics, and atomic magnetometers have to be carefully 

isolated from strong pulsating magnetic fields. These sensing technologies are fragile, bulky, 

and expensive, hindering system portability, versatility, and affordability. 

This PhD project aims to develop methods leading towards a ‘truly' portable and low-cost 

ultra-low field magnetic resonance instrument. Current work focuses on the generation of 

the magnetic fields and the signal detection as these two major parts set the lower boundary 

for achievable signal quality, contrast versatility, and system dimensions, and delimit the 

requirements of the remaining parts.  

First, instead of using resistive coils to generate magnetic fields, we propose employing 

permanent magnets which can be dynamically repositioned. We arrange the permanent 

magnets forming a cylindrical configuration which can generate an adjustable measurement 

field and a switchable strong pre-polarisation field. This field versatility has been validated 

empirically with a static prototype. We also study the possibility of generating gradient fields 

through additional permanent magnets. Results suggest that it is possible to generate a 3D 

magnetic resonance image with a minimal number of magnets moved along simple 

trajectories. 

The second hardware development is comprised of methods to design inexpensive and 

robust detectors with exquisite sensitivity and rapid activation. High sensitivities are 

achieved by optimising the detectors with more accurate numerical models, exploring a 

more extensive range of arrangements, and considering most significant elements. These 

detectors traditionally delay acquisitions in the presence of the pulsed magnetic fields 

employed in magnetic resonance experiments. Here, this drawback is significantly 

attenuated through the combination of hardware and software solutions contributing to 

higher acquisition efficiency. A prototype resulting from these methods has empirically been 

tested, which validates the proposed models.  

Proposed magnets design provides required quasi-static magnetic fields in a compact and 

energy efficient manner without compromising system safety or decreasing field versatility. 

In addition, the detector methods developed provide perhaps the highest acquisition 

efficiency value amongst ultra-low field magnetic resonance sensors, allowing for room 
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temperature imaging with inherently robust detectors. Here presented novel methods pave 

the way towards a clinically relevant, low-cost, and portable ultra-low field magnetic 

resonance system.
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Chapter 1- Introduction 
Nuclear magnetic resonance (MR) has become the gold standard for an ever-growing 

number of applications1,2. Its imaging modality, magnetic resonance imaging (MRI), is 

routinely used in hospitals for a vast range of pathologies which include breast cancer 

screening, detection of glioblastoma brain tumours, and knee lesions3-5. The abundant 

information embedded in the MR signal, its exquisite tissue contrast, and its high spatial 

resolution allow early and reliable pathology detection3-5. Importantly, unlike other imaging 

modalities such as X-rays, computed tomography, and positron emission tomography, it 

does not use ionising radiation, hence avoiding patient harm1. 

However, owning an MR system is very expensive as higher sensitivity is achieved by using 

strong magnetic fields, which require sophisticated and power-hungry electronics and 

scarce materials, such as superconducting metals and liquid helium6. Hence, aside from 

system acquisition costs, maintenance costs of high field systems are also exorbitant. 

Moreover, high field systems impose a considerable siting constraint due to the safety 

concerns associated with strong magnetic fields. These demands place this valuable 

medical tool out of the reach of most of the people around the world7. MR resources are 

constrained even in most advanced hospitals, compelling them to prioritise its use and to 

limit its applications to a small fraction of what MR has been shown capable of8. 

The MRI community is well aware of the need to make this technology more cost-effective 

and to increase patient throughput9,10. This interest in developing more affordable MR 

systems has prompted research into lower field systems. Such MR systems with lower field 

strength can be categorised into two major groups according to their field strength. 

Generally, systems employing measurement fields down to 10 mT are considered low field 

MR; while systems covering the rest of the lower range are termed ultra-low field (ULF) MR. 

Although both low field and ULF systems are good low-cost MR candidates, ULF can have 

distinct complementary benefits given that the resonance frequency is orders of magnitude 

lower. The field dependence of MR mechanisms has shown to improve the detectability of 

some pathologies through an enhanced tissue contrast at ULFs11. Conveniently, with ULF 

MR it is possible to adjust the measurement field. This feature can be used to combine MR 

signals acquired at different measurement fields to extract information relevant for diagnosis 

through an effect known as T1 dispersion12,13. Moreover, these systems operate in the kHz 

frequency range, the effect of which is an enhancement of the coupling of the MR signal 
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with chemical or biological processes occurring on similar timescales. This effect can 

potentially provide new tools, such as direct imaging of neuronal activity14. 

Besides, ULF MR can be compatible with applications that would conflict with higher field 

systems due to magnetic field susceptibility or field strength related safety concerns15. For 

example, imaging in the vicinity of ferromagnetic materials produces large image artefacts 

and increases the risk of harmful heat deposition in patients15. These hazards exclude a 

considerable number of patients with metallic implants from being assessed by MRI. 

Similarly, despite the help MR could provide with time-critical decisions, victims of accidents 

at risk of having metals lodged in the body cannot undergo standard field strength MR 

because of potential hazards related to mechanical forces and heat deposition. The weaker 

magnetic fields employed in ULF MR systems make them also safer to operate in 

conjunction with other medical instruments, facilitating their presence in interventional 

scenarios where they could, for example, aid with image-guided surgeries16.  

System portability would further unleash the benefits and increase access to MR. For 

example, such a system could bring periodic breast cancer screening to rural and remote 

areas. Similar to ultrasound systems, portable MR systems could be used in rapid “point-of-

care” assessment. This facilitated access would reduce work overhead from multiple 

appointments and increase treatment success ratio through timely personalised treatments. 

It could also be deployed in disaster zones allowing for time-sensitive decisions following 

brain injuries or strokes, which can be decisive for treatment outcome. Reduced weight, 

lower power consumption, and weaker stray fields make the ULF approach a compelling 

candidate for portable MR. 

ULF MR systems have significant power requirements as fields are generated with resistive 

coils, which also limits achievable pre-polarisation field strengths15. Generating required 

fields with permanent magnets would considerably reduce the power consumption17. In this 

regard, permanent magnet based cylindrical Halbach configurations have been proven 

efficient in low field systems18,19. Further, ULF MR systems have to face an intrinsically low 

signal to noise ratio (SNR)15. To increase the sensitivity, sophisticated detectors such as 

Superconducting Quantum Interference Devices (SQUIDs)12,16,20-31 or Atomic 

Magnetometers (AMs) are often employed. However, to the detriment of the affordability 

and portability of ULF MR systems, these detectors are expensive, bulky, and fragile. 

Additionally, SQUIDs, which are perhaps the most employed detectors in high-end ULF MR 

systems, are dependent on cryogenics, which further hinders maintenance, portability, and 
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costs. The ideal portable ULF MR detector should be highly sensitive, affordable and robust. 

Therefore, air-core magnetometers have found application in ULF MR as they are robust 

and inexpensive, and can reach high sensitivity if carefully designed. Yet, existing methods 

proposed for the design of air-core magnetometers are based on simplified models and 

simulations using a reduced number of variables, potentially leading to sensitivity that is 

suboptimal. Moreover, air-core magnetometers cannot acquire signals quickly after strong 

magnetic field changes intrinsic to MR experiments, thereby significantly reducing their MR 

signal acquisition efficiency. 

This thesis reflects my work developing two key hardware components towards a portable 

and low-cost ULF MR: a versatile permanent magnet based ULF MR system and 

inexpensive yet highly sensitive detectors.  

1.1 Thesis outline 
This dissertation consists of this introductory chapter, a chapter discussing the background 

to the research, and then four chapters in article format describing the work regarding the 

permanent magnets and the detectors. There is then a final chapter offering an outlook on 

current and prospective work. The content of each subsequent chapter is presented here. 

Chapter 2 provides background information regarding signal and noise in MR, and 

associated hardware necessary to establish a framework for the present work. 

In Chapter 3 we study the feasibility of substituting traditional resistive coils with dynamically 

adjustable permanent magnets to generate an adjustable measurement magnetic field and 

a strong switchable pre-polarisation field suitable for ULF MR. A manual prototype is 

simulated and built to verify the magnetic field generation and validate the numerical 

approach. 

Chapter 4 provides a framework for 3D imaging based on the concepts introduced in 

Chapter 3. Thereby, we explore the possibility of generating a range of gradient fields 

through simple stepped translations of additional satellite permanent magnets. The path and 

orientation of these magnets are numerically optimised for different helical paths, for both 

one and two small permanent magnets. 

Chapter 5 presents a numerical method to facilitate the customisation of ULF MR coils and 

improve their sensitivity. This is achieved by means of more accurate numerical models and 

exploring a more extensive range of arrangements than previously proposed methods. The 



4 
 

accuracy of the numerical models is empirically validated through four different detector 

configurations. A global optimisation method is employed to solve for the larger number of 

decision variables.  

In Chapter 6 the work from Chapter 5 is furthered to gain sensitivity to MR signal and 

expedite signal acquisition. Unlike in Chapter 5 where the signal source was simplified to be 

far from the coil, here the sensitivity is optimised for a given volume of interest better 

representing the ULF MR scenario. Additionally, an ultra-low noise pre-amplifier design is 

proposed for enhanced sensitivity. Detector dead-time is also reduced by combining novel 

hardware and post-processing solutions. Proposed methods and designs are empirically 

verified with ULF MR experiments.  

Chapter 7 concludes the thesis, summarising the achievements of presented work, 

discussing the contribution of proposed methods towards an affordable and portable ULF 

MR system and its implications, and proposing future work lines. 
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Chapter 2- Theoretical foundation of ULF MR 
Magnetic resonance systems combine static and alternating magnetic fields to extract 

information from the nuclear spins present in the body or sample. The same physical 

principles apply from ULF to ultra-high field instruments. The theoretical foundation of MR 

is provided here forth. The first section describes the MR phenomenon, its dependence on 

externally applied magnetic fields, and its practical use through MR instruments. The second 

section describes the specific magnetic fields involved in MR experiments, disclosing 

common hardware approaches to their generation or detection. The third section portrays 

the noise sources present in MR experiments. The implications of the presence of noise in 

MR experiments is explained in section four. Section five presents methods aiming to reduce 

the limitations imposed by the noise. The chapter concludes with a description of commonly 

used ULF MR hardware configurations for in-vivo human experiments. 

 

2.1 MR signal 
The atomic nucleus has mass, electric charge, and angular momentum. The nucleus 

generates a magnetic dipole as a result of the electric charge distribution and the spin. Each 

nucleus has an intrinsic magnetic moment to angular momentum ratio, which is called the 

gyromagnetic ratio 𝛾𝛾. When exposed to an external magnetic field 𝐵𝐵�⃗ , nuclei with non-zero 

magnetic moment precess about the axis of 𝐵𝐵�⃗  at a frequency proportional to the magnitude 

�𝐵𝐵�⃗ � such that 𝜔𝜔 = −𝛾𝛾�𝐵𝐵�⃗ �. The hydrogen nucleus 1H is the most sensitive and stable MR 

element in the human body due to its high concentration (62% atomic per cent) and high 

gyromagnetic ratio 𝛾𝛾 = 42.577e6 Hz/T. Hence, 1H is a good candidate for an extensive range 

of applications such as human tissue imaging.  

The nature of the MR phenomenon is presented next. The evolution of this phenomenon in 

the presence of an external magnetic field is then explained. The section concludes 

describing the methods employed to extract different information through the MR signal. 

2.1.1 Net magnetisation 
Each nucleus has a set of allowed spin states which can be derived from its nuclear spin 

quantum number. The number of spin states = 2 𝐼𝐼 + 1 defines the number of possible energy 

levels that a nucleus can have under an external magnetic field. Here, 𝐼𝐼 is the spin quantum 

number. The spin quantum number of a nuclei is zero when its number of neutrons and 

protons is even, integer (𝐼𝐼 = 1, 2, 3, 4 …) when its number of neutrons and the protons is 
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odd, and half-integer (𝐼𝐼 = 1/2. 3/2, 5/2 …) when the sum of its neutrons and protons is odd. 

The last is the case of 1H with 𝐼𝐼 =1/2.  

Thereby, when hydrogen is placed in an external magnetic field, the nuclear magnetic field 

can either be aligned with or be opposing the external magnetic field due to the Zeeman 

interaction. The energy difference between this two states depends upon the external 

magnetic field according to  

where ℏ is Planck’s constant 1.05457×10−34 J·s.  

With protons capable of generating magnetic fields in two opposing directions, the net 

magnetisation is defined by the difference between both populations. Spins have a 

preference for the lower energy state, what tends to increase the spin population in the lower 

state. However, the thermal energy 𝐸𝐸𝑇𝑇ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 = 𝑘𝑘𝑘𝑘, which at room temperature is larger than 

the magnetic energy, decreases the spin distribution ratio. Here k is Boltzmann’s constant 

and T is the absolute temperature. At equilibrium, this probability ratio follows the Boltzmann 

distribution32 

Here 𝑛𝑛+ is the high energy state, 𝑛𝑛− is the low energy state. In the absence of an external 

magnetic field, the nuclear spins are randomly oriented. In the presence of an external 

magnetic field, the net magnetisation can be approximated by manipulating the Boltzmann 

distribution equation to give 

According to Equation (3), the magnetisation is proportional to the external field strength 𝐵𝐵 

and the number of protons 𝑛𝑛𝑠𝑠 present in the sample. This value is 0.0325 A·T/m for water 

at room temperature (300 °K). Similarly, the steady state net magnetisation of any nucleus 

as a function of spin quantum number can be calculated by the more generic expression 

 𝛥𝛥𝛥𝛥 = 𝛾𝛾𝛾𝛾ℏ, (1) 

 𝑛𝑛+ 𝑛𝑛− = 𝑒𝑒∆𝐸𝐸 𝑘𝑘𝑘𝑘⁄⁄ . (2) 

 
𝑀𝑀0

𝐻𝐻1 =
∆𝑛𝑛ℏ𝛾𝛾

2
≈

(∆𝐸𝐸 𝑘𝑘𝑘𝑘⁄ )𝑛𝑛𝑠𝑠
2

ℏ𝛾𝛾
2

=
𝑛𝑛𝑠𝑠ℏ2𝛾𝛾2𝐵𝐵

4𝑘𝑘𝑘𝑘
. (3) 
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2.1.2 Temporal evolution of the net magnetisation 
The temporal evolution of the magnetisation moment 𝑀𝑀(𝑡𝑡) under the field manipulations 

employed in MR can be modelled through Bloch’s equation such that33  

where interaction between spins is assumed to be negligible. However, the opposite is true, 

and spins are affected by a large number of processes what vastly enriches the information 

that can be extracted from the MR signal. The dominant spin interactions generate relaxation 

mechanisms which dampen excited spin states towards equilibrium. To accommodate for 

these mechanisms, Equation (5) needs to be extended to incorporate two main relaxation 

phenomena: the longitudinal relaxation T1 and the transverse relaxation T2. The T1 relaxation 

is also termed the spin-lattice as it originates from a stimulated energy exchange of the spin 

with the surrounding lattice. T1 characterises the return to equilibrium in the direction of the 

external magnetic field as follows:  

The transverse relaxation T2 is also called spin-spin relaxation and characterises the decay 

of the magnetisation in the plane perpendicular to the external magnetic field 𝑀𝑀⊥. Collisions, 

diffusion and magnetic field inhomogeneities on a microscopic level are responsible for this 

effect. The time course of 𝑀𝑀⊥ in the presence of T2 relaxation can be described by 

Combining Equations (5-7) the general Bloch equation becomes 

 
𝑀𝑀0 =

𝑛𝑛𝑠𝑠ℏ2𝛾𝛾2𝐼𝐼(𝐼𝐼 + 1)𝐵𝐵
3𝑘𝑘𝑘𝑘

. (4) 

 𝑑𝑑𝑑𝑑(𝑡𝑡)
𝑑𝑑𝑑𝑑

= 𝑀𝑀(𝑡𝑡) × 𝛾𝛾𝛾𝛾(𝑡𝑡), (5) 

 𝑑𝑑𝑑𝑑∥(𝑡𝑡)
𝑑𝑑𝑑𝑑

=  −
𝑀𝑀∥(𝑡𝑡) −𝑀𝑀0(𝑡𝑡)

𝑇𝑇1(𝑡𝑡)
. (6) 

 𝑑𝑑𝑑𝑑⊥(𝑡𝑡)
𝑑𝑑𝑑𝑑

= −
𝑀𝑀⊥(𝑡𝑡)
𝑇𝑇2(𝑡𝑡)

. (7) 
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It should be noted that the relaxation parameters T1 and T2, and the equilibrium 

magnetisation 𝑀𝑀0 are a function of the magnetic field strength that the spins experience, as 

shown in Figure 134. In traditional MR systems, the transient fields are much smaller than 

the static magnetic field 𝐵𝐵0 so that variations in T1, T2 and 𝑀𝑀0 can be neglected.  

 

Figure 1: Normal (red) and tumour (blue) human breast tissue relaxation rates (1/T1) for 

different frequencies. Data from34. 

In practice, the transverse magnetisation decays faster than would be predicted by the T2 

decay. This observed faster relaxation rate is known as T2* which may be produced by 

inhomogeneities intrinsic to the instrument or from field distortions induced by the magnetic 

susceptibility of the sample. The three relaxation parameters follow the relation T2*<T2<T1. 

Table 1 shows representative T1 and T2 values for 3 T, 1.5 T and 46 uT31,35.  

Table 1: Representative T1 and T2 measured values at 3 T, 1.5 T and 46 uT31,35. 

  3 T35 1.5 T35 46 uT31 

White Matter T1 (ms) 1084 884 75 
T2 (ms) 69 72 79 

Grey Matter T1 (ms) 1820 1124 103 
T2 (ms) 99 95 106 

 

 𝑑𝑑𝑑𝑑(𝑡𝑡)
𝑑𝑑𝑑𝑑

= 𝑀𝑀(𝑡𝑡) × 𝛾𝛾𝛾𝛾(𝑡𝑡) −  
𝑀𝑀∥(𝑡𝑡) −𝑀𝑀0(𝑡𝑡)

𝑇𝑇1(𝑡𝑡)
−
𝑀𝑀⊥(𝑡𝑡)
𝑇𝑇2(𝑡𝑡)

. (8) 
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2.1.3 Exploiting the MR signal: spectroscopy and imaging 
The MR signal contains abundant information, which can be exploited in different ways 

leading to two main modalities: nuclear magnetic resonance spectroscopy (NMR) and 

nuclear magnetic resonance imaging. 

Nuclear magnetic resonance spectroscopy provides insight by studying the frequency 

distribution of MR signals, typically evolving in a highly homogeneous magnetic field. 

Molecular information can be derived from the analysis of spectral features such as 

frequency shifts between resonances and peak amplitudes. The information can be used, 

for example, to deduce molecular structures and molecular dynamics, such as protein 

folding, reaction states, and chemical environments. Varying specific parameters in an NMR 

sequence incrementally provides multidimensional spectra, which are especially useful for 

determining molecular structures. Nonetheless, spectral information is often highly 

convoluted requiring a consolidated understanding of the effects involved.  

NMR experiments demand low static magnetic field inhomogeneity and high field stability. 

Reducing sample volume reduces homogeneity requirements. However, smaller samples 

generate smaller MR signals, what is often compensated by increasing acquisition time or 

by employing higher field strength systems. The latter also facilitates the relative increase in 

spectral resolution as many spectral features are proportional to the field strength.  

Magnetic resonance imaging generates contrast-rich images that can be used to depict the 

influence of diseases. Unlike NMR, MRI generally trades intravoxel information for spatial 

information. MRI image contrast can be modified by manipulating the influence of the 

different effects affecting the signal, such as proton density, T1, T2 or T2*.  

Typically, images are reconstructed from sets of MR signals which encode the location of 

contributing spins. The encoding is achieved by inducing different precessional frequencies 

on each of the contributing spins by means of applying spatially varying magnetic fields. The 

phase difference accumulated between spins defines the resolution of the image. Spin 

phase can be manipulated either by changing the strength of employed gradient field or by 

varying the duration of the signal acquisition. 

The majority of commercially available MRI systems employ gradient coils that generate 

three linearly varying gradient fields in a 3D Cartesian framework, which are controlled 

independently. This condition allows for using the k-space formalism and the 

computationally efficient Fourier-based imaging36. 
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The use of nonlinear gradient fields has also been proposed, which showcases a number of 

advantages: it can reduce the risk of inducing peripheral nerve stimulation by reducing the 

field transients generated outside of the FOV, it can accelerate image acquisition by 

reducing the image resolution out of the region of interest, and it can increase the SNR by 

producing a tighter bandwidth signal37-40. Besides, producing linear fields requires large 

amounts of power and space as longer coils are needed41. Hence, more portable systems 

can be made if linear fields are not required19,42,43. The nonlinear gradient fields can be 

generated by custom built transmit coils or by static permanent magnets37,38.  

However, reconstructing an image encoded with nonlinear gradients is computationally 

expensive, as it is commonly done by iterative methods which solve for the pseudo-inverse 

of the encoding matrix19,40,44. This problem is especially problematic with 3D images given 

the large dimensionality of the encoding matrix. A transformation of the encoding matrix has 

been proposed for some specific gradient shapes to reduce the computational load and, to 

be able to exploit the convenience of the k-space formalism37. 

Magnetic resonance spectroscopic imaging (MRSI) combines the benefits of 1D MR 

spectroscopy and MR imaging45. It has generated interest in the recent years due to its 

clinical potential to analyse metabolites. However, its long acquisition times and the 

demanding user expertise required are limiting its broad application. 

2.2 Basic hardware components of MR systems 
MR systems are often capable of doing both imaging and spectroscopy as both methods 

largely overlap in their hardware needs. The main components of an MR system can be 

explained by following the steps of a simple “pulse and collect” experiment. The first step in 

this sequence is to create a net magnetisation in the sample which will generate an MR 

signal. This magnetisation is achieved by applying a strong static magnetic field to the 

sample externally. The net magnetisation is altered through a radio frequency induction field 

to induce a detectable MR signal. Spatially varying magnetic fields can be superposed onto 

abovementioned magnetic fields to generate a spatial dependency to the induction and of 

the signal. This spatial dependency is used to reconstruct an image of the sample or to 

interrogate the MR signal in a delimited volume. Figure 2 shows a typical arrangement of 

the hardware employed to generate these three external magnetic fields in a high field MR 

instrument with all the fields being generated by coils. The polarising coils are depicted in 

red, the gradient coils in blue, and the induction coils in pink. The different magnetic fields 
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can be generated or detected by a variety of manners. Existing means of producing and 

sensing such fields are described in what follows. 

 

Figure 2: Cross-section of the hardware coils employed to generate the different fields in a 

typical high field MR system. Visualised coils are the polarising superconducting coil inside 

the cryostat, the gradient coils, and the induction and detection coils. 

2.2.1 Polarising field 
This magnet produces the static magnetic field (𝐵𝐵0) which defines the steady state net 

magnetisation and the central resonant frequency of the system. This field should be as 

homogenous as possible in strength and direction within the volume to be analysed, i.e. the 

field-of-view (FOV). The polarising magnet is aided by shimming elements to decrease field 

inhomogeneity. This field is the largest magnetic field source of the system. Polarising 

magnets generally weight several tones due to the numerous windings and passive 

shimming plates employed. Furthermore, they require large safety zones to protect from the 

hazards of their large stray magnetic fields.  

Depending on the field strength and the desired system geometry, the polarising magnetic 

field is generated either by current circulating through coils or by permanent magnets. 

Generally, superconducting coils are needed to generate the strong fields required for the 

high and ultra-high field MR systems. Permanent magnets are mainly employed in low field 

systems. Resistive coils are mostly limited to ULF MR and some low field systems where 

associated power losses and heat dissipation are still practical. These different technologies 

are detailed in the following. 
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Polarising coils: Superconducting electromagnets comprise the technology which can 

generate the strongest static magnetic fields. For this reason, they are used in high and 

ultra-high field MR systems. This technology is found, for example, in typical clinical whole-

body high field MR systems which employ field strengths between 1 T and 3 T. Commercial 

MR systems working at 7 T and higher also exist, but these are generally reserved for 

research or laboratory purposes. This approach to generating the magnetic field requires a 

delicate temperature regulation system with high electrical power demands and employs 

cryogenics, being the expensive liquid helium the most extensively used cooling agent. 

Resistive coils are also common means of inducing magnetic fields. Although resistive coils 

can be used to generate strong magnetic fields, the heat dissipation and power consumption 

associated with their electrical resistivity discourages their use in high field systems. These 

coils are however commonly used to generate very low magnetic fields, such as the ones 

employed in ULF MR systems. Resistive coils generating field strengths up to few hundreds 

of microteslas can be thermo-regulated with forced-air cooling46; ULF MR instruments 

employing several tens of microteslas often can dispense with sophisticated cooling15,30,47. 

Polarising permanent magnets: As an alternative to polarisation coils, permanent magnets 

are a less conventional way of generating the polarisation field which is increasingly gaining 

attention. Achievable field strength has limited their application mainly to low field systems. 

Their main advantage is that the can generate considerably strong field strengths requiring 

neither superconducting cryogenic setups nor power hungry current amplifiers. Yet, 

achieving high field homogeneity in permanent magnet systems requires active shimming 

with resistive coils. Most clinical permanent magnet based low field MR systems are 

designed to offer a more open space for the patient, improving patient comfort and 

facilitating access to the patient in interventional scenarios.  

Different arrangements have been proposed to build custom low field MR systems with 

permanent magnets. Various single sided or unilateral MR systems have been prototyped, 

which feature either a small region with reduced inhomogeneity or a region with a linearised 

magnetic field gradient43,48-58. Although these systems have the advantage of facilitating the 

access to the sample, existing designs are constrained by a reduced field of view. A more 

compact magnet size can be achieved by placing the magnets in Halbach configuration as 

this concentrates the field strength in a given region while keeping the stray fields relatively 

low59. The cylindrical Halbach configuration, in particular, has found application in MR18,19,60-

68. The most exploited Halbach configuration generates a magnetic field perpendicular to its 
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axis as shown in Figure 15a. The Halbach configuration can be modified to achieve a desired 

field homogeneity level or a field gradient46,48,63. 

2.2.2 Induction field 
To allow for its detection, the net magnetisation has to be transferred to the plane 

perpendicular to B0, which is achieved by applying an alternating magnetic field transversal 

to the polarising field. This field is called the induction magnetic field, also known as radio 

frequency (Rf), transmission (Tx), or B1+ field. To reduce required power, this field is typically 

oscillating at frequencies near spin resonance. Two different main forms of acquisition 

strategies exist which are continuous wave69,70 (CW) acquisition and pulsed acquisition. The 

stochastic excitation is a less common technique which uses randomised low-energy 

induction71,72. 

In CW, the induction happens concurrently to the acquisition. The spectral information is 

harvested by sweeping either the induction frequency or the external magnetic field. The 

signal is determined from complex impedance changes experienced in the excitation coil. 

The power required to generate the excitation field in this modality is low (milliwatts).  

Contrarily, in pulsed MR the spectral information can cover the whole bandwidth of interest 

in a single acquisition. The signal can then be decomposed into different frequency 

components by the Fourier transform73. The MR signal is acquired quickly after the pulse. 

The pulsed excitation employs short power hungry pulses (kilowatts). A dead-time between 

excitation and acquisition is needed for the receiver electronics to recover from the strong 

voltages induced by the pulse. 

In pulsed MR, the signal can be detected either with the same coil used for the induction 

(Tx/Rx) or with a receiving exclusive coil (Rx). Good transmit coils are power efficient and 

provide a homogeneous B1+ field. The second requirement facilitates the control of the spin 

dynamics, reducing image artefacts such as inhomogeneous image intensity or slice to slice 

interference. Differently, sensitivity is generally the most valued feature in receive coils; 

leading to the common practice of using independent transmit and receive coils. Employing 

multiple receivers in parallel can also improve the SNR and reduce imaging times74-77. 

Phased array coils wherein the currents can be controlled independently of each channel 

are more recently finding application to reduce heat deposition and increase B1+ 

homogeneity in ultra-high field systems 78,79.  
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Although CW has been around since the inception of MR techniques, it was soon 

superseded by pulsed techniques. This decrease in the popularity of CW was mainly 

because, while CW facilitates the study of very sort T2 samples, the pulsed counterpart can 

capture multiple resonances in parallel increasing the SNR per acquisition time73. 

Furthermore, the pulsed technique provides a large range of sequences and contrasts. 

2.2.3 Gradient fields 
The spatial information required to generate an image in MRI is attained by using gradient 

coils which generate a range of spatially varying magnetic fields. These magnetic fields 

generate a correspondence between the spatial position and the resonance frequency. 

These gradients are switched rapidly by applying large currents in resistive coils, which 

produce strong forces in the coils. Therefore, gradient coils have to be firmly held in place. 

Yet, they tend to wear out earlier than other parts80. To achieve rapid switching, high fidelity 

power amplifiers able to provide 500-600 A and 1500-2000 V are commonly employed. 

Gradient fields are also used to restrict MR signal induction to a specific region of the body. 

In this way, the image from a limited volume, such as a 1 mm slice, can be reconstructed 

independently without needing to solve for the whole 3D volume. This excitation selectivity 

is the principle of slice selection in 2D MRI sequences. 

MRI imaging has also been achieved by using the intrinsic magnetic field gradient of 

permanent magnets in a Halbach configuration, which is a less common alternative to 

generating the gradient fields using coils60. In this case, the system is rotated to vary its 

relative position with respect to the sample, thereby encoding the sample with 2D 

information. Encoding of the 3rd dimension is done via a special transmit array (TRASE)81 

which generates an Rf field that linearly varies its phase in the 3rd dimension.  

Differently to static permanent magnet arrangements, Halbach array configurations that can 

be dynamically reconfigured have also been described. Blümler has recently proposed a 

variety of cylindrical Halbach configurations that generate relatively linear gradient fields. 

These arrangements can be combined with a set of concentric Halbach arrays to produce a 

variety of magnetic fields useful for MRI67,82. 

Although ideally gradient fields should only vary the magnitude of the resultant magnetic 

field without affecting its angle, Maxwell’s equations state that this is practically not 

possible83-86. The difference between the ideal field and the generated field is called the 

concomitant field. This unwanted effect is negligible for high field systems as the static 
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magnetic field is orders of magnitude larger than the gradient fields. In ULF MRI, however, 

concomitant fields can substantially reduce the linearity of the resultant fields resulting in 

artefacts and signal loss84,87. 

2.2.4 Detectors 
The wide range of existing MR applications has benefited from employing a plurality of 

tailored detectors that sense the magnetic field in the near-field. A description of the 

detectors most commonly used in ULF MR is presented in the following. 

Faraday coil magnetometers, also known as air-core magnetometers, exploit the 

electromagnetic induction effect to sense magnetic fields. When a conductive loop is placed 

in the vicinity of a rotating magnetic dipole, the free electrons in the loop will experience a 

force proportional to the rate of change of the magnetic flux through the loop. This force 

represents a voltage, also known as electromotive force or EMF. The EMF, ξ, can be 

calculated by applying the principle of reciprocity such that88 

As can be inferred from Equation (9), the EMF increases proportionally with frequency and 

sample magnetisation, reason why higher magnetic field systems can achieve higher 

sensitivity. Equation (9) also suggests that the coil is only sensitive to the component of the 

dipole 𝑀𝑀(𝑠𝑠, 𝑡𝑡) parallel to the magnetic field that current passing through the coil would 

generate at the point in the space 𝑠𝑠. In conventional MRI this effective magnetic field can be 

assumed to be the magnetic field normal to the plane of the coil 𝐵𝐵⊥. This magnetic field 𝐵𝐵⊥ 

can be obtained using Biot-Savart’s law, and by integrating over the circular current loop, 

the following equation results89 

 
𝜉𝜉(𝑡𝑡) = −

𝑑𝑑𝑑𝑑(𝑡𝑡)
𝑑𝑑𝑑𝑑

=  −
𝑑𝑑
𝑑𝑑𝑑𝑑

� 𝛽𝛽⊥(𝑠𝑠)
𝑉𝑉𝑉𝑉𝑉𝑉

 𝑀𝑀(𝑠𝑠, 𝑡𝑡)𝑑𝑑𝑑𝑑. (9) 

 
𝐵𝐵⊥ =

𝜇𝜇0
2𝜋𝜋

1

�(𝑎𝑎 + 𝑟𝑟)2 + (𝑧𝑧)2
�𝐾𝐾(𝑘𝑘) +

𝑎𝑎2 − 𝑟𝑟2 − 𝑧𝑧2

(𝑎𝑎 − 𝑟𝑟)2 + 𝑧𝑧2
𝐸𝐸(𝑘𝑘)� ; (10) 

 
𝑘𝑘 = �

4𝑟𝑟𝑟𝑟
𝑧𝑧2 + (𝑎𝑎 + 𝑟𝑟)2. (11) 
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Here 𝑎𝑎 is the distance from the axis of the loop to the point in space 𝑠𝑠, 𝑧𝑧 is the distance along 

the axis of the loop to 𝑠𝑠, 𝑟𝑟 is the radius of the loop, 𝜇𝜇0 is the permeability of free space (4π 

x 10⁻⁷ h/m), 𝐸𝐸(𝑘𝑘) is the elliptic integral of the 2nd kind, and 𝐾𝐾(𝑘𝑘) is the elliptic integral of the 

1st kind. 

The EMF is a very small voltage which can easily be hindered by other noise sources. 

Therefore, it is essential to amplify the EMF before it is transmitted through the rest of the 

detection path for its discretisation. However, the noise contribution from the pre-amplifier 

itself can be significant. Pre-amplifier noise is often presented as the voltage noise referred 

to the input en and the equivalent current noise referred to the input in. The contribution of 

these two noise sources is minimised for a specific source impedance, which is the 

impedance of the coil in this case. 

The optimal source impedance of a pre-amplifier is generally different from the impedance 

of the coil, necessitating the need for an impedance transformation. Accomplishing the 

impedance matching with electrical transformers is possible. However, transformer insertion 

losses are typically substantial and introduce considerable noise. Therefore, it is common 

practice to match with a matching network consisting of high quality lumped elements, which 

introduce fewer losses. Irrespective of the approach, the transformation ratio achievable 

through matching networks can only be maintained for a narrow bandwidth90-93. For this 

reason, matching with lumped elements has optimal performance only within a narrow 

frequency band. Higher transformation ratios generally increase the insertion losses of the 

matching network and reduce the acquisition bandwidth. 

There exist many different matching configurations, some of which are shown in Figure 3, 

where X represents the reactance of either a capacitor or an inductor. Well-known 

arrangements include the “L” (Figure 3A-B), “π” (Figure 3C) and “T” (Figure 3D) 

configurations. The “L” matching network provides the widest bandwidth for a certain 

transformation ratio. The drawback is that for a given transformation ratio m, the “L” matching 

network only offers one possible choice of lumped element values. This confinement can 

lead to impractical or inefficient values. The “π” and “T” configurations allow for more 

freedom when choosing lumped element values. They can be seen as two back-to-back “L” 

networks with opposite transformation direction, i.e. one increases the impedance while the 

other one decreases it. The resultant transformation ratio is the multiplication of the two 

transformation ratios. The bandwidth of the matching network is mainly defined by the 

narrowest bandwidth from the two “L” sections.  
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Figure 3: Different possible matching network configurations. The "L" matching networks 

offer impedance reducing (A) or boosting possibilities (B). The “π” configuration (C) and the 

“T” configuration (D) provide flexibility at the time of choosing the components and the 

transformation ratio. In the case of coils, the inductance of the coil readily provides a reactive 

element in series with the resistance of the coil. 

In the “L” network, the impedance transformation and voltage transformation provided by 

the matching networks can be expressed by the quality factor (Q) of the network as in 

Equations (12)-(15). Here, the source resistance (Rc) and voltage source (Vc) are amplified 

or diminished according to the configuration shown in Figure 3A (Ra; Va) or Figure 3B (Rb; 

Vb). Q is calculated by knowing the equivalent series resistance (ESR) introduced by the 

lumped elements. Note that in Equations (16)-(17) Q is calculated differently depending on 

whether the element is a capacitor or an inductor of value C and L respectively. It is difficult 

to achieve coil-network setups with high Q factors as the coil has a very low inductance to 

resistance ratio. The Q is especially low at low frequencies given its proportionality with 

frequency. It should be emphasised that there is an optimal transformation ratio for a given 

coil/pre-amplifier arrangement. This means that increasing Q above a specific value will 

reduce the SNR. The explanation of this lies in the equivalent current noise from the 

amplifier, which generates a voltage noise proportional to the impedance presented to the 

amplifier. 

 𝑅𝑅𝐴𝐴 = 𝑅𝑅𝐶𝐶(𝑄𝑄2 + 1); (12) 

 𝑅𝑅𝐵𝐵 =
𝑅𝑅𝐶𝐶

(𝑄𝑄2 + 1)
; (13) 
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The matching network creates a resonant tank circuit that stores energy, which can be 

particularly problematic in pulsed sequences, where the acquisition is made after strong 

magnetic field fluctuations (e.g., Rf. or pre-polarisation pulses). Large magnetic field 

fluctuations can induce a strong EMF in the coil, which is orders of magnitude higher than 

the EMF generated by the MR signal. Such high voltages are out of the dynamic range of 

the pre-amplifier and can damage the electronics. To prevent malfunction or damage, the 

energy stored in the coil and reactive elements needs to be dissipated before the signal is 

presented to the pre-amplifier. Stored energy dissipates through an exponentially decaying 

resonant process known as ring-down. Although data acquisition can start once the voltage 

of the ring-down is within the dynamic range of the pre-amplifier, the remaining ring-down 

signal generally contains frequency components which overlap with the MR signal, the result 

of which is severe artefacts in the data. Thus, signal acquisition is often further delayed 

reducing the sensitivity to the MR. This SNR loss is particularly pronounced in rapidly 

decaying MR signals. 

At low frequencies, the ring-down can be particularly long due to a slower energy dissipation 

and a higher energy intake by the coil. The energy dissipation rate is proportional to the 

resonant frequency. The higher energy storage (Winductor) arises from the increased 

inductance (L) of using multiple loop coils such that  

Here i is the current flowing though the coil. A standard way of protecting the pre-amplifier 

is by placing at its input a pair of diodes connected to ground in antiparallel. The diodes 

short-circuit the entrance to the pre-amplifier when the voltage across them exceeds their 

forward voltage, which is about 0.5 V. Even with the diodes in place, the power delivered to 

 𝑉𝑉𝐴𝐴 = 𝑉𝑉𝐶𝐶�𝑄𝑄2 + 1; (14) 

 𝑉𝑉𝐵𝐵 =
𝑉𝑉𝐶𝐶

�𝑄𝑄2 + 1
; (15) 

 𝑄𝑄𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =
𝜔𝜔𝜔𝜔
𝐸𝐸𝐸𝐸𝐸𝐸

; (16) 

 𝑄𝑄𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 =
1

𝜔𝜔𝜔𝜔 ∙ 𝐸𝐸𝐸𝐸𝐸𝐸
; (17) 

 𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =
1
2
𝐿𝐿𝐿𝐿2. (18) 
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the pre-amplifier can still be large enough to blind it for a considerable amount of time. This 

blinding is mostly related to biasing capacitors getting charged and temporally changing the 

DC bias conditions of the pre-amplifier94. Replacing the diodes with actively controlled PIN 

diodes can add extra protection, but the biasing circuit of the pin diodes has to be adequately 

designed to minimise insertion losses95. This protection scheme can be activated manually96 

or semi-automatically94, adding the latter additional safety against user errors. To further 

protect the pre-amplifier, the diodes can be placed at a quarter wavelength (𝜆𝜆 4⁄ ) distance 

from the coil. This additional transmission line length effectively converts the short circuit at 

the diodes into an open circuit at the coil, reflecting a large part of the power away from the 

pre-amplifier. At low frequencies, this would be impractical because a 𝜆𝜆 4⁄  cable would be 

extremely long, bulky and lossy. In this case, it is more convenient to use lumped elements 

to reproduce the same effect96,97. Detector dead-time constant can be estimated from the 

signal ring-down by 

Here, the dead-time is the time the ring-down needs to decrease down to the noise floor 

level98. Different designs have been proposed to reduce this dead-time. Q-switching is a 

technique where the Q is temporarily reduced during the energy dissipation phase99,100. 

Shifting of the resonance frequency of the coil has also been proposed101.  

Superconducting quantum interference device (SQUID) is an extremely sensitive detector 

based on superconducting loops containing Josephson junctions. In MR applications 

SQUIDs employ a cryogenic flux transformer, which increases the sensitivity area of the 

SQUID by “transporting” the magnetic flux from a large area near the body to the smaller 

area of the SQUID. The flux transformer has a constriction where the supercurrent creates 

a highly localised strong magnetic field which is detected by the SQUID. The sensitivity of 

SQUIDs is not frequency dependent up to around 10 MHz26. The latest improvements in 

micro-fabrication technology have allowed the miniaturisation and commercialisation of 

SQUIDs, making them the most used signal detector for high-end ULF MR systems12,24,26,87. 

However, SQUIDs are expensive to buy and have maintenance overheads associated with 

the cryogenics24. Furthermore, the cryogenic enclosure can limit their geometry and reduce 

their effective sensitivity in ULF MR24. 

 𝜏𝜏 = 2𝑄𝑄
𝜔𝜔0
𝑙𝑙𝑙𝑙 𝑉𝑉𝑝𝑝

𝑉𝑉𝑛𝑛
. (19) 
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Atomic magnetometer (AM) is a state-of-the-art detector which can reach sensitivities in the 

same order of magnitude as a SQUID. AMs provide accurate magnetic field measurements 

by measuring the precession frequency of certain high-density vapour of alkali metal atoms, 

such as rubidium or caesium. These atomic spins are optically pumped using a resonant 

laser beam. For MR applications they have been combined with room temperature flux 

transformers. 

Several experiments have been performed using this detector for anatomical ULF-

MRI102,103. Unlike SQUIDs, they do not require cryogenics, but they must also be isolated in 

a careful manner from the pre-polarisation field and from external electromagnetic fields. 

Still, the bulkiness and complexity of current AM MR setups advocate for the more mature 

SQUID technology. 

Giant magnetoresistance (GMR) mixed magnetometer detectors combine two thin layers of 

slightly distant different materials: a magnetic film with constant magnetisation, and a 

magnetic material that changes the orientation of its magnetic field under the presence of 

an external magnetic field. They have been used in ULF MR with the help of a 

superconducting flux transformer104,105. GMR mixed sensors can withstand strong magnetic 

fields up to 10 mT. The sensitivity that GMR mixed sensors have reached in MR applications 

has been lower than that of SQUIDs and AMs.  

2.3 Noise in MR  
Having portrayed the basis for estimating the voltage generated in a loop by the MR 

experiment we now address what the limits are to distinguish such a small signal. 

Unfortunately, the MR signal is not the only signal that is recorded in an MR experiment. 

The rest of signals which are not of interest compose what is called noise, and obscure the 

MR signal. The noise can be characterised by its nature, origin and spectral composition. In 

the following, we will introduce the noise sources relevant to MR with particular emphasis 

on the ones concerning the kHz regime. 

2.3.1 Body noise 
Conductive structures such as the human body couple noise to the MR signal if they are 

above 0 °K. The thermal energy makes electrons experience random displacements which 

follow principles of Brownian motion106. The precise trajectories and speed of the electrons 

in a determined time cannot be predicted. However, electric potential and current generated 

by this electron displacements have a known statistical distribution. The spectral distribution 
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of thermal noise is approximately white, and it can be characterised by having a Gaussian 

amplitude distribution when analysed over a delimited bandwidth. 

Human tissue is considered to be a “poor conductor” due to its low electrical conductivity107, 

and consequently, electromagnetic radiation is little attenuated up to the Gigahertz regime. 

Yet, tissue conductivity allows for energy exchange with MR coils. This interaction generates 

losses which can be classified as inductive or dielectric depending on their nature. These 

losses can be expressed as an additional resistance added in series to the equivalent circuit 

of a coil. Not surprisingly, this resistance characterises the noise induced by the 

corresponding phenomenon. Thus, losses and noise offer a different perspective on the 

same process. The corresponding noise can be expressed either in the form of a voltage 

source in series with the resistance or in the form of a current source in parallel with the 

resistance such that 

Here, k is Boltzmann’s constant, T is the absolute temperature, ∆𝑓𝑓 is the frequency 

bandwidth, 𝑒𝑒𝑛𝑛 is the voltage noise and 𝑖𝑖𝑛𝑛 is the current noise. Figure 4 shows a schematic 

with different noise sources existing in a tuned coil detector. To calculate the total of the 

noise, it is common practice to reflect the noise sources to a same point. This point is usually 

the coil or the input of the amplifier. Once the noise sources are referred to the same point, 

the noises can be added together. If the noises are uncorrelated, as it is often the case, they 

are added as a square root of sums. 

 𝑒𝑒𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 = �4𝑘𝑘𝑘𝑘∆𝑓𝑓𝑓𝑓; (20) 

 
𝑖𝑖𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 = �4𝑘𝑘𝑘𝑘∆𝑓𝑓

𝑅𝑅
. (21) 
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Figure 4: Schematic showing the equivalent circuit diagram of a tuned coil detector with 

different noise sources. Here, the thermal noise from the coil, the inductive losses, the 

dielectric losses, and the losses of the matching network have been represented, as well as 

the equivalent voltage and current noise from the pre-amplifier (A). emf represents the 

electromotive force, and LS, CS and RS the inductance, parasitic capacitance and conductor 

resistance of the coil. Additional inductive and dielectric losses experienced by the coil are 

captured in corresponding equivalent circuits. The inductive losses are modelled as a 

coupled inductor Lm in parallel to resistor Rm and a capacitor Cm. The dielectric losses are 

represented by a capacitor CS, which represents the parasitic capacitance between the coil 

and the body, and a resistor RC in parallel with the equivalent distributed capacitance CC of 

the body. Capacitor losses are accounted through their equivalent series resistances ESRC1 

and ESRC2. The equivalent input current (in) and voltage (en) noise of the pre-amplifier is 

also included. To estimate the total equivalent noise (enti), noise sources are referred to one 

same point in the equivalent circuit, in this case to the input of the pre-amplifier (B).  
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Dielectric Losses: The electric charge distribution in the coil generates electric lines of force 

in the body through a distributed capacitive effect between the coil and the body (CS), and 

the equivalent resistance (RC) and capacitance (CC) across the body108. The equivalent 

circuit is shown in Figure 4A. Exact calculation of the parasitic capacitances and resistance 

is very complex. The value of CS can roughly be expected to change proportionally with coil 

diameter, to decrease slowly with increasing coil length, and to be independent of the 

number of turns. The values of RC and CC vary with frequency as tissue conductivity and 

permittivity depend on it. The equivalent conductance of the coil due to dielectric losses can 

be calculated by 

The non-conservative part of Equation (22), i.e. the real part, represents the losses. The 

equivalent series resistance that represents the power loss of this dielectric effect is109 

which at low frequencies approximates to 

At higher frequencies, the equivalent series resistance tends towards 

Changing the conductivity of the body to reduce dielectric losses is not an option. However, 

a similar effect can be achieved by shielding the coil, which in essence reduces the series 

resistance. This effect can be understood as the electrons from the shield mobilising to 

reduce the electric lines of force that the coil generates in the body and vice versa, 

depending on if one is on transmission or reception mode. This shield also reduces radiation 

resistance, although this is negligible for most MR detectors as the dimensions of the coil 

are much smaller than the wavelength. 

 
𝑌𝑌 = 𝑌𝑌𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 + 𝑗𝑗𝑌𝑌𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =

𝜔𝜔0
2𝑅𝑅𝑐𝑐𝐶𝐶𝑠𝑠2

1 + 𝜔𝜔02𝑅𝑅𝑐𝑐2(𝐶𝐶𝑠𝑠 + 𝐶𝐶𝑐𝑐)2
+ 𝑗𝑗

𝜔𝜔0𝐶𝐶𝑠𝑠 + 𝜔𝜔0
3𝑅𝑅𝑐𝑐2𝐶𝐶𝑠𝑠𝐶𝐶𝑐𝑐(𝐶𝐶𝑠𝑠 + 𝐶𝐶𝑐𝑐)

1 + 𝜔𝜔02𝑅𝑅𝑐𝑐2(𝐶𝐶𝑠𝑠 + 𝐶𝐶𝑐𝑐)2
. (22) 

 𝑅𝑅𝑒𝑒 = 𝜔𝜔2𝐿𝐿2𝑌𝑌𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟, (23) 

 𝑅𝑅𝑒𝑒 ≈ 𝜔𝜔4𝐿𝐿2𝑅𝑅𝐶𝐶𝐶𝐶𝑆𝑆,     𝑎𝑎𝑎𝑎     𝑅𝑅𝐶𝐶 ≪ 1 𝜔𝜔𝐶𝐶𝑆𝑆⁄ .   (24) 

 
𝑅𝑅𝑒𝑒 ≈

𝜔𝜔2𝐿𝐿2𝐶𝐶𝑆𝑆2

𝑅𝑅𝐶𝐶(𝐶𝐶𝑠𝑠 + 𝐶𝐶𝑐𝑐)2 ,     𝑎𝑎𝑎𝑎     𝑅𝑅𝐶𝐶 ≫ 1 𝜔𝜔𝐶𝐶𝑆𝑆⁄ . (25) 
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Another strategy to reduce dielectric losses is to split the coil with capacitors symmetrically. 

This segmentation reduces the voltage drop across each section and minimises the effect 

of the parasitic capacitance. Similarly, the matching network can be balanced so the net 

electric potential of the coil is zero110. 

Dielectric losses are more prominent when the coil is operated near its self-resonance 

frequency or at high frequencies where the wavelength approaches the length of the coil. 

These losses become negligible in the kHz range. 

Inductive losses: Similarly to dielectric losses, inductive losses can be interpreted from the 

transmission or the reception point of view. For the first case, the alternating transmission 

field (𝐵𝐵1+) dissipates power by inducing eddy currents in the ions present in the body. For 

the reception point of view, thermal motion of ions in the body induce an EMF in the coil. 

According to the fluctuation-dissipation theorem, both cases should lead to the same result. 

Several analytical expressions have been derived to approximate the value of the equivalent 

series resistance generated by this effect (Rm) depending on the shape of the object26,111. 

For a solenoidal coil of radius a, length 2g, and n turns, on a spherical sample of radius b 

placed in the centre of the coil111 

In the case of a cylindrical sample of length 2g and radius b the above would be111 

For also a cylindrical sample placed coaxially out of the coil26 

Unlike dielectric losses, inductive losses are not easily reduced as they are related to the 

magnetic field necessary for signal induction and detection. Separating the coil from the 

body by some millimetres, known as “lift-off” effect, has been shown to reduce dielectric112 

and inductive113 losses. Hardware gradiometry has also been shown to reduce the inductive 

 
𝑅𝑅𝑚𝑚 =

𝜋𝜋𝜔𝜔0
2𝜇𝜇02𝑛𝑛2𝑏𝑏5𝜎𝜎

30(𝑎𝑎2 + 𝑔𝑔2) . (26) 

 
𝑅𝑅𝑚𝑚 =

𝜋𝜋𝜔𝜔0
2𝜇𝜇02𝑛𝑛2𝑏𝑏4𝑔𝑔𝑔𝑔

16(𝑎𝑎2 + 𝑔𝑔2) . (27) 

 𝑅𝑅𝑚𝑚 = 𝜔𝜔0
2𝜇𝜇02𝜎𝜎𝑉𝑉𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 = 2𝜋𝜋𝜋𝜋0

2𝜇𝜇02𝜎𝜎𝑏𝑏2𝑔𝑔. (28) 
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noise of surface coils by attenuating inductive coupling between coil and body parts away 

from the region of interest113. Inductive losses are negligible in ULF MR. 

It should be noted that dielectric and inductive losses introduce not only a real impedance 

but also an imaginary impedance. In practice, this results in a frequency shift of the resonant 

frequency of the detector. In some cases, this will require re-tuning of the matching network 

for optimal results. 

2.3.2 Detector noise 
Body noise is often the dominant noise source in large coils, especially in high field MRI. 

Contrarily, detector noise can become the dominant noise source when using smaller coils 

or lower field systems. In the following, the primary noise sources of a Faraday coil detector 

are presented for each of its elements. 

Coil: The resistance of a room temperature coil can be a major noise contributor through the 

thermal noise. This noise depends on the resistance of the coil, which varies in frequency. 

The resistance of a coil is estimated in two steps. First, the so-called direct current (DC) 

resistance is calculated by114 

Here the resistivity ρ (ohms·m) is the inverse of the conductivity σ (siemens m-1), 𝑙𝑙 is the 

wire length, and A is the cross-sectional area of the wire (m2). The second step is the 

calculation of the AC resistance, which accounts for the interactions between electrons 

resulting in a non-uniform current distribution across the cross-section of the conductor due 

to eddy currents. The corresponding decrease in the effective area increases conductor 

resistance as compared to the DC resistance. The AC resistance is dominated by two main 

effects: the proximity effect and the skin effect. The skin effect accounts for the forces 

generated and experienced by the electrons within an isolated wire, while the proximity 

effect does it for forces generated from neighbouring wire sections.  

The skin effect is related to the skin depth which is defined by 𝛿𝛿 = �𝜌𝜌 𝜋𝜋𝜋𝜋𝜋𝜋⁄ , where f is the 

frequency (Hz), and μ is the magnetic permeability of the material (4π×10-7H m-1 for copper). 

The skin effect starts being significant when wire radius is not bigger than the skin depth.  

 
𝑅𝑅𝐷𝐷𝐷𝐷 =

𝜌𝜌𝜌𝜌
𝐴𝐴

. (29) 
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The proximity effect increases wire resistance when several conductors are close to each 

other. Unlike the skin effect, this effect not only depends on the frequency but also on the 

ratio of the self and mutual inductances of the neighbouring conductors, i.e. in the geometry 

of the coil. This effect is prominent in multiple turn coils. Multiple turn coils are used to raise 

the EMF above amplifier noise when body noise is not dominant, which happens at low 

frequencies or with small coils.  

For the most common cylindrical coil shapes, AC resistance models exist which provide a 

reliable estimation up to the low MHz range103. Contrarily, finite element solvers are most 

often used to predict coil properties at frequencies above few MHz. 

Matching network: Most matching networks are composed of capacitors and inductors. 

Although ideally reactive elements only store energy, in practice they also dissipate part of 

it. This energy dissipation can be described to a reasonable level of accuracy through an 

equivalent resistance in either series or parallel with the ideal element. The ratio of stored 

to dissipated energy is quantified by the quality factor Q such that  

As can be inferred from Equation (30), the quality factor depends on the resonant frequency 

ωr.  

Existing matching network topologies can generate different insertion losses depending on 

their arrangement. Inductors are generally much lossier than capacitors115. Therefore, the 

use of entirely capacitive matching networks, such as in the example of Figure 4, can reduce 

losses116. 

 𝑄𝑄 = 2𝜋𝜋 �
𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 𝑝𝑝𝑝𝑝𝑝𝑝 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

� = 𝜔𝜔𝑟𝑟 �
𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

�. (30) 
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Pre-amplifier and semiconductors noise: For practical purposes, datasheets of commercial 

pre-amplifiers often summarise all the noise sources as input equivalent current and voltage 

noises. However, when designing a discrete pre-amplifier, knowing the nature of the 

different noises is essential to minimise their contribution, as this depends on variables such 

as biasing currents. Semiconductors experience additional spontaneous fluctuations in 

current and voltage other than the thermal noise117-120. Probably the most important noise 

types are the shot noise, the 1/f noise or flicker noise, the avalanche noise, and the 

generation-recombination noise.  

Shot noise occurs due to the liberation of charge carriers in a discrete structure such as the 

p-n junction of diodes. They are associated with electrons with high enough energy to cross 

a barrier. It is described by the current noise 

Thus, it depends on the forward junction current I, the electron charge q, and it is frequency 

and temperature independent. According to Equation (31), its power density distribution 

corresponds to white noise. 

The 1/f noise, also known as flicker noise, often dominates in the low-frequency range and 

gets its name from its spectral distribution. It arises from conductivity fluctuations in contact 

imperfections between two materials conducting DC. Therefore, it is present in biased 

semiconductor devices. Different models have been proposed for different semiconductor 

devices. 

Reverse-biased junctions present avalanche noise, which arises from leakage current 

colliding with the crystal lattice of the semiconductor. This collision pulls out additional 

electrons which will flow in the same direction. This noise is also frequency independent.  

Generation-recombination noise is caused by the fluctuation of the number of carriers due 

to device conductance changes. Its spectral density is relatively constant up to the frequency 

f=1/(2πτ) and decreases proportionally to 1/f2 beyond that frequency such that 

 𝑖𝑖𝑠𝑠ℎ𝑜𝑜𝑜𝑜 = �2𝑞𝑞𝑞𝑞∆𝑓𝑓. (31) 

 
𝑆𝑆𝑔𝑔−𝑟𝑟 =

(∆𝑁𝑁)�������24τ
1 + (2𝜋𝜋𝜋𝜋τ)2. (32) 
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Here (∆𝑁𝑁)�������2 is the variance of the number of carriers and τ is the carrier lifetime. 

In the following, we will detail the dominant noise relevant to bipolar transistors (BJT) and 

junction field effect transistors (jFET), which are the most suitable transistor types for low 

noise pre-amplification applications. 

The primary noise sources of BJT transistors are the thermal noise eth_rb of the base-

spreading resistance rb, the shot noise ish_b and the flicker noise i1/f_b  of the base bias current 

IB, and the shot noise ish_c of the collector current IC, as represented in Figure 5. 

 

Figure 5: Schematic representing the noise sources of a bipolar transistor. The noise 

sources are the thermal noise eth_rb of the base spreading resistance, the shot noise ish_b 

and the flicker noise i1/f_b of the base bias current, and the shot noise ish_c of the channel 

bias current. 

The equivalent total noise can be estimated by small signal models like the one shown in 

Figure 6. This model includes the parasitic capacitances, which are particularly relevant for 

high-frequency estimations. In this representation, the channel resistance and the load 

resistance have been combined in parallel into RL. Likewise, CL encompasses the 

capacitance of the next stage and the parasitic collector-emitter capacitance. 

 

Figure 6: Small-signal model for BJT transistors with dominant noise sources. 
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n-p-n transistors have higher levels of flicker noise than p-n-p transistors. A commonly used 

flicker noise model used in BJT is  

where the coefficients γ and α are almost 1 in modern quality BJTs. Kf is the flicker noise 

coefficient and is measured experimentally. 

For low frequencies where parasitic capacitances can be neglected the equivalent input 

referred voltage and current noises of BJT are120 

being 𝛽𝛽 the common-emitter current gain, and 𝑉𝑉𝑇𝑇 = 𝑘𝑘𝑘𝑘/𝑞𝑞 the thermal voltage.  

Differently, the dominant noise sources in modern jFETs are the channel thermal noise ith_d, 

the flicker noise i1/f_d of drain current ID, and the shot noise in the gate caused by the gate 

leakage current IG, as shown in Figure 7. The flicker noise of jFETs is usually higher than 

that of BJT. The channel thermal noise ith_d can be estimated by 

where gm is the small signal transconductance. The gate current noise is approximated such 

that 

and the flicker noise of the drain current as 

 
𝑖𝑖1/𝑓𝑓_𝑏𝑏 = �

𝑘𝑘𝑓𝑓𝐼𝐼𝐵𝐵𝛼𝛼∆𝑓𝑓
𝑓𝑓𝛾𝛾

, (33) 

 
𝑒𝑒𝑛𝑛 = �𝑒𝑒𝑡𝑡ℎ_𝑟𝑟𝑟𝑟

2 + 𝑖𝑖𝑠𝑠ℎ_𝑐𝑐
2 �

𝑉𝑉𝑇𝑇
𝐼𝐼𝐶𝐶
�
2

= �4𝑘𝑘𝑘𝑘𝑟𝑟𝑏𝑏 +
2(𝑘𝑘𝑘𝑘)2

𝑞𝑞𝐼𝐼𝑐𝑐
; (34) 

 
𝑖𝑖𝑛𝑛 = �𝑖𝑖𝑠𝑠ℎ_𝑏𝑏

2 + 𝑖𝑖1/𝑓𝑓_𝑏𝑏
2 +

𝑖𝑖𝑠𝑠ℎ_𝑐𝑐
2

𝛽𝛽2
, (35) 

 𝑖𝑖𝑡𝑡ℎ_𝑑𝑑 = �4𝑘𝑘𝑘𝑘𝑘𝑘𝑔𝑔𝑚𝑚∆𝑓𝑓, (36) 

 𝑖𝑖𝑠𝑠ℎ_𝑔𝑔 = �2𝑞𝑞𝐼𝐼𝑐𝑐∆𝑓𝑓, (37) 
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Figure 7: Schematic representing the primary noise sources of a jFET. Main noise sources 

are ish_g shot noise of the gate, and thermal and flicker noise of drain current. 

Figure 8 shows the equivalent small signal circuit of a jFET with the dominant noise sources. 

The channel resistance and the load resistance have been combined in parallel in RL. 

Similarly, CL is the sum of the capacitance of the next stage and the parasitic drain-source 

capacitance. The parasitic capacitance Cgd plays a critical role by coupling channel noise to 

the input and limiting the gain bandwidth. Its effect can be calculated by applying Miller’s 

theorem121. 

 

Figure 8: jFET small signal equivalent circuit with noise sources. 

The equivalent input voltage and current noises in jFETs can be estimated by122 

 
𝑖𝑖1/𝑓𝑓_𝑑𝑑 = �

𝑘𝑘𝑓𝑓𝐼𝐼𝐷𝐷𝛼𝛼∆𝑓𝑓
𝑓𝑓𝛾𝛾

. (38) 
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where  

Looking into the elements contributing to the input referred equivalent voltage and current 

noises of Equations (39) and (40), it is possible to see that they feature both frequency 

independent and frequency dependent regions. In the low frequency region, the voltage 

noise is dominated by the 1/f noise, decreasing with frequency until channel thermal noise 

takes over. Conversely, the low frequency region of the current noise is flat defined by the 

shot noise of the gate. This is surpassed as frequency increases by thermal noise from the 

output, which couples to the input through the parasitic capacitance Cgd. 

Given that the channel thermal noise has a significant contribution in both current and 

voltage noises at higher frequencies, there is a considerable correlation between current 

and voltage noise. Therefore, the level of correlation needs to be considered in the 

estimation of the total noise through the normalised correlation coefficient γ such that123 

where Zs is the impedance seen from the input of the pre-amplifier123. 

A standard way of quantifying the noise introduced by the amplifier, apart from input referred 

equivalent current and voltage noises, is by the division between the square of the SNR if 

the amplifier were noiseless and the square of the SNR with the real amplifier. This ratio is 

called the noise factor F. An equivalent term is the noise figure NF, which is the noise factor 

expressed in decibels as follows124 
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Figure 9: Influence of noise figure and SNR of the noise added by the pre-amplifier. The 

effect that the insertion losses of the amplifier have in the noise figure is plotted referred to 

the equivalent source noise resistance (A) and the percentage of additional voltage noise 

(B). The effects of the additional voltage noise on the normalised SNR as compared to the 

input SNR can be seen in (C). 

and Rs is the source resistance. The source resistance that generates the optimum noise 

performance is typically calculated by Rs_opt=en/in. Matching the source impedance to Rs_opt 

often requires of transforming the source impedance through a transformer or a matching 

network. One way of reducing the value of Rs_opt to facilitate the matching is by paralleling 

transistors. In this way, one reduces voltage noise trading it by current noise as  
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while keeping the NF constant. The amplification of the signal in ultra-low noise amplifiers 

is most often done with multiple amplification stages. Multiple stages have to be carefully 

considered so the total noise of the pre-amplifier is minimised. The first stage is typically 

designed so that its noise is kept as low as possible. The first stage gain does not usually 

need to be large but high enough to minimise the noise contribution from the next stages. 

Often Friis formula can be used to estimate the noise factor contribution of each amplification 

stage such that125  

where Gx is the average gain of the stage number “x”. For this formula to hold, the output 

conductance of each stage has to be larger than zero and noise sources are assumed to be 

uncorrelated. 

2.3.3 Ambient noise 
Technology developed by humans is responsible for a large part of the electromagnetic (EM) 

background noise generated. This human-caused radiation strongly varies with the location, 

with rural areas on average having 20 to 30 dB less noise126. Typically, the electric power 

network generates the largest noises at 50 or 60 Hz and corresponding harmonics. Other 

strong sources are lighting, automobiles, motors, ignitions and other electronic devices127. 

In some cases, these sources can be long ranged and can be estimated as a plane wave. 

Non-human induced natural sources also exist126. Earth magnetic field, ion, plasma and 

solar wind oscillations generate drifts at ultra-low frequencies around 1 mHz to 3000 mHz. 

Other electromagnetic noise can be produced with particles striking the magnetosphere 

causing such phenomena as chorus emissions and white noise aural hisses which range in 

frequencies from 500 Hz to 10 kHz. Electromagnetic perturbations from lightning can range 

from 1 Hz to 300 MHz travelling over a distance of 60,000 km128. 

The most common means for environmental noise reduction is by passively shielding the 

system. MR measurements are performed in a shielded room. Unlike at medium to high 

frequencies where copper Faraday cages (eddy current shielding) are employed129,130, at 

low frequencies high permeability materials such as μ-metal, an extremely high permeability 

 𝑖𝑖𝑛𝑛.𝑝𝑝𝑝𝑝𝑝𝑝 = 𝑖𝑖𝑛𝑛√𝑛𝑛, (45) 

 𝐹𝐹𝑡𝑡𝑡𝑡𝑡𝑡 = 1 + (𝐹𝐹1 − 1) +
𝐹𝐹2 − 1
𝐺𝐺1

+
𝐹𝐹3 − 1
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+ ⋯+
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, (46) 



34 
 

alloy, are more efficiently used131. The associated material costs associated with high 

permeability shielding are, however, prohibitive. Such an approach to shielding from external 

influences also hinders system portability. 

Active shielding has been used to replace the heavy and expensive passive enclosures in 

urban scenarios27,132,133. It aims to reduce environmental field fluctuations below 100 Hz that 

affect the small amplitude measurement field (Bm) by generating a counteracting field 

through a set of peripheral coils. Such an approach necessitates the need for additional 

sensors to accurately measure the environmental magnetic noise at the periphery of the 

system and to be able to apply a compensating field to negate environmental magnetic 

noise. The frequency response of the sensors and the feedback amplifiers limit active 

compensation to very low frequencies in the range 0-100 Hz.  

To attenuate the effects of the environmental magnetic noise in the ULF-MRI regime (i.e. 

kHz range) hardware gradiometers are routinely employed with SQUIDs as have 

demonstrated to be very efficient for this purpose. Here, a set of two or more coils are 

connected in series to compensate part of the noise of the signal before it is amplified. 

However, gradiometers take up additional space and raise the noise floor of the coil22. 

Another approach called software gradiometry uses extra magnetic field detectors to detect 

only the environmental noise and subtract it through post processing134. This signal de-

noising approach provides hardware less bulky than that of physical gradiometers, although 

it requires a dynamic range considerably broader than what can typically be afforded by 

SQUIDs.  

2.4 Sensitivity & SNR 
The ratio between the signal and the noise defines the sensitivity of the MR experiment. We 

have seen how signal and noise are often frequency dependent. On the one hand, 

increasing the field strength increases the steady state net magnetisation. Also, increasing 

frequency increases the EMF generated between the ends of a coil. The ambient noise 

generally decreases with an increase in frequency. On the other hand, dielectric and 

inductive losses increase with frequency. Also, the thermal noise from the coil increases 

with frequency, as its AC resistance increases. The matching network and the pre-amplifier 

can be designed to have a ‘sweet spot’ where noise is moderately independent of frequency. 

In the pre-amplifier, the flicker noise usually sets the lower limit while the parasitic capacitive 

feedback does it for the upper end. Similarly, losses in inductors and capacitors are higher 

at low frequencies and high frequencies. 
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There are other variables that heavily affect the SNR of acquired data such as the imaging 

sequence and relaxation times. These dependencies make estimating the SNR along a wide 

range of frequencies difficult. There have been analytical expressions derived to capture the 

dependency of field strength on SNR135,136, the most popular of which is135 

where 𝜉𝜉 denotes the EMF generated in the coil, σbody and σcoil the body and coil noise, and 

𝛽𝛽 and 𝛼𝛼 are constants that scale the corresponding noises depending on coil and tissue 

properties. The first dividing term in Equation (47) represents the inductive losses from the 

body, and the second term the thermal noise of the coil. This formula suggests that while 

body noise dominates, the SNR is proportional to the field strength. This body noise 

dominance often happens at high fields or with large coils. If the opposite is true, namely the 

body noise is smaller, the SNR scales with the magnetic field to the power of 7/4, which is 

usually the case at lower fields. Figure 10 depicts this effect for a large MRI coil. 

 

Figure 10: Plot of a typical estimation of SNR vs. frequency for an MRI coil. The low 

frequency region is dominated by the thermal noise from the coil, while the body noise 

dominates the higher frequencies. Other noise sources such as preamplifier noise and 

ambient noise are not considered here. 

 
SNR =

𝜉𝜉
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It is important to note that the SNR convention in the MR community is calculated from the 

voltage differences between signal and noise, unlike the standard definition in engineering 

where the powers are divided. 

The SNR of a single acquisition is rarely high enough to be reliable for diagnosis. To increase 

the SNR, the signals from a repeated acquisition can be averaged. The SNR increases 

because signals from different acquisitions are correlated while noise is not. This feature 

improves the SNR by the square root of the number of acquisitions. Filling the k-space with 

different acquisitions also does increase the SNR through averaging. Averaging is often 

used in MR applications such as spectroscopy if the sample is not varying with time. In this 

case, the MR system has to be highly stable to maintain signal coherence between 

acquisitions. In human clinical applications, however, the number of acquisitions is limited 

as patient comfort and throughput advocate for quick scans. 

In the case of MRI, SNR and image resolution are a trade-off. As a rule of thumb, for the 

same acquisition time, the SNR is proportional to the volume of the voxel. Besides, more 

samples need to be acquired to achieve higher resolution, which prolongs the acquisition 

time. The longer acquisition time can be compensated by stronger encoding gradients at 

the price of SNR, which decreases with the square root of the bandwidth. The reason for 

this is in the power density of the signal is spread across a broader frequency band, in turn 

reducing the energy of the signal per frequency bin whilst capturing additional noise from 

the extra frequencies. Therefore, to compare the performance of different systems, it is 

useful to estimate the SNR per unit of time (aka imaging efficiency). The SNR also depends 

on other variables such as tissue relaxation parameters and proton density. However, the 

SNR alone does not describe the capability of discerning between different tissue structures. 

This is better quantified by the ratio of the difference between the signals from the tissue of 

interest and the noise, commonly known as the contrast-to-noise ratio or CNR such that 

This definition is in the most of the cases more important than the SNR given that it is the 

difference between tissues what is routinely used for diagnosis. Matching sequence 

parameters to tissue properties can lead to improvements in CNR. This optimisation 

depends heavily on the sequence type. For example, Edelstein proposed estimating the 

CNR  for a single-echo, saturation recovery pulse sequence by135 

 𝐶𝐶𝐶𝐶𝐶𝐶𝐴𝐴𝐴𝐴 =
𝜉𝜉𝐴𝐴 − 𝜉𝜉𝐵𝐵
𝜎𝜎0

= SNR𝐴𝐴 − SNR𝐵𝐵. (48) 
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Here, SNR𝑠𝑠 is the normalised SNR, Ts is the sampling time, tim is the total imaging time, V is 

the volume of the signal source (voxel volume in the case of MRI), TR is the pulse repetition 

time, and TE is the echo time. 

2.5 Signal enhancing techniques 
Different techniques exist that increase SNR and imaging efficiency, some of which are 

presented in the following text. 

2.5.1 Hyperpolarisation 
Several methods that enhance the polarisation of the nuclear spins fall under the umbrella 

of what is called hyperpolarisation. Here, an enhancement of the net nuclear polarisation is 

achieved by either transferring spin order from another species or changing rapidly 

experimental conditions (e.g., temperature) between polarisation and detection stages. 

These methods include optical pumping, para-hydrogen-induced polarisation, and dynamic 

nuclear polarisation (DNP)137-139.  

In spin exchange optical pumping, an alkali metal vapour (e.g. Rb) polarises a noble gas 

(e.g. 3He, 129Xe, or 83Kr) though spin-exchange collisions. Optical pumping has been used 

for spectroscopy and imaging the lungs with the noble gases 3He and 129Xe. In para-

hydrogen-induced polarisation, higher nuclear spin order is achieved by means of a spin-

conserved hydrogenation of an unsaturated substrate. DNP exploits the higher electron spin 

polarisation levels achievable in the solid state140. In most in-vivo situations, it requires the 

addition of a free radical rich substrate. One method of transferring the high electron 

polarisation to the nucleus is by keeping the sample in solid state and irradiate it at the right 

frequency, most commonly in the microwave range. This high transmission frequency, 

however, limits its application in humans. An alternative to the solid-state DNP is the 

dissolved-phase DNP where the hyperpolarised solid sample is rapidly brought to the liquid 

state and dissolved in a solution141. To be efficient, this solution contains a substance with 

long T1. This substance can be used as contrast agent or target for a biomarker.  

These methods usually require additional instrumentation to excite electron spins. They also 

require an extensive understanding of the energy levels and transition probabilities of the 

hyperpolarised substance to be used. 

 
CNR ∝ 𝑉𝑉𝑉𝑉SNR𝑠𝑠�𝑡𝑡𝑖𝑖𝑖𝑖

∆𝑇𝑇1𝑇𝑇𝑅𝑅�𝑇𝑇𝑠𝑠
𝑇𝑇12

𝑒𝑒−𝑇𝑇𝑅𝑅 𝑇𝑇1⁄ 𝑒𝑒−𝑇𝑇𝐸𝐸 𝑇𝑇2⁄ . (49) 
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2.5.2 Cryogenics 
According to Equation (4), cooling the sample/body increases the net magnetisation. 

Similarly, Equation (20) implies that cooling the detector also reduces its thermal noise. 

Cooling the patients is not an option, but it is possible to cool the detector142. It should be 

noted that the SNR can only be increased by cooling the detector when the body noise is 

not dominating. Also, there is a limit to the noise reduction in the sensor through this method. 

The conductivity of employed metals will decrease until it reaches a residual due to 

impurities within, a limit which is temperature independent. Additionally, the coil has to be 

enclosed in a dewar, increasing the distance between coil and sample. This separation 

reduces the filling factor and limits the improvement in SNR. In practice, the reduction in 

thermal noise by using cryoprobes at about 15K has reached sensitivity gains of only a factor 

of 4142,143. 

2.5.3 Pre-polarisation 
The idea behind pre-polarisation is almost as old as MR research. In 1953 Packard and 

Varian144 used a 10 mT pre-polarising magnetic field to enhance the net magnetisation of 

samples and observe their precession in the Earth's magnetic field. At the same time, Bloom 

and Mansir145 used a similar pre-polarisation field to make measurements at around 0.2 mT. 

Pre-polarisation consists of pulsating a magnetic field Bp, which is stronger than the 

measurement field Bm, for a short period. During the time the pre-polarisation is active the 

nuclear spins tend towards a higher net magnetisation equilibrium state. Shortly after, the 

pre-polarisation field is removed and the MR signal is acquired at the lower field, as shown 

in Figure 11.  
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Figure 11: Schematic of typical pre-polarisation sequences. Direct acquisition of the FID is 

possible after a non-adiabatic removal of Bp (A). In this configuration, Bp is perpendicular to 

Bm. An adiabatic transition can be seen in (B). This configuration is independent of the 

alignment between Bm and Bp because the longitudinal magnetisation ends aligned with Bm 

after the transition. Rf pulses are used to induce the FID. A faster decay has been drawn 

visualising what would happen under the gradients of an imaging experiment. Echoes can 

refocus the transversal net magnetisation. Spin echoes are employed in this representation. 

Pre-polarisation is a method to be used with weaker measurement fields to ideally increase 

the SNR from being proportional to B07/4 to being proportional to Bp·Bm3/4. The SNR increase 

can be estimated by modifying Equation (47) and represent SNR as  

This ideal SNR improvement is lower in practice due to the signal decay during the transition 

from pre-polarisation to measurement. For this method to be efficient the acquisition needs 

to be performed before a significant amount of the net magnetisation is reduced by the MR 

relaxation mechanisms. To reduce these losses, the pre-polarisation field should be 

switched fast enough such that the spins do not follow the resultant external magnetic field 

(non-adiabatic transition), where Bp and Bm are perpendicular to each other, as shown in 

Figure 13. Figure 11A visualises the time sequence of this adiabatic induction. Nonetheless, 
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such a transition imposes a high demand on the electronics. Strong magnetic field changes 

can also induce eddy currents in neighbouring conducting surfaces and measurements 

result in additional noise. Inconveniently, the sequence becomes longer due to the need for 

pre-polarisation reducing imaging efficiency. Also, T1 recovery times tend to be longer at 

higher fields, further prolonging pre-polarisation times. Moreover, there is no magnetisation 

growth during the readout time. This magnetisation decay makes sequences such as multi-

slice or steady-state free precession imaging ineffective due to their reliance on longitudinal 

magnetisation recovery.  

The potential benefits of the pre-polarisation technique are a decrease in magnet costs and 

power consumption. During pre-polarisation, the required field homogeneity is not critical. 

Therefore, the coils generating Bp can be smaller and can be placed closer to the patient. 

The result of which is a considerable reduction in the power requirements and less heat to 

dissipate from the coil.  

Alternatively to acquiring the signal at a low magnetic field, one can leave the nuclear spins 

to experience the low fields for a limited time and then increase the field for the acquisition, 

as shown in  

Figure 12146. This approach increases the sensitivity of the detector while still harvesting the 

benefits of the additional contrast mechanisms at low/ultra-low fields. This method is known 

as field cycling or fast field cycling. The method provides a mechanistic approach of 

exploring signals which evolve in a variety of fields without a need to retune the detector.  

 
Figure 12: Simplified time diagram of typical field cycling MR sequence. 

There are a variety of arrangements to generate the sequences presented in Figure 11. The 

main difference consists of how the pre-polarisation field is generated and oriented. For 

systems that produce Bp through permanent magnets, the sequence involves a physical 

translocation of the sample from the vicinity of the permanents magnets to the measurement 



41 
 

field Bm. This technique is not feasible for in-vivo ULF MR as the transportation time would 

be longer than the typical relaxation times of the nuclei. Therefore, existing human ULF MR 

systems employ resistive coils to generate both Bp and Bm. To reduce complexity, Bm is 

usually always on. 

In some of the ULF MR arrangements, Bm and Bp generate parallel fields. This setup 

facilitates that the spins are aligned with Bm after the pre-polarisation regardless how Bp is 

removed. Nevertheless, in this arrangement Bm and Bp are highly coupled, which 

complicates the current control to maintain Bm stable as sudden changes in Bp will induce 

strong currents in the Bm coil147. 

The inductive coupling between coils can be significantly reduced by configuring the system 

in a way that Bm and Bp are perpendicular to each other. This arrangement has the 

advantage that if Bp can be removed fast enough to achieve a non-adiabatic transition, the 

most of the net magnetisation will be perpendicular to Bm, and the FID would immediately 

be measurable without the need for Rf pulses. To fulfil the non-adiabatic condition, the 

rotation of the resultant external magnetic field towards the final position, which in this case 

is parallel to Bm, has to be at all times substantially faster than the precession frequency of 

the spins. Therefore, a pure non-adiabatic transition through the removal of Bp is unfeasible 

because at the beginning of the Bp removal the angular frequency of the spins is very high 

and they can follow the rotation of the relatively slow resultant field generated by Bm and Bp. 

This will induce some signal loss. Differently, an adiabatic transition from Bp to Bm is easier 

to achieve as Bp is removed relatively slowly. Also, any eddy currents generated in nearby 

conductors are reduced. Conversely, the signal loss during the adiabatic transition due to 

T1 relaxation can be significant, and Rf pulses are needed to tilt the net magnetisation away 

to generate transversal magnetisation. 

In pre-polarised ULF MR, often a single FID will be acquired per pre-polarisation step. This 

acquisition scheme can be efficient as typically T2* is as long as T1 in this regime, making 

the most of the boosted net magnetisation. However, imaging involves the presence of 

gradients which shorten T2*. In this case, acquiring multiple echoes per pre-polarisation 

cycle can help increase imaging efficiency. 

2.6 Common ULF MR configurations  
The variety of possible hardware arrangements to design a ULF MR system is large, as can 

be inferred from the diversity of the approaches that exist to generate magnetic fields, boost 
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the net magnetisation of the sample, and detect the MR signal. Practicality has, however, 

made some configurations more popular than others. 

ULF MR systems typically use resistive coils to generate the measurement field and the 

gradient fields11,15,20,24,30,46,47,102,132,147,148. Measurement fields are generated by simple coil 

configurations, such as Helmholtz pairs, as the slower spin precession relaxes field 

homogeneity requirements. Instead of the cylindrical gradient coils common in high field 

systems, ULF MR systems often employ bi-planar coils, such as modified Maxwell pair 

configurations, to generate the gradient fields46. These open-access arrangements improve 

the accessibility to the system at the expense of reducing the power efficiency of the coils46. 

The pre-polarisation method is probably the most exploited signal boosting technique in in-

vivo human ULF MR systems due to its simplicity and safety15. The pre-polarisation field is 

generated by relatively small but powerful resistive coils which are either cylindrically shaped 

or arranged in coil pairs11,15,24,100,147. This pre-polarisation field is often arranged 

perpendicular to the measurement field to reduce the coupling between the pre-polarisation 

and the measurement coils and facilitate the current control of the coils15,24,100. In cases 

involving small samples, generating the pre-polarisation field by permanent magnets placed 

away from the measurement field has been proposed. The sample is then sequentially 

transferred in a rapid manner from one field to the other133,148,149. In-vivo human imaging 

with no signal enhancing techniques other than optimised MR sequences extrapolated from 

high field systems has also been achieved recently employing a static field of 6.5 mT, which 

is towards the high field strength end of the ULF MR regime46. 

The magnetometers used for ULF MR largely depend on the application. SQUIDs are the 

dominant sensing technology used in most state-of-the-art human ULF MR 

systems11,15,24,147. This choice is driven by the high sensitivity of the SQUIDs in a broad 

frequency bandwidth, which opens up the possibility of concurrently acquiring magneto-

encephalogram (MEG) and MR signals. These setups employ an array of SQUID detectors 

to increase the spatial resolution of MEG and exploit the reduction in acquisition time 

provided by parallel MRI. The complexity and costs of the SQUIDs have motivated the use 

of different room temperature resistive coil arrangements in systems aiming to provide an 

affordable solution24,46. 
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Chapter 3- Rotatable small permanent magnet array for ULF MR 
instrumentation: A concept study 

3.1 Abstract 
The feasibility of generating variable magnetic fields required for ultra-low field nuclear 

magnetic resonance relaxometry with dynamically adjustable permanent magnets is 

studied. The motivation is to substitute traditional electromagnets by distributed permanent 

magnets increasing system portability. 

The finite element method (COMSOL®) is employed for the numerical small permanent 

magnet array design study to calculate achievable magnetic field strength and homogeneity, 

switching time and magnetic forces for ultra-low field relaxometry. A manual prototype is 

simulated and built to verify the magnetic field generation and validate the numerical 

approach.  

A concentric small permanent magnet array can be used to generate strong sample pre-

polarisation and variable measurement fields for ultra-low field relaxometry via simple 

prescribed magnet rotations. With the array it is possible to achieve a pre-polarisation field 

strength above 100 mT and variable measurement fields ranging from 20-50 µT with 200 

ppm absolute field homogeneity within the field-of-view of 5 x 5 x 5 cubic centimetres. 

A dynamic small permanent magnet array can generate the variety of multiple highly 

homogeneous magnetic fields required by ULF MR instruments. This design can 

significantly reduce the volume and energy requirements of traditional systems based on 

electromagnets considerably improving the portability. 

3.2 Introduction 
NMR and MRI are non-invasive and non-destructive investigative tools that can provide 

information from the molecular to the macroscopic scale. These techniques harness the 

phenomenon of magnetic resonance due to the interaction of precessing nuclear magnetic 

moments (nuclear spin systems) within a magnetic field with electromagnetic radiation. MR 

has a wide range of applications in areas including materials science, structural biology, 

chemistry and medical imaging150-152.  

Conventional MRI instruments comprise three main components: a permanent magnet to 

align the nuclear spins and generate net sample magnetisation; a transmitter/receiver coil 

system that radiates electromagnetic energy to the nuclear spin system and detects the MR 
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signal; and gradient coils that enable the encoding of spatial information allowing the 

generation of three dimensional images151. 

The signal-to-noise ratio (SNR) achieved in MR is proportional to the magnitude of net 

sample magnetisation. Hence, the quality of MR data is dependent on the strength and high 

absolute field homogeneity of the main magnetic field (commonly referred to as B0). Current 

efforts have concentrated on increasing field strength with superconducting coils that 

increase the bulk and cost of purchase, operation, and maintenance of MR instruments. 

Partly in response to these drawbacks, over the last decade, there has been growing interest 

in ULF MR, which uses a main magnetic field strength of less than 10 mT12,15,20,23,25,28,29,153-

155. Potential advantages of ULF over high field MR instruments include greater absolute 

magnetic field homogeneity, simple and low-cost instrumentation and low power 

consumption156. ULF MR offers the possibility of important new applications such as the 

ability to image in the presence of metal, for example in trauma, disaster and battlefield 

applications. Yet to be explored imaging paradigms based on the frequency overlap of the 

ULF instrument with the Eigenfrequencies may allow real-time interrogation of ‘slow’ kinetic 

processes in chemistry and biology, such as diffusion or protein folding and aggregation15. 

In addition, because superconducting magnets are not required, the instruments may be 

more portable allowing ULF instruments to be more readily transported to and operated in 

remote locations15.  

Although based on the same fundamental principles of magnetic resonance as high field 

MR, ULF instruments are set up differently. Prior to the measurement, sample magnetisation 

is generated by a pulsed magnetic field approximately three orders of magnitude higher than 

the Earth’s field (~ 0.05-0.1 T). This technique is known as sample pre-polarisation and is 

one of the main strategies in ULF research (besides implementing highly sensitive 

magnetometers) to overcome low SNR which still severely restricts ULF-MR 

applications15,23,29. Radiofrequency pulses are not required to trigger the ULF-MR signal. 

Instead, the ULF-MR signal is generated and detected in the presence of a second magnetic 

field, the measurement field, and applied perpendicular to the pre-polarisation field. 

Currently, the magnetic fields in ULF-MR instruments are generated using resistive coils, 

which high power consumption and heat production15,20,28,157. Moreover, the presence of 

highly conductive materials in resistive coils contributes to signal loss due to sample heating 

effects, residual coil noise, transients and eddy currents, and destructive interference 
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effects15,20,158. These problems motivate the search for alternative ways of generating strong 

magnetic fields with Halbach arrays.  

Halbach arrays are a versatile arrangement of permanent magnets to generate highly 

homogeneous and strong magnetic fields generally achievable in small sample volume or 

field of view (FOV) compared to overall array volume159-161. This condition, however, is 

fulfilled for MR instruments and Halbach array technology has lead to the development of 

new generations of benchtop and handheld MR instruments, with field strength above 3T 

and inhomogeneity of less than 0.01 % (100 ppm)62,159,162,163.  

Permanent magnets do not require electric current flow to generate magnets fields. Hence, 

sample heating due to energy dissipation in the resistive material is avoided, cooling devices 

obviated and power consumption significantly reduced compared to resistive coil 

technology. Moreover, magnetic material conductivity is much lower compared to resistive 

coil material like copper, hence, eddy current effects induced by rapid magnetic field 

changes, and therefore, potential possible signal artefacts and noise are reduced. 

Despite the FOV size restraints, a Halbach array has recently been introduced in a prototype 

portable MRI scanner suitable for human brains (FOV = 16 cm) to generate the low field (B0 

= 77 mT)19. The static field B0 within the volume is quite inhomogeneous, almost 1% (~10000 

ppm), due to the presence of fringe fields originating from both ends of the Halbach array 

(length and diameter ~ 36 cm) and the chosen FOV. However, the known field 

characteristics of B0 was exploited to encode spatial information, but it required the rotation 

of the Halbach array about the sample to acquire a 2D image19.  

The static nature of the magnetic fields generated by Halbach arrays implies that current 

flows, resistive coil technology, and radiofrequency (Rf) devices are still essential for 

triggering or generating signals and gradients in all current designs of MR instruments with 

Halbach arrays. 

Our new approach is an extension of the concept of the Halbach array that obviates the 

need for resistive coils for low and ULF MR by introducing a dynamic adjustable small 

dynamic permanent magnet array (SPMA) to generate and switch between multiple 

magnetic fields. A variety of gradient fields is achieved by prescribed rotations of individual 

magnets which allows adjustments of magnetic field magnitudes and orientations.  
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In this study, we examine the potential of SPMAs for ULF-NMR relaxometry, an imaging and 

scanning paradigm to study the relaxation processes of samples. At ULF, this has the 

potential to allow the study of slow molecular dynamic processes in real time, for instance, 

to detect liquid explosives 15,164. Aforementioned is enabled by the generation of highly 

homogeneous magnetic fields with moderately complex setups with the potential of possible 

control of magnetic field magnitude and hence, control of the Larmor frequency15,164.  

By applying the finite element method (FEM) to Maxwell’s equation, we determined the 

magnetic fields generated by the dynamic SPMA and analysed it in terms of achievable field 

strength and field homogeneity. In addition, a manual operated SPMA was simulated and 

built to demonstrate the ability to generate the magnetic fields required for ULF relaxometry.  

3.3 Materials and methods 
3.3.1 ULF relaxometry 
A ULF relaxometry instrument for measuring the sample longitudinal (T1) and transversal 

relaxation (T2) time, which depends on the applied magnetic field150,151, requires two 

perpendicular and dynamic switchable magnetic fields: the pre-polarisation field Bp and the 

measurement field Bm. A schematic representation of the application of Bp and Bm to 

perform a basic ULF relaxometry measurement is shown in Figure 13: The pulsed Bp (Figure 

13A) with magnitudes typically ranging from 30 - 70 milliteslas (mT) generates the net 

sample magnetisation M, according to Curie’s law (Figure 13A). The orientation and the 

magnitude of Bm define the precession axis of M and the Larmor frequency, respectively 

(Figure 13C). After Bp is switched off, the precession of M about Bm generates the sample 

signal known as free induction decay (FID) and is detected by the sensor (S) (Figure 13D). 

The duration and measurability of the FID depend on the demagnetisation characteristics of 

the sample and, on sensor location and orientation158. 
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Figure 13: Schematic presentation of a ULF relaxometry measurement. (A) The pre-

polarisation coil is switched on to generate Bp. (B) After switching off of pre-polarisation coil 

sample a net magnetisation M is induced. (C) The measurement field Bm, perpendicular to 

Bp is switched on. (D) The net magnetisation vector M precesses about Bm and decays; the 

sample demagnetises. The localised magnetic field sensor (S) detects the sample signal 

(FID) during demagnetisation. 

3.3.2 SPMA design 
The dynamic SPMA exemplified for ULF relaxometry presented in this manuscript is shown 

in Figure 14. It consisted of cylindrical magnets of finite length, transversely magnetised (i.e. 

in the x-y plane) arranged in three concentric cylindrical arrays as indicated in Figure 14A. 

Each magnet of array A was assumed to be pivot-mounted about the z-axis to allow the 

generation of various magnetic field configurations by prescribed rotations of each magnet. 

In contrast, the orientation of each magnet within array B and C was fixed but the two arrays 

can rotate about the z-axis, see Figure 14B.  
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Figure 14: Setup of the dynamic SPMA model for ULF relaxometry. (A) The SPMA model 

consists of three concentric cylindrical arrays with transversally (x-y plane) magnetised rods. 

Array A, required for pre-polarisation, consists of 24 magnets; Arrays B and C, required for 

generating the variable measurement field, consist of 12 magnets each. The z-axis is 

parallel to the array symmetry axis. Numbering is counter-clockwise from the right-hand 

side. (B) Side view indicating the concentric SPMA setup and sizes. Array A is fixed but 

each magnet rotates individually about the z-axis (small red circular arrow). Arrays B and C 

(with fixed magnet orientation) rotate about the z-axis, indicated by the large red circular 

arrow. 

Our SPMA design is based on the principle of generating highly homogeneous and strong 

magnetic field generation by a Halbach dipole cylinder or Halbach array 62. The three 

concentric cylindrical arrays, A, B, and C generate the two mutually perpendicular magnetic 

fields required for ULF relaxometry measurements: Bp (array A) and Bm (array B and C). 

Throughout this paper, it is assumed that Bp is oriented along the x-axis and Bm along the 

y-axis. Each cylindrical magnet within the SPMA is transversally magnetised (x-y plane) with 

remanent magnetisation Br. The following parameters were used when designing the array: 

field of view (FOV) within the centre of the SPMA 5 x 5 x 5 cm3; Bp magnitude >100 mT; Bm 

magnitude between 20-50 µT. The FOV was chosen to be sufficient both for ULF-NMR 

measurements and for a small ULF imaging device. Bm corresponds to the proton (1H) 

Larmor frequency ωL as determined by the Larmor equation 
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with the units for ωL being rad/sec and fL being Hz, respectively. And γ is the gyromagnetic 

ratio, 42.6 MHz/T or 2.678 x 108 rad/(T x sec) for protons. 

3.3.3 Magnetisation pattern 
Four different magnetisation patterns were considered in this study, created by prescribed 

rotations of each cylindrical magnet in the array A shown in Figure 16, with Br of each 

magnet indicated by white arrows: Halbach (Figure 15A), reverse Halbach (Figure 15B), 

transverse (Figure 15C) and radial (Figure 15D). The Halbach pattern is known to achieve 

a strong homogeneous magnetic and directional field in the centre of the array A, while the 

lowest field strength or field cancellation (indicated by irregular field distribution in the centre) 

is achieved with the reverse Halbach, tangential or radial magnetisation patterns. Different 

magnetisation patterns and numbers of permanent magnets in the array lead to different 

magnetic field distributions, field strength, and homogeneity in the centre of the array. All of 

these variations affect suitability for ULF relaxometry measurements. A study on the impact 

of such effects is provided in the following sections. 

 𝜔𝜔𝐿𝐿 = 2𝜋𝜋𝑓𝑓𝐿𝐿 = 𝛾𝛾𝐵𝐵𝑚𝑚, (51) 



51 
 

 

Figure 15: Definition and visualisation of the magnetisation patterns, formed by transversally 

magnetised cylindrical magnet array, considered in this study. (A) Halbach, (B) reverse 

Halbach, (C) tangential and (D) radial. Shown as vector plots are the magnet remanent 

magnetisation (thick white arrows) and the normalised magnetic field distribution (thin white 

arrows) within the SPMA centre. The Halbach pattern leads to a highly directional and 

amplified magnetic field, while the other pattern leads to irregular, non-directional and nearly 

field cancellation. The detailed magnetic field characteristics for each magnetisation pattern 

are presented in Figure 19-Figure 22. 
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Figure 16: Section of an array with radius RA. Each cylindrical magnet numbered 

counterclockwise and with diameter dm, is evenly arranged along the circumference to 

ensure equidistant air gaps. The fill factor is defined as the ratio between dm and da. In this 

example dm equals da and the fill factor is 0.5. 

3.3.4 Simulation environment 
The complexity of the fields associated with different conformations of the SPMA precluded 

an analytical approach. Hence we undertook a rigorous numerical analysis using COMSOL® 

(version 4.3b, AC/DC module), a commercial finite element method (FEM) simulation 

environment with a computer-aided design interface for 3D model design. In the FEM 

simulation, the SPMA model was discretised in 3D-tetrahedral meshes within the 

computational window using a mesh distribution and density predetermined by COMSOL. 

The number of mesh points generally ranged between 40-50 million, to achieve sub-

millimeter spatial resolution in the centre of the array and to ensure convergent and accurate 

results within reasonable time frames. The computational window was set at a size sufficient 

to minimise numerical errors due to discontinuities. Numerical boundary conditions were 

defined as magnetic shielding thickness d = 12 cm and material permeability µr = 5500, 
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corresponding to the shielding for the previously described ULF device developed at the 

Centre for Advanced Imaging 158. 

3.3.5 Pre-polarisation array (array A) for ULF relaxometry 
The outer Array A which generates Bp, had an assumed fixed radius RA = 11cm and array 

length L = 70 cm. It consisted of n identical cylindrical magnets each with a remanent 

magnetic field strength of 1 Tesla (T). Notably, other common and commercially available 

magnet cross-sections lead to the equivalent qualitative results provided that the magnet 

size is small compared to the distance to the centre of the array. An ideal Halbach array is 

characterised by a continuous change in azimuthal magnetisation vector direction, which at 

present cannot be achieved. Hence, cylindrical Halbach arrays are discretised by identical 

magnets with constant Br with the approximation generally improved by increasing magnet 

numbers along the circumference. In this study n = 12, 16 and 24 magnets were considered.  

The array radius RA was chosen to be fixed to ensure that the SPMA fits within the magnetic 

shielding device developed at our centre for advanced imaging (CAI). Hence, to allow the 

SPMA performance to be compared with different numbers of magnets while keeping the 

overall size constant, a fill factor was introduced which quantifies the ratio of magnetic 

material to air gap (dm to da) along the circumference (see Figure 16). A fill factor of 0.75, 

for instance, corresponds to 75% occupation by the magnet (dm) and 25% by air (da) along 

the circumference, as seem from the centre. This implies that the magnet diameter dm is 

dependent on the total magnet number n and is approximately 

3.3.6 Measurement array (arrays B and C) for ULF relaxometry 
The measurement field Bm was generated by superimposing two magnetic fields generated 

by arrays B (BB) and C (BC) with radii RB = 8 cm and RC = 9 cm, respectively, each with the 

fixed Halbach pattern. Similar nested bipolar Halbach array arrangements which generate 

adjustable static magnetic fields can be found in165,166. As with the pre-polarisation array A, 

this arrangement ensured a highly directional and homogeneous magnetic field along the y-

axis. The total magnetic field magnitude within the FOV was almost compensated when (a) 

the magnetic field magnitudes BB and BC are matched and (b) the directions are opposite 

(Figure 17A). By rotating arrays B and C simultaneously clockwise and counter clockwise 

 
𝑑𝑑𝑚𝑚 = 2𝜋𝜋

𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 ∙  𝑅𝑅𝐴𝐴
𝑛𝑛

. (52) 
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about the z-axis, the x-components of the magnetic field near the centre was still cancelled, 

but a net y-component was generated representing the measurement field Bm (Figure 17B). 

 

Figure 17: Principle of generating Bm simulated with COMSOL. (A) Two concentric arrays B 

and C (RB = 9 cm and RC = 8 cm), each with Halbach magnetisation pattern (see Figure 

15A), generate the opposite magnetic fields BB and BC at the centre. If their magnitude is 

matched, the field in the centre is nearly cancelled. (B) By rotating array B and C 

simultaneously clockwise and counterclockwise about the SPMA symmetry axis (see red 

arrows), the x-component of the magnetic field is still cancelled but the y-component, Bm, is 

generated. 

The accuracy of ULF relaxometry measurements depends strongly on achievable magnetic 

field strength, its directionality and absolute field homogeneity which determine signal 

strength, quantified by the signal-to-noise ratio (SNR) 20. Qualitative targets to optimise the 

performance of the ULF relaxometer are: 

• highly directional and maximum magnitude of Bp during sample pre-polarisation 

(switched on). 

• minimum magnitude for Bp during the measurement period. 

• highly directional and homogeneous variable measurement field Bm (arrays B and C). 

3.3.7 Manual SPMA 
A manually operated SPMA was built to demonstrate the generation, cancellation and 

regulation of Bp and Bm. Like the SPMA for ULF relaxometry in the numerical study, the 

prototype consisted of three concentric arrays to generate the pre-polarisation field, Bp 

(array D), and the measurement field, Bm (array E and F), see Figure 18. The manually 

adjustable arrays were composed of ferrite permanent magnets of rectangular cross-section 

(ferrite grade Y30BH, Brem = 0.39 T, AMF Magnetics, Australia) chosen for their cost-
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effectiveness, availability and simpler alignment abilities. Array D (Figure 18A, array I and 

II) had a radius RD = 15 cm consisting of 12 magnets (15L x 2.5W x 2.54H cm) equally 

spaced around the circumference achieving a fill factor of 0.32. Twelve magnets (15L x 1.2W 

x 0.6H cm) composed the array E (RE = 10.5 cm, Figure 18A, array III) and 6 magnets (15L 

x 1.2W x 0.6H cm) the array F (RF = 7.5 cm, Figure 18A, array IV), leading to fill factors of 

0.16 and 0.11, respectively. For each array, the magnets were pressure fitted in pairs of 

interconnected medium density fibreboard (MDF) rings that hold the bar magnets from both 

extremes of their length. The moderate magnetisation of the ferrite magnets allowed safe 

manual rotations of the arrays, and the fitting of the different diameter MDF rings kept the 

relative position of each array in place (Figure 18B). Two manually interchangeable frames 

for array D were built to hold the magnets for two different configurations: tangential (for 

measurement state) and Halbach (for sample pre-polarisation), see Figure 18A, arrays I and 

II. 

A Gaussmeter (F.W. Bell, model 5080, Milwaukie, USA) mounted on a custom built 3-axis 

adjustable Cartesian holder was used for the magnetic field measurements, taken 

equidistantly in a grid (5 x 5 x 3, x,y,z) covering the FOV (5 x 5 x 5 cm3) for 3 different angular 

settings (α = 0°, 5°, and 10°, see Figure 18B). The values obtained at each point were 

averaged for each angular setting. 

 

Figure 18: Built SPMA prototype. (A) Elements of the SPMA prototype shown separately: 

Array D with Halbach pattern (I) and tangential pattern (II), array E (III) array F (IV) each with 

Halbach pattern. Array D magnets are fitted in the MDF frame I or II to achieve Bp ON or Bp 

OFF configurations, respectively. (B) Arrays E (III) and F (IV) fitted inside array D with 

tangential pattern (II). Bm magnitude control is achieved by rotating arrays E (III) and F (IV) 
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in opposite directions with prescribed angles α. The white arrows indicate the magnetisation 

direction of each magnet 
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3.4 Results 
3.4.1 SPMA for ULF relaxometry – Numerical simulation 
Array A during pre-polarisation (‘switched on’): The magnetic flux density distribution of 

Array A during pre-polarisation (Bp) generated with the Halbach pattern (see Figure 15A) is 

presented as x-y cross-section surface plot in Figure 19A. Regions of high field intensities 

are indicated by white, regions of low field intensity by black, and light grey disks visualise 

the FOV. In the same figure, an arrow plot shows the local field direction of Bp along the x-

axis. In this surface plot arrays B and C are not visible since Bp produced by array A is more 

than 1000 times larger than Bm. 

 

Figure 19: Surface plot magnitude and direction of the magnetic flux density of an SPMA. 

Magnetic flux (A) during pre-polarisation (Bp) and (D) measurement state (Bm). Regions of 

high and low field intensity are shown as white and black. Cross-section plots through the 

point of origin along the x-axis (B) and y-axis (C) of the ratio Bpy/Bp (solid line) and Bpz/Bp 
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(dashed line). Bpy and Bpz are the y- and z-components of the pre-polarisation field Bp (= 

Bpx). Bpy and Bpz are at least six orders of magnitude smaller in all directions within the FOV. 

Plots along the z-axis were omitted since all ratios are well below 10-9. (E) Cross-sections 

of all ratios Bmx/Bm and Bmz/Bm along the x-axis (solid line), y-axis (dashed line) and z-axis 

(dash-dotted line) demonstrating the x and z-component of the resultant magnetic field, 

generated by arrays A, B and C, are at least three orders of magnitude smaller than Bm (F). 

Deviation in per cent from measurement field magnitude of Bm, plotted along the x-axis 

(curve 1, solid line), y-axis (curve 2, dashed line) and z-axis (curve 3, dash-dotted line). 

Arrays B and C were rotated by ~4.5o to achieve a magnitude of 40 µT. 

The directionality and homogeneity of Bp were assessed by the ratio of the minor field 

component (Bpy, Bpz, along y- and z-axes) to the main component of Bp (along the x-axis). 

Figure 19B-C show cross-section plots of the magnetic flux density ratios Bpy/Bp (solid lines) 

and Bpz/Bp (dashed lines) along x and y, validating that Bpy and Bpz were at least six orders 

of magnitude smaller, hence demonstrating the high directionality of Bp along the x-axis. 

The plots along the z-axis were omitted since the ratios and the minor components are even 

smaller. 

Table 2: Achievable magnetic field strength at the centre of array A and field inhomogeneity 

within the field of view (FOV) during pre-polarisation for varying number of magnets and fill 

factors calculated with COMSOL. 

Number of 
magnets 

Fill factor Centre Field 
strength [mT] 

Field inhomogeneity within the 
FOV [%] 

12 0.75 214.58 Less than 0.02 (200 ppm) 
16 0.75 162.56 Less than 0.02 (200 ppm) 
24 0.75 109.15 Less than 0.02 (200 ppm) 
16 0.5 76.29 Less than 0.02 (200 ppm) 
12 0.375 54.51 Less than 0.02 (200 ppm) 

 

Twelve, 16 and 24 magnets with a fill factor of 0.75, 12 magnets with a fill factor of 0.375 

and 16 magnets with a fill factor of 0.5 were analysed to study the effect of these parameters 

on achievable pre-polarisation field inhomogeneity and magnitude variation across the FOV. 

The results are summarised in Table 2 and shown as cross-section plots in Figure 20. The 

solid line plots correspond to 12 magnets, dashed line plots to 16 magnets and dash-dotted 

plots to 24 magnets. For a constant fill factor of 0.75, the achievable field strength increases 

with decreasing magnet number, as illustrated in Figure 20A, because of the greater magnet 

surface and volume, according to Equation (52). In contrast, by reducing the fill factor, or 
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equivalently the number of magnets, the achievable pre-polarisation field strength 

decreased assuming constant magnet size, as shown in Figure 20B. However, in all cases, 

the magnetic field variation of Bp remains below 0.02% (200 ppm), as demonstrated in 

Figure 20C-D. The high field homogeneity is due to the combination of a small FOV 

compared to the large volume of the SPMA and the increased number of permanent 

magnets. Figure 21 illustrates the relative magnitude variation of Bp in three dimensions for 

n = 24 magnets (fill factor 0.75) with respect to the magnitude at the centre plotted along the 

z-axis in 2 cm steps on the x-z (Figure 21A) and y-z planes (Figure 21B) demonstrating the 

high field homogeneity within the whole volume of the FOV. 

 

Figure 20: 2D-Cross-section plots of pre-polarisation field Bp along the x-axis (switched on). 

For array A with constant fill factor, curve 1 (solid line) corresponds to 12 magnets, curve 2 

(dashed line) to 16 and curve 3 (dash-dotted line) to 24 permanent magnets. For array A 

with constant magnet dimensions (L = 70 cm, dm = 2.16 cm), curve 4 (dash-dotted line) 

corresponds to 24 magnets, curve 5 (dashed line) to 16 and curve 6 (solid line) to 12 

permanent magnets. (A) In array A with constant fill factor 0.75, the field strength within the 

field of view (FOV) decreases with magnet numbers, since magnet volume and surface area 

increase. (B) For array A with constant magnet size, the field strength decreases with 

decreasing numbers of magnets. (C) Within the FOV the field inhomogeneity slightly 

decreases with decreasing magnet numbers for constant fill factor (C) and constant magnet 

size (D). In all cases, the field inhomogeneity within the FOV is well below 0.02 % (200 ppm). 
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Figure 21: Relative magnitude variation of the pre-polarisation field, Bp, generated by array 

A with 24 magnets. Field inhomogeneity shown as line plots in z = 2 cm steps along the x-

axis (A) and y-axis (B). Plotted are magnitude deviations from the magnitude of Bp at the 

centre of the array in per cent. Within the chosen FOV of 5 x 5 x 5 cm3, the inhomogeneity 

is less than 0.02% in all cases. 
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Array A after pre-polarisation (‘switched off’): During the measurement period, the magnetic 

field within the centre of the SPMA produced by array A must be minimised to enable 

precession and relaxation of the sample magnetisation vector. This field cancellation was 

achieved by rotating each magnet of array A from the Halbach pattern (Figure 15A) to one 

of the three possible magnetisation patterns considered in this study, the reverse Halbach 

(Figure 15B), radial (Figure 15C) or tangential (Figure 15D). Figure 22 illustrates cross-

section plots of the magnetic flux density generated by these magnetisation patterns with 

the FOV indicated by the grey shaded area. Only the tangential pattern enabled field 

cancellation to magnitudes below 1 µT within the FOV (Figure 22C). The residual magnetic 

field magnitude generated by array A is low enough (< 10-8 T for 16 or 24 magnets, see 

Figure 22C) to ensure no interference with the measurement field Bm (20-50 µT). The area 

where the magnitude of the magnetic flux density generated by array A was below 1 µT, 

widens with the number of magnets (see Figure 22C). A similar effect was observed during 

pre-polarisation with the Halbach pattern (Figure 20) and is expected since the SPMA, as 

an approximation of an ideal Halbach array, generally improves as the number of magnets 

increases. From Figure 22C, it can be concluded that 16 (curve 2) or 24 cylindrical magnets 

(curve 3) are suitable to ensure minimum interference from array A during the measurement 

period. 
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Figure 22: Transversal cross-section plots along the x-axis of the magnetic flux density for 

different magnetisation patterns, corresponding to Figure 16. In each array, 12 (solid line 1), 

16 (dashed line 2) and 24 (dash-dotted line 3) magnets are considered. (A) Reverse 

Halbach, (B) radial, and (C) tangential pattern. The shaded area indicates the FOV. Only 

the tangential pattern (C) is able to cancel the magnetic field within the FOV to magnitudes 

below µT. 
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Energy considerations for array A: Strong permanent magnets arranged and fixed in 

different configurations cause considerable repulsive and attractive forces. We examined 

the total magnetic energy within array A as an index of how much energy was needed to 

change each permanent magnet in array A from pre-polarisation (‘switched on’) to 

measurement (‘switched off’). This measure may also relate to the mechanical stability of 

the array and influence switching time. Since arrays B and C were much smaller both in 

terms of volume and the remanent magnetisation of the cylindrical magnets, their overall 

contribution to the forces and energy was not considered. 

Table 3 lists the total magnetic energy contained in array A for different magnetisation 

patterns and amount of magnets. The total magnetic energy increased with decreasing 

magnet numbers due to the increased magnet volume and surface. The highest total 

magnetic energy for a given number of magnets was achieved with the radial pattern and 

the lowest with the tangential pattern. With the radial pattern, each magnet experienced 

repelling forces only (magnetisation vector parallel) whereas only attracting forces were 

present with the tangential pattern (magnetisation vector anti-parallel). This is similar to two 

bar magnets each fixed to an axis such that they can rotate freely, like a compass needle. 

Their opposite poles will attract each other (magnetisation vector anti-parallel) and form a 

stable configuration, which is the lowest possible total energy state. 

Table 3: Total magnetic energy contained within array A for different magnetisation pattern 

and a varying number of magnets calculated with COMSOL. 

 Total Magnetic Energy (Joule) 
Amount of magnets n in 
Array A 

Halbach Reverse 
Halbach 

Tangential Radial 

12 2216 2220 1270 3104 
16 1683 1689 955 2377 
24 1134 1139 638 1614 

 

Due to the complex arrangement of magnetisation vectors in the Halbach pattern, each 

magnet has different stored total magnetic energy, as highlighted in Figure 23A for 12, 16 

and 24 magnets. Consequently, the energy required to rotate each magnet varies when 

array A switches from the Halbach pattern (pre-polarisation) to the tangential pattern 

(measurement field), which is illustrated in Figure 23B. As an example, the total magnetic 

energy difference for magnet number 7 of array A with 12 magnets (see Figure 14 for 

numbering) was -117 Joules (J) see Figure 23B, curve 1. The negative sign indicates energy 
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release when magnet number 7 rotates from pre-polarisation to measurement state and an 

energy amount of +117 J is required to switch from measurement to pre-polarisation state. 

This potential energy favours rapid switching from the pre-polarisation to the measurement 

state since the magnets of array A tend naturally towards the tangential magnetisation 

pattern due to the lower magnetic energy state. Moreover, since the transition time from 

measurement to pre-polarisation is not a critical factor, it can be chosen such that 

mechanical vibrations can be minimised. 

 

Figure 23: Total stored magnetic energy for each magnet in array A with a different number 

of magnets. The solid line (curve 1) corresponds to 12 magnets, the dashed line (curve 2) 

to 16 magnets and the dash-dotted line (curve 3) to 24 magnets in array A. Magnet 
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numbering follows Figure 14A. (A) Magnetic energy for each magnet in array A during pre-

polarisation with Halbach magnetisation pattern (see Figure 15A). (B) The magnetic energy 

difference between pre-polarisation and measurement with tangential magnetisation 

pattern. Negative values in Figure 23B indicate that all the magnets move to a lower 

magnetic energy state. 

The switching time from pre-polarisation to the measurement state was estimated in a 

simplified form by assuming that the difference in magnetic energy is predominantly 

released as rotational energy. Then, the rotational energy as a function of angular velocity 

(ω) is: 

where I = 1/2 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑟𝑟𝑚𝑚2 is the moment of inertia of the cylindrical magnet about the axis of 

rotation, and mmag and rm denote the mass and radius of the magnet, respectively. 

The pre-polarisation field strength generated by array A with 24 magnets exceeded 100 mT, 

set as a target for our study (Figure 20A, Table 2) hence, the remainder of the study of 

magnetic forces in array A was performed with this configuration. The average total 

magnetic energy for array A was approximately +/- 20 J (curve 3, Figure 23B). With a magnet 

diameter rm = 1.08 cm (refer to Equation (52), fill factor of 0.75), an average density of the 

rare-earth magnetic material of 7400 Kg/m3, the angular speed yielded around 600 rad/sec 

or equivalently 10 ms for one revolution (100 Hz). Therefore, rapid switching of the pre-

polarisation field can be achieved using SPMAs. 

The mechanical force required to rotate each magnet from the measurement state to pre-

polarisation state was calculated by relating torque (τ) to magnetic energy (E): 

with θ being the amount of rotation. Using Equation (54), assuming that the force F was 

applied tangentially to the magnet (τ = F∙rm), the average mechanical force was estimated 

to be around 300 N. Hence, as each magnet experiences about τ = 3.3 Nm, individual 

rotation of magnets could be achieved by commercially available hydraulic rotary 

actuators167. With the need for rapid switching in the presence of large forces, magnet 

 𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟 =
1
2
𝜔𝜔2𝐼𝐼 (53) 

   𝐸𝐸 =  𝜏𝜏 𝜃𝜃 (54) 
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rotation must be controlled carefully through appropriate engineering design capable of 

minimising mechanical (torsional) vibrations in individual magnets and in the entire array of 

magnets. 

Arrays B and C (measurement array): The measurement field Bm was generated by two 

concentric cylindrical arrays consisting of 12 magnets, each with the Halbach pattern. Figure 

19D shows a surface plot of the magnetic field distribution across the x-y plane at z = 0 

generated by array A with 24 magnets “switched off” by forming the tangential pattern, see 

Figure 15C, and by the Halbach pattern of arrays B and C. Regions of high and low field 

intensity are indicated by the white and black colour. In the same figure, an arrow plot in the 

central region indicates the local field direction of Bm along the y-axis. The measurement 

field magnitude Bm = 40 µT was generated by simultaneous rotation of arrays B and C 

clockwise and counter-clockwise about an angle of α = 4.5o. Similar to array A, the 

directionality and homogeneity of Bm was evaluated by assessing the ratio of the minor field 

components (Bmx, Bmz along x- and z-axes) to the main component Bm (along y-axis), plotted 

in Figure 19E, along the x (solid line), y (dash-dotted line), and z-axis (dashed line). In all 

cases, the minor components of Bm were at least three orders of magnitude smaller within 

the FOV. 

Figure 19F shows detailed line plots of Bm along the x-axis (curve 1), y-axis (curve 2), and 

z-axis (curve 3) through the centre of the SPMA. A relative magnitude variation of less than 

0.02 % (200 ppm) was observed within the FOV. The absolute magnetic field variation was 

around 8 nT (Bm = 40 µT) corresponding to a line broadening in the NMR spectrum due to 

this field inhomogeneity of less than 0.2 Hz, according to Equation (51). 

With the magnet parameters chosen (Ø = 0.3 cm, L = 70 cm and Br = 0.2 T), for instance, 

rotation angles between 0 and 5o led to variations of Bm from zero to 50 µT. Precise rotations 

of arrays B and C are thus necessary to control the magnitude and direction of Bm. For 

instance, a small mismatch of the rotation angles of array B and C led to a tilt from the 

defined axis of precession (y-axis) and the creation of an additional x-component of Bm. This 

tilt would result in a measurement field that is not perpendicular to sample magnetisation, 

resulting in a slight decrease in signal strength. However, since the angles are relatively 

small, the effect is likely to be negligible. On the other hand, a misalignment of 0.5o of one 

array while others are aligned resulted in a significant magnitude variation in Bm, which 

changed from 55.4 µT to 52.6 µT corresponding to a proton Larmor frequency change of 

118 Hz. Furthermore, the field inhomogeneity increased from 0.02 % (200 ppm) to around 
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0.05 % (500 ppm) on average in all three directions. During a ULF experiment switching of 

Bm is not strictly necessary, since Bp is at least three orders of magnitude larger than Bm. 

Therefore, arrays B and C can be adjusted and carefully controlled prior to experiments to 

minimise effects due to misalignment. 

Matching the magnetic fields of two arrays with different radii but consisting of the same 

number of identical magnets cannot be achieved62. Hence, in our numerical study, we 

assumed that Bm was generated by arrays B and C for which the field matching was 

achieved by reducing Br from 0.2 T to 0.16 T of the magnets in array C. This is a practical 

and cost-effective solution for the design of SPMAs, as off-the-shelf rare earth magnets have 

a wide range of standardised remanent magnetisations, as detailed in MMPA 0100 – 

Standard Specifications for Permanent Magnet Materials.  

3.4.2 Manual SPMA measurement 
The magnetic field distribution Bp and Bm generated by the manual SPMA prototype are 

presented for the pre-polarisation (Figure 24A) and the measurement state (Figure 24B). 

The direction of Bp and Bm within the FOV is qualitatively visualised by a custom-built array 

of small pivot-mounted needles. For comparison, a corresponding COMSOL® model was 

designed to simulate the magnetic fields within the FOV shown within the blue encircled 

inlets. The visualised magnetic field of the prototype is magnified within the red encircled 

inlets.  
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Figure 24: Comparison of pre-polarisation field Bp and measurement field Bm generated by 

an SPMA prototype (left-hand side) with numerical simulation (right-hand side). (A) Field 

direction of Bp indicated by an array of needles (top inset) and surface plot of COMSOL 

(bottom inset). (B) Field direction of Bm measured (top inset) and simulated (bottom inset). 

Table 4 summarises the measured and calculated main field parameters for Bp and the 

measurement field Bm generated by arrays E and F with varying rotation angles (α = 0, 5 

and 10 O). A non-zero magnitude of Bm = 0.4 mT is present for α = 0° because the magnetic 

field generated by each array individually (BE and BF) is not matched, hence the direction of 

Bm is not parallel to the y-axis. The simulations correctly predicted the dependence of Bm on 

the rotation angle α. However, a slight deviation was caused by the presence of a residual 

field generated by array D for the tangential pattern, measured of 70 µT compared to the 

simulated 1 µT (Figure 18A, II). This deviation is due to uncompensated misalignment of 

individual magnets, variations of magnet dimensions or manufacturing imperfections which 

were not considered in the numerical model. Further structural optimisations of the manual 

SPMA (for instance, with shimming19,159) and detailed field homogeneity evaluation were not 

attempted since its primary purpose was to demonstrate the switching capabilities of Bp and 

the adjustability of Bm. 
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Table 4: Comparison of simulated and measured magnetic fields generated by the SPMA 

prototype. 

Field Measurement [mT] Simulation [mT] 
Bp 13.2 13.4 
Bm Angle array E and F  +/- 0° 0.44 0.42 
Bm Angle array E and F  +/-  5° 0.69 0.77 
Bm Angle array E and F  +/- 10° 1.30 1.36 

 
3.5 Discussion 
We introduced a small dynamic adjustable small permanent magnet array (SPMA) as a 

novel approach to generate multiple magnetic field configurations for ULF MR without 

resistive coil technology. As an advancement to Halbach arrays, the SPMA enables the 

generation of magnetic fields by a combination of forming multiple magnetisation patterns 

(see Figure 15) by prescribed rotations of individual pivot-mounted permanent magnets and 

rotations of permanent magnets arrays. Two magnetisation patterns were implemented, 

Halbach and tangential pattern to generate and cancel the pre-polarisation field Bp and two 

concentric arrays of permanent magnets were introduced to generate a variable 

measurement field Bm for ULF relaxometry. 

Our simulation predicted pre-polarisation field magnitudes above 100 mT for the SPMA, 

higher compared to other ULF instruments with resistive cylindrical coil technology15,21,164. 

The simulation also predicted a magnetic field inhomogeneity for Bp better than 0.03 % (300 

ppm) within a field of FOV of 5 x 5 x 5 cm3. The SPMA field homogeneity is comparable to 

similar Halbach array designs with stacked rectangular magnets, known as NMR Mandhalas 

but the FOV is much larger compared to the array size159,168. Higher and more homogeneous 

sample pre-polarisation should provide better SNR in order to create an image 

successfully20,29,155. 

Variable measurement fields Bm ranging from near zero to 50 µT were generated by small 

rotations of two concentric cylindrical Halbach arrays B and C (while the outer array A forms 

the tangential pattern) with nominal magnitude deviations below 0.02 % or 200 ppm without 

shimming. This inhomogeneity is equivalent to spectral line broadening of less than 0.2 Hz 

for proton Larmor frequencies at ULF because the broadening (which limits resolution) 

relates to the absolute field inhomogeneity. For example, 300 ppm at Bm = 50 µT results in 

the equivalent line width broadening to 0.015 ppm at Bm = 1T, hence, very narrow spectral 

lines but with lower amplitude can be observed at ULF15. 
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We emphasised the importance of precise rotational adjustments to achieve high field 

homogeneity and accurate control of Bm or the Larmor frequency ωL. However, Bm does not 

need to be switched during an experiment since its magnitude is at least three orders of 

magnitude lower than Bp. This simplifies motion control and adjustments for further 

enhancement of the field homogeneity. 

Our model predicted fast switching capabilities within 6 ms from pre-polarisation to 

measurement state by utilising the total magnetic energy difference between the Halbach 

pattern and the tangential pattern. This rapid switching time is comparable to current ULF 

instruments with resistive coils and implemented customised switch boxes20,29. It is plausible 

that even faster switching can be achieved by implementing, for instance, additional 

hydraulic or pneumatic actuator systems. However, vibration and positioning of the 

permanent magnet will need to be recorded using encoders, and compensated via signal 

post-processing, which is beyond the scope of this study. 

Without energy dissipation into heat due to high current flow in conductors sample heating 

is avoided and without the need for cooling devices energy consumption is significantly lower 

with the SPMA. Furthermore, undesired signal generation due to transient currents, induced 

in conductors by rapid switching, is reduced because the conductivity of magnet alloys is 

much lower compared to conductive materials like copper. 

As a proof-of-principle to demonstrate the capability of generating varying magnetic fields 

and to evaluate the numerical approach (FEM) taken in this study, a manual SPMA was 

modelled and built in COMSOL®. All the main field parameters were correctly described with 

our computational model and experimentally verified. This good correspondence is in 

agreement with similar studies for simulating magnetic field parameters to optimise 

instrument designing based on Halbach arrays with COMSOL19,160. Any further optimisation 

steps to maximise field inhomogeneity, or match the magnetic fields generated by array B 

and C was not attempted here since the primary focus was to verify the new feature of the 

SPMA. Also, appropriate shimming techniques to improve field qualities were described 

elsewhere19,159. 

Although the SPMA study presented in this paper is limited to the application of ULF 

relaxometry, the flexible and modular design allows additional magnet arrays to be added, 

for instance, for generating dynamic gradient fields to achieve imaging with ULF-MRI. This 

is achievable since the absolute field homogeneity requirements for ULF instrumentation 

are quite moderate. Notably, despite the generation and switch between Bp and Bm with the 
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SPMA, sequences for signal generation and acquisition do not differ significantly from 

conventional approaches with instrumentation equipped with resistive magnets. Measuring 

strategies like iterative sample pre-polarisation leading to repeated signal acquisitions for 

enhanced signal-to-noise ratio through signal averaging can be applied with the SPMA 

similar to high field relaxometry applications. 

Generating linear gradient fields with a permanent magnet at ULF is more challenging due 

to the presence of concomitant fields84,87. This difficulty is a consequence of Maxwell’s 

equations since the gradient field gradients are comparable to the magnitude of Bm15, 

resulting in image distortion, which needs to be corrected during image reconstruction. As 

mentioned, a new approach for spatial signal encoding was introduced for a portable MRI 

scanner with a Halbach array utilising the intrinsic field inhomogeneity of the Halbach array 

and nonlinear image reconstruction methods19. However, the Halbach array used a static 

field distribution providing encoding only in 1D, which requires the system to be rotated 

about the sample to achieve 2D images. It is possible to further extend the acquisition to 3D 

through alternatives such as Bloch-Siebert Spatial Encoding (BS-SET) or TRansient Array 

Spatial Encoding (TRASE). These methods, however, require additional RF excitation 

hardware60. Alternatively, it is conceivable that 3D spatial encoding of the signal can be 

performed using additional dynamically adjustable SPMAs capable of achieving field 

properties similar to high field MRI169. This approach is the subject of our current ongoing 

research.  

3.6 Conclusion 
The proposed SPMA is substantially different from all the resistive coil-based approaches 

reported in the literature to date. Flexible magnetic field manipulations achieving very high 

field homogeneities has been demonstrated empirically by rearrangement of a concentric 

small permanent magnet array. We showed that it is possible to produce pre-polarisation 

and measurement fields relevant for ULF NMR via rotation of individual permanent magnets 

and rotation of Halbach arrays. Our findings may benefit future developments in ULF MR by 

eliminating the need for resistive coils for the generation of various magnetic fields. The 

consequence of which is a more compact system with lower energy requirement resulting 

in increased portability of instrumentation. It is also plausible that such SPMAs have 

application outside of ULF MR, where switching of magnetic fields is required. 

3.7 Author contributions 
The numerical study was done by Vogel, Giorni, Vegh, and Reutens. My contribution to this 

work was to design and build the physical prototype. Subsequently, I measured the magnetic 
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field generated by the prototype for a range of different configurations, which then I used to 

validate the corresponding numerical approach. Regarding the manuscript, in essence, I 

modified a draft paper based solely in simulations to accommodate for the empirical proof 

of concept achieved through the validations. Therefore, apart from writing the sections of 

the article on the construction and the empirical validation, I modified the abstract, 

introduction, discussion and conclusions to reshape the scope and accommodate the added 

value.  
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Chapter 4 - Contributions 

Vogel MW., Pellicer-Guridi R, Jiasheng S, Vegh V, Reutens DC. 3D-Spatial encoding 

with permanent magnets for ultra-low field magnetic resonance imaging. Submitted to 

Scientific reports. 

Contributor Statement of contribution 

Vogel MW Conception and design (50%) 

Analysis and interpretation (45%) 

Drafting and production (60%) 

Pellicer-Guridi R (Candidate) Conception and design (30%) 

Analysis and interpretation (35%) 

Drafting and production (20%) 

Jiasheng S Conception and design (0%) 

Analysis and interpretation (10%) 

Drafting and production (0%) 

Vegh V Conception and design (5%) 

Analysis and interpretation (5%) 

Drafting and production (5%) 

Reutens DC Conception and design (15%) 

Analysis and interpretation (5%) 

Drafting and production (15%) 
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Chapter 4- 3D-Spatial encoding with permanent magnets for 
ultra-low field magnetic resonance imaging 

4.1 Abstract 
We describe the use of small permanent magnets moving along prescribed helical paths to 

enable 3D spatial encoding and imaging without sample adjustment in ULF MRI. A semi-

analytical simulation method was developed to determine optimal magnet path and 

orientation for any given encoding magnet number and instrument architecture. We then 

describe a mechanically operated ULF-MRI instrument utilising permanent magnets for 

magnetic field generation; these obviate the disadvantages of resistive coil technology. For 

proof-of-concept, different helical magnet paths and lengths for one and two small magnets 

were considered to study spatial encoding efficiency. We demonstrate that a single small 

encoding magnet moving around the sample in a single revolution suffices for the generation 

of a 3D image by back projection. 

4.2 Introduction 
The conventional setup of MRI or NMR instruments comprises a static magnetic field to align 

the nuclear spins and generate net sample magnetisation; a transmitter/receiver coil system 

to perturb the nuclear spin system and detect the resultant MR signal, and a coil system to 

encode spatial information for image generation170. Image quality depends mainly on SNR 

which increases with the magnitude and homogeneity of the main magnetic field (commonly 

referred to as B0). This SNR advantage has been the primary motivation for increases in 

magnetic field strength in MR instruments152,171. However, superconducting magnets and 

advanced cryogenics are required to generate such high magnetic field strength, increasing 

the bulk and cost of purchase, operation and maintenance of these instruments. 

The last decade has seen the development of ULF MR instruments with main magnetic 

fields below 10 mT15,19,20,25,29,46,155,172,173. The low field strength at ULF enables novel 

applications including imaging in the presence of metal offering important future applications 

for example in trauma, disaster and battlefield imaging15. Superconducting technology is not 

required for magnetic field generation, enabling portable, low power operation. Moreover, 

the Larmor frequency overlaps with a range of molecular and physiological processes such 

as protein folding, slow diffusion, molecular tumbling and enzyme catalysis potentially 

opening the way for novel imaging paradigms sensitised to these processes which are 

difficult to observe at high field15,155. Although based on the same fundamental principles of 

magnetic resonance as high field MR, signal generation and operation of ULF MR 
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instruments is different. A pulsed magnetic field, the pre-polarising field, approximately three 

orders of magnitude higher (~0.05-0.1 T) than the Earth’s field is applied prior to the 

measurement to enhance net sample magnetisation according to Curie’s law15,150,158,172. 

Instead of radiofrequency (RF) pulses, signals in ULF MR are generated by the switch to a 

second magnetic field, the measurement field, oriented perpendicular to the pre-polarisation 

field. 

We have previously described the use of dynamically adjustable small permanent magnet 

arrays (SPMA) that exploit the advantages of Halbach arrays to generate and dynamically 

control the magnetic fields in ULF MR172. Recently, Cooley et al. harnessed the intrinsic 

static field inhomogeneity of a Halbach array for spatial encoding19. The Halbach array was 

rotated about the sample for 2D spatial encoding and RF pulses were required for 3D 

imaging19,60. Here, we report on the use of dynamically adjustable permanent magnets to 

generate 3D spatial encoding field configurations for ULF-MRI. A practical method to 

determine the most suitable magnet location and orientation to generate the encoding fields 

is described and demonstrated for a permanent magnet based ULF-MRI instrument. 

4.3 Materials and methods 
Figure 25 illustrates the design of a ULF MR instrument with SPMAs developed at the Centre 

for Advanced Imaging (CAI) at The University of Queensland. It comprises four 

concentrically arranged cylindrical magnet arrays: Array A with 12 individually rotatable 

magnets for switching the pre-polarisation field Bp to generate sample magnetisation; Arrays 

B and C with 24 and 36 magnets respectively for generating the measurement field Bm172; 

and the Encoding Array D with two permanent magnets (a-b) that creates 3D spatial 

encoding fields Be for image acquisition. 
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Figure 25: Concept design of ULF-MRI instrument with permanent magnet arrays, 

developed at the Centre for Advanced Imaging (CAI). Array A with 12 magnets switches the 

pre-polarisation field Bp by individual magnet rotation. Shown here is the tangential 

magnetisation pattern (Bp = off). Array B (24 magnets) and array C (36 magnets) generate 

the measurement field to define the Larmor frequency. Array D consists of two small 

permanent magnets (Ma1 and Ma2) for 3D spatial encoding moving in helical paths along a 

cylindrical surface. 

4.3.1 Simulation environment 
COMSOL©, a commercial finite element method (FEM) simulation environment, (version 5.0, 

modules AC/DC and Magneto-static, COMSOL Inc., Burlington, MA 01803, USA) was used 

for numerical analysis. The 3D model of the ULF-MRI instrument with the encoding array 

(Figure 25) was set up with a computer-aided design interface to simulate the temporal 

transition from the pre-polarisation to the measurement field, required for a virtual signal 

generation for which an in-house program was developed in MATLAB (MathWorks©, Natick, 

MA, USA). MATLAB routines were also used for image reconstruction and determining 

optimal magnet location and orientation for the instrument architecture. COMSOL 

simulations were carried out using an x64-based 16 core PC with 128 GB of RAM, while the 

MATLAB simulations were run on an x64-based 8 core PCs (DELL© Optiplex 9020) with 32 

GB of RAM.  

In the FEM simulation in COMSOL, the model was discretised in 3D-tetrahedral meshes 

using predetermined and optimised mesh distributions implemented. Mesh density was 

manually increased around the magnets of array A to achieve sub-millimetre spatial 

resolution in the centre of the array. The number of tetrahedral elements ranged between 
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27-28 million with each simulation taking 12-24 hours. A cylindrically shaped computational 

window size (diameter 1.3 m, height 1.56 m) with predetermined boundary conditions was 

set to be sufficiently large to model the instrument at 1:1 scale and to minimise numerical 

errors due to domain discontinuities. The relative permeability of the magnet material was 

set to a typical value of 1.05 (Ceramic, Neodymium alloys or Alnico magnets174) and for the 

surrounding environment (air) it was set at 1.  

A 3D cubic cross-shaped digital phantom (see inlet in Figure 33) with an arbitrary spin 

density of 5 compared to a background spin density of 0 was modelled using typical soft 

tissue relaxation times at ULF of T1 = 100 ms and T2 = 80 ms 31. Image size was chosen to 

be 8 x 8 x 8 voxels. 

4.3.2 Signal generation in ULF-MRI 
After the pre-polarisation period (~ 5∙T1, T1 = longitudinal relaxation time) Bp is switched off 

at t = tpre, see Figure 26A. If Bp is switched off rapidly or non-adiabatically (|dBp/dt| >> γ2|Bm| 
15) the magnetisation vector M will retain its original orientation150 and precess about Bres, 

the resultant magnetic field generated by Bp and Bm (Figure 26B). If Bp is removed slowly 

or adiabatically (|dBp/dt| << γ2|Bm| 15) M follows Bres150 and will be parallel to Bm after Bp is 

switched off (Figure 26C). As a result, no precession occurs, and additional RF pulses have 

to be applied to flip M away from Bm to trigger signals.  

 

Figure 26: (A) Basic sequence for ULF-MRI with permanent magnet array and without RF 

used for signal simulation. The measurement field Bm (not shown here) is assumed to be 



78 
 

switched on permanently during the experiment. The encoding field Be changes only after t 

= tR during pre-polarisation. Bp is switched off at t = tpre, and is assumed to be decayed at t 

= ts. The signal is detected at t = tkaq (k = 1 to N). The total signal acquisition number, N, is 

assumed to be 8 at constant interval ∆taq = 100 µs. (B) Adiabatic vs non-adiabatic pre-

polarisation switching. If the change dBp/dt is non-adiabatic, the magnetisation vector M 

remains perpendicular to Bm and starts to precess. (C) If the changes are adiabatically, M 

follows Bres and aligns with Bm and no precession occurs, hence additional RF pulses are 

required for signal triggering. 

Bm was assumed to be static during the entire experiment since its magnitude (~ 100-200 

µT) is at least three orders of magnitude lower than Bp and will not interfere with Bp. The 

encoding field Be remained constant within one measurement period (tS < t < tR) and 

transient effects during ramping up or down were not considered. Be is changed only during 

the pre-polarisation period to avoid signal artefacts due to the movement of magnets or 

arrays. The temporal evolution of M is described by Bloch’s equation and the signal induced 

in a single coil by Faraday’s law150,170. In the signal simulation, spin-to-spin interactions were 

ignored as these are negligible in the low and ULF regime. It should be noted that the signal 

originates from the entire sample since no planar slice selections were implemented.  

4.3.3 The encoding matrix  
Since the magnetic fields produced by Bm and Be are nonlinear, Fourier transform-based 

image reconstruction methods used in standard MRI are not suitable. This is because non-

equidistant k-space filling due to nonlinearity, if uncorrected, results in distortions and 

inhomogeneous image resolution. Instead, we have applied a back projection-based image 

reconstruction method using the following general relation between the signal at time t, the 

sample at spatial locations denoted by q and an encoding matrix Eenc:  

Each matrix element of Eenc describes the time-dependent phase accumulation of the 

precessing magnetisation vectors, which depends on the local magnetic field strength and 

the acquisition time19,60. 

4.3.4 Acquisition strategy 
For spatial encoding, we used linearly independent encoding field configurations with signal 

measurement at multiple time points after pre-polarisation for each configuration, as 

 𝐒𝐒(𝑡𝑡) = 𝐄𝐄𝐞𝐞𝐞𝐞𝐞𝐞(𝐪𝐪, 𝑡𝑡) ∙ 𝐦𝐦(𝐪𝐪) .       (55) 
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indicated in Figure 26A. The encoding field configurations are generated by Array D with 

each encoding magnet moving along a prescribed path in discrete steps. For a total of Q 

voxels in a sample and N time points, we used Q/N different encoding field configurations. 

Hence, each signal acquisition fills one row of the encoding matrix, with total row number P 

= N∙Q. Spin echoes are not used due to the short measurement time, and accumulated 

phase is evaluated and included in the encoding matrix. The short time windows are due to 

short tissue T1 and T2 relaxation times at ULF (< 100 ms), weak signal amplitude, spin 

decoherence and other T2* effects caused by the nonlinear encoding fields. We used N = 8 

signals per encoding field configuration starting at ts = 10ms at intervals of 100 µs. This time 

interval, the dwell time, corresponds to a sweep width of 5 kHz or a measurement field 

magnitude of 117 µT. 

At discrete sample locations q with magnetisation mq, the signal S(t) acquired for the pth 

encoding field configuration at time t after pre-polarisation is described as: 

where ωp,q (p = 1,2.. P, q = 1,2…Q) is the Larmor frequency for a voxel corresponding to 

location q and encoding field configuration p. The initial phase for each voxel is assumed to 

be 0. Using the Bloch’s equations, Equation (56) can be recast as: 

4.3.5 Image reconstruction  
Inverting Eenc is the most straightforward method to retrieve the image information from 

Equation (57). This operation, however, requires Eenc to be a square matrix. Matrix inversion 

using standard methods such as Gauss-Jordan elimination or LU decomposition is 

problematic for large matrix sizes required by high image resolutions or by acquisitions using 

multiple receiver coils175,176.  
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4.3.6 Calculating encoding field configuration 
Figure 27 shows the parameters used to calculate the local magnetic flux density Bx,y,z 
generated by one magnet dipole with magnetisation m, located at rdp. The dipole 

approximation is applicable since the encoding magnets are much smaller than the distance 

to the sample. The far-field approximation yields the magnetic field of the dipole177: 

For n encoding magnets the resultant magnetic field is the sum of the fields generated by 

each magnet according to the superposition principle. The resultant is substituted into 

Equation (57) to generate the encoding matrix. 

 

Figure 27: Magnetic field calculation at the sample point rpi generated by a magnetic dipole 

with magnetisation m located at the point rdp. 

4.3.7 Evaluation of encoding field configuration 
We aimed to maximise the rank of the encoding matrix, which reflects the number of linearly 

independent rows. We also aimed for a low condition number, which determines the 

accuracy of the numerical matrix solvers. We examined encoding field configurations 

generated by magnet paths that were feasible for the ULF-MRI instrument design. Two 

encoding magnets, Ma1 and Ma2 (Figure 29) moving in cylindrical helical paths around the 

sample were simulated. Each magnet was assumed to be attached on separate rotatable 

cylinders within array D as illustrated in Figure 29A. The helical path of Ma1 (Figure 30) is 

described by: 

 
𝑩𝑩 =

𝜇𝜇0
4𝜋𝜋

 �
3�𝒓𝒓𝑝𝑝𝑝𝑝 − 𝒓𝒓𝑑𝑑𝑑𝑑� �𝒎𝒎 ∙ �𝒓𝒓𝑝𝑝𝑝𝑝 − 𝒓𝒓𝑑𝑑𝑑𝑑��

�𝒓𝒓𝑝𝑝𝑝𝑝 − 𝒓𝒓𝑑𝑑𝑑𝑑�
5 −

𝒎𝒎

�𝒓𝒓𝑝𝑝𝑝𝑝 − 𝒓𝒓𝑑𝑑𝑑𝑑�
3� (58) 

 𝑥𝑥𝑀𝑀𝑀𝑀1 =  𝑅𝑅𝑎𝑎𝑎𝑎1cos (𝛼𝛼); 𝑦𝑦𝑀𝑀𝑀𝑀1 =  𝑅𝑅𝑎𝑎𝑎𝑎1sin (𝛼𝛼);  𝑧𝑧(𝛼𝛼) = 𝐴𝐴𝛼𝛼2 + 𝐵𝐵𝐵𝐵 + 𝐶𝐶      (59) 
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where α denotes the rotation angle with respect to the x-axis and the coefficients A, B and 

C are given by 

α1 are α3 are the starting and final angular positions and α2 is an intermediate angular 

position. The intermediate angle α2 is defined where the curves intersect with z = 0. If α2 = 

(α3 – α1)/2, z(α) is a linear function of α. The equations describing the helical path of Ma2 are 

obtained by substituting Rad2 for Rad1 and β for α in Equation (59). 

 

Figure 28: (A) Transverse view of array D with two encoding magnets Ma1 and Ma2 each 

with magnetisation M. In this study Rad1 and Rad2 are constant. (B) 3D view showing a 

cylindrical frame segment with a fixed magnetisation vector M representing Ma1. The 

optimisation parameters are the azimuthal angle φ, polar angle θ and height z(α). 

For all magnet motions considered in this paper, z(α1) = -0.15 m and z(α3) = 0.15m (i.e. total 

array height = 0.3 m). Figure 29A illustrates three different 3D helical paths for α2 = 180o 

(red curve), 100o (black curve) and 240o (blue curve). We also evaluated different helical 

path lengths (Figure 29B) by selecting α3= 180o (black curve), 240o (blue curve) and 360o 

(red curve). 
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𝑧𝑧(𝛼𝛼3)
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Figure 29: (A) Three examples of 3D helical paths with linear (α2 =180o, red curve) and 

quadratic height variations z (α2 =100o, black curve and α2 =240o, blue curve) are shown, 

each starting from initial angle α1 = 0o to final angle α3 = 360o. The height varies from z(α1) 

= -0.15m to z(α3) = 0.15 m. Each line segment corresponds to one encoding step location 

and the magnet orientation, shown here for θ = 0 and φ = 0. (B) 3D helical paths with linear 

height variation (α2 = 180o) but different final angles α3 = 360o (red curve), α3 = 240o (blue 

curve) or α3 = 180o (black curve). 

In Figure 29, the lines indicate the spatial magnetisation vector pointing outwards and 

perpendicular on the path at each encoding step.  

The quality of the reconstructed image is evaluated using the standard deviation of voxel 

intensity at various cross sections after predetermined iteration steps.  

4.4 Results 
For all magnet configurations considered, the rank of the encoding matrix varied little. Here 

we present the results for condition number. 

4.4.1 Configurations with one encoding magnet 
Figure 30 shows the condition number of the encoding matrix versus the encoding magnet 

orientation, described by the azimuthal angle φ and polar angle θ (see Figure 28), as a grey 

scale surface plot for Ma1 and α ranging from α1 = 0o to α3 = 360o. Three values for α2 were 

selected: 180o (Figure 30A), 100o (Figure 30B) and 230o (Figure 30C). For α2 =180o (i.e. α2 

= (α3 – α1)/2), z(α) is a linear function of α. In all cases, a region of lower condition number 

is present at θ = 0 and ϕ = 0, i.e. with the magnet oriented perpendicular to the path.  Figure 

31 depicts the dependence of the lowest condition number of each configuration on α2, with 

path parameters α1 = 0o and α3 = 360o. The condition number is lowest for α2 = 180o. 
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Figure 30: Condition number of the encoding matrix vs magnet Ma1 orientation with helical 

path parameters α1 = 0o and α3 = 360o and height variation from z(α1) = -0.15 m and z(α3) = 

0.15 m (A) Linear height variation (α2 = 180o), (B) Nonlinear height variation (α2 = 100o). (C) 

Nonlinear height variation α2 = 230o. 
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Figure 31: Minimum condition number vs intermediate angle α2 with initial angle α1 = 0o and 

α3 = 360o. The minimum condition number is located around α2 = 180o, indicating an optimal 

spiral path with linear height variation. 

Figure 32 illustrates the relationship between condition number and the length of the helical 

path for one encoding magnet with linear height variation. Condition number significantly 

increased as path length decreases but varies by less than one order of magnitude for α3 

between 240o and 360o. This may enable faster encoding without compromising efficiency. 

 

Figure 32: Condition number versus spiral path length and constant height variation from z 

= -0.15 – 0.15 m. 

Figure 33 shows 2D cross-section images at z = 0.06 m, 0.045 m, 0.015 m, -0.015 m and -

0.045 m achieved with a single encoding magnet Ma1 and with path parameters α1 = 0o, α2 

= 120o and α3 = 240o (Figure 29A, blue path), reconstructed with the Kaczmarz method. 

Results for different iteration numbers are shown. Image quality improves rapidly within the 
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first few iterations and convergence occurs within 5-8 iterations. For further evaluation of the 

quality of reconstructed images we arbitrarily selected 10 iterations as the comparator 

against the digital phantom. 

 

Figure 33: Calculated Image convergence with the iterative Kaczmarz-based reconstruction 

method for a 3D cross-shaped tissue sample (inlet) surrounded by another tissue. The spin 

density difference sample-surroundings was arbitrarily chosen to be five to one. The image 

converges after about 8 iterations. 

The effect of path length on spatial encoding and image reconstruction quality is illustrated 

in Figure 34, which shows images in the xy-plane at z = 0 m. Greater path length results in 

a lower standard deviation between reconstructed and phantom images: standard deviation 

= 0.0231 for α3=180o, 0.0221 for α3=240o and 0.0200 for α3=360o.  
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Figure 34: The image quality dependence on path length for one encoding magnet, shown 

for α3=180o (black), α3=240o (blue) and α3=360o (red), with constant encoding step numbers. 

The height varies from z=-0.15m to z=0.15m. The image reconstruction with the Kaczmarz 

method is shown after 10 iterations. The standard deviations are 0.0231 (α3 = 180o), 0.0221 

(α3=240o) and 0.0200 (α3=360o). 

4.4.2 Spatial encoding array - Optimisation and image reconstruction with two 
encoding magnet  

We next considered the case of two identical magnets moving along two path configurations 

as shown in Figure 35. Configurations were examined in which magnet Ma1 moves 

counterclockwise from the bottom to the top (Figure 35A, black curves and arrows) and 

magnet Ma2 moves counterclockwise from the bottom to the top (Configuration 1, Figure 

35A, left, red arrow) or from top to bottom (Configuration 2, Figure 35A, right, red curve and 

arrow). The magnets were separated by 180o at all times to reduce image inhomogeneity. 

The combined path lengths of both magnets were chosen to equal the circumference of 

array D. 
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Figure 35: Encoding matrix condition number vs magnet orientations Ma1 and Ma2 for 

configuration 1 (left column) and configuration 2 (right) column. (A) The paths and the arrows 

indicate the magnet motion. At each encoding step, the magnets are opposite to each other 

(xy-plane projection) and encircle the sample. (B) Condition number for Ma1 with optimal 

orientation of Ma2. (C) Condition number for Ma2 with optimal orientation for Ma1. 

The polar and azimuthal angles of the encoding magnets Ma1 and Ma2, were independently 

varied to determine the minimal condition number and optimal orientation. Figure 36B shows 

the condition numbers for Ma1 for different combinations of φ1 and θ1 keeping φ2 and θ2 for 

Ma2 at their optimum (left panel shows results for Configuration 1 and right panel shows 

results for Configuration 2. Figure 36C shows the condition numbers for Ma2 for different 

combinations of φ2 and θ2 keeping φ1 and θ1 for Ma1 at their optimum for each of the 

corresponding configurations. The optimal orientation angles for the two magnets are 

perpendicular to the magnet path (φ1opt and φ2opt ~ 0o) and parallel to the xy-plane (θ1opt and 
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θ2opt ~ 0o). The reconstructed images for each configuration are shown in Figure 37. The 

standard deviations for configurations 1 and 2 were 0.0254 and 0.0287 respectively; image 

quality was higher in the former. 

 

Figure 36: Image reconstruction for the encoding array with two magnets, Ma1 (black) and 

Ma2 (red). The magnet motions are indicated by the arrows for two configurations. The 

height varies from z = -0.15m to z = 0.15m. The image reconstruction with the Kaczmarz 

method is shown after 10 iterations. The standard deviations are 0.0254 (configuration 1) 

and 0.0287 (configuration 2). 
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Figure 37: Larmor frequency distribution across the FOV generated by one encoding 

magnet, sized 6x12x25mm. (A) Encoding magnet is oriented parallel to the FOV which leads 

to a frequency variation of ~65 Hz. (B) Encoding magnet is oriented perpendicular, which 

results in a higher frequency variation of ~ 92Hz. (C) Magnetic flux density distribution along 

the x-axis for parallel encoding magnet orientation (dash-dotted curve) and perpendicular 

encoding magnet orientation (solid curve 1). In the far region between 0.2-0.3m (grey 

shaded area) the magnetic field variation is stronger for perpendicular magnet orientation 

leading to higher Larmor frequency variation and enhanced encoding efficiency since the 

resulting encoding matrix has a lower condition number. 

4.5 Discussion  
We introduce a novel 3D spatial encoding method using dynamic SPMAs for ULF-MRI. We 

developed an in-house simulation method to determine optimal magnet orientations and 

locations for prescribed path parameters depending on the instrument design. Our approach 

calculates the discrete magnetic field distribution analytically within the field of view 

generated by localised magnetic dipoles. The dipole approximation is applicable and 

accurate since the encoding magnet sizes are assumed to be much smaller compared to 

the characteristic distances. Our approach allows faster calculation since only feasible 

solutions are considered for specific construction designs. We describe an encoding array 

design with one or two magnets for a ULF MRI instrument we have developed, using simple 

helical magnet motions. Although only spiral paths with equidistant stopping points along a 



90 
 

cylindrical surface were considered, the semi-analytical method can be readily extended to 

include any number of magnets moving along any prescribed paths. 

MATLAB’s inbuilt functions rank and cond were employed to calculate rank and condition 

number, respectively, of the resulting encoding matrix. The rank is an estimation of the 

number of linearly independent rows and aimed to be maximised. The maximal rank equals 

the number of encoding field configurations, q, times signal acquisition number N per 

encoding field and determines the total voxel number. The condition number indicate the 

accuracy of a matrix inversion, with a high magnitude indicating an undesired ill-conditioned 

problem. A well-conditioned problem (e.g. matrix data) corresponds to a low condition 

number and hence, in conjunction with image reconstruction lead to higher encoding 

efficiency. 

We applied the Kaczmarz method, an iterative algorithm for solving the linear Equation (57). 

Based on the results summarised in Figure 33 we assumed 10 iterations until image 

convergence before attempting image comparison using the standard deviation from the 

phantom image. This metric allows us to compare the resolving power of the different 

encoding fields and therefore the reconstructed image quality. 

Magnet parameters of commercially available magnets were implemented for the simulation. 

The low magnet field (Br = 0.2 T) of ferrite was chosen so that encoding field strength was 

comparable to Bm. Bandwidth limitations of the magnetic field sensor were considered. With 

Bm of 200 µT (Larmor frequency ≈ 8.5 kHz) the superposition of two encoding magnets Ma1 

and Ma2 results in an encoding field strength in the field of view ranging from 1-10 µT, 

corresponding to a frequency spread of 43-430 Hz, well within the bandwidth of our recently 

developed highly sensitive coil-based magnetometers178. 

Our simulations predict that with a single encoding magnet moving around the sample on a 

linear helical path 3D images can be acquired without moving the sample or applying 

additional encoding RF pulses using Bloch-Siebert spatial encoding (BS-SET) or transient 

array spatial encoding (TRASE)60. For the design studied, we found lowest condition 

numbers were achieved when z(α) was a linear function of α. This is attributed to the low 

helical path slopes for the nonlinear height variation near the bottom (black curve, α2 = 100o) 

and the top (blue curve, α2 = 240o; see Figure 30B) which lead to lower variation in the 

encoding field along the z-axis and hence increased linear dependencies and higher 

condition numbers.  
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Shortening the path length with constant height variation increased condition number and 

reduced the quality of the reconstructed image (Figure 35). This result is not unexpected 

because the step size decreases with reduced path length if the number of voxels is 

unchanged, leading to an increased linear dependence between encoding field 

configurations. Additionally, due to the drop in field strength with distance (see Figure 38C), 

variation in Larmor frequency in the sample is smaller at locations furthest from the magnetic 

dipole. Image quality is degraded if the encoding magnet does not revolve completely 

around the sample (see Figure 35, for α3 = 180o and α3 = 240o). Increasing path lengths with 

one encoding magnet to enhance image quality increases acquisition time and may require 

more complex mechanical motion control. This acquisition time increase can be alleviated 

by introducing multiple encoding magnets, each controlled independently.  

For the configurations considered, the optimal magnet orientations were perpendicular to 

both the motion path and the cylindrical surface of Array D. This is a consequence of the 

torus-shaped magnetic field distribution of a magnetic dipole177. Figure 37 schematically 

illustrates the magnetic dipole orientation and the Larmor frequency determined by the field 

generated within the sample region, evaluated with COMSOL. The remanent magnetisation 

of the encoding magnet is Br = 0.2 T, and its distance to the sample centre equals 0.25 m. 

A magnet orientation parallel to the sample (Figure 37A) results in a Larmor frequency 

variation about 65 Hz, much lower compared to 92 Hz with the perpendicular orientation 

(Figure 37B). In the far-field region, the magnetic field of the dipole along its direction of 

magnetisation (Figure 37C, solid curve 1) drops off faster than in the direction orthogonal to 

this axis (Figure 38C, dash-dotted curve 2), leading to a larger frequency variation along the 

former axis. Broad regions of low condition number around the optimal angles indicate high 

tolerances to inaccuracy in encoding magnet alignment and position in these regions.  
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Figure 38: 1D MRI simulations of a 2D chessboard with a linear gradient (solid line) and a 

1D nonlinear encoding field (dashed line). 

An additional potential advantage of permanent magnet encoding arrays is the ability to 

control 3D field variations to locally enhance image resolution further. This is illustrated in 

Figure 38 with a raw image simulation of a 2D chessboard sample acquired with a linear 1D 

gradient and nonlinear 1D encoding field, respectively. The image resolution in a region of 

interest, indicated by the red box, is homogeneous for the gradient and depends on the 

gradient strength. In contrast, the image resolution in the region of interest is higher and 

depends on the slope of the local encoding field. This approach has been used is used in 

parallel acquisition technique with localised gradients (PatLoc) to better match the imaging 

geometry of interest in high field MRI169. However, the coil arrangement offers local image 

enhancements in 2D at fixed locations only. In principle, a flexible and modular permanent 

magnet encoding arrangement allows the resolution to be enhanced at any location within 

the sample by spatially varying the paths and magnet orientations to control the magnitude 

and the spatial encoding field distribution. 

4.6 Author contributions 
The finite element simulations that estimate the fields for the different permanent magnet 

locations were done by Vogel. He performed the analysis of the various encoding 

trajectories through the minimisation of the condition number. Vogel was also the lead writer 

of the manuscript presented here. Vegh and Reutens were involved with the creation of the 
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concept and the validation of the results as well as with the writing of the manuscript. I 

developed the simulation program that efficiently predicts the evolution of the spin 

magnetisation and its detection. I used this program to analyse the efficiency of the signal 

for different pre-polarisation transition speeds and encoding arrangements. I then 

proceeded to reconstruct phantom images, which I analysed to assess the resolving power 

of varying encoding arrangements. Additionally, I quantified the quality of reconstructed 

images and validated the matrix analysis performed by Vogel. I wrote the parts of the 

manuscript concerning my contribution above stated. The reconstruction program was 

partially developed by Su, who implemented the Kaczmarz method which solves the 

pseudo-inverse of a matrix.  
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Chapter 5- Towards ultimate low frequency air-core 
magnetometer sensitivity: A design method 

5.1 Abstract 
Air-core magnetometers are amongst the most commonly used magnetic field detectors in 

biomedical instruments. They offer excellent sensitivity, low fabrication complexity and a 

robust, cost-effective solution. However, air-core magnetometers must be tailored to the 

specific application to achieve high sensitivity, which can be decisive in the accuracy of the 

diagnoses and the time required for the examination. Existing methods proposed for the 

design of air-core magnetometers are based on simplified models and simulations using a 

reduced number of variables, potentially leading to sensitivity that is suboptimal. To 

circumvent this, we chose a method with fewer assumptions and a larger number of decision 

variables which employed a genetic algorithm, a global optimisation method. Experimental 

validation shows that the model is appropriate for the design of highly sensitive air-core 

magnetometers. Moreover, our results support the suitability of a genetic algorithm for 

optimisation in this context. The new method described herein will be made publicly 

available via our website to facilitate the development of less costly biomedical instruments 

using air-core magnetometers with unprecedented sensitivity. 

5.2 Introduction 
Air-core magnetometers are preferred for many biomedical applications because of their 

high sensitivity, robustness and low construction cost. Although magnetometers with a 

ferromagnetic core can reach higher sensitivities than air-core magnetometers179, they 

cannot be used in applications where the distortion of the signal or the magnetic field is not 

acceptable. Biomedical applications of air-core magnetometers include magnetic induction 

tomography (MIT)180, ULF MR24 and magnetocardiography (MCG)181. Customising coil 

design to specific biomedical applications may lead to a considerable improvement in 

sensitivity179, enabling earlier diagnosis and more accurate monitoring of disease. 

Additionally, most applications use signal averaging to achieve the desired signal-to-noise 

ratio, and increasing coil sensitivity would confer the benefit of reduced acquisition time, in 

proportion to the square of the additional sensitivity.  

Air core magnetometer sensitivity is determined by the ratio between the electromotive force 

(EMF) induced in the coil and the electronic noise of the detector. The noise floor of air-core 

magnetometers is dominated by the thermal noise of the coil, the noise of the pre-amplifier, 

and the noise of any lumped elements connected to the input of the pre-amplifier, such as 
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tuning capacitors. The task of optimal coil design is that of maximising the ratio between 

EMF and all other contributing noise sources. The primary design variables for air core 

magnetometers are the frequency range, coil size, pre-amplifier properties (gain, noise floor 

and pre-amplification mode), conductor diameter, and the number and location of loops. The 

application delimits some of these variables, such as the outer radius of the coil and its 

frequency range, whereas the most difficult variables to determine are often conductor 

diameter and the number of loops and their locations.  

Various analytical solutions have been proposed to optimise the design of air-core 

magnetometers182 and closely related ferromagnetic-core induction magnetometers183,184. 

Analytical solutions can offer a direct understanding of how different parameters affect the 

theoretical sensitivity of magnetometers. Furthermore, they provide a function that can be 

solved for optimal coil parameters185. However, a major challenge remains to solve the 

analytical problem maintaining accurate but more complex models of the electrical 

properties of the coil, i.e. resistance, inductance and parasitic capacitance. The accuracy 

with which these values can be specified affects the analytical solution. 

Numerical methods have been described for the optimisation of air-core magnetometer 

designs181,186-191. These have the benefit of requiring fewer assumptions than analytic 

methods. However, it is essential to match the optimisation algorithm to the problem to 

mitigate against finding a local instead of a global solution185. Estola et al. simulated some 

magneto-cardiograms with non-rectangular coil cross-section for detecting a near-field 

source in the band 0.5-100 Hz181. Wire diameter was determined using a brute force strategy 

using simulated designs based on a simplified model for the magnetic source and employing 

an established computer-aided design methodology. Chen et al. described an optimisation 

method which maximised signal-to-noise ratio (SNR) and minimised coil diameter for coils 

operating in the range of tens of Hz to 71 kHz186. The upper limit on the frequency was 

determined by the constraint of magnetometer weight. Here, coil design was limited to a 

single layer, and the search for the optimal number and diameter of coil loops was deduced 

from a plot of sensitivity for different coil combinations. An optimal broadband air-core 

magnetometer, based on the Brooks coil, was later developed and its sensitivity was 

analysed in the absence of amplifier noise192. Subsequent work yielded the optimised 

minimum air-core coil size based on a fixed cut-off frequency and a specific type of 

amplifier188. Details about the optimisation algorithm used to obtain the parameters were, 

however, not provided. An air-core magnetometer has also been designed specifically for 

ULF-MRI187. The average coil diameter was optimised, and conductor thickness was chosen 
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based on skin depth for copper wire tuned to 3 kHz ULF-MRI applications. Additional work 

on ferromagnetic-core magnetometers has focused on maximising sensitivity with 

constraints on the weight and size of the coils190,191.  

Our approach to improving the design of air-core magnetometers is to relax the constraints 

on the optimisation process with the objective of increasing coil sensitivity. To achieve this 

goal, we use more accurate but more complex analytical expressions, the parameters of 

which are deduced using a global optimisation procedure. We allowed conductor diameter, 

distance between wires, number of coil layers and number of turns per layer to be free 

variables. A genetic algorithm was employed to search for the globally optimal solution. In 

what follows, numerical models for two popular pre-amplification modes are first presented, 

followed by an outline of non-tuned current-to-voltage and tuned voltage-to-voltage designs. 

The non-tuned current-to-voltage design, commonly known as the trans-impedance 

amplifier, is desirable in many applications due to the linear frequency gain response and 

excellent sensitivity below 1 kHz. The tuned voltage-to-voltage design has the potential to 

provide additional sensitivity with narrower bandwidths, most notably for higher frequency 

applications. Empirical measurements were used to validate the numerical models used for 

the optimisation of air-core magnetometers.  

5.3 Methods 
5.3.1 Numerical model 
Individual components used in the numerical procedure have been described previously. 

Each model is outlined in detail without imposing assumptions.  

5.3.2 Coil 
The electrical properties of the coil are represented by the AC resistance (RS_AC), inductance 

(LS) and the parasitic capacitance (CS) based on knowledge of conductor location and 

diameter. Assuming wires are equally distributed within the coil winding, individual locations 

are estimated based on coil outer diameter, number of layers and turns per layer, conductor 

diameter and wire spacing (see Figure 39). In the case of a single strand solid conductor 

with diameter di, the DC resistance RS_DC is calculated for the total wire length 𝑙𝑙𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 such 

that 𝑅𝑅𝑆𝑆_𝐷𝐷𝐷𝐷 = 𝜌𝜌𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ∙ 𝑙𝑙𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝜋𝜋 ∙⁄ (𝑑𝑑𝑖𝑖 2⁄ )2). The AC resistance can be calculated as103: 
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Figure 39: Cross-section of the coil showing its parameters that can be varied. Optimisation 

variables are shown in bold: di is the conductor diameter, do is the conductor spacing, nl the 

number of layers and nv the number of loops per layer. Inner and outer radius of the coil are 

represented as rin and rout, respectively. 
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where 𝐹𝐹(𝓏𝓏) and 𝐺𝐺(𝓏𝓏) are functions representing the skin depth and conductor proximity 

effects, respectively, and 𝐽𝐽 corresponds to Bessel functions of the first kind. 𝑢𝑢(𝑁𝑁) depends 

on the separation of conductor centres (do in Figure 39), radius of individual loops (rloop), z-

axis offset of each loop (zloop) and the number of loops (N). Thereby,  

 
𝑅𝑅𝑎𝑎𝑎𝑎 = 𝑅𝑅𝑑𝑑𝑑𝑑 �1 + 𝐹𝐹(𝓏𝓏) + 𝑢𝑢(𝑁𝑁) ∙

𝑑𝑑𝑖𝑖2

𝑑𝑑𝑜𝑜2
∙ 𝐺𝐺(𝓏𝓏)�, (61) 

 
𝐹𝐹(𝓏𝓏) =

𝑧𝑧2

8
𝐼𝐼𝐼𝐼

𝐽𝐽3�𝓏𝓏√−𝑖𝑖�
𝐽𝐽1�𝓏𝓏√−𝑖𝑖�

,𝐺𝐺(𝓏𝓏) =
𝑧𝑧2

8
𝐼𝐼𝐼𝐼

𝐽𝐽2�𝓏𝓏√−𝑖𝑖�
𝐽𝐽0�𝓏𝓏√−𝑖𝑖�

, (62) 
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𝑢𝑢(𝑁𝑁) =

1
𝑁𝑁
��� �

𝑟𝑟𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,𝑗𝑗 − 𝑟𝑟𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,𝑖𝑖

�𝑟𝑟𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,𝑗𝑗 − 𝑟𝑟𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,𝑖𝑖�
2

+ �𝑧𝑧𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,𝑗𝑗 − 𝑧𝑧𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,𝑖𝑖�
2

𝑁𝑁

𝑗𝑗=1,𝑗𝑗≠𝑖𝑖

�

2𝑁𝑁

𝑖𝑖=1

+ � �
𝑧𝑧𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,𝑗𝑗 − 𝑧𝑧𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,𝑖𝑖

�𝑟𝑟𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,𝑗𝑗 − 𝑟𝑟𝑙𝑙𝑙𝑙𝑜𝑜𝑝𝑝,𝑖𝑖�
2

+ �𝑧𝑧𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,𝑗𝑗 − 𝑧𝑧𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,𝑖𝑖�
2

𝑁𝑁

𝑗𝑗=1,𝑗𝑗≠𝑖𝑖

�

2

�. 

(64) 

In the case of Litz wires, the calculation of RS_DC and RS_AC is obtained via Equation (65) 

and Equation (66) with tyard being the outer insulation of the wire, and with NS, NB and NC 

defining the number of strands, number of bunching and cabling operations of the Litz wire 

respectively. The packing factor p was predefined: p = 1.25 for NS ≤11; p = 1.26 for 11<NS 

≤15; p = 1.27 for 15<NS ≤24; and p = 1.26 for 24< NS <400. Hence,  

 
𝑅𝑅𝑆𝑆_𝐴𝐴𝐴𝐴 = 𝑅𝑅𝑆𝑆_𝐷𝐷𝐷𝐷 �1 + 𝐹𝐹(𝓏𝓏) + (𝑢𝑢(𝑁𝑁) + 2) ∙

𝑁𝑁𝑆𝑆2𝑑𝑑𝑖𝑖2

𝑑𝑑𝑜𝑜2
∙ 𝐺𝐺(𝓏𝓏)�, (65) 

 
𝑑𝑑𝑖𝑖_𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 =

𝑑𝑑𝑖𝑖 − 𝑡𝑡𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦
𝑝𝑝�𝑁𝑁𝑆𝑆

;  𝑅𝑅𝑆𝑆_𝐷𝐷𝐷𝐷 =  𝑅𝑅𝑆𝑆_𝐷𝐷𝐷𝐷_𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 ∙
1.015𝑁𝑁𝐵𝐵 ∙ 1.025𝑁𝑁𝐶𝐶

𝑁𝑁𝑆𝑆
. (66) 

Coil inductance and capacitance were calculated numerically using a previously described 

method193. The total inductance is a sum of self-inductance (L0) and mutual inductance (M0) 

such that 𝐿𝐿𝑆𝑆 = 𝐿𝐿0 + 𝑀𝑀0. The self-inductance employs the argument 𝑘𝑘𝐿𝐿,𝑖𝑖
2 = 4𝑟𝑟𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,𝑖𝑖 ∙

(𝑟𝑟𝑖𝑖 − 𝑑𝑑𝑖𝑖 2⁄ ) (2𝑟𝑟𝑖𝑖 − 𝑑𝑑𝑖𝑖 2⁄ )2⁄ , where 𝜇𝜇0 is the magnetic permeability of air, and E and K the 

elliptic integrals of first and second kind, such that 

 
𝐿𝐿0 = 𝜇𝜇0 ∙��2𝑟𝑟𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,𝑖𝑖 −

𝑑𝑑𝑖𝑖
2
� ��1 −

1
2
𝑘𝑘𝐿𝐿,𝑖𝑖
2 �𝐾𝐾�𝑘𝑘𝐿𝐿,𝑖𝑖� − 𝐸𝐸�𝑘𝑘𝐿𝐿,𝑖𝑖��

𝑁𝑁

𝑖𝑖=1

. (67) 

As for M0, the arguments of kL incorporate an extra dimension to capture the mutual coupling 

between conductors, hence 𝑘𝑘𝐿𝐿,𝑖𝑖,𝑗𝑗
2 = 4𝑟𝑟𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,𝑖𝑖 𝑟𝑟𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,𝑗𝑗 �𝑟𝑟𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,𝑖𝑖 + 𝑟𝑟𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,𝑗𝑗�

2
+ �𝑧𝑧𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,𝑖𝑖 − 𝑧𝑧𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,𝑗𝑗�

2⁄ . The 

mutual inductance is then estimated as 

 
𝑀𝑀0 = 2𝜇𝜇0 ∙� �

�𝑟𝑟𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,𝑖𝑖 − 𝑟𝑟𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,𝑗𝑗

𝑘𝑘𝑖𝑖,𝑗𝑗
��1 −

1
2
𝑘𝑘𝐿𝐿,𝑖𝑖,𝑗𝑗
2 �𝐾𝐾�𝑘𝑘𝐿𝐿,𝑖𝑖,𝑗𝑗� − 𝐸𝐸�𝑘𝑘𝐿𝐿,𝑖𝑖,𝑗𝑗��

𝑁𝑁

𝑗𝑗=1,𝑗𝑗≠𝑖𝑖

𝑁𝑁

𝑖𝑖=1

. (68) 
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The equation for stray capacitance:  

 
𝐶𝐶𝑠𝑠 =

8𝜋𝜋𝜀𝜀0𝜀𝜀𝑟𝑟𝑙𝑙𝑐𝑐(𝑛𝑛𝑙𝑙 − 1)
6𝑁𝑁𝐿𝐿2(1.26𝑑𝑑𝑜𝑜 − 1.15𝑑𝑑𝑖𝑖)

{2𝑟𝑟𝑖𝑖𝑖𝑖 + 𝑑𝑑𝑜𝑜}, (69) 

was proposed by Martinez et al.193, and is expressed here for the case of equally spaced 

conductors. Equation (69) is a function of the relative electrical permittivity of the coating 

layer (𝜀𝜀𝑟𝑟), coil length (lc), number of layers (nl) and coil internal radius rin, and 𝜀𝜀0 is the 

electrical permittivity of free-space. EMF induced in the coil was calculated in volts per Tesla 

by Lorentz’s principle of reciprocity: 𝑒𝑒𝑒𝑒𝑒𝑒 𝐵𝐵⊥⁄ = 𝑗𝑗2𝜋𝜋∑ 𝜋𝜋𝑟𝑟𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,𝑖𝑖
2𝑁𝑁

𝑖𝑖=1 , where 𝐵𝐵⊥is the component 

of the magnetic field normal to the z-axis. 

Non-tuned current-to-voltage amplifier design: Trans-impedance amplification, as shown in 

Figure 40, is one of the most used pre-amplification modes with coil based magnetometers 

because of its good sensitivity at frequencies below 100 Hz and its wide linear gain range181-

184,186,188,190. In this design, the EMF generates a current which is forced to pass through the 

feedback resistor (Rf) generating a voltage proportional to the EMF at the output of the 

amplifier. 

 

Figure 40: Schematic of the non-tuned current-to-voltage amplifier including noise sources. 

The equivalent circuit of the coil (left) and pre-amplifier (right) are shown. Depending on the 

pre-amplifier, the thermal noise of the feedback resistor (ef) may be substituted by a 

minimum output voltage noise. 

The noise floor of the setup is used to estimate magnetometer sensitivity (ζ) such that 

 
𝜁𝜁(𝑓𝑓) =

𝑒𝑒𝑒𝑒𝑒𝑒(𝑓𝑓)
𝑒𝑒𝑛𝑛𝑛𝑛𝑛𝑛(𝑓𝑓) . (70) 
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Here, enti(f) measures the frequency dependent total voltage noise to the input of the 

amplifier, in units of v/√Hz. The noise itself is calculated using 𝑒𝑒𝑛𝑛𝑛𝑛𝑛𝑛 = �𝑒𝑒𝑛𝑛𝑛𝑛2 + 𝑒𝑒𝑖𝑖𝑖𝑖2 + 𝑒𝑒𝑠𝑠𝑠𝑠2 + 𝑒𝑒𝑓𝑓𝑓𝑓2 , 

where 𝑒𝑒𝑛𝑛𝑛𝑛2  is the noise induced from the voltage noise of the pre-amplifier, 𝑒𝑒𝑖𝑖𝑖𝑖2 is the noise 

generated by the current noise of the pre-amplifier, 𝑒𝑒𝑠𝑠𝑠𝑠2  is the thermal noise produced by the 

coil and 𝑒𝑒𝑓𝑓𝑓𝑓2  is the thermal voltage noise from the feedback resistor Rf. Noise sources at the 

input of the amplifier are expressed as  

 𝑒𝑒𝑖𝑖𝑖𝑖 = 𝑖𝑖𝑖𝑖𝑖𝑖 ∙ |𝑍𝑍𝑠𝑠|; (71) 

 𝑒𝑒𝑠𝑠𝑠𝑠 = �4𝑘𝑘𝑏𝑏𝑇𝑇𝑅𝑅𝑠𝑠;, (72) 

 𝑒𝑒𝑓𝑓𝑓𝑓 = �4𝑘𝑘𝑏𝑏𝑇𝑇𝑅𝑅𝑓𝑓 ∙ �𝑍𝑍𝑠𝑠 �𝑅𝑅𝑓𝑓 + 𝑍𝑍𝑠𝑠�⁄ �; (73) 

 𝑋𝑋𝐿𝐿𝐿𝐿 = 𝑗𝑗2𝜋𝜋𝜋𝜋𝐿𝐿𝑠𝑠; (74) 

 𝑋𝑋𝐶𝐶𝐶𝐶 =
1

𝑗𝑗2𝜋𝜋𝜋𝜋𝐶𝐶𝑠𝑠
; (75) 

 
𝑍𝑍𝑠𝑠 =

(𝑅𝑅𝑠𝑠 + 𝑋𝑋𝐿𝐿𝐿𝐿)𝑋𝑋𝐶𝐶𝐶𝐶
𝑅𝑅𝑠𝑠 + 𝑋𝑋𝐿𝐿𝐿𝐿 + 𝑋𝑋𝐶𝐶𝐶𝐶

; (76) 

where ZS is coil impedance, kb is Boltzmann’s constant (1.38e-23 J/°k), and T is the 

temperature (300 °K at room temperature). In this design, current and voltage noise sources 

are assumed to be uncorrelated. In the case of instrumentation amplifiers, such as INA217 

for which the minimum noise to the output eo_min is provided, the equivalent noise at the input 

(ei_on) is substituted for noise from the feedback such that 𝑒𝑒𝑖𝑖_𝑜𝑜𝑜𝑜 = 𝑒𝑒𝑜𝑜𝑜𝑜 ∙ �𝑍𝑍𝑠𝑠 �𝑅𝑅𝑓𝑓 + 𝑍𝑍𝑠𝑠�⁄ �. 
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Tuned voltage-to-voltage amplifier design: Tuned magnetometers use a resonant circuit to 

enhance the sensitivity at a specific frequency of operation. The tuned voltage-to-voltage 

amplifier is the most commonly used amplification design for this purpose. We chose the 

inverted-L matching network configuration since it uses a small number of capacitors and 

does not incorporate extra inductors which may lead to additional losses in signal, especially 

at low frequencies. The loss introduced by the parasitic resistance of the capacitors is 

calculated through their equivalent series resistance (ESR). The quality factor (Q) of the 

capacitor with capacitance (C) can be converted to ESR by 

 𝐸𝐸𝐸𝐸𝐸𝐸 =  1 2𝜋𝜋𝜋𝜋𝜋𝜋𝜋𝜋⁄ . (77) 

 

Figure 41: Equivalent circuit diagram for the tuned voltage-to-voltage pre-amplification 

design. Shown are individual equivalent circuits for the coil (left), matching network (centre) 

and pre-amplifier (right).  

 The tuning and matching network is necessary to set the frequency (f0) of the coil as 

previously described194. At this frequency, the tuning and matching network transforms the 

coil impedance (ZS) to the apparent source impedance (Rmatch) measured at the input of the 

amplifier, and the transformation ratio is 𝑚𝑚 = 𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ 𝑅𝑅𝑆𝑆_𝐴𝐴𝐴𝐴⁄ . For this transformation, the 

required quality factor Qreq of the resonant circuit comprising the coil and the tuning and 

matching network is first calculated using 𝑄𝑄𝑟𝑟𝑟𝑟𝑟𝑟 = √𝑚𝑚 − 1. Then, the total reactance is 

obtained (𝑋𝑋𝑆𝑆_𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 𝑄𝑄𝑟𝑟𝑟𝑟𝑟𝑟𝑅𝑅𝑆𝑆). Additionally, the reactance of the series network capacitor C1 

is computed (𝑋𝑋𝑠𝑠_𝑡𝑡𝑡𝑡𝑡𝑡1 = 𝑋𝑋𝑆𝑆_𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 − 𝑋𝑋𝑆𝑆, where XS is the imaginary part of ZS). Finally, the 

equivalent parallel impedance, the conjugate of the impedance of the second tuning 

capacitor (C2), is calculated (𝑋𝑋𝑆𝑆𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑙𝑙𝑝𝑝 = 𝑋𝑋𝑆𝑆𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 ∙ �1 + 1 𝑄𝑄𝑟𝑟𝑟𝑟𝑟𝑟2⁄ �). The input capacitance of the 

amplifier (Camp) can contribute significantly in specific designs, and is therefore considered 

here. The values for the tuning capacitors are: 
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 𝐶𝐶1 =
1

𝑗𝑗2𝜋𝜋𝑓𝑓0 ∙ (𝑋𝑋𝑆𝑆_𝑡𝑡𝑡𝑡𝑡𝑡1)
, (78) 

 𝐶𝐶2 =
1

𝑗𝑗2𝜋𝜋𝑓𝑓0 ∙ −(𝑋𝑋𝑆𝑆_𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡_𝑝𝑝)
− 𝐶𝐶𝑎𝑎𝑎𝑎𝑎𝑎. (79) 

Once the values for the tuning and matching capacitors have been established, their ESR 

is determined using a look-up table created from datasheets provided by the manufacturer. 

ESR is highly dependent on the operating frequency and capacitance, as shown in Figure 

42; Q varies accordingly with capacitance and frequency.  

    

Figure 42: Plots of the interpolated look-up table employed to estimate the ESR of capacitors 

(left) and corresponding quality factor (right). The plots show that both ESR and Q are highly 

dependent on capacitance and frequency of operation.   

The effective gain (Geff) the EMF experiences has to take account losses due to the 

incorporation of the matching network capacitors. Additionally, thermal noise sources are 

added for each of the capacitors (𝑒𝑒𝐶𝐶1 for 𝐸𝐸𝐸𝐸𝐸𝐸𝐶𝐶1 and 𝑒𝑒𝐶𝐶2 for 𝐸𝐸𝐸𝐸𝐸𝐸𝐶𝐶2). The total voltage noise 

is then defined as 𝑒𝑒𝑛𝑛𝑛𝑛𝑛𝑛 = �𝑒𝑒𝑛𝑛𝑛𝑛2 + 𝑒𝑒𝑖𝑖𝑖𝑖2 + 𝑒𝑒𝑠𝑠𝑠𝑠2 + 𝑒𝑒𝐶𝐶1𝑖𝑖2 + 𝑒𝑒𝐶𝐶2𝑖𝑖2 + 𝑒𝑒𝑜𝑜𝑜𝑜𝑜𝑜2  measured at the amplifier input. 

In summary, the components of the tuned voltage-voltage design can be calculated as:  

 𝑒𝑒𝑖𝑖𝑖𝑖 = 𝑖𝑖𝑛𝑛 ∙ |𝑍𝑍𝑡𝑡ℎ|; (80) 

 𝑒𝑒𝑠𝑠𝑠𝑠 = �4𝑘𝑘𝑏𝑏𝑇𝑇𝑅𝑅𝑠𝑠 ∙ �𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒�; (81) 

 𝑒𝑒𝐶𝐶1𝑖𝑖 = �4𝑘𝑘𝑏𝑏𝑇𝑇 ∙ 𝐸𝐸𝐸𝐸𝐸𝐸𝐶𝐶1 ∙ |𝐺𝐺𝐶𝐶1|; (82) 
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𝑒𝑒𝐶𝐶2𝑖𝑖 = �

4𝑘𝑘𝑏𝑏𝑇𝑇
𝐸𝐸𝐸𝐸𝐸𝐸𝐶𝐶2

∙ |𝑍𝑍𝑡𝑡ℎ|; (83) 

 
𝑒𝑒𝑜𝑜𝑜𝑜𝑜𝑜2 =

𝑒𝑒𝑜𝑜𝑜𝑜2

𝐺𝐺
; (84) 

 
𝑍𝑍𝑡𝑡ℎ =

𝑋𝑋𝑎𝑎_𝐶𝐶1(𝑍𝑍𝑠𝑠 + 𝑋𝑋𝐶𝐶1 + 𝐸𝐸𝐸𝐸𝐸𝐸𝐶𝐶1)
𝑋𝑋𝑎𝑎_𝐶𝐶1 + 𝑍𝑍𝑠𝑠 + 𝑋𝑋𝐶𝐶1 + 𝐸𝐸𝐸𝐸𝐸𝐸𝐶𝐶1

; (85) 

 
𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒 =

𝑍𝑍′𝑎𝑎_𝐶𝐶1

𝑍𝑍𝑎𝑎_𝐶𝐶1
′ + 𝑋𝑋𝐿𝐿𝐿𝐿 + 𝑅𝑅𝑠𝑠

; (86) 

 𝐺𝐺𝐶𝐶1 =
𝑍𝑍𝑎𝑎_𝐶𝐶1

𝑍𝑍𝑎𝑎_𝐶𝐶1 + 𝑍𝑍𝑆𝑆+𝑋𝑋𝐶𝐶1 + 𝐸𝐸𝐸𝐸𝐸𝐸𝑐𝑐1
; (87) 

 
𝐸𝐸𝐸𝐸𝐸𝐸𝐶𝐶2 = �1 + �

1
2𝜋𝜋𝜋𝜋𝐶𝐶2𝐸𝐸𝐸𝐸𝐸𝐸𝐶𝐶2

�
2

� ∙ 𝐸𝐸𝐸𝐸𝐸𝐸𝐶𝐶2; (88) 

 𝑍𝑍𝑎𝑎_𝐶𝐶1 =
1

1
𝑋𝑋𝐶𝐶2 + 𝐸𝐸𝐸𝐸𝐸𝐸𝐶𝐶2

+ 1
𝑋𝑋𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶

+ 1
𝑅𝑅𝑎𝑎𝑎𝑎𝑎𝑎

; (89) 

 
𝑍𝑍′𝑎𝑎_𝐶𝐶1 =

𝑋𝑋𝐶𝐶𝐶𝐶�𝑍𝑍𝑎𝑎_𝐶𝐶1 + 𝑋𝑋𝐶𝐶1 + 𝐸𝐸𝐸𝐸𝐸𝐸𝐶𝐶2�
𝑋𝑋𝐶𝐶𝐶𝐶 + 𝑍𝑍𝑎𝑎_𝐶𝐶1 + 𝑋𝑋𝐶𝐶1 + 𝐸𝐸𝐸𝐸𝐸𝐸𝐶𝐶2

. (90) 

Za_C1 is the impedance seen from the first capacitor towards the amplifier, Zth is the 

equivalent Thevenin impedance of the coil and matching network measured at the amplifier 

input, GC1 is the gain experienced by the voltage noise from C1 to the input of the amplifier, 

and G is the gain of the pre-amplifier. The noise floor can be stated as  

 
𝜁𝜁(𝑓𝑓) = 𝑒𝑒𝑒𝑒𝑒𝑒(𝑓𝑓) ∙

𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒(𝑓𝑓)
𝑒𝑒𝑛𝑛𝑛𝑛𝑛𝑛(𝑓𝑓) . (91) 

5.3.3 Validation of numerical models 
A small and a large coil (Figure 43) were built along with non-tuned and tuned amplifiers. 

We adapted the matching network to each coil. The small coil used 38 layers with 41 loops 

per layer, resulting in an outer radius of 19 mm and height of 10 mm. The copper conductor 

had a diameter of 0.2 mm and conductors were spaced 0.24 mm apart. The bigger coil had 

5 layers with 21 loops per layer, resulting in an outer radius of 60 mm and height of 18 mm. 
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The copper conductor, in this case, had a 0.8 mm diameter and was spaced 0.86 mm apart 

(RS Components Pty. Ltd., Smithfield, Australia). 

 

Figure 43: Coil prototypes. The small coil (left) comprises 38 layers, 43 loops per layer with 

an outer radius of 19 mm and height of 10 mm. The copper conductor had a diameter of 0.2 

mm and conductors were spaced 0.22 mm). The big coil (right) is composed of 5 layers, 21 

loops per layer with an outer radius of 60 mm and height of 18 mm. The copper conductor 

had a diameter of 0.8 mm and conductors were spaced 0.86 mm). 

The instrumentation amplifier (INA217 from RS Components Pty. Ltd.) was used for both 

the non-tuned and tuned designs (see Figure 40 and Figure 41). Measured input voltage 

noise was 1.3 nV/√Hz, input current noise was 0.8 pA/√Hz, and output noise was 90 nV/√Hz. 

A second stage amplification step with a gain of 1000 was added to the non-tuned pre-

amplifier to minimise noise floor and improve discretisation (NI6259, National Instruments, 

US). The gain of the tuned voltage-to-voltage pre-amplifier was 1000; a second stage 

amplification step was not required. 

Coil sensitivity was determined using a combination of two measurements. First, a 

Helmholtz pair was used to assess the field-to-voltage conversion of the magnetometer. The 

magnetometer was located coaxially in the centre of the Helmholtz pair, and the field was 

calculated as 𝐵𝐵⊥ = 8𝜇𝜇0𝑁𝑁𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐼𝐼 5√5⁄ 𝑎𝑎, where μ0 is free-space permeability (4π·10-7 T·m/A), I 

is the current in the coils, a is coil radius, and NHelm is the number of turns in each Helmholtz 

coil. A pre-determined current was applied to the Helmholtz pair at a selection of different 

frequencies to compute the field-to-voltage conversion in the frequency band of interest. 

Second, the electronic noise floor of the magnetometer was measured by placing the 

magnetometer in a magnetic shielding box (1.5 m3) that attenuated background 

electromagnetic radiation to a level below magnetometer sensitivity. The sensitivity of the 
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magnetometer (T/√Hz) was then calculated by dividing the measured noise floor (V/√Hz) by 

the measured field to voltage conversion ratio (V/T). 

5.3.4 Optimisation algorithm 
The optimisation algorithm allowed the following decision variables to evolve: number of 

layers, number of loops per layer, and conductor diameter and spacing. Other variables, 

such as coil outer diameter, amplifier noise sources and ESR look-up table for the tuning 

and matching capacitors were user-defined.  

Traditionally, adjusting the apparent coil impedance at amplifier input to equal Rmatch_class = 

eni/ini is found to give the optimum SNR when the noise sources ini, eni and esi are the main 

contributors of the total noise and EMF increases proportionally with coil impedance. Since 

this conditions are not fulfilled here, noise matching was left to the optimisation algorithm. 

The search strategy for the optimum sensitivity is done differently for the tuned and the non-

tuned configurations. In the case of the non-tuned design, the genetic algorithm searches 

for the optimum noise configuration because it has control over the impedance of the coil. 

The case of the tuned design is different because the matching network can influence the 

apparent impedance of the coil presented to the amplifier through effective adjustments to 

the transformation ratio. We performed this adjustment by calculating the sensitivity over a 

range of conversion ratios for each coil configuration evaluated by the genetic algorithm and 

selecting the conversion ratio achieving the best sensitivity. The range of Rmatch was chosen 

to be 𝑒𝑒𝑛𝑛𝑛𝑛/𝑖𝑖𝑛𝑛𝑛𝑛 ≤ 𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ ≤ 4𝑘𝑘𝑏𝑏𝑇𝑇 𝑖𝑖𝑖𝑖2⁄ ; the upper limit corresponds to where amplifier current 

noise matches coil thermal noise. The sensitivity was tabulated for 20 logarithmically 

equidistant values for Rmatch, and capacitor values achieving best sensitivity were selected. 

To find optimal values for the decision variables, ga, an inbuilt MATLAB® function was 

employed. Equation (70) was used as the cost function for the non-tuned case, and Equation 

(91) for the tuned case. We used the following constraints: 𝑑𝑑𝑖𝑖 < 𝑑𝑑𝑜𝑜 , 1 < 𝑛𝑛𝑣𝑣 < 100, 1 < 𝑛𝑛𝑙𝑙 <

100, 0.101 < 𝑑𝑑𝑖𝑖 < 5 (𝑚𝑚𝑚𝑚), 0.1 < 𝑑𝑑𝑜𝑜 < 4.9 (𝑚𝑚𝑚𝑚). A penalty was imposed to prevent 

solutions in which the self-resonant frequency of the coil (fself) is close (fself≤10 fo) to the 

frequencies of interest (f0). The penalty was implemented by multiplying the sensitivity by a 

factor 𝑝𝑝 = 1 + (10𝑓𝑓0 − 𝑓𝑓𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠) 10𝑓𝑓0⁄ . Cost function tolerance was set to be at least two orders 

of magnitude lower than the expected sensitivity value. First and second kind elliptic 

integrals were evaluated using, ellipke, another inbuilt MATLAB® function, and tolerance 

was changed from the default value to 1e-3 to speed up the calculations by up to a factor of 
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10. Simulations were executed on an eight core Intel computer with an i7-2600 3.4 GHz 

CPU and 16 GB RAM. 

Reproducibility was assessed for a number of different magnetometer setups and 

computational times were recorded. Sensitivity curves for different configurations were 

analysed. The influence of the matching and tuning network, of lossy capacitors and of using 

Litz wires were also analysed. The optimal solutions obtained with the proposed method 

were compared with the Brooks coil design. The benefit of using Litz wires was evaluated 

as well.  

5.4 Results 
We first validate the numerical models against experimental measurements performed in 

two coils for the non-tuned current-to-voltage and tuned voltage-to-voltage amplification 

configurations. Afterwards, we evaluate the optimisation algorithm. 

5.4.1 Numerical model 
Table 5 quantifies the error between predicted and measured electrical properties of the in-

house built air-core magnetometers. The simulated and measured DC resistance and AC 

resistance at 10 kHz, inductance, and capacitance of prototypes differed by only 2%, 3%, 

4% and 15%, respectively. 

Table 5: Comparison of the electrical properties between simulated and empirically 

measured values in two different in-house built coils. The parameters are number of layers 

(nl), number of loops per layer (nv), conductor diameter (di) and spacing (do), coil outer radius 

(rout), DC resistance (RS_DC), AC resistance at 10 kHz (RS_AC), inductance and parasitic 

capacitance of the coil. 

 Coil param. (u. & mm) RS_DC (Ω) RS_AC (Ω) 10 
kHz Induct. (mH) Paras. Cap. 

(pf) 
 nl nv di do rout Theo Meas Theo Meas Theo Meas Theo Meas. 
Small 
coil 38 41 0.2 0.24 19 71.2 72.4 75.1 76.4 57.4 55.5 18 21 

Big coil 5 21 0.8 0.86 60 1.29 1.31 2.14 2.2 2.15 2.16 258 261 

The magnetic field sensitivity of the current-to-voltage and voltage-to-voltage coils is 

provided in Figure 44. The non-tuned current-to-voltage coil sensitivity in the range 1 kHz - 

100 kHz is shown in Figure 44A. Respectively, the simulated and measured mean 

sensitivities are 544 fT/√Hz and 558 fT/√Hz for the small coil and 22.7 fT/√Hz and 22.3 

fT/√Hz for the large coil. Figure 43 shows the sensitivities for the same coils but with tuned 
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voltage-to-voltage amplification at 10 kHz. For a 1 kHz bandwidth, the simulated and 

measured sensitivities for the small coil are 24.5 fT/√Hz and 23.7 fT/√Hz and simulation with 

ideal capacitor yields a sensitivity of 19.6 fT/√Hz. Corresponding peak sensitivities are 29.7 

fT/√Hz, 30.3 fT/√Hz and 26.2 fT/√Hz. Similarly, for the larger coil, the mean values are 4.3 

fT/√Hz for measured, 3.8 fT/√Hz simulated with lossy capacitors and 3.4 fT/√Hz simulated 

using an ideal matching network. Peak sensitivities are 3 fT/√Hz, 3.4 fT/√Hz and 4 fT/√Hz. 

By accounting for ESR in the simulations, the accuracy of the numerical model improves 

80% for the small coil and by 40% for the big coil. 
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Figure 44: Sensitivity comparison between measured and estimated values for non-tuned 

current-to-voltage (A) and tuned voltage-to-voltage with ideal and lossy capacitors (B). 

The reproducibility of the results obtained using the optimisation procedure for a specific 

case (rout = 45 mm, f0 = 10 kHz, bw = 1 kHz, INA127, QC1 ≈ QC2 ≈ 200) is provided in Figure 

45. Multiple runs of the algorithm result in a coefficient of variation of 1.5 % for non-tuned 

current-to-voltage magnetometers and 0.6 % for the tuned voltage-to-voltage configuration. 

The average optimal sensitivity is 2.4% higher than the best solution found by the solver in 

the non-tuned case and 0.5% in the tuned mode. The time to reach a solution scales with 

the number of coil loops in the design. For example, it takes approximately one minute to 

optimise a 300 loop coil configuration whereas it may take as long as 60 minutes to find an 

optimal solution for a 5000 loop coil arrangement. In the latter case, about 85% of the 

computation time is associated with the computation of the elliptic integrals. 

 

Figure 45: Reproducibility of the results obtaining using the optimisation algorithm for non-

tuned current-to-voltage (squares) and tuned voltage-to-voltage (asterisks) designs. The 

sensitivities have been normalised to the mean sensitivity for each method. 

5.4.2 Optimisation algorithm 
The relationship between sensitivity and frequency differs between the non-tuned current-

to-voltage and the tuned voltage-to-voltage configurations. For the non-tuned current-to-

voltage configuration, the optimal sensitivity range is found at the inflexion point where the 

slope changes from a negative slope to a constant value as can be seen in Figure 46. In the 

bandwidth of interest, the sensitivity improves with increasing frequency. The tuned case 

has the best sensitivity in the vicinity of the resonant frequency as the iterative matching 

network algorithm tunes the peak voltage of the amplifier to be near the target resonant 

frequency. This sensitivity enhancement is highlighted in Figure 47A by the gain in EMF at 

the amplifier input. The corresponding sensitivity peak is shown in Figure 47B. Notably, the 

fact that the sensitivity peak is in the centre of the bandwidth does not necessarily mean 
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optimal sensitivity. This is corroborated in Figure 47C, where the mean sensitivity of a set of 

coils optimised for a bandwidth fixed between 9.5 kHz and 10.5 kHz with different offsets in 

the tuning frequency (rout = 45 mm, f0 = 10 kHz, bw = 1 kHz, INA127, QC1 ≈ QC2 ≈ 200), is 

shown. The horizontal axis represents the offset of the tuning frequency referred to the 

centre frequency of 10 kHz. Here, the sensitivity improvement is less than 1%. 

 

Figure 46: Sensitivity vs. frequency curve of a non-tuned current-to-voltage amplifier, with a 

zoom into the region for optimal sensitivity operation. 
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Figure 47: Plot of the EMF (A) at the input of the amplifier, the sensitivity (B) for an optimised 

coil tuned to 9.8, 9.9, 10, 10.1, and 10.2 kHz and the effect of tuning frequency on average 

sensitivity (C). 

Optimised equivalent coil resistance at the centre frequency measured at the amplifier input 

(Rmatch) is within proposed search space for four cases evaluated (rout = 45 mm, INA127, QC1 

≈ QC2 ≈ 200), all of which are shown in Figure 48. In two of the cases (solid line and broken 

line) the bandwidth (bw) is set to 0 Hz, that is, the coil is optimised to give the best 

performance at a single frequency, and the optimal solution lies near the classical value of 

Rmatch_class = en/in. However, setting the bandwidth to 1 kHz shifts the optimal value for Rmatch 

higher (dotted line and dot-slash line). This improves sensitivity by 13% and 35% with 

respect to Rmatch_class for f0 = 10 kHz and f0 = 3.3 kHz respectively.  

 

Figure 48: Mean sensitivity by different equivalent resistances Rmatch for different tuned 

voltage-to-voltage coils. Sensitivities are normalised to optimal sensitivity points for each 

configuration. 

The simulation result provided in Figure 49 indicates that high-quality factor capacitors have 

a significant effect on sensitivity. For the tuned voltage-to-voltage configuration (rout = 45 

mm, f0 = 10 kHz, bw = 1 kHz, INA217) with low quality capacitors (Q = 33), the average 

sensitivity is decreased by as much as 69% compared to the sensitivity with higher quality 

capacitors (Q = 1000). Notably, Figure 49 provides a clear indication of the relationship 

between the quality factor of the capacitors and achievable sensitivity, greatest impact below 

a quality factor of ~330. Beyond this level of capacitor Q, the improvement is reduced. Not 

unexpectedly, the effect of higher Q is greater on peak sensitivity than on mean sensitivity. 
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Figure 49: Effect of the quality factor of the capacitors on the sensitivity of the tuned voltage-

to-voltage air-core magnetometer. Both the mean and peak results are shown.  

We evaluated how much sensitivity can be gained through the self-resonance effect by 

examining the effect of removing in the optimisation algorithm the penalisation related to the 

self-resonance frequency of the coil. Figure 50 shows results for an example configuration 

(INA217, rout = 45 mm, lmax = 20 mm, bw = 0 Hz, QC1 ≈ QC2 ≈ 200) for both the non-tuned and 

tuned configurations. An effect cannot be observed for the non-tuned configuration, whilst 

more than 30% increase in sensitivity was predicted above 10 kHz for the tuned 

configuration. 

 

Figure 50: Comparison of the solutions from the optimisation algorithm with (broken lines) 

and without (dotted lines) self-resonant frequency penalisation. 
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Brooks coils have a particular shape consisting of a square cross-section with an outer 

radius twice the coil height. It has been suggested that this design maximises the sensitivity 

of non-tuned current-to-voltage configuration by maximising the ratio of inductance to 

resistance. In Figure 51 we compare the sensitivities for Brooks coils versus our proposed 

customised design method. The outer radius was constrained to be the same for both coils, 

but the height and inner radius was allowed to vary in the customised design. Optimised 

Brooks coils had 24x24, 19x19, 20x20, 17x17 and 18x18 turns, while the customised 

algorithm found 50x10, 50x8, 48x7, 47x6 and 44x6 to be the optimum turns per layer and 

number of layers for coils with outer radii of 10, 15, 20, 25 and 30 mm respectively. The 

corresponding inductance to resistance ratio are 7.1146e-04, 7.6895e-04, 5.9885e-04, 

3.8542e-04, 3.5256e-04 H/Ω for the Brooks coil and 7.6636e-04, 6.5807e-04, 7.6774e-04, 

5.8848e-04, 3.1220e-04 H/Ω for the customised coil. Restricting the optimisation algorithm 

to the Brooks coil layout, resulted in approximately 20% lower sensitivity than the use of 

customised shapes. Both designs had the following settings: LT1028 pre-amplifier 188, f0 = 

10 kHz and bw = 19000 Hz. 

 

Figure 51: Mean sensitivity achieved by a Brooks coil (square cross-section) with non-tuned 

current-to-voltage amplification compared with rectangular cross-section non-tuned current-

to-voltage configuration.  

To evaluate the benefit of using a tuned voltage-to-voltage configuration as opposed to the 

non-tuned current-to-voltage configuration, we performed tests based on the INA217 (eni = 

3.5 nV/√Hz (pink noise at 10 Hz) + 1.3nV/√Hz white noise, ini = 3 pA /√Hz (pink noise at 10 

Hz) + 0.8 pA/√Hz white noise, eon = 90 nV/√Hz) and LNA718A (eni = 2 nV/√Hz (pink noise 

at 10 Hz) + 0.7 nV/√Hz white noise, ini = 490 fA/√Hz (pink noise at 10 Hz) + 98 fA/√Hz, eon 

= 13 nV/√Hz and Rf = 10 kΩ) amplifiers. In Figure 52, sensitivity is plotted against centre 
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frequency (f0) for the four cases considered with rout = 4.5 mm, lmax = 20 mm and bw = f0*1.9. 

For INA217, the non-tuned configuration is predicted to be more sensitive than the tuned 

configuration only when the centre frequency is below 21 Hz. For the LNA718A, the tuned 

configuration is more sensitive than the non-tuned configuration at frequencies above 90 

Hz. The sensitivity difference between non-tuned and tuned configurations increases with 

the frequency.  

 

Figure 52: Mean sensitivity comparison in between optimised non-tuned current-to-voltage 

(squares) and tuned voltage-to-voltage (asterisks) amplification with two different pre-

amplifiers: LNA718 (broken lines) and INA217 (dotted lines).  

Considering the non-tuned current-to-voltage and tuned voltage-to-voltage configurations 

using the LNA718 pre-amplifier (rout = 45 mm, lmax = 20 mm, f0 = 100 kHz, bw = 10 kHz, QC1 

≈ QC2 ≈ 200), Figure 53 shows the effect of increasing the number of strands per wire. 

Results have been normalised against the case of a single strand wire. The use of a Litz 

wire does not appear to provide great benefits for the non-tuned case. For the tuned 

configuration, an improvement in sensitivity of around 21% can be achieved with around 

500 strands per wire, while for the non-tuned case, a maximum of 5% improvement is 

achieved with 200 strands per wire. It is worth noting that thermal noise from the coil is 

dominant in the tuned setup whereas it is less than half of the other noise sources in the 

non-tuned case. 
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Figure 53: Normalised sensitivity as a function of number of strands per wire illustrated for 

the non-tuned current-to-voltage (squares) and tuned voltage-to-voltage (asterisks) 

configurations.  

We used the numerical simulation environment to explore the effect of different noise 

sources on achievable sensitivity. In Figure 54 we show results for the non-tuned current-

to-voltage and the tuned voltage-to-voltage configurations optimised to a centre frequency 

of 10 kHz (bw = 1 kHz, Rout = 45 mm, amplifier INA217, lmax = 20 mm). The dominant noise 

sources for the non-tuned configuration (Figure 54A) are the output (ei_on) and input (eni) 

voltage noise of the amplifier.  For the tuned coil (Figure 54B), thermal noise of the coil 

dominates (eSi), closely followed by the thermal noise of the tuning capacitor in series with 

the coil (eC1) and the current noise of the amplifier (eii). Input voltage noise of the amplifier 

(eni) affects mainly in frequencies far from the centre frequency in the tuned case.  

 

Figure 54: Assessment of the contribution of the various noise sources. Plots show the 

contribution of each noise source for the non-tuned current-to-voltage (A) and tuned voltage-

to-voltage (B) configurations. 
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5.5 Discussion 
We propose a more general model for the design of air-core magnetometers for both non-

tuned current-to-voltage and tuned voltage-to-voltage pre-amplifier configurations. We 

demonstrate that tuning can offer higher sensitivity even on wideband applications. By 

considering a more flexible model, we can produce air-core magnetometer configurations 

with very high predicted sensitivities. In particular, the sensitivity predicted for our optimised 

design is higher than that thought to be achievable with the optimal Brooks coils. Although 

this coil geometry has been proposed because of its high inductance to resistance ratio, the 

results we report suggest that this ratio does not necessarily provide the highest sensitivity. 

We show that additional gains in sensitivity can be achieved with an optimisation process 

accounting for a larger number of decision variables. 

Our experimental results used for validation are in close agreement with the predictions from 

our model. Accurate characterisation of air-core magnetometers requires accurate 

estimation of the equivalent resistance, inductance and EMF.  The lower accuracy with 

which parasitic capacitance can be estimated is negligible, provided frequencies of interest 

are well below the self-resonant frequency of the coil. The model used to evaluate the field 

transformation (V/T) is verified for both the non-tuned and tuned configurations, alongside a 

validation for the noise floor. The good agreement between simulations and experimental 

findings is not unexpected since we employ prevailing numerical models. We provide results 

for frequencies below 100 kHz. However, here presented numerical models are valid up to 

the low MHz range. From few MHz on other tools, such as the finite element method, maybe 

better suited due to wavelength shortening at higher frequencies. 

Concerning the optimal frequency for maximal sensitivity in non-tuned air-core 

magnetometers, it has previously been shown that the sensitivity in the linear region is 

proportional to the cut-off frequency 192. Therefore, it follows that the optimal sensitivity for 

a given bandwidth is near the cut-off frequency, as shown in Figure 46. For the tuned 

voltage-to-voltage configuration, the optimal sensitivity appears at a frequency close to the 

tuning frequency as a consequence of resonance. However, an improvement in sensitivity 

can be gained by shifting the tuning frequency away from the centre frequency of the 

bandwidth (Figure 47C). The non-tuned current-to-voltage design only outperforms the 

tuned voltage-to-voltage design at ultra-low frequencies (< 100 Hz) in the configurations 

examined here (Figure 52). 
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The classical approach of optimising the air-core magnetometer sensitivity by matching the 

equivalent resistance Rmatch to en/in does not always apply 123. This approach can be 

inaccurate for a number of reasons. The classical approach assumes that noise sources ini, 

eni and esi are the main contributors of the total noise and EMF increases proportionally with 

coil impedance. In the non-tuned current-to-voltage configuration, minimum output voltage 

noise of the amplifier can be dominant depending on the feedback of the amplifier, and the 

EMF follows a nonlinear relationship with the impedance of the coil. In the tuned voltage-to-

voltage configuration thermal noise of the tuning and matching capacitors can be dominant 

at very low frequencies. Additionally, most noise sources, as well as the equivalent source 

impedance, are frequency dependent in both configurations. Consequently, coil and network 

are not optimised to provide the best sensitivity at one single frequency, but the best 

sensitivity averaged over the frequency bandwidth of interest. 

We have shown different possibilities to enhance the sensitivity, the outcome of which can 

be anticipated through plots of individual noise contributions. In the example of Figure 54, 

these noise contributions indicate that the minimum output noise and the voltage noise of 

the amplifier determine the noise floor of the non-tuned current-to-voltage magnetometer. 

Other noise sources are at least a factor of two smaller, reducing the benefit of using a Litz 

wire (Figure 53). Conversely, in the tuned voltage-to-voltage configuration it is possible to 

improve sensitivity through the use of Litz wire because the thermal noise from the coil is 

dominant. The quality of capacitors used in the design should be considered carefully as 

their thermal noise can be significant (see Figure 54B).  

The use of lossy capacitors in the model confers notable benefits. First, the simulations are 

more reliable, showing a 40-80 % improvement in the accuracy with the prototypes built for 

this work. Second, the optimisation process is forced to converge to feasible capacitor 

values. Third, the simulation environment can, to some extent, compensate for undesirable 

effects introduced by low-quality capacitors via changes to the design.  

Our results suggest a potential enhancement in air-core magnetometer sensitivity via 

exploitation of coil self-resonance in the tuned voltage-to-voltage configuration (see Figure 

50). Any gains in sensitivity rely on being able to accurately predict the parasitic capacitance 

of the coil, which is problematic in the presence of densely packed loops. The parasitic 

capacitance is very susceptible to the manufacturing process and any material 

imperfections. In effect, slightly different distances between loops generate different 

parasitic capacitances between neighbouring coils. This parasitic capacitance spread 
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results in a broadening of the self-resonance peak and consequently reduces coil quality 

factor. We have avoided working with frequencies near the coil self-resonance to be able to 

build reproducible coils.  

Our simulation environment could be modified to cater for design constraints not considered 

here. For example, linear sensitivity across frequencies may be desirable for some 

applications. For this case, any deviations in gain could be penalised in the optimisation 

process. Our results do, however, suggest that such a constraint will reduce sensitivity. In 

applications where the best noise performance is required, the gain could be linearised by 

adding a digital or analogue compensation step, such as the one used in181. In applications 

where a portable or lightweight solution is needed183, bounds on magnetometer weight could 

be set as well. Additionally, a fully capacitive T matching network may be beneficial if a very 

selective narrow band is required, noticing the additional losses from the extra capacitor. 

Networks incorporating inductors should be avoided due to the associated substantial 

losses, particularly at frequencies considered here. The coil layout could also be changed 

to account for cases where anisotropic wire positioning or non-rectangular profiles are 

desired. In such cases, particular modules of the numerical model, such as calculation of 

the AC resistance and parasitic capacitance of the coil, would need to be adapted on a case-

by-case basis. 

5.6 Conclusions 
We propose an optimisation method for the design of highly sensitive air-core 

magnetometers. Two popular amplification configurations are considered: non-tuned 

current-to-voltage and tuned voltage-to-voltage mode. We use a globally optimal method to 

maximise sensitivity by changing conductor diameter, spacing between conductors, number 

of conductor layers and loops per layer. Our findings suggest that the use of equations with 

fewer limiting assumptions and a higher number of decision variables yields air-core 

magnetometers which can significantly outperform existing designs such as the optimal 

Brooks coils.    

The program used to generate the results is open source, and it is publicly available via our 

website to help facilitate the design of high-performance air-core magnetometers across a 

range of applications. The program can readily quantify the value added by the use of 

expensive electrical components such as high-end pre-amplifiers, high-quality capacitors 

and Litz wires. Additionally, it can facilitate the design of customised, highly sensitive and 

relatively cheap air-core magnetometers to substitute more expensive and fragile 
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technologies, such as SQUIDs, in applications like emerging low-cost fieldable ultra-low-

field nuclear magnetic resonance systems24,46,172. 
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Chapter 6- Air-core magnetometer optimisation for ULF MR 
6.1 Abstract 
ULF MR instruments are generating increasing interest due to their potential as low-cost 

portable technology and novel promising applications. However, state-of-the-art ULF 

instruments employ expensive and fragile detecting technologies often requiring cryogenics, 

which hampers portability and affordability. Alternatively, room temperature air-core 

magnetometers have been suggested as an inexpensive yet highly sensitive signal detector. 

Still, achieving required exquisite sensitivities relies on the air-core magnetometers to be 

optimised for each application. Here, a previously presented optimisation method is further 

developed and applied to design highly sensitive ULF MR surface and cylindrical coils. In 

conjunction with the new design, an ultra-low noise pre-amplifier design is proposed for 

enhanced performance. The detector is complemented with a novel low insertion loss Q-

damping scheme and a post-processing method that reduce the long dead-times associated 

with pre-polarisation or radiofrequency pulses. Proposed methods and designs are 

empirically verified with a cylindrical detector at 2.5 kHz. The proposed sensor, which is 

inexpensive to make, can provide ULF MR with a robust and highly sensitive detector. The 

advance promotes the portability of ULF MR instruments.  

6.2 Introduction 
Thanks to the latest technological and post-processing advancements, lower field MR 

systems are gaining interest as they are cheaper to produce and can be made more 

accessible than 1.5T to 7T clinical instruments. The ULF MR approach is also of interest 

because proton resonant frequency approaches the timescale of many biological processes, 

which potentially can be inferred through their coupling to the MR signal. Biomolecular 

dynamics and neural activity are two examples of occurrences that could be studied through 

ULF MR. Besides, the reduced power requirements and stray fields of ULF MR systems 

facilitate their portability.  

In general, ULF instruments consist of pre-polarisation and measurement fields, and a highly 

sensitive magnetometer for signal detection. The need to boost SNR at low frequencies has 

instigated the use of state-of-the-art detectors, which are expensive, require of complicated 

maintenance, and have to be very carefully handled. ULF systems have been tested with 

superconducting quantum interference devices (SQUIDs) 12,26,87, atomic magnetometers 

(AMs)102,103 and Giant magnetoresistance (GMR) mixed magnetometers104,105. Highly 

sensitive miniaturised SQUIDs can currently be found in the market. However, they need 
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cryogenics and are most often found in bulky hardware gradiometry configurations. AMs 

have also been shown to be highly sensitive in ULF MR applications. Whilst AMs do not 

require of cryogenics, they are also not as effective as SQUIDs. GMR mixed magnetometers 

have also found use as detectors in ULF MR, but they have lower sensitivity than SQUIDs 

and AMs and require cryogenics for their superconducting flux transformers. All of these 

types of signal detectors are costly, complicated to operate and maintain, and limit 

instrument portability whilst increasing instrument complexity. 

6.2.1 Air-core magnetometers in ULF-MRI 
Air-core magnetometers are an attractive alternative signal detection in ULF MR as they are 

inexpensive, robust, and can be highly sensitive. However, their performance depends on 

how well they have been customised to the application. Although air-core magnetometers 

have been widely used in ULF MR100,195, no method has been presented to date which 

optimises ULF MR coils with respect to measuring near-field signals from a region of interest. 

Savukov demonstrated in-vivo imaging of a hand at 83.6 kHz acquired with a tuned 

magnetometer based on an open wall solenoid coil, but offered minimal description of the 

coil design196. Matlashov and colleges reported that the practical sensitivity of surface coils 

in ULF MRI experiments at 3.3 kHz was relatively close to that of SQUIDs24,75. Interestingly, 

the theoretical 40 fold sensitivity advantage of SQUIDs over coils was measured to be only 

3 in practice. Their setup consisted of 7 surface coils of 90 mm diameter reaching 20 fT/√Hz 

sensitivity each and suggested that their magnetometer could be optimised without providing 

specific details. Lin optimised a similar surface coil reaching 6 fT/√Hz and 2 fT/√Hz 

sensitivities at room temperature and 77 °K respectively187. However, the optimisation was 

done in view of far-field measurements, and the 3dB bandwidth of 88 Hz at 300 °K and 44 

Hz at 77 °K is impractical for conventional MRI protocols. In the same line, it is worth 

mentioning the work of Suefke which, although at the higher end of the kHz range, proposed 

a method to increase the sensitivity by boosting the transformation ratio of the matching 

network with an external high-quality factor ferrite core inductor197. Likewise, its functional 

bandwidth is inconveniently narrow as already predicted by Pollak et al.198. In a previous 

work, we presented an algorithm to facilitate air-core magnetometer design for a large range 

of frequencies and dimensions, with optimisation based on far-field measurements. This 

work suggested that higher sensitivity can be reached by considering all detector 

components in the optimisation process. Typically, air-core magnetometers are composed 

of a coil, a pre-amplifier and a matching network, as they need to be tuned to a limited 

bandwidth to reach competitive sensitivities199.  
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6.2.2 Pre-amplifier options for air-core magnetometers 
The pre-amplifier aims to amplify the EMF to minimise its vulnerability to noise along the 

subsequent signal path. Off-the-shelf low noise operational amplifiers have often been 

employed24,187. Although these have been designed thoroughly, their noise performance is 

usually lower than that achievable by customised designs made of selected discrete 

components119,123. Most of the discrete MRI pre-amplifiers described in the literature are 

designed for frequencies in the MHz range and are not optimal for the low kHz range94,97,200-

202. Nonetheless, low noise pre-amplifiers for lower frequencies have been extensively used 

in other areas such as astrophysical and geophysical exploration203-206, mass 

espectrometry207, audio applications208,209, and other low frequency low noise 

applications123,210,211. A particular commercial model, the SR560 from Stanford Research 

Systems, has repeatedly been proposed due to its well-validated performance up to a few 

100 kHz. The circuit diagram of this product was revealed recently119.  

6.2.3 Detector dead-time reduction  
Apart from being highly sensitive, MR detectors need to be able to withstand and quickly 

recover from strong magnetic field transients. In the case of air-core magnetometers, 

different approaches have been suggested to dissipate this energy quickly and protect the 

pre-amplifier. PIN diodes are extensively used for this purpose in high frequency systems, 

but their control currents introduce noise that is difficult to filter out at low frequencies95,212,213. 

Transistor switches have also been suggested, which typically have lower feedthrough at 

the expenses of higher on resistance, increasing insertion losses. Electromechanical 

switches offer perhaps the lowest insertion losses at the drawback of slower transitions and 

shorter lifetime214. Another option is to inductively couple Q-damping circuits with low 

insertion losses215,216. Regardless of the technique used for switching, they all generate a 

considerable charge injection which makes the circuit ring after state changes100,217. 

Negative feedback has shown to reduce this effect at the cost of more complex coil specific 

pre-amplifier designs94,218, but not without increasing the noise floor of the detector100. 

Therefore, the design of detector capable of rapid energy dissipation without affecting the 

noise performance during acquisition remains a challenge.  

Other approaches have also been proposed to remove ring downs. These include the 

insertion of carefully calibrated inverse pulses for cancelling out the ring-down94,219, the 

combination of equivalent acquisitions with opposite or different ring-down phases by 

software220-222, and backward linear prediction which discards the data points corrupted by 

the ring-down and extrapolates their value from the remaining signal223. These methods 
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either increase the complexity of acquisition sequences or suffer from limited signal 

efficiency during the ring-down. 

6.2.4 Optimisation of air-core magnetometers for ULF-MR  
In this work, a complete ULF MR sensor solution is proposed. It is composed of an accurate 

surface and cylindrical coil design optimisation method, an ultra-low noise pre-amplifier 

design, an accelerated Q-damping circuit, and a post-processing approach to attenuate ring-

down. The coil design method is an adaptation of a previously published method so that the 

sensitivity is optimised to the near-field instead to the far-field178. The pre-amplifier is based 

on the work of Pallottino with modifications to be able to accommodate for a lower noise 

jFET front end and to increase detector bandwidth205. The dead-time is accelerated by the 

combination of two methods. First, the dangerous high energy level stored in the coil is 

critically damped, process which is accelerated by temporarily increasing the resonant 

frequency of the tank circuit. Second, the coil re-excitement arising from changing the state 

of the electromechanical switches is attenuated by software. Here presented concepts and 

methods can facilitate the design of high-performance coils for a broad range of ULF NMR 

and MRI needs. 

6.3 Methods 
6.3.1 Coil design 
Coil number of layers, number of turns per layer, wire diameter, and spacing between wires 

are optimised by a method that employs accurate numerical models, and a genetic algorithm 

that searches for the globally optimal sensitivity178. User input parameters are frequency 

range of interest, pre-amplifier input voltage and current noise properties, quality factor look-

up table of desired matching capacitor series, location of the volume of interest with respect 

to the coil, and coil inner or outer diameter. This last feature allows for the design of 

cylindrical or surface coils respectively, as cylindrical coils usually allocate within the 

sample/body part, while the outer diameter of surface coils limits the arrangement of multiple 

detectors. A more detailed description of the optimisation method can be found in178. The 

optimisation process was performed using a desktop with an eight core Intel i7-2600 3.4 

GHz CPU and 16 GB RAM. 

The prior algorithm was optimised to achieve sensitivity to the far-field178. This algorithm has 

been modified to improve the sensitivity to a specific volume of interest near the coil relative 

to its wavelength, which is the case in MR where the signal originates near the coil. The 

EMF calculation has been replaced by the reciprocity principle, by numerically integrating 
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the axial magnetic field that 1 A current flowing through each of the coil loops would generate 

in the volume of interest such that224,225 

Here, 𝑆𝑆 is the normalised sensitivity to the volume of interest, 𝑎𝑎𝑛𝑛 is the radius of the nth loop, 

𝜌𝜌 is the radial distance of the point in the space, and 𝑧𝑧 is the distance from the plane of the 

loop to the point in the space. 𝐾𝐾 and 𝐸𝐸 are the complete elliptic integrals of the first and 

second kind, respectively. μ0 is the permeability of free space = 4π*1e-7. In Equation (92) 

the volume of interest is considered to be cylindrical of radius 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟, elongating from ℎ𝑟𝑟𝑟𝑟𝑟𝑟1 to 

ℎ𝑟𝑟𝑟𝑟𝑟𝑟2. Notice the proportionality symbol ∝ in Equation (92), as the actual EMF also depends 

on other parameters irrelevant for the optimisation, namely the net magnetisation of the 

sample, its relaxation parameters and acquisition sequence. Above estimation assumes that 

the measurement magnetic field is perpendicular to the axis of the coil so that the plane of 

the transversal magnetisation of the spins is parallel to the axis of the coil. It also assumes 

that, within the volume of interest, the acquisition bandwidth is much smaller than the 

resonance frequency. 

Coil sensitivity is often reported in T/√Hz. However, this is a figure of merit to describe the 

sensitivity to the far-field, which is different from the near-field. Here, the sensitivity of the 

coil is more appropriately measured in the form of SNR so that it can be contrasted with an 

NMR experiment. The calculations to predict the SNR employ the reciprocity principle of 

Equation (92) such that226 

𝐸𝐸𝐸𝐸𝐸𝐸 ∝ 𝑆𝑆 = � 2𝜋𝜋� �
𝐶𝐶
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�(𝑎𝑎𝑛𝑛2 − 𝜌𝜌2 − 𝑧𝑧2)𝐸𝐸(𝑘𝑘𝑛𝑛2) + 𝛼𝛼2𝐾𝐾(𝑘𝑘𝑛𝑛2)�
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, (92) 

with  

𝛼𝛼𝑛𝑛2 = 𝑎𝑎𝑛𝑛2 − 𝜌𝜌2 − 𝑧𝑧2 − 2𝑎𝑎𝑛𝑛𝜌𝜌; (93) 

𝛽𝛽𝑛𝑛2 = 𝑎𝑎𝑛𝑛2 + 𝜌𝜌2 + 𝑧𝑧2 + 2𝑎𝑎𝑛𝑛𝜌𝜌; (94) 

𝑘𝑘𝑛𝑛2 = 1 −
𝛼𝛼𝑛𝑛2

𝛽𝛽𝑛𝑛
; (95) 

𝐶𝐶 =
𝜇𝜇0
𝜋𝜋

. (96) 
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Here, k is Boltzmann’s constant, T is the absolute temperature, ℏ is Planck’s constant, 𝛾𝛾 is 

the gyromagnetic ratio, B is the external magnetic field, and 𝑛𝑛𝑠𝑠 is the proton density. We use 

a sample of 20 ml distilled water, which has a T2 ≈ T1 ≈ 740ms at 59 μT measurement field. 

Estimated SNR is calculated by 𝑆𝑆𝑆𝑆𝑆𝑆 =  𝐸𝐸𝐸𝐸𝐸𝐸 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑_𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛_𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓⁄ . Similarly, the SNR from 

the experiment is determined using a spectral difference measurement between the signal 

with and without the sample.  

6.3.2 Pre-amplifier 
The proposed pre-amplifier is based on Pallottino’s design, which has been chosen because 

it achieves very low noise with a relatively simple design205. Its cascode configuration 

reduces the dynamic capacitance generated by the Miller effect, and its feedback lowers 

gain variations. Here, the original design has been modified with the aims of reducing the 

noise floor and expanding the functional frequency range. The detailed pre-amplifier 

schematic is provided in Figure 55. 

𝐸𝐸𝐸𝐸𝐸𝐸(𝑡𝑡) =  𝜔𝜔 ∙ 𝑆𝑆 ∙ 𝑀𝑀𝑛𝑛𝑛𝑛𝑛𝑛 ∙ 𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉; (97) 

𝑀𝑀𝑛𝑛𝑛𝑛𝑛𝑛 = 𝑀𝑀0𝑒𝑒
−𝑡𝑡

𝑇𝑇2� 𝑒𝑒−𝑖𝑖𝑖𝑖𝑖𝑖; (98) 
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Figure 55: Schematic showing proposed pre-amplifier based on205. Some simulated bias 

voltages and jFET bias current are displayed. All diodes are MMSD4148. 

The original 2SK162 jFET has been substituted by a better performing more modern jFET, 

the BF862 (NXP Semiconductors, Eindhoven, the Netherlands). It has low input voltage 

noise amongst jFETs (0.8 nV/√Hz). Although it has higher 1/f  noise corner frequency than 

its predecessor, it is below 1 kHz which is typically out of the frequencies of interest. 

Following the original design, four jFETs have been incorporated in a parallel configuration 

to halve voltage noise further. Inevitably, this also increases input current noise by the same 

ratio, which is not problematic as it remains within a few fA/√Hz. Importantly, the BF862 has 

a relatively low input capacitance (10 pF), giving room for adding jFETs in parallel without 

running into instability issues or gain losses at higher frequencies. Besides, it has a 

reasonable transconductance (35 ≤ gm ≤ 45) to provide enough gain so that the SNR is not 

significantly degraded along the rest of the signal path.  Component availability and 

affordability also advocate for this transistor, which may be subject to changes as this 

transistor has been recently discontinued.  

Each BF862 is biased at about 7 mA, offering a good trade-off between thermal stability and 

low noise. The feedback capacitance of the operational amplifier was reduced to 1 pF to 

increase the operational bandwidth, and bypass capacitance was changed to 47 μF to 
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improve pre-amplifier recovery time. The pre-amplifier is simulated using LTspice (Analog 

Devices®, Massachusetts, United States) and amplifier noise floor, gain, bandwidth, and 

saturation recovery were estimated. Pre-amplifier stability is assessed using a general two-

port-analysis215. A prototype of this pre-amplifier has been built to verify the simulations. 
 

6.3.3 Q-damping 
The fastest energy dissipation in a series RLC resonant circuit happens when the circuit is 

critically damped with a resistance 𝑅𝑅𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = �4𝐿𝐿 𝐶𝐶⁄ . The energy is dissipated at an 

exponential decay with time constant 𝜏𝜏 = 1 2𝜋𝜋𝑓𝑓0⁄ , being the resonant frequency 𝑓𝑓0 =

1 2𝜋𝜋√𝐿𝐿𝐿𝐿⁄ . In the NMR field, the ring-down has often been considered damped after 20 time-

constants at critically damping227. This definition ignores the initial condition of the ring-down, 

so here we assume the ring-down to have been damped when its voltage is under the noise 

floor of the detector. This frequency dependency of the energy dissipation implies that for 

frequencies in the low kHz range the ring-down time can be tens of milliseconds, which 

delays the acquisition time, and reduces SNR and acquisition efficiency. For ULF proton 

human imaging dead-times no longer than 1 ms would be desirable. Therefore, we propose 

to accelerate the energy dissipation by temporarily increasing the resonant frequency of the 

circuit, which is achieved by reducing 𝐶𝐶. Here, the circuit is retuned to the highest possible 

frequency, which is the self-resonant frequency of the coil, by removing all external 

capacitors. The parasitic capacitance of the coil is estimated with the same numerical model 

proposed for the optimisation algorithm. This capacitance is connected in parallel with the 

coil, so the damping resistance has to be placed in parallel as well, and is calculated by 

𝑅𝑅𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = �𝐿𝐿 4𝐶𝐶⁄ . This resistance is usually much larger than the resistance of the coil. 
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Figure 56: Circuit diagram of the Q-damping. 

Component switching and pre-amplifier protection are achieved by a set of 3 reed relays 

which are synchronously controlled with a TTL signal, as shown in Figure 56. Relay coils 

are powered by one general purpose MOSFET each. Switching to the damping configuration 

shorts the pre-amplifier input to ground, opens the signal path between coil and matching 

network, and sets the damping resistor in parallel with the coil. 

6.3.4 Software ring-down attenuation 
The long ring-down re-induced by switching Q-damping states is attenuated using a 

software technique. The contribution of the ring-down to the total signal is estimated and 

subtracted. Three different variants of the ring-down estimation algorithms have been tested: 

• mono-exponential fitting: A mono-exponential oscillatory decay has been fitted to the 

section where the ring-down is dominant over the signal and the noise according to 

Equation (100). Circuit resonant frequency and decay time where estimated form an 

averaged NMR signal free ring-down. Once the frequency and the ring-down time 

constant have been estimated, they are fixed in Equation (100), which is then used 

to estimate the phase and amplitude of the ring-down overlapped to the MR signal. 

The fitting is applied to only the early oscillations of the ring-down cycle where the 

ring-down signal dominates. 
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• recorded ring-down: A recorded ring-down is averaged and subtracted from the 

signal. In one variant, the averaged ring-down is directly subtracted. In contrast, in 

another variant, the magnitude and phase of the ring-down are estimated and 

adjusted in the subtracted ring-down for each acquisition. To estimate the phase and 

amplitude, a sinusoidal lobe is fitted to one of the first lobes where the ring-down 

voltage is the highest, to ensure ring-down dominance over MR signal, shown in blue 

in Figure 57. The amplitude is scaled according to the difference between the lobe of 

the averaged ring-down pattern and the actual MR acquisition. To adjust for the 

phase, the averaged ring-down pattern is first Fourier transformed to the frequency 

domain. Here, the phase is adjusted so that the dephasing in the bandwidth of interest 

is compensated. Figure 58 depicts the phase compensation, which follows a 

trapezoidal shape to adjust the phase in the frequencies of interest but maintain a 

real-valued time domain signal. For this same reason, the sign of the dephasing has 

opposite sign in the negative frequencies.  

 

Figure 57: NMR signal free acquisitions used to characterise the ring-down. Signals are 

averaged to create the reference signal (red). One of the first lobes (blue) is used as a 

reference for adjusting the correction ring-down reference to each pulse. 

𝑉𝑉𝑟𝑟𝑟𝑟 = 𝐴𝐴𝑟𝑟𝑟𝑟𝑒𝑒
−𝑡𝑡
𝜏𝜏𝑟𝑟𝑟𝑟

  𝑐𝑐𝑐𝑐𝑐𝑐(𝜔𝜔𝑟𝑟𝑟𝑟𝑡𝑡 + 𝜑𝜑) (100) 

−1
𝜏𝜏𝑟𝑟𝑟𝑟

= 𝛼𝛼𝑟𝑟𝑟𝑟 =
𝑅𝑅

2𝐿𝐿
. (101) 



130 
 

 

Figure 58: Ring-down phase correction. Ring-downs have slight phase variations shown in 

(A). These are estimated and adjusted according to the weighting shown in (B). 

To improve the fitting, the DC offset is removed by a zero phase digital high-pass filter. 

Subsequently, Ard and φrd are estimated for each ring-down event. Afterwards, the estimated 

ring-down voltage is subtracted from the original signal. The fitting is achieved by nonlinear 

least-squares minimisation with the trust-region-reflective algorithm228. 

6.3.5 NMR experiment 
Detector performance is verified in the ULF MRI facilities at the Physikalisch-Technische 

Bundesanstalt (PTB, Berlin, Germany). The test coil was designed to be able to position a 

20 ml NMR sample tube within the coil. The sample tube had an inner dimension 25 mm x 

40 mm and outer dimension 27.5 mm x 58 mm, as shown in Figure 59. The coil had the 

following parameters: 25.6 Ω AC resistance at 1 kHz, 52.6 mH, 29 mm inner diameter, 48.1 

mm outer diameter, 34 mm height, 0.4 mm copper conductor diameter, 0.45 mm wire 

diameter including coating, 22 layers and 40 turns per layer.  

The Q-damping circuit employed three SIL05-1A72-BV669 reed relays (Standex-Meder 

Electronics, Massachusetts, United States), and a damping resistor of 20 kΩ. A single 

parallel matching capacitor of 77.9 nF with a Q of 188 was used. Unfortunately, logistic 

problems impeded performing this tests with here presented pre-amplifier. Nevertheless, we 
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were provided of another excellent ultra-low noise jFET pre-amplifier available at PTB, the 

LNAM-FBX (Magnicon GmbH, Hamburg, Germany) with 0.53nV/√Hz voltage noise, and 

15fA/√Hz current noise. Although this commercially available pre-amplifier has slightly 

higher noise floor than the pre-amplifier proposed here, detector sensitivity should almost 

not be affected as the noise in the tested setup is primarily dominated by the thermal noise 

of the coil followed by the thermal noise of the capacitor. Also, given that in the experiments 

performed the Q-damping circuit protects the pre-amplifier from running into saturation, the 

slow recovery time of the LNAM-FBX (25ms) does not impede performance. 

Signals from a 20 ml distilled water sample, an in-vivo human thumb, and a 20 ml CuSO4 

solution (0.079 wt%) with T1 ≈ T2 ≈100 ms comparable to some relevant human tissues were 

acquired, as displayed in Figure 59. NMR sequences consisted in FID acquisitions with a 

pre-polarisation field of 16.6 mT during 5 s preceding each FID. MRI experiments employed 

the same pre-polarisation field, but the pre-polarisation time was reduced to 0.5 s, and 4 

gradient echoes were acquired per pre-polarisation cycle with 50 ms echo time. The 

resolution of the acquired 3D image was 4 mm isotropic. Measurement field inhomogeneity 

was about 100 ppm peak-to-peak across the imaging volume.  

 

Figure 59: Setup of the ULF NMR and MRI experiments. (A) shows the employed coil, with 

the 20 ml sample holder in place. (B) shows a caption of the in-vivo human thumb 

acquisition. 

Acquisitions without either the sample or the Rf pulses were performed to test the efficacy 

of the approach used for ring-down correction. In the experiments with Rf pulses but without 

sample, the active time of the Q-damping circuit was progressively reduced to observe the 

effectiveness of the energy removal of the Q-damping approach. As described above, the 

A B 
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Q-damping circuit changes the capacitance of the tank circuit to increase the resonant 

frequency. In this case, we opt to use the self-resonant frequency of the coil, which is about 

85 kHz. Hence, the corresponding estimated decay time is 1.9 μs if critically damped with 

20 kΩ. 

6.4 Results 
6.4.1 Pre-amplifier 
The measured and predicted voltage noise floor of the pre-amplifier at 1-100 kHz is about 

0.39nV/√Hz and 0.36 nV/√Hz respectively, which can be seen in Figure 60A. The noise floor 

is governed by that of the jFETs. A flat gain of 1000 is achieved from about 500 Hz up to 

100 kHz, which is visualised in Figure 60B. The recovery time from saturation is around 6 

ms, as shown in Figure 60C. The phase margins were 100° and 120° in the low and high 

frequency ends respectively, as shown in Figure 60D. 

 

Figure 60: Pre-amplifier characteristics. Ultra-low voltage noise floor of about 0.39nV/√Hz is 

achieved (A) with a gain of 1000 from 5 Hz to 100 kHz (B). Recovery from saturation is 

achieved in about 6 ms (C). Phase margins also ensure stability at both low and high 

frequency ends (D). 
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6.4.2 NMR experiments 
Sensitivity: The SNR of measured distilled water FID signal was calculated to be 82, whilst 

simulations suggested a value of 80. Figure 61A visualises the measured distilled water 

NMR spectrum showing a slight frequency shift, lower peak amplitude and a broadening as 

compared to the simulated one. The measured spectrum corresponds to a single FID 

acquisition shown in Figure 61B. Figure 62 shows the spectra of the distilled water sample 

with (A) and without averaging (B) and the averaged spectra of the in-vivo human thumb 

(C). Besides, acquired MRI image of the 20 ml CuSO4 sample can be seen in Figure 63, 

with 4 mm isotropic image resolution.  

 

    

Figure 61: Spectrum and time domain signal of measured FID of the 20 ml distilled water at 

59 μT. SNR similarity between measured and simulated signals can be inferred in (A). The 

initial ring-down obscuring the beginning of the FID is visible in (B). 

 

Figure 62: NMR spectra of water and thumb. The NMR of water is shown for a single 

acquisition (A), and a 32 times averaged acquisition (B). (C) shows the 64 time averaged 

human thumb spectrum. 

A B 

A B C 
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Ring-down: Experimental acquisitions show that the ring-down started to be affected by the 

Rf pulses with damping times lower than 1 ms. The re-ringing of the coil needs 20 ms before 

it reaches noise floor levels. This re-ringing is reproducible as shown in Figure 64. Also, no 

differences can be seen between the ring-down from 0°, 90° or 180° pulses. 

 

Figure 64: Superposition of 4 ring-downs. The ring-downs are similar with some variation in 

phase and amplitude. 

11 12 13 14 

15 16 17 18 

19 20 21 

Figure 63: Image of the CuSO4 20 ml sample. Yellow numbers indicate slice number. 

Slides not covering sample are not shown. 
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Software ring-down attenuation: In all proposed methods a considerable reduction of the 

ring-down is achieved. In Figure 65 the resultant error of the three methods on the NMR free 

ring-down decay can be seen in the time domain. The ring-down suppression by the mono-

exponential fitting can be seen in Figure 65A. The remaining error is related to the 2nd 

harmonic (5 kHz) of the ring-down, which is related to detector nonlinearities. Alternatively, 

directly subtracting the ring-down has lower performance than its adaptive version as can 

be observed in Figure 65B and C. Figure 66 shows the methods applied to distilled water 

and human thumb NMR FID signals. All three methods improve the spectrum considerably. 

Directly subtracting the averaged ring-down has the poorest performance, reducing the ring-

down effects by about 60%. The exponential fitting and adaptive recorded ring-down 

subtraction methods reduce the presence of ring-down by 80%. 

 



136 
 

Figure 65: Residual ring-down signal of proposed algorithms. Figures show the 

effectiveness of the ring-down attenuation by plotting the residuals with the averaged ring-

down as a reference. The residual after employing the exponential fitting algorithm is shown 

in (A). Note the second harmonic at 5 kHz dominates the residual. Direct subtraction of 

averaged ring-down shows considerably higher residual (B) unless it is compensated in 

phase and magnitude (C). 

  

 

 

6.5 Discussion 
We have proposed a comprehensive solution to facilitate the design of ULF MR detectors 

based on air-core magnetometers which leads to relatively fast and highly sensitive signal 

acquisition. Here, we have improved our previous work178 by optimising the coils to a specific 

volume in the near-field, what advances coil sensitivity26,181. Additionally, we propose an 

inexpensive ultra-low noise pre-amplifier which showcases lower noise floor than previously 

Figure 66: Visualisation of tested ring-down attenuation alternatives for different dead-

times, represented in the legend in seconds. The first column shows the original signal 

without corrections for water (A) and thumb (E). The effect of the ring-down is more 

evident in the thumb spectrum than in the water sample. The exponential fitting (B & F) 

and adaptive recorded ring-down (D & J) methods reach similar results in both cases. The 

rigid recorded ring-down (C & G) method shows the weakest attenuation. 
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reported ULF MR pre-amplifiers, thereby improving magnetometer sensitivity24,187. Besides, 

we have been able to increase acquisition efficiency by reducing detector dead-time below 

4 ms, which is less than half of what has been recently reported100. Results show that faster 

energy dissipation is achieved by increasing the resonant frequency of the Q-damping 

circuit. Consequently, this allows the ring-down to be independent of the Rf pulse, becoming 

more reproducible and improving its attenuation through prediction via data post-processing. 

6.5.1 Coil design 
The 2.5% SNR difference between estimation and measurement corroborates the accuracy 

of employed numerical models. In comparison to the far-field optimisation method described 

previously178, the speed of the near-field optimisation algorithm is considerably slower. 

Computation times have increased by a factor of 3. Nevertheless, coils can be designed 

within reasonable times using a standard PC (a coil of few hundred loops in about 3 minutes, 

and 5000 loops in about 3 hours). Other than a reduction in computational performance, no 

other effect on algorithm performance was noticed. 

Albeit the satisfactory results reported here, some improvements to the numerical model 

and optimisation algorithm can be envisioned. Currently, either coil inner or outer diameter 

is fixed, which can be a detrimental restriction in some scenarios. For example, not fixing 

neither inner nor outer coil diameter could benefit single surface coil arrangements where 

space is not a constraint. Likewise, higher SNR designs may be achievable with 

consideration towards other factors, such as reducing inductance to reduce ring-down with 

pulse sequences using short echo or repetition times.  

Alternatively, if the frequencies of interest are extremely narrowband, an external high-Q 

inductor could be used which provides a very large voltage transformation197. For this 

strategy to improve the SNR, the inductance of the external high-permeability coil should be 

much higher than the inductance of the MR coil, while the resistance of the external coil 

should be somewhat smaller than the MR coil198. The functional bandwidth of this approach 

could be improved by applying negative feedback.  

The proposed method can optimise cylindrical and surface coils, which are routinely used 

coil designs24,187,197. Cylindrical coils can be very sensitive as they can achieve large filling 

factors. Conversely, surface coils provide the versatility of limiting sensitivity to a smaller 

region of the sample. Currently, our approach has been to optimise individual coils. 

However, methods could be extended to optimise surface coil arrays to allow for faster 

acquisitions through parallel imaging75. 
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6.5.2 Pre-amplifier 
The proposed pre-amplifier is an important component to achieve a cost-effective solution 

for signal detection. Although its measured voltage noise is 8.3% higher than the simulated 

value of 0.36 nV/√Hz, this is still at least two times lower than values previously reported 

ULF MR pre-amplifiers24,187. The difference between measured and simulated value is 

reasonable as at such low noise floors any layout and manufacturing imperfections quickly 

become a source of additional noise. Also, the jFETs used have not been individually 

screened, which can increase noise floor if any of the four jFETs has higher noise figures 

than stated. Note, noise based on the four jFET design is quadratically additive. If a lower 

noise floor is desired, one can individually test and select the best performing jFETs from a 

batch, or add more jFETs in parallel. We have chosen to parallelise only four BF862 jFETs 

as they feature good stability and bandwidth for a wide range of source loads, i.e. potential 

coils. 

Regarding the pre-amplifier topology, the cascode configuration reduces the dynamic 

capacitance generated by the Miller effect. Also, the negative feedback increases gain 

stability. Faster recovery times from saturation are possible by reducing the value of the 

bypass capacitor placed before the OP27 and the feedback bypass capacitor of 47 uF (refer 

to Figure 55). These changes, however, would reduce the bandwidth from the lower end of 

the frequencies. Conceivably, depending on the specific application, perhaps a differential 

input would be favoured due to its higher rejection to common mode and inherent gain 

stability. In such a case we recommend the reader to consider the SR560 design119. If noise 

performance is the priority, then the single cascode configuration would be favoured. 

Readers not interested in building a pre-amplifier may opt for commercially available high-

performance solutions, such as the LNAM-FBX. Note that this approach would lead to 

significant increases in the cost of detectors.  

6.5.3 Q-damping 
Q-damping circuits traditionally critically damp the coil maintaining the original resonant 

frequency of the circuit. Here we show that switching the resonant frequency to higher 

frequencies can accelerate the energy dissipation by a factor proportional to the relative 

frequency change. We have opted for resonating the coil at its natural resonant frequency 

of 85 kHz as this offers a 34 fold increase in damping time reduction as compared to critically 

damping at the acquisition frequency of 2.5 kHz. This method has allowed us to completely 

dissipate energy within 1 ms, which is remarkably fast considering employed reed relays 

have a 0.2 ms response time. An alternative approach would be to estimate the parasitic 
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capacitance of the coil and include an externally dominating capacitor. In this way, the 

resonant frequency can be estimated more accurately, and a more optimal level of damping 

can be achieved. This may, however, reduce the dissipation speed as the Q-damping 

resonant frequency would be reduced. 

Additionally, the state transition of the electromechanical switches makes the coil re-ring, 

ringing which slowly decays in the non-damped circuit with a decay time of 3.3 ms. With the 

current setup, this re-ringing needs 20 ms before it becomes smaller than the noise floor. 

Fortunately, ring-down characteristics seem to be independent of the Rf power used, which 

confirms the efficacy of the proposed damping approach. Once the ring-down has decayed, 

the negligible insertion loss of the Q-damping circuit helps conserve the high sensitivity of 

the detector. Thereby, the Q-damping circuit efficiently removes the energy and protects the 

pre-amplifier, but induces a considerable re-ringing.  

6.5.4 Software ring-down attenuation 
The software ring-down attenuation can considerably reduce acquisition dead-time. 

According to our results (see Figure 66), the direct subtraction of the averaged recorded 

ring-down can halve the dead-time. This limited attenuation efficiency implies that the 

reproducibility of the ring-down is somewhat limited in our setup; likely due to the use of 

electromechanical switches which are subject to mechanical vibrations. However, once the 

bouncing of the relays has settled, specific features of the resonant behaviour of the circuit 

are reproducible, i.e. the resonant frequency and the decay time remain constant. For this 

reason, adjusting the amplitude and phase of the averaged ring-down seems to improve the 

ring-down attenuation substantially (see Figure 66). Given that these two methods use a 

finite number of sample points of an acquired signal, part of the ring-down will not be 

removed if the number of sample points of the MR signal is larger, which is often the case. 

In this regard, choosing the right length of recorded ring-down will improve the attenuation. 

As a reference, one should aim to use as many reference ring-down sample points as 

possible prior to the signal reaching the noise floor. It should be noticed that the reference 

ring-down contains noise along the whole acquisition, which can be reduced by averaging 

over many ring-down signals. Averaging can also extend the usable length of the ring-down 

reference as it decreases the noise floor.  

Contrarily, the exponential fitting method can attenuate the ring-down along the whole MR 

acquisition. Care must be taken in estimating the resonance frequency. A wrong frequency 

estimation would be less efficient with long MR signals as the ring-down suppression can 
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become an artificially increased ring-down. Fortunately, this effect is counteracted by the 

decaying nature of the signal. Similarly, inaccurate estimation of the decay time would 

reduce the attenuation power or even artificially add signal. Once an accurate 

characterisation of the ring-down has been achieved, a precise estimation of the amplitude 

and the phase of the ring-down in the acquired MR signal is desirable. The estimation is 

most reliable in the initial ring-down cycles as the tank circuit is still loading the MR signal, 

and the interference of the MR signal in the ring-down is at its minimum. Another factor to 

consider is that pre-amplifier nonlinearity after a pulse may alter the shape of the ring-down 

decay. It is therefore desirable to calibrate the ring-down decay time on a signal track where 

the pre-amplifier is working linearly. Pre-amplifier nonlinearity is better absorbed by the 

direct subtraction method, where the shape of the subtracted signal would inherently capture 

the nonlinearity. This feature can be observed in Figure 65, where the 5 kHz harmonic is not 

suppressed by the exponential fitting method (Figure 65A) as is the case with the recorded 

ring-down method (Figure 65B-C). 

Short dead-times are more critical with short-lived signals, as shown in Figure 66. Multi-echo 

sequences also benefit from shorter echo times allowing the acquisition of more echoes per 

pre-polarisation cycle. Solid-state electronic switches have a more reproducible transition 

than electromechanical relays, what would allow for a more accurate estimation of the ring-

down. This improved estimation would increase the efficiency of the methods presented 

here. However, care must be taken with the additional noise introduced by electronic 

switches as they can rapidly deteriorate the noise performance of the pre-amplifier. If the 

noise floor of the detector is increased, the dead-time is decreased as the ring-down 

disappears in the noise earlier. This is one of the reasons why it is difficult to compare the 

different Q-damping approaches proposed in the literature, as ring-down times are highly 

dependent on the noise floor, Rf pulse strength and coil properties. 

6.6 Conclusions 
We have presented a complete solution to provide air-core magnetometers with 

unprecedented sensitivity and acquisition efficiency, substituting current expensive, 

delicate, and bulky sensors for affordable and portable ULF MR systems. High sensitivities 

are achieved by optimising the coil to the volume of interest, and by considering pre-amplifier 

and matching network properties. The most popular coil types have been implemented here, 

i.e. the surface and the cylindrical coils. To further improve acquisition efficiency, coil energy 

dissipation is accelerated by a switched Q-damping configuration that critically damps the 

circuit at frequencies higher than the acquisition frequency. The re-excitation induced by the 
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Q-damping switching circuit follows a pattern and can be substantially attenuated by 

subtracting an estimation of the ring-down. A prototype coil resulting from these methods 

has been tested in NMR and MRI experiments to validate the numerical methods. To 

complete the detector system, an adaptation of an ultra-low noise pre-amplifier has been 

proposed, which provides the detector with high SNR while maintaining low upfront costs.  

The optimisation algorithm, circuit schematics and PCB layouts will be made publically 

available to promote this exciting modality by facilitating the design of affordable, robust, 

and highly sensitive detectors.  

  



142 
 

Chapter 7- Discussion and conclusions 
7.1 Summary of achievements 
Presented concepts contribute to the ultimate goal of developing a ULF MR system with 

increased portability and reduced costs. We have proposed a novel design that improves 

system portability through the use of permanent magnets to generate a range of magnetic 

fields. Further, we have developed methods that facilitate the design of inexpensive but 

highly sensitive room temperature air-core magnetometers, providing them with probably 

the highest performance value amongst ULF MR sensors. 

To substitute resistive coils with permanent magnets, while maintaining the field versatility 

required for ULF MR relaxometry, we have combined three concentric Halbach arrays, 

which can be mechanically reconfigured through rotations to some of its components (see 

Chapter 3). An adjustable measurement field is produced by two of the Halbach arrays, 

which coaxially rotate in opposite directions to vary the field. A switchable strong pre-

polarisation field is generated by individual rotation of the permanent magnets of the third 

Halbach array. Predicted field versatility has been validated with a static SPMA prototype. 

To produce the variety of linearly independent gradient fields needed for generating a 3D 

MRI image with permanent magnets, we have studied the possibility of stepping one or two 

magnets around the SPMA (see Chapter 4). A series of different satellite magnet 

configuration variants are analysed in the search for the optimal arrangement. Our 

simulations predict that it is possible to resolve 3D images with minimal encoding magnets 

moving around the sample on a simple linear helical path without the need to move the 

sample or to apply additional encoding RF fields81,229. 

To provide robust and inexpensive air-core magnetometers with high sensitivity, we have 

developed a computer program that facilitates their design (see Chapter 5). The proposed 

algorithm numerically optimises air-core magnetometers to specific target frequencies and 

dimension requirements. By maintaining a high number of design variables, this program 

finds optimal cylindrical coils from a larger pool of possibilities than previous works. 

Importantly, we have verified that the combination of accurate numerical models produces 

pragmatic results, which lead to realistic sensitivity figures.  

To further augment detector imaging sensitivity and efficiency, we have modified a simple 

and inexpensive ultra-low noise pre-amplifier; we have developed a novel efficient Q-

damping approach; and we have proposed a ring-down attenuation post-processing method 
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(see Chapter 6). The pre-amplifier features a remarkably low voltage noise and 1000 gain 

between 1 kHz and 100 kHz. The Q-damping circuit protects the pre-amplifier from 

overvoltage and promptly dissipates the energy of the coil by temporarily increasing the 

resonant frequency of the tank circuit and critically damping it. The post-processing method 

reduces by 80% the effects of the re-ringing created by Q-damping switching. The low 

insertion losses and fast energy dissipation capabilities of the Q-damping architecture, 

combined with the ring-down attenuation algorithm, help maintain the sensitivity of the 

detector and allow for prompt signal acquisitions. 

7.2 Discussion 
Specific system characteristics that have motivated our research path are power 

consumption, system size, safety, SNR, imaging efficiency, price, and application versatility. 

In the following, we discuss how the present work advocates for abovementioned features. 

Low energy consumption is an important requirement for portability. Generating the quasi-

static fields by permanent magnets allows for a considerable reduction in energy use as 

compared to fields generated with resistive coils. In our design, the main energy dissipation 

arises from the mechanical movements required for the pre-polarisation, which is 

significantly lower than the energy dissipated in resistive coils due to current flow. Similarly, 

air-core magnetometers do not require an uninterrupted power supply to maintain thermal 

regulation of the cryogen, which is the case of SQUIDs. 

Reducing overall system siting requirements facilitates its portability. Producing proposed 

nonlinear image encoding gradients reduce system size by simplifying magnet arrangement. 

The ability to switch off the strong pre-polarisation field and the reduced stray magnetic field 

of the cylindrical Halbach configuration also facilitate the transportation of the system. 

Further, unlike most ULF MR SQUID-based detector setups, proposed air-core 

magnetometers are not configured in a hardware gradiometry configuration, conceding 

more compact coil arrangements and allowing for smaller systems. 

Signal SNR and imaging efficiency are critical for the provision of reliable diagnoses and 

patient throughput. A stronger pre-polarisation quasi-proportionally increases signal SNR 

through increasing sample magnetisation. We predict that pre-polarisation fields higher than 

100 mT are possible with the SMPA concept, which is higher than what is reached in existing 

resistive coil based ULF MR systems. The lower conductivity of the permanent magnets can 

also reduce system noise by decreasing eddy currents. Moreover, the high sensitivity and 
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shorter dead-times of presented magnetometers boost acquisition efficiency. Instead of 

specific coil designs, we have developed methods to easily design high-performance coils, 

because tailoring the coils to the application improves imaging efficiency drastically230. 

Proposed methods aid optimising the design of two popular coil designs, i.e. cylindrical coils 

and surface coils, providing the building blocks for coil array designs for applications such 

as parallel imaging. Achieved ring-down attenuation allows for coil designs with a large 

number of turns. Methods presented here also enable the optimisation of coils highly 

sensitive to ambient noise to attenuate it further through software gradiometry. 

The price of the system has also been a design consideration. This cost effectiveness has 

perhaps been optimised to a greater extent with the detectors than with the SPMA array, as 

the detectors are a well-stabilised technology. The bill of materials for proposed air-core 

magnetometers is around $60 (AUD), although this is highly dependent on the type and 

length of wire employed for the coil. Proposed methods provide air-core magnetometers 

with unprecedented sensitivity/price ratio, making proposed detectors very competitive 

against other more sophisticated technologies that cost several thousands of dollars, such 

as SQUIDs and atomic magnetometers. Besides, the technical developments on permanent 

magnet production have considerably reduced their price over the last decade. At the current 

state of development, the mechanical actuation of the pre-polarisation array encompasses 

a considerable fraction of the overall system price. Hardware costs will likely be reduced 

after the proof-of-concept phase. 

Proposed concepts and methods have been developed to cover a wide range of 

applications. The measurement field has been made adjustable so that the distinctive 

benefits of acquiring the MR signal in different measurement fields can be exploited. 

Accordingly, the developed detector design methods allow for customising coils for a broad 

range of frequencies and target shapes. This tailoring enables acquiring either NMR or 3D 

MRI data. Given current inner bore size, acquisitions are limited to samples or human 

extremities, but this could be upsized to allow for human heads or even human torsos. 

7.3 Future directions 
Further work is required to complete an SPMA ULF MR system. Fast and precise 

mechanical actuators need to be developed to accurately and reproducibly rotate the 

individual magnets of the pre-polarisation array. This precision is especially critical to 

achieving field cancellation in the pre-polarisation OFF configuration. Conveniently, the 

energetic state of the pre-polarisation ON arrangement assists with the fast movement 
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required for turning the field off and aligning the magnets. Still, mechanical vibrations and 

the capability of the mechanical actuators to accurately perform the rotations will determine 

transition times.  

Image reconstruction relies on accurate mapping of the fields generated by the SPMA to 

prevent image quality loss. Therefore, pre-polarisation array magnet misalignments and 

temperature related drifts require periodic calibration and simultaneous monitoring of 

generated magnetic fields. The empirical field evolution of the pre-polarisation switching will 

also be studied, aided by a 3D array of detectors.  

The image reconstruction will benefit from an algorithm that solves the pseudo-inverse faster 

and with higher accuracy than the Kaczmarz method here employed. The candidate 

algorithm should filter out inconsistent noise intrinsic to overdetermined matrices, like the 

ones concerning this project. Alternatively, deep convolutional neural networks can be good 

candidates to compensate for field infidelities and enhance SNR in image reconstruction 

tasks231. 

Although the presented method theoretically allows for 3D imaging without Rf pulses, higher 

imaging efficiency can be expected if multiple echoes are acquired within one pre-

polarisation cycle. Gradient echoes and field echoes are challenging to achieve as magnetic 

fields are generated by permanent magnets. Therefore, spin echoes are probably the most 

reasonable solution, which would require an efficient Rf power amplifier that maintains 

power consumption as low as possible. Such a sequence would benefit from the reduced 

dead-time of the proposed sensors, which would allow faster echo trains. In this regard, 

substituting the reed relays of the Q-damping switch with transistors would generate a more 

reproducible ring-down which would considerably improve the efficiency of the proposed 

attenuation algorithm, further reducing the dead-time.  

ULF MR systems require expensive, large, and heavy shielding to reduce ambient noise. 

The requirements of the shielding can be reduced through hardware gradiometry at the 

expense of increased detector size. Alternatively, software gradiometry can be performed 

by using additional far-field sensing detectors, which has shown promising results232. 

Interestingly, acquiring the MR signal in the ULF regime offers some features which are 

unique to this modality. For example, it allows imaging in the proximity of metals, which 

would allow screening of patients otherwise excluded from MR due to safety hazards and 

imaging artefacts15. Similarly, ULF MR systems impose fewer compatibility constraints to 
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operate in conjunction with other medical instruments, enabling their use in interventional 

scenarios such as in image-guided surgeries16. Some pathologies can benefit from 

enhanced contrast in ULF MR233. Similarly, ULF NMR can facilitate the study of relevant 

spectral features non-proportional to the measurement magnetic field, such as J-coupling. 

Apart from the common MR applications, the ULF MR frequency of operation has the 

potential to elucidate chemical or biological processes occurring at similar timescales. For 

example, a biological activity that generates magnetic fields, like neural currents, could be 

inferred through its effect on the MR signal14. Our approach also allows for adjusting the 

field strength, which can be used to optimise the contrast for specific applications or to gain 

additional insight into tissues by looking to field dependent features such as the T1 dispersion 

curves12,13. 

The methods developed here can find application beyond the MR area. The field versatility 

of the SPMA would facilitate field manipulation in applications such as guided drug delivery 

through magnetic nanoparticles82,234. Also, the proposed sensing solution can have 

extensive use in areas such as magnetocardiograpy181 and magnetic induction 

tomography180, for near-field sources, and astrophysical/geophysical exploration203-206, 

mass spectrometry207, and audio208,209 applications for the far-field counterpart. 

7.4 Conclusions 
The proposed SPMA concept improves power efficiency without sacrificing the safety and 

the field versatility typical of coil-based ULF MR systems. The substitution of expensive and 

fragile sensing technologies like SQUIDs and atomic magnetometers by high-performance 

air-core magnetometers further improves system portability and affordability. The 

combination of proposed methods paves the way towards a truly portable low-cost ULF MR 

system. Such an instrument can complement conventional MR and significantly lower the 

economic barrier that restrains the majority of world’s population from benefiting from the 

comprehensive healthcare value of MR. 
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