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Abstract
Weanalyze the effect of intersite interactions on the stability of the coexisting superconducting-
nematic phase (SC+N)within the extendedHubbard and t–J–Umodels on the square lattice. In order
to take into account the correlation effects to a proper precision, we use the approach based on the
diagrammatic expansion of the Gutzwiller wave function (DE-GWF), which goes beyond the
renormalizedmean-field theory (RMFT) in a systematicmanner. As a starting point of our analysis we
discuss the SC+Nphase stability as a function of the intrasite Coulomb repulsion and hole doping for
the case of theHubbardmodel. Next, we show that the exchange interaction term enhances
superconductivity while suppresses the nematicity, whereas the intersite Coulomb repulsion acts in
the oppositemanner. The competing character of the SC andNphases interplay is clearly visible
throughout the analysis. A universal conclusion is that the nematic phase does not survive within the
t–J–Umodel for the value of J integral typical for the high-TC cuprates (J≈0.1 eV). This result is
helpful in providing the understanding of the fundamental role of the nodal direction. For the sake of
completeness, the effect of the correlated hopping term is also analyzed. Thus the present discussion
contains all relevant two-site interactions which appear in the parametrized single-bandmodel of
correlated fermions. At the end, the influence of the higher-order terms of theDE on the rotational
symmetry breaking is also shownby comparing theDE-GWF results with those of the RMFT.

1. Introduction

The nematic ordering is believed to appear in a number of strongly correlated compounds such asURu2Si2 [1],
iron-pnictides [2, 3], cuprates [4–6], Sr3Ru2O7 [7], as well as quantumHall systems [8]. Nematicity is
characterized by a spontaneous rotational symmetry breaking of the electronic structure, with the preservation
of the translational symmetry imposed by the crystal lattice. This condition excludes positional ormagnetic
orderings such as those appearing in the cases of spin-density-wave (SDW) or charge-density-wave (CDW)
phases. However, it has been argued that in the cuprates the CDWphasemay be formed through a precursor
state which has a nematic character [6]. In some of the copper-based compounds a small distortion of the square
latticemakes it difficult to validate the nematic behavior of the electronic wave function, as the C4 symmetry of
theCu–Oplanes is already broken by the rhombohedral crystal structure. Nevertheless, in spite of such a small
structural distortion, a large anisotropy of various physical properties has been observed [5, 9–12]. This fact,
togetherwith the recent research on the La-based cuprate compounds [6, 13] indicate, that the anisotropic
character of electronic properties of Cu–Oplanes is not a trivial consequence of the lattice distortion. Instead, it
may be caused by an intrinsic susceptibility towards the nematic order andmay be due to the inter-electronic
interactions.
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For the copper-basedmaterials the appearance of superconducting phase can also be ascribed to the inter-
electronic correlation effects. Therefore, the question of the SC andNphases coexistence/competitionwithin
typicalmodels referring to strongly correlated systems is worth exploring. According to themean-field analysis
of SC+Nappearance for the case of phenomenologicalmodel, the two phases competewith each other [14].
Other investigations, which go beyond themean-field approach, includedmethods limited to either weak or
intermediate interactions [15–18]. The SC+Nphase induced solely by strong correlations has been analyzed
recently [19] for the case ofHubbardmodel (with the intrasite repulsion only), by using the diagrammatic
expansion of theGutzwiller wave function (DE-GWF) [20–22]. The samemethod has been applied by us
previously to the analysis of the t–J–Umodel, what has lead to a very good quantitative agreement between
theory and experiment for the selected principal properties of the pure superconducting phase of the cuprates
[23, 24]. Namely, it has been found that the presence of both the exchange J-term and the possibility of having a
small but non-zero number of double occupancies at the same time, was indispensable to achieve a proper
quantitative agreement. One should also note that additional interactions terms, which are frequently omitted,
may affect the stability of various correlation-induced phases [25, 26].

Here we use theDE-GWFmethod in order to carry out a detailed analysis of nematic and superconducting
phases coexistence/competition in the presence of all relevant two-site interaction terms, i.e., the
antiferromagnetic exchange, the intersite Coulomb repulsion, and the correlated hopping. One of the basic
questions here is under which conditions the nematicity can be ignored and hence, the nodal (gapless) direction
remainswell defined, a feature regarded by us as a fundamental property of the cuprates. The positive answer is
shown to result from the competitive in this respect character of the nearest-neighbor exchange and the
Hubbard term. To show that theC4 symmetry breaking presented here is due to inter-electronic effects, we focus
mainly on the square lattice structure. Nevertheless, the influence of the preexistent lattice distortion is also
discussed. To show that the higher-order terms of ourDE are essential to induce the tendency towards the
spontaneousC4 symmetry breaking, we compare the obtained results with those calculatedwithin the
renormalizedmean-field theory (RMFT) [27], amethod equivalent to the zeroth order of theDE-GWF
expansion [22].

It should be noted that also other phases, which are not studied here, are interesting in the context of the
Hubbard-typemodels. In particular, themagnetically and charge-ordered phases of different kinds have been
analyzed over the years [28–34]. Such a studywould be additionallymotivated by the experimental observation
of those states in the copper-based compounds [11, 35–37]. However, the SDWandCDWphases reported in the
cuprates are complex andmany variants of those phases are discussed, such as bond- and/or site-centered
CDW, as well as the d-wave, or extended s-wave symmetries of the chargemodulation, non-zero flux states,
stripe or checkerboardCDW, coexistent CDWand SDWphases etc. In our view, a complete set of experimental
results, whichwould describe in detail the SDWandCDWstates in the cuprates has not been gathered as yet.
Also, very recently, the pair-density-wave phase, for which amodulation of superconducting gap appears, has
been observed in BSCCO [38]. Such a state can coexist with the charge-ordered pattern andmay have
connectionwith the so-called pseudogap state. One should note that a complete theoretical description of all the
abovementioned phases has not been formulated so far and it is not our aimhere to provide such a description.
Instead, we limit ourselves to the nematic and superconducting phases, without a detailed study of their relative
stability with respect to the complex CDWand SDWstates. Nonetheless, at the end of the paper we discuss the
relation of theN and SCphases to the simplest forms of themagnetic and charge orderings, whichwe have
analyzed previously [26, 39]. Namely, the antiferromagnetic phase, which also appears in the cuprates close to
the half-filled situation and the charge orderingwithQ=(π,π)modulation vector, are briefly touched upon.

The structure of the paper is as follows. In the next sectionwe introduce the t–J–U–Vmodel and theDE-
GWFmethod of its solution. In section 3we discuss the resulting phase diagram and related physical properties
comprising the regimes of pure- and coexisting-phases stability. Conclusions are contained in section 4.

2.Model andmethod

Themost general formof theHamiltonian considered here is given below
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Thefirst two terms contain the single-particle and the correlated hopping (∼K ) contributions, respectively, the
third term represents the antiferromagnetic exchange interaction, and the last two terms refer to the intra- and
intersite Coulomb repulsion. By ...á ñand ...áá ññwedenote the summations over the nearest neighbors and next-
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nearest neighbors, respectively. For J=K=V≡0we obtain theHubbardmodel which constitutes the
reference point of our analysis of the particular interaction terms and their influence on the SC+Nphase.With
the increasingU  ¥ themodel reduces to a formof extended t–Jmodel [40].

Strictly speaking, in equation (1)wehave ignored the so-called pair-hopping term Jc c c ci i j j~    ˆ ˆ ˆ ˆ† † . This term
provides a negligible contribution∼Jd4, where d2 is the probability of double occupancy. In actual calculations
(see below) d U t10 , 102 2 ~ - ∣ ∣ so that, this contribution is of the order of t E t10 0.5G

5~ < < ~- ∣ ∣ ∣ ∣ ∣ ∣. It is
alsomuch smaller than the amplitude of the superconducting gap.

In order to take into account the inter-electronic correlationswe use the description based on the
Gutzwiller-typewave function defined by

P , 2G G 0Y ñ º Y ñ∣ ˆ ∣ ( )

where 0Y ñ∣ is the non-correlated wave function (to be defined later) and the correlation operator PĜ is provided
below

P P , 3G
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where , , ,i i i i id,l l l l lÎG Æ  { }are the variational parameters which correspond to four states of the local
basis , , ,i i i iÆñ ñ ñ  ñ∣ ∣ ∣ ∣ at site i, respectively. An important step of theDE-GWFmethod is the application of
the condition [20]
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where x is yet another variational parameter and d n n n n n,i i i i i
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should note thatλΓ parameters are all functions of xwhich results in only one variational parameter of thewave
function. As it has been shown in [20, 41], condition (4) leads to rapid convergence of the resultingDEwith the
increasing order in the resultant variational parameter x.

Within this approach, the expectation value in the correlated state from any two local operators, oiˆ and oj¢ˆ ,
can be expressed in the followingmanner

o o
x

k
o o d , 5G i j G

k

k

l l
i j l l

0 ...
0 ...

HF
0

k

k

1

1å åáY ¢ Y ñ = ¢áY ¢ Y ñ
=

¥

∣ ˆ ˆ ∣
!

∣ ˜ ˜ ˆ ∣ ( )

where o P o P o P o P d d d, , ...i i i i j j j j l l l l...
HF HF HF

k k1 1
º ¢ º ¢ º˜ ˆ ˆ ˆ ˜ ˆ ˆ ˆ ˆ ˆ ˆ , with d 1

HF
ºÆ

ˆ . The primed summation has the restrictions
l l l i j, ,p p p¹ ¹¢ for all p and p¢.

The averages in the non-correlated state on the right-hand side of equation (5) can be decomposed by the use
of theWick’s theorem applied directly in real space and expressed in terms of the correlation functions
P c cij i j 0º á ñs sˆ ˆ† and S c cij i j 0º á ñ ˆ ˆ† † . Such a procedure allows us to express the ground state energy

G G G G G á ñ º áY Y ñ áY Y ñˆ ∣ ˆ ∣ ∣ as a function ofPij, Sij, n0, and x. It has been shown that the desirable convergence
can be achieved by taking the first 4–6 terms of the expansion in x appearing in equation (5) [26, 22]. Here the
first 5 terms of theDE (5) have been taken into account when carrying out the calculations. The exemplary
expressions for selected terms appearing in theHamiltonian in the zeroth order expansion are provided in the
appendix.

The effective Schrödinger equation can be derived from theminimization condition of the ground state
energy functional NG G G  mº á ñ - á ñˆ ˆ , where Gm and N Gá ñˆ are the chemical potential and the total number of
particles determined in the state GY ñ∣ [42]. The explicit form the equation is given below

E , 6eff 0 0 Y ñ = Y ñˆ ∣ ∣ ( )

where the effective single-particleHamiltonian has the form
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It is necessary to introduce the real space cutoff for the parameters Pij and Sij, which are going to be taken into
account while executing explicitly theWick’s decomposition of expansion (5). Here, in order to carry out
calculations in a reasonable time, themaximumdistance has been taken as R a5max

2 2= , where a is the lattice
constant. The comparison between the situation corresponding to R a5max

2 2= and R a16max
2 2= is provided at

the end of the paper and shows that no significant changes aremade by increasing Rmax above the former value.
The self-consistent equations for all the parameters Sij andPij are derived after transforming the effective

Hamiltonian (7) to the reciprocal space. The solution of self-consistent equations is carried out concomitantly
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with theminimization over variational parameter x. After calculating Pij, Sij, x,μG, andPii=n0 for a selected set
ofmicroscopic parameters (t K J U V, , , ,¢ ), we can determine the value of the so-called correlated SC gaps

c cG ij i j G,D º á ñ ˆ ˆ† † , as well as the correlated hopping averages P c cG ij i j G, º á ñs sˆ ˆ† .
The d-wave gap symmetry ismost widely used for the description of high-TC superconductivity in the

cuprates. Here, small higher-order contribution to the bare d-wave symmetry (but preserving the zero-gap
nodal feature) appear due to the fact that not only nearest pairing averages are included, i.e., those corresponding
to atomic sites up to aR R R 5ij i j

2 2 2º - =∣ ∣ ∣ ∣ are taken into account. In spite of that, the dominant

contribution to the pairing amplitude arises from the nearest-neighbor SC averages: , , ,G G G G
1,0 1,0 0,1 0, 1D D D D- - ,

where c cX Y
G

i j G,D º á ñ ˆ ˆ† † for X Y aR ,ij = ( ) . For the bare d-wave symmetry, the following conditions are fulfilled
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1,0 1,0 0,1 0, 1D = D D = D- - , and G G

1,0 0,1D = -D . However, in general, when theC4 symmetry is broken, an s-
wave admixture to the d-wave component appears. In such a general situation it is convenient to introduce the d-
wave and s-wave correlated gap parameters, respectively
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Also, since for the nematic phase the (1, 0) and (0, 1) directions are not equivalent, the corresponding hopping
averages will also differ and the following parameter characterizing the nematicity can be introduced in the
form: P P PG

G G
1,0 0,1d º - , where P c cX Y

G
i j G, º á ñs sˆ ˆ† , for X Y aR ,ij = ( ) .

In the pure SC phase: 0, 0d
G

s
GD ¹ D º , and δPG≡0, whereas in the coexistent SC+Nphase:

0, 0d
G

s
GD ¹ D ¹ , and P 0Gd ¹ . For the case of pure nematic phase (without SC order) one obtains

0d
G

s
GD = D º and P 0Gd ¹ , whereas for the pure paramagnetic (normal) phasewith neither SCnorNwe have

that 0d
G

s
GD = D º and δPG≡0. Inwhat followswe study systematically the phase diagram involving all the

listed phases.
In theDE-GWFmethod the real space cutoff,Rmax, defines the number of intersite hopping and

superconducting averages (Pij and Sij) that are taken into account in the calculations. Obviously, by using the
symmetry relations this number can be additionally reduced. For example, when theC4 symmetry is conserved,
instead of having four different hoppings we have only one (P1,0=P−1,0=P0,1=P0,−1). Each average
corresponds to one integral equation in thefinal set of equations that need to be solved numerically. Therefore,
when analyzing states with broken symmetry such as the nematic phasewe increase the number of integral
equations in the problem. For the case of pure d-wave state, for which theC4 symmetry is conserved, the number
of equations is equal to 8, whereas for the case of the coexistent superconducting-nematic phase it is equal to 14.
Additionally, in the former case one needs to integrate over one quarter of the Brillouin zone and in the latter the
integration over twice larger region is required. Also, when allowing for theC4 symmetry breaking the number
of inequivalent diagrams, generated by theWick’s decomposition of the averages in equation (5), significantly
increases.

3. Results and discussion

In our analysis we have selected the hopping parameters as t=−0.35 eV and t t0.25¢ = ∣ ∣ (unless stated
otherwise)which are typical for the copper-based compounds. All the energies in the presented results are in
units of the nearest-neighbor hopping integral t∣ ∣. The calculations correspond to the case of square lattice.
However, at the endwe also discuss the influence of the lattice distortion towards the orthorhombic structure.

First, we analyze the SC andNphase coexistence in theHubbardmodel, defined byHamiltonian (1)with
J=K=V=0, for the case of square lattice. These results constitute the reference point for the subsequent
analysis focused on the influence of particular two-site terms on the onset of nematicity in the extendedmodels.
Infigure 1we plot the phase diagrams on the (U, δ)plane, inwhichwemark the stability region of the nematic
phase coexisting with superconductivity (region labeled by SC+N,with P0, 0s

G
GdD ¹ ¹ , and 0d

GD ¹ ). As
one can see, the appearance of the (1, 0) and (0, 1) directions inequivalence, whichmanifests itself by the non-
zero values of δPG (shown infigure 1(c)), is accompanied by a concomitant appearance of the s-wave component
of the SC correlated gap (shown infigure 1(a)). However, the s-wave gap amplitude is about two orders of
magnitude smaller than that corresponding to the d-wave symmetry. For large values of Coulomb repulsion
(U 10 ), superconductivity wins over the nematic phase in the underdoped regime and appears in the pure d-
wave form (region close to δ=0 labeled by SC infigures 1(a)–(c)). Similar effect has been reproduced in [19],
where a small section of the phase diagram is provided. For comparison, infigure 1(d)we show the correlated
gap for the case when the nematic phase is not taken into account. In such a situation only d-wave component of
the SC gap appears and its values are significantly larger as compared to those in the SC+Nphase (see
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figures 1(b) and (d)). Thismeans that the adjustment of the SCphase to theC4 symmetry breaking in the
coexistent phase leads to theweakening of the d-wave superconductivity, which in turn points to the competing
character of the SC andNphases interplay.

As shown explicitly infigure 2, the nematic order parameter (δPG) and the s-wave SC gap ( s
GD ) approach

continuously to zero at the doping values, at which the transition to the pure SC phase appear. Thefirst
derivative of the energy at the transition points is continuous, which signals the second order transition (see
figure 2(d)). Also, in the region labeled by SC+N the coexistent superconducting-nematic phase gives lower
energy values than the pure SCphase ( E E E 0SC N SCD = - <+ show in figure 2(d)). Again, as one can see in
figure 2(b), the d-wave SC correlated gap in the SC+Nphase is reduced in comparison to the pure SC solution.

Infigure 3we analyze the effect of the J-termpresence on theC4 symmetry breaking for two significantly
different values ofHubbardU (U=11.5 andU=21.5).With the increasing J the d-wave superconductivity is
enhancedwhile the nematicity gets reduced substantially. Above the value of J≈0.15 the latter is completely
destroyed leaving only the pure SC phasewithout any s-wave component of the gap. For largerU values (figures
(b), (d), (f)) the effect ofNphase suppression is even stronger. As a result, the nematicity is already destroyed for
the set of parameters, for which a semi-quantitative agreement between theory and experiment has been
obtained in [23]with respect to high-TC superconductivity in the copper-based compounds (t=−0.35 eV,
t t U J t0.25 , 22, 0.25¢ = = =∣ ∣ ∣ ∣). Hence, the latter results are not affected by the s-wave SC gap component

Figure 1. s-wave (a) and d-wave (b) components of the correlated gap, as well as the nematicity parameter P P PG
G G

1,0 0,1d = - (c), all as
functions of hole doping δ and the intrasite Coulomb repulsionU. The regionwith non-zero s

GD and δPG corresponds to the
coexistent SC+Nphase, whereas the pure SC phase is characterized by P0, 0s

G
GdD = = , and 0d

GD ¹ . For the paramagnetic phase
(PM): P 0s

G
G d

GdD = = D = . For comparison, in (d)we show the d-wavewave correlated gap for the case when the nematic phase is
not included in the calculations. The results are for theHubbardmodel (with J=K=V=0).
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Figure 2. s-wave (a) and d-wave (b) components of the correlated gap, the nematicity parameter P P PG
G G

1,0 0,1d = - (c), as well as the
energy difference between the pure superconducting solution and the coexistent superconducting-nematic solution (Δ
E=ESC+N−ESC), all as functions of hole doping δ and for the valueU = 21.5. In (b)we show the d-wave SC gap for the case of the
SC+N (red solid line) and pure SC (blue dashed line) phases.

Figure 3. d-wave (a), (b) and s-wave (c), (d) components of the correlated gap, as well as the nematicity parameter P P PG
G G

1,0 0,1d = -
(e), (f), all versus hole doping for selected values of the J andU parameters. Note that for largeU andwith the increasing J the
nematicity disappears. The results are forV=K=0.
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appearancewhichwould be destructive for the nodal (Γ−M) direction presence observed universally in the
cuprates.

The intersite Coulomb repulsion term acts in the oppositemanner than the J-term.Namely, it suppresses
the pairing (see figures 4(a) and (c)) and enhances the nematicity (see figure 4(e)). Therefore, in themodel with
both J- andV-terms included, the competition betweenN and SCphases is determined by the interrelation of
both these factors. As a consequence, the SC+Nphase can be sustained for values of J typical for the cuprates
(J≈0.3)when sufficiently strong intersite Coulomb integral is considered. Infigure 5we present such a
situationwhich represents the t–J–U–Vmodel case. However, here the nematicity appears in the overdoped
regimewhichwould be against the experimental findings for the cuprates.

For the sake of completeness we also analyze the influence of electronic structure details on the SC+Nphase
stability. Namely, infigures 4(b), (d), and (f)we exhibit the doping dependence of the correlated gap
components and the nematicity factor for selected values of the next-nearest-neighbor hopping integral t ¢. As
one can see, with the decreasing t ¢ value the stability region of the SC+Nphase narrows down.However, the
lower critical concentration for the nematicity onset is not affected and is close to δ=0.05 (see figure 4(f)),
which is similar to the upper critical concentration for the AF phase disappearance observed in experiments on
the cuprates. This result differs from the one obtained recently in [16], where it was shown that the lower critical
concentration for theNphase appearance ismoving together with the filling value (tuned by t ¢)which
corresponds to the vanHove singularity. This discrepancy can be caused by the differences in details of the two
approaches. Namely, in the abovementionedwork thefluctuation exchange approximation combinedwith the
dynamicalmean-field theory (FLEX+DMFT)method has been used in the intermediate correlations regime
(U= 4) and at higher temperature t 20b =∣ ∣ .

The off-diagonal elements of the Coulomb interaction between the nearest neighboring lattice sites i j,á ñ,
with the corresponding two-site integral K Vii r r ijij º á - ¢ ñ∣ ( )∣ introduce the so-called correlated hopping
term,which also has been studied by us [25]. Infigure 6we show the parameters which characterize the SC+N
phase as functions of both hole doping δ and the correlated hopping integralK. As one can see, the influence is

Figure 4. d-wave (a), (b) and s-wave (c), (d) components of the correlated gap, as well as the nematicity parameter P P PG
G G

1,0 0,1d = -
(e), (f), all as functions of hole doping for selected values ofV and t ¢ and for J=K=0,U=11.5. Note that with the increasingV the
nematicity is enhanced (see (e)), whereas the SCphase is suppressed (see (a)). Figures (a), (c), (e) correspond to t 0.25¢ = , while figures
(b), (d), (f) correspond to theV=0 case.
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not significant up to the values ofK≈1, close towhich the nematicity is destroyed and the SC order is being
reduced.

Within the present approach the appearance of the nematic phase is not induced by any straightforward
mechanism such as the lattice distortion. Instead, theC4 symmetry of the electronicwave function is broken
spontaneously for high enough values ofHubbardU. It should be noted that in order to obtain the effect of a
spontaneousC4 symmetry breaking one should apply approach, which captures the small Fermi-surface
deformations. This is probably the reasonwhy, themethods such as the clusterDMFTor clusterMonte-Carlo
[43, 44], which suffer from thefinite-size scaling effects, lead to the nematic solutions only for a distored
structure. On the other hand, by adjoining the FLEX approachwithDMFTone avoids the finite-size scaling and
the spontaneously appearing nematicity for the square lattice case is reproduced in a similarmanner as ourDE-
GWF analysis [16]. The susceptibility towards the nematic Fermi-surface deformations can be explained in the
weak-coupling regime by the use of perturbation theory [45], where also the competing character of the nematic
and SCphases is reported. As shown there, a negative contribution to the self-energy appears, which
corresponds to the opening of the Fermi-surface close the Lifshitz transition. Since the corresponding term in
the perturbation expansion, which drives the symmetry breaking is proportional toU2 it is understandable that
the nematicity appears whenU is not too small, which in turn is consistent with our results (see figure 1).

Since often small orthorombic distortion of theCu–O lattice appears in the cuprates, in figure 7we provide
the results also for the distorted case. The lattice structure is changed by tuning the t0,1/t1,0 ratio and the next-

nearest-neighbor hopping is set to t t t t0.25 21,0
2

0,1
2¢ = + ∣ ∣, so that in the case t0,1=t1,0=twe obtain the

Figure 5. d-wave (a) and s-wave (b) components of the correlated gap, as well as the nematicity parameter P P PG
G G

1,0 0,1d = - (c), all as a
function of hole doping for selected values of intersite Coulomb repulsion integralV and forU=20, J=0.3.

Figure 6. d-wave (a), and s-wave (b) components of the correlated gap, as well as the nematicity parameter (c), all as functions of hole
doping and correlated hopping integralK, forU=11.5 and J=V=0.
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condition used for the square lattice with t t0.25¢ = ∣ ∣. One can see fromfigure 7 that when t t 10,1 1,0 ¹ , the d-
wave gap is decreasedmainly in the region of SC+Nphase stability and the s-wave gap component changes sign
(see figures 7(a) and (b)). Infigures 7(c) and (d)we showhow the anisotropy in the hopping integrals affects that
of the hopping averages, P PG G

0,1 1,0. As one can see, in the doping range δ0.1, δ0.3, for a very small lattice
anisotropy (t0,1/t1,0≈0.95, t0,1/t1,0≈0.975)we obtain a substantial anisotropy of the hopping
averages (P P 0.6G G

0,1 1,0 » ).
Infigure 7(d), we provide the comparison between theDE-GWF andRMFTmethods [27]. Sincewithin the

RMFT approach no stability of the SC phase is obtained in theHubbardmodel, we compare the twomethods
limiting to the pure nematic phase only. As one can see, for the case of square lattice (t0,1/t1,0=1), no nematic
behavior (P P 1G G

0,1 1,0 = ) is obtained according to the RMFTmethod, whereas within theDE-GWF approach the
anisotropic behavior of the electronic system is sustained. Also, as shown in the inset tofigure 7(d), in RMFTwe
obtain P P t tG G

0,1 1,0 0,1 1,0» in thewhole doping range, while theDE-GWF approach leads to a large
enhancement of the electronic anisotropy for δ0.3. Such result shows the significance of the higher-order
terms of theDE (5) on theC4 symmetry breaking. As shown before [22] the RMFTmethod is equivalent to the
zeroth orderDE-GWF approach. It should be noted that a large nematic anisotropy, induced by a small
orthorombic distortion, has been also reported in [43, 44], where theDMFT and dynamical clusterMonte-Carlo
methods have been used, respectively. For the case of no SCordering those studies have shown an increasing
nematic anisotropywith decreasing doping, which is consistent with ourDE-GWF result presented in the inset
offigure 7(d) (red solid line).When the correlation-induced pairing is taken into account the dome-like
behavior of the nematic order parameter appears for both the distorted system and the square lattice case (see
figures 7(c) and 2(c), respectively). It is caused by the SC phase, which suppresses the nematic state for the low
doping values. Similar dome-like behavior of the nematicity has been presented recently both experimentally [6]
and theoretically [16, 19].

Additionally, infigure 8we provide the results for the case of the t–J–Umodel with the preexisting lattice
distortion. Aswe could see earlier (see figure 3) the inclusion of the exchange term∼J has a destructive influence
on the nematicity and for themodel parameters corresponding to the cuprates (J≈0.3) the spontaneous
nematicity is already suppressed (seefigure 3). However, the nematic anisotropy is brought back for the
distorted system. For the relatively large value of the J parameter, the effect of the lattice distortion on the d-wave

Figure 7. d-wave (a), and s-wave (b), components of the correlated gap, as well asPG
0,1/P

G
1,0 (c) all as a function of hole doping for

different values of the lattice distortion rate, t0,1/t0,1. For t0,1/t1,0<1 the lattice distortion is introducedwhich enhances nematicity
and suppresses d-wave superconductivity. In (d)we show P PG G

0,1 1,0 for the case of pure nematic phase for δ=0.1 as a function of the
lattice distortion rate for the case of DE-GWF andRMFT calculations. The inset shows the doping dependence of P PG G

0,1 1,0 for the case
of pure nematic phase for the selected value of t0,1/t1,0=0.975. The results are for theHubbardmodel (J=V=K=0)with
U=11.5.
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SC gap is very small (figure 8(a)). Nevertheless, the value of P PG G
0,1 1,0 is significantly smaller than the t0,1/t1,0 ratio

whichmeans that the tendency towardsC4 symmetry breaking is still substantial (figure 8(a)).
To check the accuracy of our results, we have plotted infigure 9 the superconducting gap components
,d

G
s
GD D , as well as the ground state energyEG, for the two preselected values of the real space cutoff R a5max

2 2=
and R a16max

2 2= .We see that they are practically the same, what justifies the choice of the smaller value, in turn
shortening appreciatively the computing time.

4. Summary and conclusions

This paper is a continuation of our detailed studies of high-TC SCwithin the extended t–J (or alternative
extendedHubbard)model treatedwithin theDE-GWF, implemented in two dimensions, that goes beyond the
renormalizedmean-field theory in a systematicmanner [23–26]. Explicitly, we have analyzed the effect of all the
relevant intersite interaction terms on the coexistence of the superconducting (SC) and nematic (N)phases
within thatmethod. As a starting point of our analysis we have determined the stability range of the coexistent
phase on the (δ,U) plane for the case ofHubbardmodel. The coexistent SC+Nphase appears for high enough
values of the Coulomb repulsion (U6) and in awide doping range (see figure 1). Due to theC4 symmetry
breaking, the d-wave pairing amplitude is suppressed and a small s-wave component of the SC gap appears in the
SC+Nphase (see[12, 19]). This signals a competing character of the SC andNphases interplay. The SC/N
competition has been also reported by other authors.Moreover, the appearance of the s-wave SC component
with the onset of nematicity, in addition to the dominant d-wave SC, hampers the fundamental gapless character
of the nodal direction. Fortunately, the s-wave amplitude is about two orders ofmagnitude smaller than that of
the d-wave.

For the case of the extended (t–J–U–V )model the competition between SC andN is determined by both the
exchange interaction and the intersite Coulomb repulsion termsNamely, the J-term enhances SC and

Figure 8. d-wave (a), and s-wave (b), components of the correlated gap, as well as P PG G
0,1 1,0 (c); all as a function of hole doping for the

case of t–J–Umodel without (red solid line) andwith (blue solid line) the lattice distortion. The results correspond toU=21.5,
J=0.3.

Figure 9. (a)The d-wave gap and the ground state energy as functions of doping for two different real space cut-offs R 5max
2 = and

R 16max
2 = for the case of theHubbardmodel withU=21.5. The results have been obtainedwithin the third order of the

diagrammatic expansion (5).
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suppresses nematicity, whereas for theV-term the opposite is true (see figures 3 and 4(a), (c), (d)). According to
our analysis of the t–J–Umodel, the nematicity survives up to J≈0.15, whatmeans that the SC+Nphase is
already destroyed for the parameter set, for which a good agreement between theory and experiment has been
achieved for the copper-based superconductors [23]. Hence, in such a situation the s-wave gap component is
absent (i.e., only the pure d-wave SC survives) and the nodal SC character is reinstated.Nevertheless, by adding
theV-term to the t–J–Umodel, one could still sustain the stability of the SC+Nphase for the values of J≈0.3,
typical for the cuprates. Thismeans that a detailed analysis of the situation requires going beyond either
Hubbard or t–Jmodels, as shownon this example.

Our analysis of the effect of electronic structure details on the SC+Ncoexistent phase have shown that there
is no influence of the vanHove singularity position on the lower critical doping for the coexistent phase onset.
For all the considered t ¢ values the lower critical doping remains almost constant and equal to δc≈0.05, the
value close to that, belowwhich the antiferromagnetic phase appears in the cuprates. This result differs with that
presented in [16], where the FLEX+DMFTmethod has been used.However, asmentioned earlier, the results
obtainedwithin the lattermethod are limited to relatively small HubbardmodelU values.

The influence of the correlated hopping termon the SC+Nphase is not significant up to the valueK≈1,
where the nematicity is destroyed and the d-wave gap is suppressed (see figure 6).

As could be expected, the assumed from the start distortion of the lattice induces anisotropy of the electronic
properties in thewhole doping range.However, a substantial increase of the electronic anisotropy is obtained
within the region δ≈0.05−0.3 for the case of the coexistent SC+Nphase (see figure 7(c)). Similar result
occurs for the pureNphase, however here, the nematic order permeter rises with decreasing hole doping down
to the half-filled situation and no dome-like shape is observed (see inset tofigure 7(d)). Such results brings into
mind the experimental data for the cuprates, where a very small structural distortion also leads to a large effect
for selected physical properties [5, 9–11]. The latter result is not reproducedwithin the RMFTmethod, wherewe
obtain P P t tG G

0,1 1,0 0,1 1,0» in thewhole doping range.Moreover, within the RMFT, no spontaneousC4

symmetry breaking appears for the case of square lattice (see figure 7(d)). This, in turn, demonstrates that the
correlation effects taken, into account in the higher-order of theDE-GWF approach, are responsible for the
nematic phase appearance for the square lattice case.

It would be interesting to investigate within the present approachwhether the susceptibility towards the
C4-symmetry breaking of the electronic system can also induce the orthorhombic crystal distortion. In order to
take into account the subtle interplay between the electronic system and the lattice structure, onewould have to
calculate the hopping integrals in an ab initio fashion, instead of treating them asmodel parameters as here. Such
an analysis could be carried out by combining theDE-GWFmethod(or othermethod dedicated for the
correlated systems [46])with e.g. the EDABI [47–49] approach.Moreover, such amethod could also be used to
analyze theoretically the interplay between the unconventional superconductivity and lattice distortion, which is
observed in the copper-based compounds [50].

As already stated in the Introduction, herewe have not carried out a detailed analysis of the relative stability
of the nematic and superconducting phases against the CDWand SDWstates. Such a studywould be interesting
due to the fact that the latter two are observed in the underdoped samples of the cuprates. Nevertheless, in our
earlier papers we have analyzed the appearance of the two simplest forms ofmagnetic and charge orderings
within the t–J–Umodel. Namely, in [26, 39] the antiferromagnetic and the (π,π)-charge-ordered phases have
been considered. According to the results presented in [39], the value of upper critical doping for the
disappearance of the antiferromagnetic phase is δ∼0.01which is close to the experimental one.Within other
theoretical considerations, a similar value has been obtained for the case of theHubbardmodel [51, 52]. Aswe
have shown here, in the strongly correlated regime (U10) a coexistent superconducting-nematic phase
appears above that value in the considered types ofmodels (except for the situation corresponding to relatively
large values of the intersite Coulomb repulsion,V ). The (π,π)-charge-ordered phase has been studied in [26]
and according to those results charge ordering becomes stable for relatively large values of hole doping (δ≈0.5).
As one can see, from the present paper the SC+Nphase appears below that doping range.With that being said,
we can conclude that the nematicity and the twomentioned forms ofmagnetic and charge ordering appear in
different regions of the phase diagram and hence the competition between themdoes not occur.Nevertheless,
the situation can be significantly different for the case ofmore sophisticated forms ofmagnetic and charge
ordering. As shown in [26] changing themodulation vector fromQ=(π,π) toQ=(2π/ 3,π), results in
significant change in the stability region. The inclusion of various forms of theCDWstate within theDE-GWF
approach requires a separate analysis.We should see progress along these lines in the near future.
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Appendix. Zeroth order expansion

Belowwe show examples of the zeroth order expansion (5) for selected expressions which are useful in
calculating the expectation value ofHamiltonian (1) in the correlated state (2)

c c q c c q c n c q n c c n c n c , A.1G i j G i j i j j i i j i i j j
2

0
HF

0
HF

0
2 HF HF

0a a aáY Y ñ = á ñ + á ñ + á ñ + á ñs s s s s s s s s s s s s s∣ˆ ˆ ∣ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ( )† † †
¯ ¯

†
¯

†
¯

S S S S , A.2G i j G s i j
4

0láY Y ñ = á ñ∣ˆ ˆ ∣ ˆ ˆ ( )

n n n n , A.3G i i G d i i
2

0láY Y ñ = á ñ   ∣ ˆ ˆ ∣ ˆ ˆ ( )

where

q n n1 , , A.4s d s d0 0l l l a l l l= + - = -Æ Æ( ( )) ( ) ( )

and i sl l l= º  (for the spin-isotropic case). As already said in section II all theλ parameters can be expressed
with the use of x

x n xn n xn1 1 , 1 0 1 , 1 . A.5d s
2

0
2 2

0
2

0
2l l l= + - = - + - = +Æ( ) ( ) ( )

If we additionally neglect the termswith theα coefficient in (A.1), wewould obtain the expressions known from
the RMFTwhere the correlated averages are equal to their non-correlated correspondents premultiplied by the
renormalization factors (for the case of hopping that factor would be equal to q2).
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