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Partial regularity for a surface growth model

Wojciech S. Ozanski, James C. Robinson

Abstract

We prove two partial regularity results for the scalar equation u;+tezee +0zeu’ = 0,
a model of surface growth arising from the physical process of molecular epitaxy. We
show that the set of space-time singularities has (upper) box-counting dimension no
larger than 7/6 and 1-dimensional (parabolic) Hausdorff measure zero. These parallel
the results available for the three-dimensional Navier—Stokes equations. In fact the
mathematical theory of the surface growth model is known to share a number of striking
similarities with the Navier—Stokes equations, and the partial regularity results are
the next step towards understanding this remarkable similarity. As far as we know
the surface growth model is the only lower-dimensional “mini-model” of the Navier—
Stokes equations for which such an analogue of the partial regularity theory has been
proved. In the course of our proof, which is inspired by the rescaling analysis of Lin
(1998) and Ladyzhenskaya & Seregin (1999), we develop certain nonlinear parabolic
Poincaré inequality, which is a concept of independent interest. We believe that similar
inequalities could be applicable in other parabolic equations.

1 Introduction

In this paper we consider the one-dimensional model of surface growth

on the one-dimensional torus T, under the assumption that fqr“ = 0; we refer to this in
what follows as the SGM.

As previously observed by Blomker & Romito (2009, 2012), this model shares many
striking similarities with the three-dimensional Navier—Stokes equations. In particular, in
their 2009 paper Blomker & Romito proved local existence in the critical space H'/2 and
(spatial) smoothness for solutions bounded in L% 2*=D((0,T); H*) for all 1/2 < o < 9/2;
in the 2012 paper they prove local existence in a critical space of a similar type to that
occurring in the paper by Koch & Tataru (2001) for the Navier—Stokes equations.

The aim of this paper is to prove partial regularity results for (1.1) that are analogues
of those proved by Caffarelli, Kohn, & Nirenberg (1982) for the Navier—Stokes equations.
Perhaps surprisingly their inductive method does not seem well adapted to (1.1), and instead
we use the rescaling approach of Lin (1998) and Ladyzhenskaya & Seregin (1999). The main
issue is that the biharmonic heat kernel, given in the one-dimensional case by

o0
K(x,t) = at= Y4 f(|zt=), where flz) = / e cos(zs) ds
0
and « is a normalising constant, takes negative values so cannot be used as the basis of the

construction of a suitable sequence of test functions for use in the local energy inequality.
Our main result is the following.
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Theorem 1.1. Let u be a suitable weak solution of the surface growth model. Then
(i) there exist o, Ry > 0 such that if r < Ry and

1
7/ luz|® < eo
™ JQ(zr)

for a cylinder Q(z,r), then u is Hélder continuous in Q(z,r/2);

(ii) there exists €1 > 0 such that if either

. 1 2 . 1 2
lim sup — us, <e;  or limsup sup - u(s)® p <e
r—=0 T JQ(z,r) r—0 t—r4<s<t+rt T J B, (z)

then w is Hélder continuous in Q(z, p) for some p > 0.

Here Q(z,7) denotes the parabolic cylinder of radius r centred at z (see Section 1.1
below), and the notion (and existence) of suitable weak solutions is discussed in Section 2.
Using these conditional regularity results we deduce upper bounds on the dimension of the
space-time singular set, which we take here to be

S ={(z,t) € T x (0,00) : w is not space-time Holder continuous

1.2
in any neighbourhood of (z,t)}. (1.2)

Namely we show that for every compact K C T x (0, c0)
dp(SNK)<7/6 and PYS)=0,

see Corollary 4.6 and Corollary 5.2, respectively. Here dg denotes the (upper) box-counting
dimension (see (4.17) for the definition) and P! denotes the 1-dimensional parabolic Haus-
dorff measure appropriate for scaling of the equations (see (5.5) for details). The point of
considering the intersection S N K is to separate S from the set {(z,0): € T}. This is a
technical matter related to the definition of the box-counting dimension. Indeed, in order
to deduce the bound from part (i) of the theorem above one first needs to guarantee that
Q(z,7) C T x (0,00) for sufficiently small r, uniformly in z € S (see the proof of Corollary
4.6), and we overcome this problem by intersecting S with a compact set. (A similar issue
appears in the case of the Navier—Stokes equations, see Theorem 15.8 in Robinson et al.
(2016).) This issue does not appear in the second estimate, P*(S) = 0, and in the case
when the initial condition of a suitable weak solution is sufficiently regular (say H'/?) as
then a weak-strong uniqueness result (see Theorem 2.11 in Blémker & Romito (2009), for
example) guarantees that u is smooth for small times.

The estimate P1(S) = 0 implies that dy(S), the Hausdorff dimension of S, is no
greater than 1. In the case of the Navier—Stokes equations, the corresponding results are
dp(SNK) < 5/3 for any compact set K and Pxg5(S) = 0 (see, for example, Chapters
15 and 16 in Robinson et al. (2016)), where P gp is the 1-dimensional parabolic Hausdorff
measure which respects the Navier-Stokes scaling in R? x R (hence the subscript “NSE”).
In the case of the Navier—Stokes equations the bound on the box-counting dimension has
been improved, the current sharpest bound being d (SN K) < 2400/1903(~ 1.261), due to
He et al. (2017).

As for the definition (1.2), note that if u is spatially Holder continuous on T with some
exponent 6 then u € H*(T) for all 0 < « < 6, using the Sobolev—Slobodeckii characterisation
of H*(T) as the collection of all functions such that

J LI
TJT

o=y



(see Di Nezza, Palatucci, & Valdinoci, 2012); it follows (using arguments from Blomker &
Romito (2009)) that if u is space-time Holder continuous on [0,7T] x T then w is spatially
smooth. However, the condition u € L{°LS° (which is the SGM equivalent of the L°L3
regularity for the Navier—Stokes equations, see Escauriaza, Seregin, & Sverdk, 2003) is not
yet known to be sufficient for the regularity of the SGM. This is why we do not use local
essential boundedness in our definition of S. Observe also that S is closed (as its complement
is open in T X (0, 00)).

Note that it is not entirely clear whether or not the definition in (1.2) is the correct one
for the SGM, since a local conditional regularity result that guarantees spatial smoothness
under a localised Holder condition of u is currently unknown. However, a closely related
result has recently been proved by Ozariski (2018): if u, € Lf,Lg(Q), where @ is a cylinder
and ¢, q € (1, 00] are such that 4/¢' +1/g < 1, then u € C*°(Q). This can be thought of as
an analogue of the local Serrin condition in the Navier—Stokes equation, which guarantees
that a weak solution u satisfying u € Lgng(Q) for 2/¢' +3/q = 1 is smooth in space, see
Section 8.5 in Robinson, Rodrigo, & Sadowski (2016), for example.

The structure of the article is as follows. In the remainder of this section we introduce
some notation, in Section 2 we introduce the notion of suitable weak solutions and we show
global-in-time existence of such solutions for any initial condition ug € L? with zero mean.
In Section 3 we introduce a “nonlinear parabolic Poincaré inequality”, which is vital for
both of our partial regularity results and a concept of independent interest. We then prove
two local regularity results for the surface growth model, the first in terms of u, (Section
4) and the second one in terms of u,, (Section 5). As a consequence we can show that the
(upper) box-counting dimension of the space-time singular set is no larger than 7/6, and
that its one-dimensional parabolic Hausdorff measure is zero.

1.1 Notation
With z = (2,t) we define the centred! parabolic cylinder Q(z,r) to be
Q(z,7) = (x —ryx+7)x (t—r* t+rh).

Note that the ‘cylinder’ here is in fact a rectangle. We often use the notation @, for a
cylinder Q(z,r) for some z. Set

1
fz,r ::f f = TS N
Q(z,r) |Q(Z,’/‘)| Q(z,r)

We set L? = L*(T), H* = H*(T), and Wk»? = W*»(T) (k > 0, p > 1), function spaces
consisting of periodic functions: for example W is the completion of the space of smooth
and periodic functions on T in the W*® norm. The norm on HF is equivalent to

1/2
(Z (1+n%%) |f<n>|2> :

I (1.3)

nez
where f(n) denotes the n-th Fourier coefficient of f. We write || - || to denote the L2 norm
and we write a dot “” above a function space to denote the closed subspace of functions

with zero integral so that, for example,

Hk::{ H* . z}, k> 0.
fe /Tf 0 >0

INote that in many papers Q(z,) is used for the ‘non-anticipating’ cylinder which in this case would be
Br(z) x (t —r4,t).




We will also write

1/2
1Al e = (an’“lf(nNz) = cl|ay £

ne”Z

to denote the H* seminorm. Note that if u € H* then
lullire < llull e for all s <
and hence that |u||zs < c|/0Ful|. We will use the Sobolev interpolation,

[ull 725 (1.4)

0
lullzrs < llulfa

and a similar inequality for the seminorms, where s;1 < s < 5o and s = 0s1 + (1 — 6)s,.

We write [ := fqr and, given T > 0, we denote the space of smooth functions that are
periodic with respect to the spatial variable and compactly supported in a time interval I
by C§°(T x I). We denote any universal constant by a C or c.

2 Suitable weak solutions

We first define the notion of a weak solution of the problem (1.1).

Definition 2.1 (Weak solution). We say that u is a (global-in-time) weak solution of the
surface growth initial value problem

= “Uggzx — 82 T 27
e = e [z (2.1)
’LL(O) =ugy € L,
if for every T' > 0 ) )
we L=((0,T); L*) n L*((0,T); H?) (2:2)

and T
- / (U (bt - uww¢wx - (U’w)2¢xm) = /U0¢(0) (23)
0
for all ¢ € C§°(T x [0,7)).

Note that a simple procedure of cutting off ¢ in time (and an application of Lebesgue
Differentiation Theorem) gives that (2.3) is equivalent to

[ ot - [ t [ o= tass = P ) = [uls)ots) (2.4)

being satisfied for all ¢ € C§°(T x [0,7T)) and almost all s,t with 0 < s < ¢.
Note also that it follows from the regularity (2.2) enjoyed by any weak solution that

ug € L'O3((0,T); LY/3). (2.5)
Indeed, using Sobolev interpolation (1.4), for any 0 < s < 2 we have

1—s/2 2
lull e < lJull}z ™3,

and so the 1D embedding H® C LP when s = 1/2 — 1/p gives

24 4 3p—2)/4
el < [full G274 |l 3222,



and so u, € L®/Gr=2)((0,T); LP); in particular u, € L'°/3((0,T); L'0/3).

We now briefly recall the proof of the existence of global-in-time weak solutions to the
surface growth initial value problem for any initial data ug € L2. We give a sketch of the
proof (due to Stein & Winkler, 2005) since it will be required in showing the local energy
inequality (Theorem 2.4).

Theorem 2.2 (Existence of weak solutions). For each uy € L? there exists at least one
weak solution of the surface growth initial value problem (2.1).

Proof (sketch). Fix T > 0 and take N € N, let 7 :=T//N denote the time step, set uf := ug
and, for k =1,..., N, let u] € H? be a solution of the implicit Euler scheme

u‘l’ _ uT
for all ¥ € H?2. The existence of such uz, can be shown using the Lax-Milgram Lemma and
the Leray—Schauder fixed point theorem.

For ¢t € [(k— 1)1, k7), k€ {1,...,N}, let

u(x,t) = =g (o) + ST (),
@ (2, 1) = uf(x).

In other words u” denotes the linear approximation between the neighbouring u7’s, and u™

denotes the next uj.
Letting ¢ := u], in (2.6) and observing the cancellation

/ (07)2 Dyati] = 0

Jwirr [@u) = [@)*, k=1,

from which, by summing in k, we obtain the energy inequality for w7,

we obtain

t
[ (t)|> +/0 |10z0a" (s)][*ds < JJuol®,  t€(0,T), (2.7)
and similarly for u”,
t
lu” ()] +/0 10z0u” (s)[Pds < Clluoll®, ¢ € (0,T). (2.8)
Furthermore, observe that for every ¢ € H? and every t € [0,7) we have
T _ ug - U’Z—l _ —T —T 2

where k > 1 is such that t € [(k — 1)7, k7). Thus, since each uj,, k > 0, has zero mean, the
above equality holds in fact for all ¢ € H?, that is

/ D™ () = — / (000 (8) + (0T (1)) Wuwr W € HAEE[0,T).  (2.9)

Taking ¢ := ¢(t) for some ¢ € C§°(T x [0,7")) and integrating in time gives

/OT /atuqu = /OT/ (0paT + (0,77 (1))?) buas p € Co(T x [0,T)). (2.10)



From here one can apply Holder’s inequality, the Sobolev embedding H'/® c L'/3 the
Sobolev interpolation (1.4), (2.7) and a standard density argument to obtain a uniform (in
7) estimate on dyu” in L5/3((0,T); (W>5/2)*). This, the energy inequalities (2.7), (2.8), and
the Aubin—Lions lemma (see Theorem 2.1 in Section 3.2 in Temam, 1977, for example) give
the existence of a sequence 7, — 0% and a u € L2((0,T); W'°°) such that

u™ —u in L?((0,T); Whe°),
a,u™ = in L2((0,T); H?), (2.11)

*

" u™ =y in L>°((0,7T); L?)
as 7, — 0. Here “—” and “2” denote the weak and weak-* convergence, respectively. The
fact that both ©™ and u™ converge to the same limit function follows from the convergence

Tn

[[u

((0,T);W1-00) —0 as T, — O,

which can be shown using the first convergence from (2.11); see Lemma 2.3 in King et al.
(2003) for details.

The limit function u is a weak solution to the surface growth initial value problem
since the regularity requirement (2.2) follows from the convergence above and (2.3) follows
by taking the limit 7, — 07 in (2.10) after integration by parts in time of the left-hand
side. O

As with the partial regularity theory for the Navier—Stokes equations, we make key use
of a local energy inequality. This gives rise to the notion of “suitable weak solutions”, which
we now define.

Definition 2.3 (Suitable weak solution). We say that a weak solution is suitable if the local
energy inequality

5 [woroe+ [ o< [ [ (360 bmmeai® + 202000 — Suo — atu )

(2.12)
holds for all ¢ € C°(T x (0,T);[0,00)) and all ¢ > 0.

Note that the local energy inequality is a weak form of the inequality

that is (2.12) can be obtained (formally) by multiplying the above inequality by ¢ and
integrating by parts. By adapting the method outlined above in the proof of the existence
of a weak solution, we now show that this solution also satisfies the local energy inequality
and is therefore ‘suitable’.

Theorem 2.4. The weak solution given by Theorem 2.2 is suitable.

Proof. Fix ¢ € C§°(T x (0,T)) with ¢ > 0. Let n be large enough so that ¢(t) = 0 for
t € (0,27,) U (T — 27,,,T). For brevity we will write 7 in place of 7,,. Given t € [0,T) set
¢ = ¢(t) and let k be such that t € [(k — 1)7, k7). Let ¢ := uj¢ in (2.9) to obtain

/ukiulc ! Uugp /&muk ULP), /(8zu;)2 (ULP) e - (2.13)

T



Since integration by parts gives for any v € H?

1 2
Vg VePr = — 3 VP,
® B 2
VpzVPrx = — VpPrz — Ve VPrgz = — VpPrx + 5 V" Prrrz,
1
2 _ L 3
/UzUM‘P e //U;E(pw7
the first term on the right-hand side of (2.13) can be written in the form
_/85600“‘1; (UR) e = _/(8”“%)2?15_ 2/8961/’“;806“;9030 - /5meZ Uf Pz

- [@uaipo+2 [@P0n 5 [0 praen

Similarly, the second term in (2.13) can be expanded into

- / (Ouu])? (), = — / (Os])? Do — 2 / (Opuf)? Dutfon
- / (0et])’ U Pu
5 T T T
-3 [ @iy o~ [ @ea)? g

On the other hand, using the inequality ab < a?/2 + b*/2 we can bound the left-hand side
of (2.13) from below by writing

[ e = ClaivelE - [ ivei v
e % W
Substituting these calculations into (2.13) gives
Loor 2 L. 2 2
2 VB = 5ok IR + [ @ri )
< [ (20407022 = R prrns 3 @) a — (Oui) ufns ).

Integration in time gives
i = r =T (4 _ 2 T =T \2
o [ i evanra - & [ nveoira [ fare "
r 1 5 3 9 '

Observe that the convergence u™ — u in L2((0,7T); W1°°) (see (2.11)) gives the convergence
of the right-hand side above to the respective expression with u,

T 2 1 2 5 3 2
2ux¢x2 - 5“ Pvazs — guxﬂsx - uxuﬁﬁxx .
0



Moreover, the weak convergence u” — u in L%((0,T); H?) (see (2.11)) gives in particular
the weak convergence

U/ — Uz /¢ in L2((0,T); L?) as 7 — 0,

and thus, from properties of weak limits,

T T
/ /uiz(b < 1iminf/ /(ﬂ;l)Q @.
0 T—0 0

As for the first two terms in (2.14), they can be written in the form

N0 i B
2

0 T

i /OT ((m O ﬂ) ”

T

(2.15)

where (-, -) denotes the L? product. Observe that the first term vanishes due to the change
of variable ¢’ := ¢t — 7 and the fact that ¢ vanishes on time intervals (0,27) and (T'— 27, T).
A similar change of variables in the second term gives that (2.15) equals

I t+7)— ¢t
_7/ ((UT(t)>2, ¢( + T) ¢( )) dt
2 0 T
Thus the convergence @” — u in L*((0,T); W1>°) and the fact that

¢zt +7) — P, t)

— ¢r(z,t) uniformly in (z,t) € T x (0,7T)

;AT/u2¢t

as 7 — 07. Hence, altogether, taking lim inf,_,o+ (recall we write 7 in place of ,) in (2.14)
gives the local energy inequality

1 T T
”/ /u2¢t+/ /uir
2 0 0
r 2 1 2 ) 2
S / / <2u$¢ww — U d)a::mvm - 7Ui¢m - uzud)a::r) .
0 2 3

Thus, since ¢ was chosen arbitrarily, u is a suitable weak solution. O

give that (2.15) converges to

3 A ‘nonlinear’ parabolic Poincaré inequality

Here we prove a parabolic version of the Poincaré inequality, which is a key ingredient in
the proof of the partial regularity results that follow.

Theorem 3.1 (Parabolic Poincaré inequality). Let n € [0,1], 7 € (0,1) and let Q(z0,7) be
a cylinder, where zg = (xo, to). If a function u satisfies

[, wo-uno= y o ustene = [ g e (31)



for all ¢ € C°(B,(x0)) and almost every s,t € (—r*,r*) with s < t, then
0

1
75/ |u - uzo,r/2|3 < Cpp (Y(ZO7T) + 77Y(Zo7 T)Q) ) (32)
" JQ(z0,r/2)
where .
Y(zg,r) := —/ g |? (3.3)
’/‘2 Q(zo0,m)

and cpp > 0 is an absolute constant.

Recall u, /2 denotes the mean of u over Q(zo,7/2) (see (1.3)). Note that no ¢ derivative
appear on the right-hand side of (3.2). Observe that (3.2) is the classical Poincaré inequality
if » = 0 and the left-hand side is replaced by

u— ][ u(t)
B(zo,r/2)

(i.e. the mean over the cylinder is replaced by the mean over the ball at each time). Moreover
note that (3.2) does not hold for arbitrary functions since adding a function of time to u
allows one to increase the left-hand side while keeping the right-hand side bounded. This
also verifies the relevance of the assumption (3.1) since it shows that the only function of
time which can be added to u is a constant function. On the other hand, adding constants
to u makes no change to (3.2).

Furthermore, the case n = 0 gives the parabolic Poincaré inequality for weak solutions
to the biharmonic heat equation:

1

3
T JQ, /2(20)

1

dx dt

Q(z0,7/2)

lu — UZO,T/2|3 < Cpp/ |uw|3,

Q(z0,7)

whenever u; = d%u (weakly). In this case it can be shown that the inequality holds in any
dimension (with 8;1 replaced by the bilaplacian A?) and for any p > 1.

Due to (2.4) any weak solution of the surface growth equation satisfies (3.1) for all zq, r
as long as Q(zp,7) C T x (0,T), and hence we can use inequality (3.2) for the suitable weak
solutions that form our main subject in what follows.

We prove this nonlinear parabolic Poincaré inequality adapting the approach used by
Aramaki (2016) in the context of the heat equation, itself based on previous work by Struwe
(1981).

Proof. Fix r and zy and set, for brevity
Q/) = Q(ZO?ID)? B,D = B(‘T()vp) p > 07 where 20 = (I07t0)7

and let
Y(Zo,T) = M.

Step 1. We introduce the notion of o-means.

Let o: R — [0, 1] be the cut-off function in space around x such that

— x| <
o(z) = L o = 2ol <7/2, |0Fo(x)] < Cr ™, k> 0.
0 | —zo| >,
Let
- fB t)o dx " fQ uo dz
ur(t) = f adx > [u]r = f o dz
B, Qr



denote the o-mean of u over a ball (at a given time t) and over a cylinder, respectively.
Note that, since o is a function of x only,

w0~ oy = o [ () ) ds. (3.0

Furthermore, let us write for brevity

Up /2 1= Uzy,r/2;

[l s [ g (3.5)
QT/Z Q7‘/2

then

Indeed, by writing

1 1 3
[ty 9 — LI> = u—L| < —— |lu—LI|”,
/ Qr2l Ja, 1Qr 2l Jq,
where L := [u]?, we see that the triangle inequality gives

1/3 1/3 1/3
( owt) "< ([ wa) " (] )
Qr/2 Qry2 Qry/2
1/3
§2</ |u—L|3> ,
QT/Z

as required. In what follows we will also use the following classical Poincaré inequality: for
te(0,T),q>1,7e€(0,1),

/B Jult) = w3 (0o < Cln g / o (D), (3.6)

r

see Lemma 6.12 in Lieberman (2005) for a proof.
Step 2. We show that for almost every s,t € (—r*,r?)
[uf (t) = uf (s)]® < C(M +nM?). (3.7)
To this end suppose (without loss of generality) that s < ¢t and let
¢(x) := o(x)(u7(t) — ul(s))|uy(t) — ul(s)],

be the test function in (3.1). Then the term on the left-hand side can be bounded from
below,

/ (ut) — u(s))é = (uZ (t) — u (3))[u () — uZ(s)] / (u(t) — u(s))o
B, B,

= Jug (£) — u(s)[? / o> CrluZ(t) — ul(s).

r

10



The first term on the right-hand side can be estimated by writing

t t
/ / Uoass| < U () — ul (3)]? / / sz |0zl
s J B, s J By

< Clug () — ul (s) / 1|

) 1/3
< Ol (1) — uZ ()2 (/ |uz|3) 1073

< drfuf (6) ~uZ (o) + Cor [
Qr
= or|ul (t) — ul(s)|> + rMCj
for any § > 0, where we used Holder’s inequality and Young’s inequality in the form

a’rl/3pt/3 < §adr + Csbr—1.

The second term on the right-hand side can be estimated by writing

t t
[ [ on] <tz - uz)F [ [ ual o
s B, s B,

< Cr g (t) — ul(s)? / g

Qr

2/3
<o) -~ oF ([ k) o
Qr

2
< brlul(t) — ul () + Cor? < / |um|3)
Qr

= orfuf (t) = ul(s)]> + CsrM?, 6> 0,

where we used Holder’s inequality and Young’s inequality in the form
a?r 1BY23 < §ra® + Csr 302,
Since nn < 1 (see (3.1)) we therefore obtain
Crlu (t) — ug ()P < 267]ug () — uZ () + rCo(M + nM?),
and fixing § > 0 sufficiently small gives (3.7).

Step 3. We show (3.2).

From (3.5) and the inequality [ |f 4 g|? <27 [|f]?7 + 27 [ |g]? we obtain

/ lu— 1, o] < 8/ lu — [u]?|dz dt
Qry2 Qry/2

(3.8)
< 64/ lu— ug (8)Pda dt + 64/ u? () — [u]7[Pda dt.
QT‘/Q Qr/2

The first of the resulting integrals can be bounded using (3.6),

/ lu —u (t)]*dw dt < Crg/ lug [P0 < Or° M.
Qr/2

r

11



The second one can be bounded using (3.4) and Step 2,

u70) ~ 71 < g [ Jug () () ds < OO + ),

which gives
/ |Ug(t) - [u}f\iadxdt S C'r5(M + UMQ)
Qr/2

Applying these bounds in (3.8) gives

/ |u—ur/2|3§C’7‘5(M—i—77M2)7

Qr/2

that is (3.2). O

4 The first conditional and partial regularity results

Here we show local regularity of suitable weak solutions to the surface growth equation
based on a condition on u,. Namely, we will show in Theorem 4.5 that there exists g > 0

and Rg > 0 such that if
1

™ J@n
for some r < Ry and z then w is Holder continuous in Q(z,r/2).
The proof we give of this result is based on that presented for the Navier—Stokes equations

by Ladyzhenskaya & Seregin (1999); we begin with a certain ‘one-step’ decay estimate, which
we then iterate.

|um\3 < gp

4.1 Interior regularity for the biharmonic heat flow

The proof of the decay estimate relies on the following regularity result for the biharmonic
heat equation; while the result is perhaps ‘standard’, we could not find an obvious canonical
reference, and so for the sake of completeness we provide a short proof.

Proposition 4.1 (Interior regularity of the biharmonic heat flow). Suppose that 0 < b < a,
V, Uy € Lz(Qa) and that v is a distributional solution to the biharmonic heat equation vy =

—Vggzz N Qq, that is
// v ¢t = ﬂ v ¢xx:cac (41)

lvellee(@y) < Cap (IVl2(@0) + lvall2(q.))

for every ¢ € C§5°(Qq). Then

for some Cyp > 0.

Proof. We assume that @ = 1, b = 1/2; the claim for arbitrary a, b follows similarly. First
we show that v, € L*(Q,) and

I 2 < € ollzan + oslzacen) “2)

Q@

for any p € (1/2,1).

12



For this let A\ € (p,1) and € € (0,1 — \). Then ¢(&) € C§°(Q,) for every ¢ € C5°(Q»),
where ¢(*) denotes the standard mollification (in both space an time) of ¢. Using ¢(*) as a
test function in (4.1) and applying the Fubini Theorem we obtain

//@ Vo= //Q v braar, € CT(Q),

that is v(®) is a distributional solution of the biharmonic heat equation in Q. Moreover,
from properties of mollification,

[0 200) < vllzzgy  and [0 L2(gy) < lvallz2ign (4.3)
for all e. Since v(®) is smooth it satisfies the equation

’Ut(s) = _’Ugrsac)wa:
in the classical sense. Multiplying this equation by v(*)¢ (where ¢ € C§°(Q,)) and integrat-
ing by parts on Q) gives

//Qk(“i%% = //Q A @(v@)?(@ ~ Powes) + z@g;)y%)

for every ¢ € C§°(Qx). Taking ¢ > 0 such that ¢ =1 on @), we obtain
vl 22, < Co (I0llz2@u) + lvellz2(@u)) »

where we used (4.3). Thus {5 is a bounded in L*(Q,) and hence there exists a sequence
e — 01 such that v;(vi) — vy, weakly in L?*(Q,). Note that the limit function is vy,
by definition of weak derivatives since v(¥) — v strongly in L?(Q,). Thus in particular

Vgpy € LQ(QP) and, using a property of weak limits and the last inequality, we obtain
vz llz2(q,) < lim inf 1S 2(@,) < Cp (I0llz2(0u) + llvzllz2(@u)) »

that is (4.2), as required.

Now letting ¢ := 1), for some ¢ € C§°(Q7/s) we see from (4.1) that v, is a distributional
solution of the biharmonic heat equation in Q7 /5. Moreover, using (4.2), we see that v, vz €
L*(Q7/s). Thus applying a similar argument as in the case of (4.2) we obtain that vy, €
Q3/4 with

||Ua:xac||L2(Q3/4) <C (Hv||L2(Q1) + ”UﬂfHLQ(Ql)) .
In the same way we observe that any spatial derivative of v is a distributional solution of
the biharmonic heat equation, and 9¥v € L*(Q ) for all k < 9 with

1050l 22(Q1 ) < C (Wllz2(@u) + vallz2@n) k<9

Now since (4.1) gives in particular that v; = —vg., in the sense of weak derivatives,
we obtain from the above that each of v., Vi, Uity Voge, Vzzt, Vet 18 bounded in LQ(Ql/Q)

by C (|[v]lr2@.) + lvallz2(@.)). Therefore the claim of the lemma follows from the two-
dimensional embedding H? C L. O

13



4.2 The ‘one-step’ estimate
We now state and prove the ‘one-step’ estimate.

Lemma 4.2. Given § € (0,1/4) there exist €. = €.(0) and R = R(0) such that if r < R

and )
Y(z,7):= —2/ lug|® < e
" JQ(zr)

Y(z,0r) < c.03Y(z,7), (4.4)

then

where ¢, 1s a universal constant.

Proof. We will show the claim for

3
Cy = 8013/2’1/4 (1 + 011)1/)3) 5

where C' /51,4 is the constant from Proposition 4.1 and ¢, is from the parabolic Poincaré
inequality (Theorem 3.1). Suppose that the claim is not true. Then there exist riy — 0,
er — 0, and 2z = (xg, tx) such that

1
Y (i) = —2/ o ? = e,
Tk JQ(zr,x)

but
1

— |um|3 > .03k
(07‘k.)2 /Q(Zkﬂf'k)

Step 1. We take a limit of rescaled solutions.

Let .
ulxy +xrg,te+tr;) —u
up(z,t) = (o - k1/3 L) = e
€k

be a family of rescalings of u. Then {uy} is a family of functions such that me ur =0
(which will be used shortly when we apply the parabolic Poincaré inequality on Q1 /2),

/ |8acuk‘3 =1, (45)

/ |0pur|® > c.0°, (4.6)
Qo

and uy, satisfies the local energy inequality

/B1 |ur ()P (t) +/_t1 /Bl(amuk)2¢ < /_t1 /B1 <;(¢t + bozon) (Un)2

5511/3

3

(4.7)

+2(axuk)2¢zm - (azuk)?)(bm - Ei/3(amuk)2uk¢xm>

for all nonnegative ¢ € C§°(Q1) and almost all ¢ € (—1,1) (recall (2.12)). Moreover uy
satisfies the equation Qyup = —02uy, — Ei/38§|3zuk|2 in 1 in the sense of distributions, that

is // 1 U Gr = // 1 Uk Proax +5]1€/3 // 1 (Opur)’ baz, & € C(Q1). (4.8)

14



It follows from the parabolic Poincaré inequality (Theorem 3.1) and (4.5) that
/ i < epp(1 4+ €23, (4.9)
Q12

Thus both uy, and d,uy, are bounded in L*(Q1/2) and hence there exists v € L*(Q1/2) such
1/3
that [[v]|23(Q, ,2) < b’ I0allza(q, ) < 1 and

U, = v, Opug, — Uy in L3(Q1/2) as n — 0o

n

for some sequence k,, — co. Taking the limit in (4.8) we obtain

%1/2v¢t:%1/2v¢zxmm7 b€ C(Q)2),

that is the limit function v is a distributional solution of the biharmonic heat equation
Ut = —Uggzze ON Q1/2. In particular, using Proposition 4.1, we obtain

[vellzee (@) < Cryz1/a (||UHL2(Q1/2) + ||UocHL2(Q1/2)>

(4.10)
< Cipoaya(l+cll?) = (ex/8)3.

Step 2. We show strong convergence d,uy, — v, in L3(Q, /4) on a subsequence k,, (rela-
belled).

We will write k := k,, for brevity. Letting ¢ € C§°(Q1/2) be nonnegative and such that
¢ =1 on Q4 the local energy inequality (4.7) gives

t
s O3, + [ 1059, s < ©

for almost every ¢t € (—47*,47%) =: I, 4, where we also used (4.9), (4.5) and the fact that
€r < 1, and thus

lukllLoe (1, ,4:02(By 0)) + 1022tk L2(q, ,4) < C- (4.11)

Using 1D Sobolev interpolation ||v|| za/s < ||”H1L/23HU||Z§) (recall (1.4)) this in particular gives

kel Lo (r, usmers (B, ,0)) < C- (4.12)

Moreover, from (4.8) we obtain

Q1/4 Qi/4 Qi/a

< Nllusty w28, 0n (19t zoraa, 0 + 100022, )

< OH¢||L3(Il/4§W2’3(B1/4))

for all ¢ € C§°(Q1/4), where the last inequality follows from Holder’s inequality, the bound
(4.11) above and (4.5). By the density of C§°(Q1/4) in L3(I1/4; W?3(By,4)) the above in-
equality gives boundedness of dyuy in L3/2(Iy,4; (W>3(By,4))*). This and (4.12) let us use
the Aubin-Lions compactness lemma (see, for example, Section 3.2.2 in Temam, 2001) to
extract a subsequence of (uy) (which we relabel) that converges in L3(Iy,4; H/%(By,4)).
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Using the 1D Sobolev embedding H/® ¢ L? this in particular means that d,u; converges
in L3(Q14), as required.

Step 3. We use (4.6) to obtain a contradiction.

Since 6 € (0,1/4) the last step gives in particular d,ux, — v, in L3(Qp). Thus taking
the limit k, — oo in (4.6) and using the L* bound on v, from (4.10) we obtain

1 1 1

1< o2 < — =,

< o | el < il = 5

a contradiction. O

4.3 Conditional regularity in terms of u,

We now iterate this estimate.

Lemma 4.3. Given o € (0,3) there exist e, >0 and R € (0,1) such that if r < R and
1

7 o lug | < e (4.13)
then
1 3 o\®
2z o lug|” < Ce, (;) forall o<r. (4.14)
z,0

Proof. Similarly as before we will use the notation Y(z,7) = % fQ(z ” lu,|3. Fix 6 € (0,1/4)

sufficiently small such that
0% < 6°.

Lemma 4.2 then guarantees that if Y(z,r) < €. for some r < R then
Y(z,0r) <0*Y(z,71).
Iterating this result we obtain
Y(z,0%r) < 0°FY (2, r), k> 0.
Now for ¢ € (0,7) choose k such that

O < o < 0%

then
1
Yo =5 [l
0* (2.0
1 3_ p—2 k
< ((1""’1)7“)2/(‘9(2,0%) [ug|” = 07"Y(2,0%r)
< 0°F=2Y (2, 7)
< 9_0‘_2QY(Z,7"),
r
which yields (4.14). O

Combining this decay estimate with the nonlinear parabolic Poincaré inequality (Theo-
rem 3.1) yields the following.
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Corollary 4.4. Given « € (0,3) there exist e, > 0 and R € (0,1) such that if r < R and

1
) |’U,w|3 < €4
™ JQzm)
then
1 3 o\
E lu —uy,|” < Ce, (;) forall o<r.
Q(z;0)

We can now apply the parabolic Campanato Lemma (Lemma A.2) to yield our first
conditional regularity result.

Theorem 4.5 (Conditional regularity in terms of u,). Given g € (0,1) there exist €9 > 0
and Ry € (0,1) such that if r < Ry and

1
2 JQm)
then u is B-Holder continuous in Q(z,7/2), with

luz|* < g0 (4.15)

c 8
[u(ersty) = u(@s, )] < = (Jor =@l + 1 — 12 /4) (4.16)

Proof. Let €g := €./4, Ry := min{1, R} and r < Ry, where ¢,, R are from Corollary 4.4
applied with a = 38. Then Q(y,r/2) C Q(z,r) for every y € Q(z,r/2) and

1 / 3 4 3
- |uz| < —/ \ux| < deg = €.
(T/2)2 Q(y,r/2) r? Q(z,r)

3

Thus Corollary 4.4 gives

1 36
75/ lu—uy,|*dz < Ce, (Q)
2" JQ(y.e) r

for every y € Q(z,7/2) and every 0 < o < r/2. Hélder continuity of w within Q(z,7/2) now
follows immediately from the Campanato Lemma (see Lemma A.2). O

4.4 Partial regularity I: box-counting dimension
Blomker & Romito (2009) showed that if
T :={t>0: |ju||g: is not essentially bounded in a neighbourhood of t}

then dp(7T) < 1/4, where dp denotes the box-counting dimension (see their Remark 4.7 —
the proof is not actually given in their paper, but it follows easily from the estimates they
obtain, using the argument from Robinson & Sadowski (2007)). Since H'(T) c L°°(T), it
follows in particular that if

Too :={t > 0: Jju||r= is not essentially bounded in a neighbourhood of ¢}

then 7o € T, and so trivially dp(Ts) < 1/4. Since our singular set S (recall (1.2)) is a
subset of 7o x T, it follows from properties of the box-counting dimension that dp(S) < 5/4.

We now use the conditional regularity of the previous section to improve on this bound.
We use the ‘Minkowski definition’ of the box-counting dimension in our argument, namely

.. . log|Ks|
dp(K):=n—1 f——
P =0 = B g

where K := {y: dist(y, K) < ¢} denotes the §-neighbourhood of K. This formulation is
one of a number of equivalent definitions of the box-counting dimension, see Proposition 2.4
in Falconer (2014).

., KCR" (4.17)
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Corollary 4.6 (Partial regularity I). The space-time singular set S (recall (1.2)) satisfies
dp(SNK) <7/6 for any compact set K C T x (0, 00).

The reason for considering the intersection S N K (instead of S) is technical, recall the
comments following (1.2). In fact, it suffices to take S N (T X [a,d]) (instead of SN K) for
0<a<b.

Proof. Let n:= inf{t'/*: (x,t) € K for some z}. Given r € (0,7) let

M, := maximal number of pairwise disjoint r-cylinders with centres in S N K,

N, := minimal number of r-cylinders with centres in S N K required to cover SN K.

Step 1. We show that M, < er—5/3 for sufficiently small r.

Let Q(z1,7),...,Q(za1,,7) be a family of pairwise disjoint cylinders with centres z; €
SNK (i =1,...,M,). Note that the choice of sufficiently small r above guarantees that
these cylinders are contained within T x (0, c0). The conditional regularity result of Theorem
4.5 guarantees that for sufficiently small r

1

3 .
72 |u$| ZEO) Zzla"'?MT"
" JQ(zir)

Thus, since Holder’s inequality gives

9/10
/ |ux|3 <ec (/ ux|10/3> T1/2’
Q(zs,7) Q(zi,r)

T M,
c> / /|Um|10/3 > / |Um|10/3
0 ; Q(zi,r)
M, 10/9
>c 7,—1/2/ ‘ux|3
; ( Q(zi,m)

M’V'
10/9
> CZTS/S‘SO /
i=1
= cM,r®/3.

we obtain, using (2.5),

At this point it is interesting to note that since

log M,
dp(SNK) <limsup )
r—0 —logr

this bound on M, implies that dg(S N K) < 5/3 (as in the context of the Navier—Stokes
equations, see Robinson & Sadowski (2009)), but this does not improve on the bound 5/4
mentioned above. However, unlike in the case of the Navier—Stokes equations, the use of
the Minkowski definition (4.17) gives a sharper bound (which is, in essence, a consequence
of a dimensional analysis of the SGM; that is, roughly speaking, the dimension of time, 4,
is larger than the space dimension, 1), which we show in the following steps.

Step 2. We show that Na, < M, for all r € (0,7/2).
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Let {Q(z,7)}M5 be a family of pairwise disjoint cylinders with centres z; = (z;,;) €
SN K. We will show that the family {Q(z;, 27")}1,]\?1 covers SN K, which proves the inequality
above. Indeed, suppose that this is not true, so that there exists zo = (z¢,t9) € SN K such
that

M,
Zo & U Q(2i,2r)
i=1
Then for each ¢
|xo — 24| > 2r or lto — ti| > (2r)* > 2r%,

which shows that
Q(z0,7) and Q(z;,r) are disjoint.

Thus {Q(zi,r)}fi“o is a family of pairwise disjoint cylinders with centres in S N K, which
contradicts the definition of M,..

Step 3. We deduce that dp(SNK) < 7/6.

For r < min{1, Ry, n/2} let {Q(zi,r)}f-\[;l be a family of pairwise disjoint r-cylinders
which cover S N K with centres z; = (z;,t;) € SN K. Note that

N,
(SNK). @z 2r). (4.18)

i=1

Indeed, given z = (z,t) € (SN K),4 let zg € SN K be such that |z — 29| < r* and suppose
that zop = (2o, to) € Q(z;,7) for some i € {1,..., N,}. Then

|z — 2i| < |z — 20| + w0 — 74| < 7+ < 2,

[t —t;| < |t —to] + [to — ts] < 2r* < (2r)%,
that is z € Q(z;, 2r), which shows (4.18). Therefore, using steps 1 and 2, we obtain
(SN K)ua| < N2 < Mr/2277’5 < erl9/3,

Letting 6 := 7* we obtain
(SN K)s| < /6

for all sufficiently small § > 0. Thus

5
=1
log |(S N K)s] 2logc—i-6 ogéﬁé as 6 =5 0%
log log 6
and so (4.17) gives dp(SNK) < 7/6. O

Note that the above corollary gives in particular a similar bound on the Hausdorff di-
mension, dg(S N K) < 7/6 (since dg(K) < dg(K) for any compact K, by a property
of the Hausdorff dimension, see, for example, Proposition 3.4 in Falconer (2014)), and so
|S N K| =0 for any compact set K, which implies that |S| = 0.
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5 The second conditional and partial regularity results

Here we show that there exists £; > 0 such that any suitable weak solution w is regular at
z whenever
. 1 2
lim sup ~ Upy < E1.
r—=0 T JQ(z,r)

Theorem 5.1 (Conditional regularity in terms of u,,). Given 8 € (0,1) there exists a
€1 > 0 such that if

r—0 T

1
lim sup 7/ ul, < ey (5.1)
Qzr)

then u is B-Hoélder continuous (as in (4.16)) in Q(z,p) for some p > 0. Similarly there
exists a €9 > 0 such that if

1
lim sup{ sup 7/ u(S)Q} < &2 (5.2)
r—0 t—ri<s<t+r+ T J B, ()

then u is B-Holder continuous in Q(z, p) for some p > 0.
Proof. The proof is inspired by Lin (1998) and Kukavica (2009). We set

A(r) = sup 1/ u(s)? du,
B, (z)

t—ri<s<t4rd T

W= [ b

1
Y(r) = —2/ ug|? dz.
" Q=)

We will show that either assumption (5.1) or (5.2) implies that
Y(r) <eo for some r € (0, Ro), (5.3)

which, in the light of Theorem 4.5, proves the theorem.
Step 1. We show the estimates

W(r) < cA(r)'V8E(r)Y/8 + cA(r)3/?,
Y(r) < cA(r)>/8E(r)7/8.
Without loss of generality we may assume that z = 0. We prove both inequalities in the
case r = 1, and then use the fact that all the quantities involved are invariant under the
rescaling u(z,t) — u(Az, \*t).
For the first of these write w(t) := f_ll u(z,t) dz and apply the decomposition
u(z,t) = (u(x,t) —u(t)) +u(t) =: vz, t) +u(t)

Applying the 1D embedding H'/® ¢ L? and using the fact that v(t) has zero mean we can
write (for each t)

loll3s sy < clloln oz < oo,
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and so, by Sobolev interpolation,

11/4 1/4 11/4 4
e [ e i 1
where we also used the fact that ||v||r2(p,) < 2||ullz2(B,). Thus

L 11/4 )
/ ||v<t>|iadt<c< sup ||v<t>||Lz> (/ ||amu<t>||2é4dt)
-1 te(—1,1) -1

)

< cA)MEE1)YE,
We also have

/_11 ()3 sdt = c/_l1 /_11 w(w, 1) dz

< cA(1)*2.

3 1 3/2

&§0/¥(/:UWJP@O dt

The last two inequalities show the required estimate on W(1). As for the estimate on Y (1),
we can write (for each t)

— 2
ol ey < ellvallfpne s,y < D (1+1kY?) @ k)
keZ

=7 (K2 + REHE) [ak) P < ¢ 3 K2 k)

k#0 k£0

S c”“”iﬂ/s(Bl)a

where f (k) denotes the k-th Fourier mode in the Fourier expansion of f on (—1,1). Applying
Sobolev interpolation we obtain

5/4
||“1||L3(Bl) < CHU'”HNG B1) < CHuHL/Q(Bl)||8:Cxu||L2(Bl)a

and thus

1 5/4 4
Y(1) = [1 [z (£)[ 25t < ¢ ( sup ||U(t)||L2> /4 lu(t)]| s dt

te(—1,1)
< cAQ1)BEQ)7/E.

In what follows we assume (5.1).

Step 2. We show the estimate

—_

A(r/2) + B(r/2) < SA() + ¢ (B() + B)* + B(r) + B()7).

For brevity we will write A := A(r), E := E(r), W :=W(r), Y :=Y(r) and Q, := Q(z,7).
Let ¢ € C5°(Q(z,3r/4);[0,1]) be such that ¢ = 1 on Q(z,7/2) and ¢; < cr~* and 9%¢ <
cr~*. The local energy inequality (2.12) then gives

2 2
A(r/2)+ E(r/2) = - sup / u(s)? + f/ u?,
T t—r4/24<s<t+r4/24 J B(z,r/2) T JQ(z,r/2)

1 1 1
< - /T ¢t + (bwzacx) + C/QT (74311;25 + Tj‘ux|3 + 73“3:|u|)
c 2/3 2/31171/3

s

21



We now show that
/ u’ +/ W2 uas < o7 [V £ YIS 4 412 (B2 4y (5.4)

The first of these integrals can be bounded by adding and subtracting the mean [u] := . 3, /4
of u over Q(z,3r/4) “under the square”,

/ u’dr = / (u—[u])®¢¢ + 2[“]/ (u — [u])py + [u)? b

- r - Qr

:/T(u—[u])%tm[u] (/ umaszﬁ/Q uiaém),

T r

where we used (2.3) in the second step along with the fact that ¢ has compact support in

Qr-

Now the first of the resulting terms can be bounded using the parabolic Poincaré in-
equality (applied between Qs,/4 and Q,, rather than between @,/ and @, as in Theorem
3.1),

2/3
/ (u - [u])2¢t < % (/ Iu _ [u]:a) r5/3 <er (Y+Y2)2/3
- r Q(z,3r/4)
<or (Y24 y1),

and the second term can be bounded by writing

c c 1/2
[u]:—/ ug(/ u2> <cAY?
5 )y, 2 o,

and
2 c 2
r QT r Q’V‘ r
1/2 . 2/3
<ert/? (/ |um|2> + 7 (/ |u1|3)
r
r Qr

=cr (E1/2 +Y2/3) .

Thus

/ uley <ecr [Y2/3 + Y3 4 A2 (E1/2 —|—Y2/3)} .

r

The second integral in (5.4) can be integrated by parts twice to obtain

r r T r

1/2 1/2
Si/ u,2.+0</ u2> (/ u2.)
72 Q. 72 @

<ecr (YQ/3 + AI/ZEI/Q) .
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Thus we obtained (5.4), which we now apply in the above bound on A(r/2) + E(r/2),
A(r/2) + E(r/2) < ¢ (AW (E1/2 + Y2/3> LY23 Y 4 Y2/3W1/3)
< <A1/2E1/2 L AV12ET/12 | g5/12 /12
L AB/I6ET/6 4 A?/SES/S)
1
< §A+c(E+E5+E7),

where we also used Step 1 and Young’s inequality ab < ea? + C.b? (with exponents (p, q)
equal (2,2), (12/11,12), (12/5,12/7), (6/5,6), (8/7,8) respectively and with sufficiently
small €).

Step 3. We show (5.3).

Let £1 > 0 be small enough that

1
cler+el+e]) < 153/3.

By assumption there exists ro such that E(r) < &1 for r € (0,7rg]. From Step 2

A(r/2) + B(r/2) < %A(m + 353/3, r € (0, o],

and iterating this inequality &£ times we obtain
1 /3% 1
A2 ro) + B2 rg) < 27F A(ro) + 153/3 S 277 <o7F A(rg) + 553/3.
j=0
Thus for sufficiently large k
A2 7 o)+ E(27%rg) < 5(2)/3,
and so Step 1 gives
Y(Q_k’l“o) < A(Q_kro)5/8E(2_k7‘0)7/8 < 58/1253/12 — ¢,

as required.

If one assumes (5.2) (instead of (5.1)) then the proof proceeds similarly except for the
bound on fQT u?¢; in (5.4), which can be bounded using A(r) only (rather than applying
the parabolic Poincaré inequality). This way one ensures that all powers of E in the bound
on A(r/2)+ E(r/2) (in step 2) are less than 1, and the rest of the proof follows as above. [

Given the above theorem we can obtain improved bounds on the dimension of the singular
set in terms of the (parabolic) Hausdorff measure. For a set X C R x R and &k > 0 let

PF(X) := Jim, PF(X) (5.5)

denote the k-dimensional parabolic Hausdorff measure, where

PF(X):= inf{er: X CUQH DT <<‘5}7
i=1 i

and Q,, = Q,,(x,t) is a r;-cylinder, i > 1. Observe that P(X) = 0 if and only if for every
d > 0 the set X can be covered by a collection {Q,, } such that >, r; < 4.
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Corollary 5.2 (Partial regularity II). The singular set S of a suitable weak solution of
(1.1) satisfies P1(S) = 0.

Note that this in particular gives dg(S) < 1 (since H1(S) < ¢P1(S), where H! denotes
the 1-dimensional Hausdorff measure).

We will need the Vitali Covering Lemma in the following form: given a family of parabolic
cylinders @, (z,t), there exists a countable (or finite) disjoint subfamily {Q., (x;,;)} such
that for any cylinder @Q,.(x,t) in the original family there exists an ¢ such that Q,(z,t) C
Qsr, (24,t;). (For a proof see Caffarelli, Kohn & Nirenberg (1982).)

Proof. Fix 6 > 0 and let V' be an open set containing S such that

Such V exists since ug, € L?(T x (0,T)) (recall (2.2)) and since |S| = 0 (see the comments
preceding this section). For each (x,t) € S, choose r € (0,6) such that @, 5(z,t) C V and

5
7/ Uim >e1.
r Qrys5(x,t)

Such a choice is possible, for otherwise the point (z,¢) would be regular due to Theorem
5.1. We now use the Vitali Covering Lemma to extract a countable (or finite) disjoint
subcollection of these cylinders {Q,,5(zs,t;)} such that the singular set S is still covered

by {Qr,(x;,t;)}. Then

5 2 5 2
ZWS;Z/ UmS; Umﬁ(sa
i 1757 JQr s(ait) 1

\4

as required. O

6 Conclusion and further discussion

We have proved two conditional regularity results, and as a consequence two bounds on
singular space-time set for the SGM:

dp(SNK)<7/6 and  PYS)=0,

for any compact K C T x (0,00). As with the Navier-Stokes equations, there is a gap
here between the box-counting and Hausdorff dimensions; as with the NSE, it is an open
question whether these dimension estimates can be equalised.

In this context, it would be interesting to adapt the constructions due to Scheffer (1985 &
1987, see also Ozariski, 2017) of solutions of the weak form of the ‘Navier—Stokes inequality’
that have a space-time singular set of Hausdorff dimension + for any v € (0,1) to the SGM.
This seems difficult, since the constructions make use of (i) the three-dimensional nature
of the fluid flow and (ii) the pressure function plays a fundamental role in amplifying the
magnitude of the velocity.

There are some outstanding conditional regularity problems for the SGM: one is to prove
a local version of the L% (2*=1) (0, T; H*) regularity condition (this result is only known in a
global form, see introduction); and the other to prove the same for u € L$° L3, both globally
and locally. In particular the first would imply that the complement of our ‘singular set’ S
really does consist of points in a neighbourhood of which u is regular in space.
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A A general (parabolic) Campanato Lemma

Let x € R™, y € R"2, and write z = (x,y). Let Q.(z) denote the set B,.(z) X Br«(y) with
volume Vr™, where n = n; + ang, a € N.
For any f € L'(Q,(z)), define

1
= dy = dy.
fo=f t0w=gp [ s

Lemma A.1 (Comparison of averages). If f € L*(Q,(z)) then

1/p
|fz,97' - fz,r| <o <][ |f(y) — fz,f'|p dy) . (A1)
Qr(z)
Proof. We have
1 p
|fz, T'_fz,7'|p: 7Y f(y)_fZJ'dy
' 01"V Jgu,

p
1
= W <-/Qg,,y(z) |f(y) - fz,r‘ dy)
1 p
= e ( /%) 1/ (y) - fz,r|dy>
1/p (p=1)/p
(/ [f () = fzrl? dy) (/ dy) ]
@r(@) Qr(2)

1 P n p—1
= W </Qr(z) |f(y) - fz,rl dy) (’I“ V)

1 p
- gpnypny/ (x/Qr(z) |f(y) - fz,r| dy)

= 9_p"][ |f(y) = frl? dy,
Qr(z)

p
1

< -
~ (Or)rnve

which yields (A.1). O

Lemma A.2 (Campanato). Let R € (0,1), f € L'(Qgr(0)) and suppose that there exist
positive constants § € (0,1], M > 0, such that

1/p
<][ 1f () = forl® dy) < Mr” (A.2)
Qr(2)
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for any z € Qpr/2(0) and any r € (0, R/2). Then f is Hélder continuous in Qr/2(0): for
any z,w € QR/2(0)7 = (1‘71‘;); w = (y’s)7
[f(,t) = fy,8)| < eM |z —y| + [t — s[/*)". (A3)

Proof. Choose z € Qg/2(0) and r < R/2. Using Lemma A.1 we can compare f, ,/, with
fz,rz

1/p
‘fz,r/Q_fz,rl §4n <]€2 ( )f(y)_fz,'r'pdt) §4nM7ﬂﬁ

Now consider f, o-r — f. . Since

k
fz,rQ*k - fZ,’r‘ = Zfz,rZ*k - fz7r2*(k*1)7
Jj=1

it follows that
k )
’fz’,,‘z—k — fz)T| < Z eMrP2~U=18 < Z cMrP27I8 = eMrP. (A.4)
j=1 j=0
This shows that f, ,o-« forms a Cauchy sequence, and hence the averages converge for every
z € (y/2(0). By the Lebesgue Differentiation Theorem, these averages converge to f(z) for
almost every z, and so if we let k¥ — oo in (A.4) we obtain an estimate for the difference
between f(z) and its average,
f(2) = forl < c1MPP.
Now take another point ¢ € Qr/2(0); we compare f,, with f¢ o,

p
1

n f(y)_fC,Zrdy
v /QT(Z)

v,
< — |f(y) = feorl” dy,
"V ],z

arguing as before. Now if z = (z,t) and ¢ = (&, s), choose

|fz,7‘ - f(,2r|p -

r=lo =&+ [t = sV
then @, (z,t) C Q2-(§, s), and so we can enlarge the domain of integration to obtain
2n

|for = feorl’ € o |f(y) = feorlP dy
@2r)"V Jg,. )

- 2"][ F) — fearPdy

r

< 2" MP(2r)PP,

i.e.
[for — feor] < op+(n/p) g B

So now (still with r chosen as above)
1f(2) = FOI < f(2) = forrl + [ for = fe2el + | fe2r = F(Q)]
< ertMrP 4 eoMrP 4 ¢y M (2r)P
= eM(je —y| + [t — 5|7,
which is (A.3). O

26



References

Aramaki, J. (2016), ‘Poincaré inequality and Campanato estimates for weak solutions of
parabolic equations’, Electronic J. Diff. Eq. (204), 1-8.

Blomker, D. & Romito, M. (2009), ‘Regularity and blow up in a surface growth model.’,
Dyn. Partial Differ. Equ. 6(3), 227-252.

Blomker, D. & Romito, M. (2012), ‘Local existence and uniqueness in the largest critical
space for a surface growth model.”; Nonlinear Differ. Equ. Appl. 19(3), 365-381.

Caffarelli, L., Kohn, R. & Nirenberg, L. (1982), ‘Partial regularity of suitable weak solutions
of the Navier-Stokes equations’, Comm. Pure Appl. Math. 35(6), 771-831.

Di Nezza, E., Palatucci, G. & Valdinoci, E. (2012), ‘Hitchhiker’s guide to the fractional
Sobolev spaces’, Bull. Sci. Math. 136(5), 521-573.

Escauriaza, L., Seregin, G. A. & Sverdk, V. (2003), ‘L3 co-solutions of Navier-Stokes equa-
tions and backward uniqueness’, Russian Math. Surveys 58(2), 211-250.

Falconer, K. (2014), Fractal geometry - Mathematical foundations and applications, John
Wiley & Sons, Ltd., Chichester. Third edition.

He, C., Wang, Y. & Zhou, D. (2017), ‘New e-regularity criteria and application to
the box-counting dimension of the singular set in the 3D Navier—Stokes equations’.
arXiv:1709.01382.

King, B. B., Stein, O. & Winkler, M. (2003), ‘A fourth-order parabolic equation modeling
epitaxial thin film growth’, J. Math. Anal. Appl. 286(2), 459-490.

Koch, H. & Tataru, D. (2001), ‘Well-posedness for the Navier-Stokes equations’, Adv. Math.
157(1), 22-35.

Kukavica, I. (2009), Partial regularity results for solutions of the Navier-Stokes system, in
‘Partial differential equations and fluid mechanics’, Vol. 364 of London Math. Soc. Lecture
Note Ser., Cambridge Univ. Press, Cambridge, pp. 121-145.

Ladyzhenskaya, O. A. & Seregin, G. A. (1999), ‘On partial regularity of suitable weak solu-
tions to the three-dimensional Navier-Stokes equations’, J. Math. Fluid Mech. 1(4), 356—
387.

Lieberman, G. M. (2005), Second Order Parabolic Differential Equations, World Scientific.

Lin, F. (1998), ‘A new proof of the Caffarelli-Kohn-Nirenberg theorem’, Comm. Pure Appl.
Math. 51(3), 241-257.

Ozanski, W. S. (2017), ‘On weak solutions to the Navier—Stokes inequality with internal
singularities’. To appear; preprint available at arXiv:1709.00602.

Ozaniski, W. S. (2018), ‘A sufficient integral condition for local regularity of solutions to the
surface growth model’. To appear; preprint available at arXiv:1803.08913.

Robinson, J. C., Rodrigo, J. L. & Sadowski, W. (2016), The three-dimensional Navier-Stokes
equations, Vol. 157 of Cambridge Studies in Advanced Mathematics, Cambridge University
Press, Cambridge.

Robinson, J. C. & Sadowski, W. (2007), ‘Decay of weak solutions and the singular set of
the three-dimensional Navier-Stokes equations’, Nonlinearity 20(5), 1185-1191.

27



Robinson, J. C. & Sadowski, W. (2009), ‘Almost-everywhere uniqueness of Lagrangian tra-
jectories for suitable weak solutions of the three-dimensional Navier-Stokes equations’,
Nonlinearity 22(9), 2093-2099.

Scheffer, V. (1985), ‘A solution to the Navier-Stokes inequality with an internal singularity’,
Comm. Math. Phys. 101(1), 47-85.

Scheffer, V. (1987), ‘Nearly one-dimensional singularities of solutions to the Navier-Stokes
inequality’, Comm. Math. Phys. 110(4), 525-551.

Stein, O. & Winkler, M. (2005), ‘Amorphous molecular beam epitaxy: global solutions and
absorbing sets’, European J. Appl. Math. 16(6), 767-798.

Struwe, M. (1981), ‘On the Hélder continuity of bounded weak solutions of quasilinear
parabolic systems’, Manuscripta Math. 35(1-2), 125-145.

Temam, R. (2001), Navier-Stokes equations, theory and numerical analysis, AMS Chelsea
Publishing, Providence, RI. Reprint of the 1984 edition.

28



