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# On the orthogonal distance to class subspaces for high-dimensional data classification 

Rui Zhu ${ }^{\text {a }}$, Jing-Hao Xue ${ }^{\text {a,* }}$<br>${ }^{a}$ Department of Statistical Science, University College London, London WC1E 6BT, UK


#### Abstract

The orthogonal distance from an instance to the subspace of a class is a key metric for pattern classification by the class subspace-based methods. There is a close relationship between the orthogonal distance and the residual standard deviation of a test instance from the class subspace. In this paper, we shall show that an established and widely-used relationship, between the residual standard deviation and the sum of squares of the residual PC scores, is not precise, and thus can lead to incorrect results, for the inference of highdimensional data which nowadays are common in practice.
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## 1. Introduction

In class subspace-based classification methods, a subspace is first learned in the training phase for each class separately from its training data. Then in

[^1]the test phase, these learned class subspaces are utilised to predict the label of a new test instance, by comparing the distances from the test instance to the class subspaces, in terms of certain distance metrics. For example, in a widely-used classifier for spectral data called soft independent modelling of class analogy (SIMCA) [28], principal component (PC) subspaces are learned for individual classes. Similar to SIMCA, another popular PCA-based classification approach has been extensively adopted in process control in engineering, such as fault detection and diagnosis [20, 16, 15, 25]. Besides classification methods, some clustering methods also aim to seek low-dimensional subspaces for better clustering results [13, 23, 22].

In the above two classification approaches, associated with the PC subspaces, two distance metrics (or statistics) are often adopted to achieve pattern classification $[3,17,18,20,16,15,25,29]: 1)$ the orthogonal distance (OD), also known as the Q-statistic or the squared prediction error, i.e. the squared orthogonal Euclidean distance from a test instance to a PC subspace; and 2) the score distance (SD), also known as the Hotelling's $T^{2}$ statistic, i.e. the squared Mahalanobis distance from the projection of a test instance to the centre of a PC subspace [17]. The distributions of OD and SD have also been studied extensively, in order to find a proper acceptance area for classification; recent work includes [17], [18], [19], [30] and [21]. Also in recent years, a linear combination of these two distances is often used to classify a test instance: the test instance is assigned to the class with the minimum value of the linear combination [3].

There is a close relationship between the OD (from a test instance to a class subspace) and the residual standard deviation of the test instance to
the class subspace. Moreover, Maesschalck et al. [9] show that the residual standard deviation based on the residual matrix can be equivalently calculated from using the residual PC scores based on the PC score matrix. This work has been cited over a hundred times, including methodological developments $[4,10,8]$, reviews $[24,14]$ and applications $[5,2,6,27,7]$. The recent work studying the distributions of OD and SD [17, 18, 19] also adopted the formulae in [9] following [10].

However in this paper, we shall point out that the relationship presented in [9], between the residual standard deviation and the sum of squares of the residual PC scores, is not precise for the inference of high-dimensional data.

To distinguish the training and test scenarios, we shall establish the notation of two ODs, respectively, as follows.

1. The OD $v^{k, l}$ from the training instance $l$ to the subspace of class $k$ that was learned from all training instances. It is closely related to the residual standard deviation $s^{k, 0}$ of class $k$, which will be defined in Section 2.1.
2. The OD $v^{k, n e w}$ from the new test instance to the subspace of class $k$. It is closely related to the residual standard deviation $s^{k, n e w}$ of the new test instance to class $k$, which will be defined in Section 2.2.

In short, the difference between $v^{k, l}$ and $v^{k, n e w}$ is that $v^{k, l}$ is the OD for the training instance while $v^{k, n e w}$ is the OD for the test instance.

The contributions of this paper are as follows. First, although Maesschalck et al. [9] establish formulae for $s^{k, 0}$ and $s^{k, n e w}$ using the residual PC scores, we shall show that their formula for $s^{k, n e w}$ is only precise when the training data of class $k$ have more instances than predictor features, i.e. when
the number of instances (denoted by $n_{k}$ ) is larger than the number of features (denoted by $p$ ). In other words, we shall show that, when the training data of class $k$ are high-dimensional (i.e. $n_{k} \leq p$, also called "large $p$, small $n$ " in the statistical literature), the calculation of $s^{k, \text { new }}$ in [9] is not precise.

Second, because of the above results, we shall point out that, for highdimensional data, although the OD $v^{k, l}$ can be accurately calculated by following the (precise) formula of the residual standard deviation $s^{k, 0}$ in [9], the OD $v^{k, \text { new }}$ cannot be accurately calculated by following the (imprecise) formulae of the residual standard deviation $s^{k, n e w}$ in [9]. Consequently, inference results of the studies that calculated the ODs for high-dimensional data using the formulae in [9] can be imprecise.

Because nowadays high-dimensional data are commonly present in patternrecognition tasks, it is of great interest to practitioners to point out the imprecise calculation of the ODs for high-dimensional data if we follow the formulae in [9], as well as to suggest that the formulae in [28] should be adopted in this "large $p$, small $n$ " paradigm.

## 2. The calculations of OD in [9]

The following calculations are all for class $k$. The subscripts $p, q$ and $r$ denote the number of columns in matrices $\boldsymbol{U}, \boldsymbol{D}, \boldsymbol{V}$ and $\boldsymbol{T}$; for example, $\boldsymbol{V}_{p}$ indicates that there are $p$ columns in matrix $\boldsymbol{V}_{p}$ of class $k$.

### 2.1. The training phase of class $k$

Suppose $\boldsymbol{X} \in \mathbb{R}^{n_{k} \times p}$ is the training set of class $k$, in which there are $n_{k}$ training instances (or say training samples) and each instance is represented by a $p$-dimensional data vector. To build the PC subspace of class $k$, we
apply the reduced singular value decomposition (SVD) to the column-centred training set $\boldsymbol{X}_{(c)}$ :

$$
\begin{equation*}
\boldsymbol{X}_{(c)}=\boldsymbol{U}_{q} \boldsymbol{D}_{q}\left(\boldsymbol{V}_{q}\right)^{T} \tag{1}
\end{equation*}
$$

where $\boldsymbol{U}_{q} \in \mathbb{R}^{n_{k} \times q}$ and $\boldsymbol{V}_{q} \in \mathbb{R}^{p \times q}$ are the two matrices containing left and right singular vectors as columns, respectively, and $\boldsymbol{D}_{q} \in \mathbb{R}^{q \times q}$ is a diagonal matrix with singular values $\left\{\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{q} \geq 0\right\}$. The parameter $q \leq \min \left(p, n_{k}-1\right)$ is the rank of $\boldsymbol{X}_{(c)}$.

In PCA, the rows of $\boldsymbol{T}_{q}=\boldsymbol{U}_{q} \boldsymbol{D}_{q} \in \mathbb{R}^{n_{k} \times q}$ are known as PC scores and the columns of $\boldsymbol{V}_{q}$ are known as PCs. Suppose the first $r(r \leq q)$ PCs are selected to build the PC subspace for class $k$, then

$$
\begin{equation*}
\boldsymbol{X}_{(c)}=\boldsymbol{T}_{r}\left(\boldsymbol{V}_{r}\right)^{T}+\boldsymbol{E}, \tag{2}
\end{equation*}
$$

where $\boldsymbol{T}_{r} \in \mathbb{R}^{n_{k} \times r} ; \boldsymbol{V}_{r} \in \mathbb{R}^{p \times r} ;$ and $\boldsymbol{E} \in \mathbb{R}^{n_{k} \times p}$ is the training residual matrix of class $k$.

In [9], the residual standard deviation of class $k$ is expressed in two forms:

$$
\begin{equation*}
s^{k, 0}=\sqrt{\frac{1}{\mathrm{DoF}^{k, 0}} \sum_{l=1}^{n_{k}} \sum_{j=1}^{p}\left(e_{l j}\right)^{2}}=\sqrt{\frac{1}{\mathrm{DoF}^{k, 0}} \sum_{l=1}^{n_{k}} \sum_{i=r+1}^{q}\left(t_{l i}\right)^{2}} \tag{3}
\end{equation*}
$$

where $\mathrm{DoF}^{k, 0}=(q-r)\left(n_{k}-r-1\right), e_{l j}$ is the $(l, j)$-entry of residual matrix $\boldsymbol{E}$ representing the residual of the $l$ th instance for the $j$ th variable, and $t_{l i}$ is the $(l, i)$-entry of score matrix $\boldsymbol{T}_{q}$ representing the score of the $l$ th instance for the $i$ th PC.

The OD from the $l$ th training instance to the subspace of class $k, v^{k, l}$, is
originally defined as $\sum_{j=1}^{p}\left(e_{l j}\right)^{2}$. Thus $\sum_{l=1}^{n_{k}} v^{k, l}$ is proportional to $\left(s^{k, 0}\right)^{2}$,

$$
\begin{equation*}
\sum_{l=1}^{n_{k}} v^{k, l}=\left(s^{k, 0}\right)^{2}(q-r)\left(n_{k}-r-1\right) \tag{4}
\end{equation*}
$$

In [9], it follows from (3) that $\sum_{l=1}^{n_{k}} v^{k, l}$ can be calculated as

$$
\begin{equation*}
\sum_{l=1}^{n_{k}} v^{k, l}=\sum_{l=1}^{n_{k}} \sum_{i=r+1}^{q}\left(t_{l i}\right)^{2} \tag{5}
\end{equation*}
$$

### 2.2. The test phase for class $k$

In the test (prediction) phase, to decide whether a new instance $\boldsymbol{x}^{\text {new }}$ belongs to class $k$ or not, $\boldsymbol{x}^{\text {new }}$ is first centred by using the means of the variables of the training data $\boldsymbol{X}$ of class $k$, and the result is denoted by $\boldsymbol{x}_{(c)}^{k, n e w}$. Then projecting $\boldsymbol{x}_{(c)}^{k, n e w}$ to the PC subspace of class $k$ with the selected $r$ PCs, we can obtain

$$
\begin{equation*}
\boldsymbol{x}_{(c)}^{k, \text { new }}=\boldsymbol{t}_{r}^{k, \text { new }}\left(\boldsymbol{V}_{r}\right)^{T}+\boldsymbol{e}^{k, \text { new }} \tag{6}
\end{equation*}
$$

where $\boldsymbol{t}_{r}^{k, \text { new }} \in \mathbb{R}^{1 \times r}$ and $\boldsymbol{e}^{k, \text { new }} \in \mathbb{R}^{1 \times p}$ are two vectors of the PC score and the residual, respectively, of the new instance when it is fitted to the subspace of class $k$.

In [9], the residual standard deviation of the new instance is also expressed in two forms:

$$
\begin{equation*}
s^{k, n e w}=\sqrt{\frac{1}{\mathrm{DoF}^{k, n e w}} \sum_{j=1}^{p}\left(e_{j}^{k, \text { new }}\right)^{2}}=\sqrt{\frac{1}{\mathrm{DoF}^{k, n e w}} \sum_{i=r+1}^{q}\left(t_{i}^{k, n e w}\right)^{2}} \text {, } \tag{7}
\end{equation*}
$$

where $\mathrm{DoF}^{k, \text { new }}=(q-r), e_{j}^{k, \text { new }}$ and $t_{i}^{k, n e w}$ denote the $j$ th element of the
residual vector $\boldsymbol{e}^{k, n e w}$ and the $i$ th element of the PC score vector $\boldsymbol{t}_{r}^{k, n e w}$, respectively.

The OD from the new instance to the subspace of class $k, v^{k, n e w}$, is originally defined as $\sum_{j=1}^{p}\left(e_{j}^{k, n e w}\right)^{2}$. Thus $v^{k, n e w}$ is proportional to $\left(s^{k, n e w}\right)^{2}$,

$$
\begin{equation*}
v^{k, \text { new }}=\left(s^{k, n e w}\right)^{2}(q-r) . \tag{8}
\end{equation*}
$$

In [9], it follows from (7) that $v^{k, n e w}$ can be written as

$$
\begin{equation*}
v^{k, n e w}=\sum_{i=r+1}^{q}\left(t_{i}^{k, n e w}\right)^{2} \tag{9}
\end{equation*}
$$

To determine the class of $\boldsymbol{x}^{\text {new }}$, the residual standard deviation $s^{k, n e w}$ of $\boldsymbol{x}^{\text {new }}$ is compared to the residual standard deviation $s^{k, 0}$ of the training instances of class $k[9]$. The $F$-test statistic used in [9] to determine whether the two residual variances are significantly different is expressed as

$$
\begin{equation*}
F^{k, n e w}=\frac{\left(s^{k, n e w}\right)^{2}}{\left(s^{k, 0}\right)^{2}}=\frac{\sum_{i=r+1}^{q}\left(t_{i}^{k, n e w}\right)^{2}\left(n_{k}-r-1\right)}{\sum_{l=1}^{n_{k}} \sum_{i=r+1}^{q}\left(t_{l i}\right)^{2}} . \tag{10}
\end{equation*}
$$

## 3. Discussion of $v^{k, l}$ and $v^{k, n e w}$

The calculations for $v^{k, 0}$ and $v^{k, n e w}$ in [9] use formulae (5) and (9), respectively. We shall show that, while formula (5) is correct for both the cases of $n_{k}>p$ and $n_{k} \leq p$, formula (9) is only valid when $n_{k}>p$.
3.1. $v^{k, l}$

The OD $v^{k, l}$ is originally defined on the basis of the residual matrix $\boldsymbol{E}$. The calculation of $v^{k, l}$ in (5), which was defined in [9], is on the basis of the

PC score matrix $\boldsymbol{T}_{r}$. This is due to the relationship that

$$
\begin{equation*}
\sum_{l=1}^{n_{k}} \sum_{j=1}^{p}\left(e_{l j}\right)^{2}=\sum_{l=1}^{n_{k}} \sum_{i=r+1}^{q}\left(t_{l i}\right)^{2} \tag{11}
\end{equation*}
$$

Let $\boldsymbol{x}_{(c)}^{l} \in \mathbb{R}^{1 \times p}$ denote the $l$-th training instance in class $k$, i.e. the $l$-th
of $\boldsymbol{X}_{(c)}$. For every $\boldsymbol{x}_{(c)}^{l}\left(l=1, \ldots, n_{k}\right)$, we have $\boldsymbol{x}_{(c)}^{l}=\boldsymbol{x}_{(c)}^{l} \boldsymbol{V}_{q}\left(\boldsymbol{V}_{q}\right)^{T}$ and
Let $\boldsymbol{x}_{(c)}^{l} \in \mathbb{R}^{1 \times p}$ denote the $l$-th training instance in class $k$, i.e. the $l$-th
row of $\boldsymbol{X}_{(c)}$. For every $\boldsymbol{x}_{(c)}^{l}\left(l=1, \ldots, n_{k}\right)$, we have $\boldsymbol{x}_{(c)}^{l}=\boldsymbol{x}_{(c)}^{l} \boldsymbol{V}_{q}\left(\boldsymbol{V}_{q}\right)^{T}$ and

$$
\begin{align*}
\sum_{j=1}^{p}\left(e_{l j}\right)^{2} & =\left\|\boldsymbol{x}_{(c)}^{l}-\boldsymbol{x}_{(c)}^{l} \boldsymbol{V}_{r}\left(\boldsymbol{V}_{r}\right)^{T}\right\|_{2}^{2} \\
& =\left\|\boldsymbol{x}_{(c)}^{l} \boldsymbol{V}_{q}\left(\boldsymbol{V}_{q}\right)^{T}-\boldsymbol{x}_{(c)}^{l} \boldsymbol{V}_{r}\left(\boldsymbol{V}_{r}\right)^{T}\right\|_{2}^{2} \\
& =\left\|\boldsymbol{t}_{q}^{l}\left(\boldsymbol{V}_{q}\right)^{T}-\boldsymbol{t}_{r}^{l}\left(\boldsymbol{V}_{r}\right)^{T}\right\|_{2}^{2} \\
& =\sum_{i=r+1}^{q}\left(t_{l i}\right)^{2}, \tag{12}
\end{align*}
$$

This relationship is true for both the cases of $n_{k}>p$ and $n_{k} \leq p$, as we shall show in the following two subsections, respectively.

### 3.1.1. $n_{k}>p$

When $n_{k}>p$, we have $q=p$ (assume that no feature is a linear combination of others), and thus $\boldsymbol{V}_{q} \in \mathbb{R}^{p \times p}$ is a square matrix. It follows that $\boldsymbol{V}_{q}\left(\boldsymbol{V}_{q}\right)^{T}=\left(\boldsymbol{V}_{q}\right)^{T} \boldsymbol{V}_{q}=\boldsymbol{I}_{p}$.
where $\|\cdot\|_{2}$ denotes the Euclidean norm of a vector, and $\boldsymbol{t}_{q}^{l}$ and $\boldsymbol{t}_{r}^{l}$ are the $l$ th row of $\boldsymbol{T}_{q}$ and $\boldsymbol{T}_{r}$, respectively. Therefore (11) and thus (5) are correct when $n_{k}>p$.
3.1.2. $n_{k} \leq p$

When $n_{k} \leq p$, we have $q=\operatorname{rank}\left(\boldsymbol{X}_{(c)}\right) \leq n_{k}-1<p$, and thus $\boldsymbol{V}_{q} \in \mathbb{R}^{p \times q}$ is not square. It follows that $\left(\boldsymbol{V}_{q}\right)^{T} \boldsymbol{V}_{q}=\boldsymbol{I}_{q}$ but $\boldsymbol{V}_{q}\left(\boldsymbol{V}_{q}\right)^{T} \neq \boldsymbol{I}_{p}$.

Suppose we apply the full SVD to $\boldsymbol{X}_{(c)}$ :

$$
\begin{equation*}
\boldsymbol{X}_{(c)}=\boldsymbol{U}_{n_{k}} \hat{\boldsymbol{D}}_{p}\left(\boldsymbol{V}_{p}\right)^{T} \tag{13}
\end{equation*}
$$

where $\boldsymbol{U}_{n_{k}} \in \mathbb{R}^{n_{k} \times n_{k}}$ and $\boldsymbol{V}_{p} \in \mathbb{R}^{p \times p}$ denote the two matrices containing $n_{k}$ left and $p$ right singular vectors as columns, respectively, and $\hat{\boldsymbol{D}}_{p} \in \mathbb{R}^{n_{k} \times p}$ is a matrix with singular values $\left\{\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{n_{k}-1} \geq \lambda_{n_{k}}=0\right\}$ on the main diagonal.

To make the explanation more clear, we expand $\hat{\boldsymbol{D}}_{p} \in \mathbb{R}^{n_{k} \times p}$ to a square matrix $\boldsymbol{D}_{p} \in \mathbb{R}^{p \times p}$ by adding zeros because the singular values associated with the last $(p-q)$ PCs are zeros when $n_{k} \leq p$. Matrix $\boldsymbol{U}_{n_{k}} \in \mathbb{R}^{n_{k} \times n_{k}}$ is also expanded to $\boldsymbol{U}_{p} \in \mathbb{R}^{n_{k} \times p}$ using $\left(p-n_{k}\right)$ unit-length column vectors that are randomly calculated to be orthogonal to the previous column vectors. Thus we have

$$
\begin{equation*}
\boldsymbol{X}_{(c)}=\boldsymbol{U}_{n_{k}} \hat{\boldsymbol{D}}_{p}\left(\boldsymbol{V}_{p}\right)^{T}=\boldsymbol{U}_{p} \boldsymbol{D}_{p}\left(\boldsymbol{V}_{p}\right)^{T} \tag{14}
\end{equation*}
$$

where $\boldsymbol{U}_{p} \in \mathbb{R}^{n_{k} \times p}$ and $\boldsymbol{V}_{p} \in \mathbb{R}^{p \times p}$ denote the matrices containing $p$ left and $p$ right singular vectors, respectively, and $\boldsymbol{D}_{p} \in \mathbb{R}^{p \times p}$ is a diagonal matrix with singular values $\left\{\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{q} \geq \lambda_{q+1}=\cdots=\lambda_{p}=0\right\}$. Since $\boldsymbol{V}_{p} \in \mathbb{R}^{p \times p}$ is square, we have $\boldsymbol{V}_{p}\left(\boldsymbol{V}_{p}\right)^{T}=\left(\boldsymbol{V}_{p}\right)^{T} \boldsymbol{V}_{p}=\boldsymbol{I}_{p}$.

Let $\boldsymbol{T}_{p}=\boldsymbol{U}_{p} \boldsymbol{D}_{p} \in \mathbb{R}^{n_{k} \times p}$ denote the PC scores. Let $t_{l i}$ denote the $(l, i)$ entry of score matrix $\boldsymbol{T}_{p}$ representing the score of the $l$ th instance for the $i$ th PC.

Let $\boldsymbol{m}^{l}$ denote the residual from using the first $q$ PCs to reconstruct $\boldsymbol{x}_{(c)}^{l}$ : $\boldsymbol{m}^{l}=\boldsymbol{x}_{(c)}^{l}-\boldsymbol{x}_{(c)}^{l} \boldsymbol{V}_{q}\left(\boldsymbol{V}_{q}\right)^{T}$. We calculate the sum of squares of the residuals in $\boldsymbol{m}^{l}$ for the $l$-th instance:

$$
\begin{align*}
\left\|\boldsymbol{m}^{l}\right\|_{2}^{2} & =\left\|\boldsymbol{x}_{(c)}^{l}-\boldsymbol{x}_{(c)}^{l} \boldsymbol{V}_{q}\left(\boldsymbol{V}_{q}\right)^{T}\right\|_{2}^{2} \\
& =\left\|\boldsymbol{x}_{(c)}^{l} \boldsymbol{V}_{p}\left(\boldsymbol{V}_{p}\right)^{T}-\boldsymbol{x}_{(c)}^{l} \boldsymbol{V}_{q}\left(\boldsymbol{V}_{q}\right)^{T}\right\|_{2}^{2} \\
& =\left\|\boldsymbol{t}_{p}^{l}\left(\boldsymbol{V}_{p}\right)^{T}-\boldsymbol{t}_{q}^{l}\left(\boldsymbol{V}_{q}\right)^{T}\right\|_{2}^{2} . \tag{15}
\end{align*}
$$

The sum of $\left\|\boldsymbol{m}^{l}\right\|_{2}^{2}$ for all $n_{k}$ training instances is

$$
\begin{equation*}
\sum_{l=1}^{n_{k}}\left\|\boldsymbol{m}^{l}\right\|_{2}^{2}=\sum_{l=1}^{n_{k}} \sum_{i=q+1}^{p}\left(t_{l i}\right)^{2}=\sum_{i=q+1}^{p}\left(\lambda_{i}\right)^{2} . \tag{16}
\end{equation*}
$$

The second equation in (16) can be shown as follows. $\boldsymbol{X}_{(c)}=\boldsymbol{U}_{p} \boldsymbol{D}_{p}\left(\boldsymbol{V}_{p}\right)^{T} \Rightarrow$ $\left(\boldsymbol{U}_{p}\right)^{T} \boldsymbol{X}_{(c)} \boldsymbol{V}_{p}=\boldsymbol{D}_{p} \Rightarrow\left(\boldsymbol{U}_{p}\right)^{T} \boldsymbol{T}_{p}=\boldsymbol{D}_{p}$. For the $i$ th singular value $\lambda_{i}$ in $\boldsymbol{D}_{p}$, we have $\left(\lambda_{i}\right)^{2}=\left(\boldsymbol{u}_{i}^{T} \boldsymbol{t}_{i}\right)^{2}=\boldsymbol{t}_{i}^{T} \boldsymbol{u}_{i} u_{i}^{T} \boldsymbol{t}_{i}=\boldsymbol{t}_{i}^{T} \boldsymbol{t}_{i}=\sum_{l=1}^{n_{k}}\left(t_{l i}\right)^{2}$, where $\boldsymbol{u}_{i}$ and $\boldsymbol{t}_{i}$ are the $i$ th columns of $\boldsymbol{U}_{p}$ and $\boldsymbol{T}_{p}$, respectively.

Since the last $(p-q)$ singular values are zeros, $\sum_{l=1}^{n_{k}}\left\|\boldsymbol{m}^{l}\right\|_{2}^{2}=0$. Because each term in the sum $\sum_{l=1}^{n_{k}}\left\|\boldsymbol{m}^{l}\right\|_{2}^{2}$ is nonnegative, $\left\|\boldsymbol{m}^{l}\right\|_{2}^{2}=0$ for all $l(l=$ $\left.1, \ldots, n_{k}\right)$. Thus we have $\boldsymbol{x}_{(c)}^{l}=\boldsymbol{x}_{(c)}^{l} \boldsymbol{V}_{q}\left(\boldsymbol{V}_{q}\right)^{T}$, which means that the first $q$ PCs can perfectly reconstruct the training instances in class $k$. Using the same proof as in (12), we can show that (11) and thus (5) are also true for $n_{k} \leq p$.

Therefore, $v^{k, l}$ can be correctly calculated by using (5) for both the cases of $n_{k}>p$ and $n_{k} \leq p$.

## 3.2. $v^{k, n e w}$

The OD $v^{k, n e w}$ is originally defined in terms of the residual vector $\boldsymbol{e}^{k, n e w}[28]$, while following [9] $v^{k, \text { new }}$ is formulated in (9) by using the PC score $\boldsymbol{t}_{r}^{k, \text { new }}$ of the new sample. We shall show that the formula (9) is valid when $n_{k}>p$ but not valid when $n_{k} \leq p$, in the following two subsections, respectively.

### 3.2.1. $n_{k}>p$

When $n_{k}>p$, we have $q=p$, and thus $\boldsymbol{V}_{q} \in \mathbb{R}^{p \times p}$ is a square matrix. As before, $\boldsymbol{V}_{q}\left(\boldsymbol{V}_{q}\right)^{T}=\left(\boldsymbol{V}_{q}\right)^{T} \boldsymbol{V}_{q}=\boldsymbol{I}_{p}$. Since $\boldsymbol{x}_{(c)}^{k, \text { new }}=\boldsymbol{x}_{(c)}^{k, n e w} \boldsymbol{V}_{q}\left(\boldsymbol{V}_{q}\right)^{T}$, we have

$$
\begin{equation*}
\sum_{j=1}^{p}\left(e_{j}^{k, n e w}\right)^{2}=\sum_{i=r+1}^{q}\left(t_{i}^{k, n e w}\right)^{2} \tag{17}
\end{equation*}
$$

Using a proof similar to (12) by replacing $\boldsymbol{x}_{(c)}^{l}$ with $\boldsymbol{x}_{(c)}^{k, n e w}$, we can readily show that (17) and thus (9) are correct for $n_{k}>p$.
3.2.2. $n_{k} \leq p$

When $n_{k} \leq p$, we have $q=\operatorname{rank}\left(\boldsymbol{X}_{(c)}\right)<p$, and thus $\boldsymbol{V}_{q} \in \mathbb{R}^{p \times q}$ is not square. Again, it follows that $\left(\boldsymbol{V}_{q}\right)^{T} \boldsymbol{V}_{q}=\boldsymbol{I}_{q}$ but $\boldsymbol{V}_{q}\left(\boldsymbol{V}_{q}\right)^{T} \neq \boldsymbol{I}_{p}$.

Let $\boldsymbol{m}^{k, \text { new }}$ denote the residual from using the $q \mathrm{PC}$ vectors to reconstruct $\boldsymbol{x}_{(c)}^{k, n e w}: \boldsymbol{m}^{k, n e w}=\boldsymbol{x}_{(c)}^{k, \text { new }}-\boldsymbol{x}_{(c)}^{k, n e w} \boldsymbol{V}_{q}\left(\boldsymbol{V}_{q}\right)^{T}$. We calculate the sum of squares
of the residuals in $\boldsymbol{m}^{k, n e w}$ :

$$
\begin{align*}
\left\|\boldsymbol{m}^{k, n e w}\right\|_{2}^{2} & =\left\|\boldsymbol{x}_{(c)}^{k, n e w}-\boldsymbol{x}_{(c)}^{k, \text { new }} \boldsymbol{V}_{q}\left(\boldsymbol{V}_{q}\right)^{T}\right\|_{2}^{2} \\
& =\left\|\boldsymbol{x}_{(c)}^{k, n e w} \boldsymbol{V}_{p}\left(\boldsymbol{V}_{p}\right)^{T}-\boldsymbol{x}_{(c)}^{k, \text { new }} \boldsymbol{V}_{q}\left(\boldsymbol{V}_{q}\right)^{T}\right\|_{2}^{2} \\
& =\left\|\boldsymbol{t}_{p}^{k, \text { new }}\left(\boldsymbol{V}_{p}\right)^{T}-\boldsymbol{t}_{q}^{k, \text { new }}\left(\boldsymbol{V}_{q}\right)^{T}\right\|_{2}^{2} \\
& =\sum_{i=q+1}^{p}\left(t_{i}^{k, n e w}\right)^{2} \tag{18}
\end{align*}
$$

where $\|\cdot\|_{2}$ denotes the Euclidean norm of a vector.
However, unlike the case for the training data, $\sum_{i=q+1}^{p}\left(t_{i}^{k, n e w}\right)^{2}$ is not necessarily equal to zero for a $p$-dimensional test instance. Thus $\boldsymbol{x}_{(c)}^{k, n e w} \neq$ $\boldsymbol{x}_{(c)}^{k, n e w} \boldsymbol{V}_{q}\left(\boldsymbol{V}_{q}\right)^{T}$, which means that the new test instance cannot be perfectly reconstructed by the first $q$ PC vectors.

Hence, if we rewrite

$$
\begin{align*}
\boldsymbol{x}_{(c)}^{k, \text { new }} & =\boldsymbol{x}_{(c)}^{k, n e w} \boldsymbol{V}_{q}\left(\boldsymbol{V}_{q}\right)^{T}+\boldsymbol{m}^{k, \text { new }} \\
& =\boldsymbol{x}_{(c)}^{k, n e w} \boldsymbol{V}_{r}\left(\boldsymbol{V}_{r}\right)^{T}+\left(\boldsymbol{x}_{(c)}^{k, \text { new }} \boldsymbol{V}_{q}\left(\boldsymbol{V}_{q}\right)^{T}-\boldsymbol{x}_{(c)}^{k, \text { new }} \boldsymbol{V}_{r}\left(\boldsymbol{V}_{r}\right)^{T}\right)+\boldsymbol{m}^{k, \text { new }} \tag{19}
\end{align*}
$$

we have

$$
\begin{align*}
\boldsymbol{e}^{k, \text { new }} & =\left(\boldsymbol{x}_{(c)}^{k, \text { new }} \boldsymbol{V}_{q}\left(\boldsymbol{V}_{q}\right)^{T}-\boldsymbol{x}_{(c)}^{k, \text { new }} \boldsymbol{V}_{r}\left(\boldsymbol{V}_{r}\right)^{T}\right)+\boldsymbol{m}^{k, \text { new }} \\
& =\left(\boldsymbol{t}_{q}^{k, \text { new }}\left(\boldsymbol{V}_{q}\right)^{T}-\boldsymbol{t}_{r}^{k, \text { new }}\left(\boldsymbol{V}_{r}\right)^{T}\right)+\left(\boldsymbol{t}_{p}^{k, \text { new }}\left(\boldsymbol{V}_{p}\right)^{T}-\boldsymbol{t}_{q}^{k, \text { new }}\left(\boldsymbol{V}_{q}\right)^{T}\right) \\
& =\boldsymbol{t}_{p}^{k, \text { new }}\left(\boldsymbol{V}_{p}\right)^{T}-\boldsymbol{t}_{r}^{k, \text { new }}\left(\boldsymbol{V}_{r}\right)^{T} \tag{20}
\end{align*}
$$

and

$$
\begin{align*}
\sum_{j=1}^{p}\left(e_{j}^{k, n e w}\right)^{2} & =\left\|\boldsymbol{e}^{k, n e w}\right\|_{2}^{2} \\
& =\left\|\boldsymbol{t}_{p}^{k, n e w}\left(\boldsymbol{V}_{p}\right)^{T}-\boldsymbol{t}_{r}^{k, n e w}\left(\boldsymbol{V}_{r}\right)^{T}\right\|_{2}^{2} \\
& =\sum_{i=r+1}^{p}\left(t_{i}^{k, n e w}\right)^{2} \\
& =\sum_{i=r+1}^{q}\left(t_{i}^{k, \text { new }}\right)^{2}+\sum_{i=q+1}^{p}\left(t_{i}^{k, n e w}\right)^{2} \tag{21}
\end{align*}
$$

Comparing (21) with (17), we can find an additional term $\sum_{i=q+1}^{p}\left(t_{i}^{k, n e w}\right)^{2}$ in (21), and this term may not be zero. It follows that (17) and thus (9) are not valid when $n_{k} \leq p$.

When $n_{k} \leq p, \sum_{i=q+1}^{p}\left(t_{i}^{k, n e w}\right)^{2}$ is hard to estimate because the last $(p-q)$ PCs are randomly calculated by satisfying the orthogonal condition. Nevertheless, it can be harmful to the classification of the new instance of highdimensional "large $p$, small $n$ " data, if we use (9) to calculate $v^{k, n e w}$ which omits $\sum_{i=q+1}^{p}\left(t_{i}^{k, n e w}\right)^{2}$, because the decision making for classification is based on $v^{k, n e w}$.

## 4. Experiments

In the following experiments, take SIMCA as an example: we compare the SIMCA with the OD defined originally in [28] (denoted by SIMCA) and the SIMCA with the OD calculated by following [9] (denoted by SIMCA-D), evaluating them on both simulated and real datasets. We aim to show that the additional term $\sum_{i=q+1}^{p}\left(t_{i}^{k, n e w}\right)^{2}$ can be important for classifying high-
dimensional data. To simplify the experiment settings, we discuss the effect of $\sum_{i=q+1}^{p}\left(t_{i}^{k, n e w}\right)^{2}$ on two-class classification in the experiments. The effect of $\sum_{i=q+1}^{p}\left(t_{i}^{k, n e w}\right)^{2}$ on multi-class classification can be readily extended.

### 4.1. Classification rule

New test instances can be classified by following the classification rule of the robust SIMCA (RSIMCA) [3], which is a linear combination of the OD and the SD of a new test instance (Here our notations of OD and SD are both for squared distances). That is, a new test instance is classified to the class with the minimum value of

$$
\begin{equation*}
\gamma \frac{\mathrm{OD}^{k}}{c_{\mathrm{OD}}^{k}}+(1-\gamma) \frac{\mathrm{SD}^{k}}{c_{\mathrm{SD}}^{k}} \tag{22}
\end{equation*}
$$

where $\mathrm{OD}^{k}=v^{k, \text { new }} ; \mathrm{SD}^{k}=\left(\boldsymbol{t}_{r}^{k, \text { new }}\right)^{T} \boldsymbol{\Lambda}_{r}^{-1} \boldsymbol{t}_{r}^{k, \text { new }}$, in which $\boldsymbol{\Lambda}_{r}$ is the diagonal matrix of the $r$ largest eigenvalues for the PC subspace; $c_{\mathrm{SD}}^{k}=\chi_{r ; 0.975}^{2}$; and $c_{\mathrm{OD}}^{k}=\left(\hat{\mu}+\hat{\sigma} z_{0.975}\right)^{3}$, in which $\hat{\mu}$ and $\hat{\sigma}$ are the mean and the standard deviation of the square roots of $v^{k, l}$.

Since $\mathrm{OD}^{k}$ is the only term that is different between SIMCA and SIMCAD, the value of the second term in (22) does not affect the difference between SIMCA and SIMCA-D. We force the value of the second term in (22) to zero by setting $\gamma=1$, to simplify the experiments.

### 4.2. Validation criterion

We use the overall misclassification percentage (MP) as the validation criterion following the experiments in [3]. We use the one-assignment-rule suggested in [3], i.e. a test sample is assigned to one of the known classes
with the smallest $F$-value, to simplify the calculation of the MP and obtain unambiguous final results. The MP is defined as

$$
\begin{equation*}
\mathrm{MP}=\sum_{k=1}^{K} n_{k}^{t} / N^{t} \tag{23}
\end{equation*}
$$

where $n_{k}^{t}$ denotes the the number of wrongly assigned test samples in class $k$ and $N^{t}$ denotes the total number of test samples.

### 4.3. Datasets

### 4.3.1. Simulated datasets

Simulated datasets are generated by following the experiments in [18]. Assume that a sample vector $\boldsymbol{x}$ is the sum of two independent normal random components:

$$
\begin{equation*}
\boldsymbol{x}=\boldsymbol{\delta}+\boldsymbol{\epsilon} \tag{24}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{\delta} \sim N(\boldsymbol{\mu}, \boldsymbol{\Sigma}) \text { and } \boldsymbol{\epsilon} \sim N\left(\mathbf{0}, \sigma^{2} \boldsymbol{I}\right) . \tag{25}
\end{equation*}
$$

Based on the above assumption, the samples of the two classes are drawn from $N\left(\boldsymbol{\mu}_{1}, \boldsymbol{\Sigma}_{1}+\sigma_{1}^{2} \boldsymbol{I}\right)$ and $N\left(\boldsymbol{\mu}_{2}, \boldsymbol{\Sigma}_{2}+\sigma_{2}^{2} \boldsymbol{I}\right)$, respectively.

Two sets of parameters, simulation A and simulation B, are devised to show the following two situations, respectively: 1) $\sum_{i=q+1}^{p}\left(t_{i}^{k, n e w}\right)^{2}$ is not important for classification; and 2) $\sum_{i=q+1}^{p}\left(t_{i}^{k, n e w}\right)^{2}$ may be important for classification. The details of the two simulation settings are summarised in Table 1.

For each simulation setting, we generate 20 datasets with different $n_{k} / p$ ratios to explore the difference between SIMCA and SIMCA-D with respect

Table 1: Simulation settings. Notation: $K$, number of classes; $D$, number of datasets; $n_{k}$, number of samples in each class

|  | Simulation A | Simulation B |
| :---: | :---: | :---: |
| $\boldsymbol{\mu}_{1}$ | $\mathbf{0}_{p}$ | $\mathbf{0}_{p}$ |
| $\boldsymbol{\mu}_{2}$ | $\left(10, \mathbf{0}_{p-1}^{T}\right)^{T}$ | $\left(10, \mathbf{0}_{p-1}^{T}\right)^{T}$ |
| $\Sigma_{1}=\Sigma_{2}$ | $\left[\begin{array}{ccccc} 5000 & 0.1 & 0.1 & \cdots & 0.1 \\ 0.1 & 0.1 & 0.1 & \ldots & 0.1 \\ 0.1 & 0.1 & 0.1 & 0.1 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0.1 & 0.1 & 0.1 & \cdots & 0.1 \end{array}\right]_{p \times p}$ | $\left[\begin{array}{ccccc}0.1 & 0.1 & 0.1 & \cdots & 0.1 \\ 0.1 & 5000 & 0.1 & \cdots & 0.1 \\ 0.1 & 0.1 & 0.1 & \cdots & 0.1 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0.1 & 0.1 & 0.1 & \cdots & 0.1\end{array}\right]_{p \times p}$ |
| $\sigma_{1}^{2}=\sigma_{2}^{2}$ | 0.1 | 0.1 |
| K | 2 | 2 |
| $D$ | 20 | 20 |
| $n_{k}$ | 50 | 50 |

to $p$. In each dataset, 50 samples are generated for each class, from which 25 samples are selected as the training set and the rest as the test set, i.e. $n_{1}$ and $n_{2}$ are fixed to 25 for all the datasets. The $20 n_{k} / p$ ratios are $1.5,1,0.7$, $0.5,0.3,0.1,0.09,0.08,0.07,0.06,0.05,0.04,0.03,0.02,0.01,0.009,0.008$, $0.007,0.006$ and 0.005 ; and the corresponding $p$ 's are $17,25,36,50,83,250$, $278,313,417,500,625,833,1250,2500,2778,3125,3571,4167$ and 5000. Among these settings, $n_{k} / p=1.5$ (i.e. $p=17$ ) indicates a low-dimensional dataset while other ratios indicate high-dimensional datasets.

It is clear in Table 1 that the only difference between simulation A and simulation B is the values of $\boldsymbol{\Sigma}_{1}$ and $\boldsymbol{\Sigma}_{2}$, which determines the importance of $\sum_{i=q+1}^{p}\left(t_{i}^{k, n e w}\right)^{2}$ for classification. In both simulations, the first dimensions of the feature vectors contain major discriminative information since $\mu_{11}=0$ and $\mu_{21}=10$, while other dimensions contain little discriminative information since $\mu_{1 i}=\mu_{2 i}=0(i \neq 1)$. Therefore, the variance of the first dimension determines how the discriminative information between two

(a) Simulation A.

(b) Simulation B.

Figure 1: The loading plots of the first dimension.

Here we show an example to demonstrate the above argument. Two datasets with $p=1250$ are generated. Applying PCA separately to the two classes of each dataset, we obtain the PCs for each class. We record the
first entries of all the PCs in each class, i.e. $\boldsymbol{V}_{q}(1,:)$, and plot them against the PCs sorted in decreasing order of singular values, as shown in Figure 1 for simulation A and simulation B, respectively. These loadings indicate the contributions of the first dimensions of the feature vectors to the PCs.

In simulation A, the absolute loadings of the first PC are close to one while those of other PCs are close to zeros, which indicates that the discriminative information between the two classes is concentrated on the the first PC. Since the first PC is definitely used to build the class subspace, $\sum_{j=1}^{p}\left(e_{j}^{k, n e w}\right)^{2}$ contains little discriminative information from the first dimension. Thus, as a part of $\sum_{j=1}^{p}\left(e_{j}^{k, n e w}\right)^{2}, \sum_{i=q+1}^{p}\left(t_{i}^{k, n e w}\right)^{2}$ is not important for classification.

In simulation $B$, the loadings are distributed randomly around zero, which indicates that the discriminative information is spread over all PCs. Therefore, $\sum_{j=1}^{p}\left(e_{j}^{k, n e w}\right)^{2}$ may contain discriminative information important for classification and so be $\sum_{i=q+1}^{p}\left(t_{i}^{k, n e w}\right)^{2}$.

### 4.3.2. Real datasets

A low-dimensional dataset (the iris data) and three high-dimensional datasets (the Phenyl data, the meat data and the fat data) are used in the experiments.

The iris dataset [12] contains 150 samples with three classes: each class contains 50 samples. Each sample is described by four features.

The Phenyl dataset is provided in the R package, 'chemometrics'. The dataset consists of 600 mass spectrum of chemical components, with 300 compounds contain the phenyl substructure and 300 compounds do not contain the substructure. Each spectra contains 658 mass spectral features. We randomly select 100 samples from the Phenyl dataset for our experiments,
with 50 contain the phenyl substructure and 50 do not contain the structure.
The meat dataset [1] consists of 108 spectra of meat spectra measured at 1051 wavelengths, with 55 chicken samples and 54 turkey samples.

The fat dataset [11] consists of 193 spectra of finely chopped meat, with 122 meat samples of less than $20 \%$ fat and 71 samples of larger than $20 \%$ fat. Each spectrum is measured at 100 wavelengths.

### 4.4. Experiment settings

For the iris data and the Phenyl data, we randomly select 25 samples from each class to generate the training set. For the meat data, we randomly select 27 chicken samples and 27 turkey samples for training. For the fat data, we randomly select 35 samples of less than $20 \%$ fat and 35 samples of larger than $20 \%$ fat for training. The remaining samples of each dataset generate the test set.

We repeat this procedure 100 times and perform the two methods, SIMCA and SIMCA-D, on each training-test split.

In both methods, the number of PCs are chosen using the criterion that the variance explained is more than $85 \%$ for all classes. Thus the numbers of PCs, $r$, are the same for the two methods.

### 4.5. Results

### 4.5.1. Simulated datasets

To explore the effect of the $n_{k} / p$ ratio on the performances of SIMCA and SIMCA-D, we plot the the mean MP against the $n_{k} / p$ ratio in Figure 2 for simulation A and simulation B , respectively. It is clear that the mean MPs of SIMCA and SIMCA-D are the same when $n_{k} / p=1.5$, i.e. in the

(b) Simulation B.

Figure 2: The plots of mean MP against $n_{k} / p$.
low-dimensional situation, in each of the simulation settings, as indicated by the leftmost points in each panel of Figure 2.

However, the relative performances of SIMCA and SIMCA-D are different for the two simulations when $n_{k} / p \leq 1$, i.e. in the high-dimensional situation.

In simulation A , the mean MPs of the two methods are similar for all $n_{k} / p$ ratios, as shown in Figure 2a. This indicates that ignoring $\sum_{i=q+1}^{p}\left(t_{i}^{k, n e w}\right)^{2}$ in the calculation of the OD does not affect the classification results in this simulation, because in this case $\sum_{i=q+1}^{p}\left(t_{i}^{k, n e w}\right)^{2}$ is not important for classification. In addition, since the residuals are not discriminative, the mean MP varies around 0.5.

In simulation B, the difference between the mean MPs of the two methods becomes larger as $n_{k} / p$ becomes smaller (i.e. when the data are higher dimensional), as shown in Figure 2b. Since in this simulation the first few PCs used in class subspaces contain little discriminative information, the residual $\sum_{j=1}^{p}\left(e_{j}^{k, n e w}\right)^{2}$ is important for classification. SIMCA performs pretty well for almost all the $n_{k} / p$ ratios because $\sum_{j=1}^{p}\left(e_{j}^{k, n e w}\right)^{2}$ captures the discriminative information for classification. In contrast, SIMCA-D, which only uses $\sum_{i=r+1}^{q}\left(t_{i}^{k, n e w}\right)^{2}$ for classification and ignores $\sum_{i=q+1}^{p}\left(t_{i}^{k, n e w}\right)^{2}$, cannot capture the discriminative information in $\sum_{i=q+1}^{p}\left(t_{i}^{k, n e w}\right)^{2}$ and can be suboptimal in classification, especially when $n_{k} / p$ is small (i.e. when the data dimension is high). For example, the mean MP of SIMCA-D worsens to around 0.4 when $n_{k} / p$ decreases to 0.008 .

In addition for simulation B , we show an example of how $\sum_{i=q+1}^{p}\left(t_{i}^{k, n e w}\right)^{2}$ affects the classification performance using the Coomans' plots. Figure 3 shows the Coomans' plots of the test samples on one training-test split of


Figure 3: Coomans' plots.
each simulated dataset. The Coomans' plot [26] shows the orthogonal distance from the test samples to two class subspaces at the same time. In our experiments, the horizontal and vertical axes denote the ODs to Group 1 and Group 2, respectively. In Figure 3, the red reference line divides the Coomans' plot into two parts: in the upper triangular part, the distance to Group 1 is smaller than that to Group 2; in the lower triangular part, it is the other way around.

Since SIMCA and SIMCA-D have the same $q$ and $r$, the Coomans' plots reflect the difference between the ODs of these two methods.

When $n_{k} / p=1.5$ (i.e. low-dimensional), the Coomans' plots of the two methods are the same. When $n_{k} / p=0.02$ (i.e. high-dimensional), the Coomans' plots of the two methods are different. We observe large differences between the values of ODs in Figure 3c and Figure 3d, which indicates that the value of $\sum_{i=q+1}^{p}\left(t_{i}^{k, n e w}\right)^{2}$ is large. Including $\sum_{i=q+1}^{p}\left(t_{i}^{k, n e w}\right)^{2}$ can perfectly separate the two groups as shown in Figure 3c; however, omitting $\sum_{i=q+1}^{p}\left(t_{i}^{k, n e w}\right)^{2}$ results in a mixture of the two groups as shown in Figure 3d. This indicates that the additional term $\sum_{i=q+1}^{p}\left(t_{i}^{k, \text { new }}\right)^{2}$ is important for classification in this high-dimensional simulated dataset.

### 4.5.2. Real datasets

Figure 4 shows the box plots of the MP for the real datasets. In the highdimensional Phenyl data and the high-dimensional meat data, SIMCA-D provides worse classification performance than the original SIMCA. However, in the high-dimensional fat data, SIMCA-D and SIMCA provides the same classification results. The results suggest that SIMCA-D can provide worse classification results than SIMCA for some high-dimensional real datasets. In


Figure 4: The box plots of the MP for the real datasets.
the low-dimensional iris dataset, the two methods provide the same results. This pattern for the real datasets is consistent with that for the simulated datasets.

## 5. Conclusion

We have investigated the formulae in [9] of calculating two ODs, $v^{k, l}$ and $v^{k, n e w}$. We have shown that the formula for $v^{k, n e w}$ in [9] is not valid for highdimensional data (i.e. when $n_{k} \leq p$ ). The experiments on both the simulated datasets and the real datasets have confirmed that the formula following [9] can result in worse classification performance than the original one in [28]. Therefore, we suggest that the original formulae in [28] for calculating the ODs, rather than the formulae in [9], should be used for the classification of high-dimensional data which have more features than samples (i.e. when $\left.n_{k} \leq p\right)$.
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