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Abstract

We recently have presented first physical predictions oiéialpy hybrid model that follows the
evolution of a negative streamer discharge in full thregiapdimensions; our spatially hybrid
model couples a particle model in the high field region ahddkeostreamer with a fluid model
in the streamer interior where electron densities are highfizlds are low. Therefore the model
is computationally ffiicient, while it also follows the dynamics of single elecsancluding
their possible run-away. Here we describe the technicalldeif our computations, and present
the next step in a systematic development of the simulatiofe c First, new sets of transport
codficients and reaction rates are obtained from particle swammlations in air, nitrogen,
oxygen and argon. These dheients are implemented in an extended fluid model to make the
fluid approximation as consistent as possible with the ganthodel, and to avoid discontinuities
at the interface between fluid and particle regions. Thersplitting methods are introduced and
compared for the location and motion of the fluid-particieeiface in three spatial dimensions.
Finally, we present first results of the 3D spatially hybriddel for a negative streamer in air.

Keywords: streamer discharge, hybrid model, multiscale
PACS:52.80.Pi, 52.65.Kj

1. Introduction

1.1. Streamer discharges and single electron dynamics

Streamers are ionized fingers that penetrate into a prdyinas-ionized region under the ac-
tion of an electric field; they pave the way of sparks and hgid, but they also appear without
these subsequent stages in corona reactors or in the formgef $prites high above thunder-
clouds; for recent reviews on streamer physics we refer, ®.¢l, 2]. Streamers are character-
ized by a thin charge layer around their head, which scrdenslectric field inside the streamer
body and enhances it at the tip. This local enhancement oéldéwric field allows them to
generate additional plasma ahead of the already ionizetheh#hrough impact of accelerated
electrons onto neutral atoms and molecules.
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As streamers in air at standard temperature and pressutacan least of the order of 10
electrons already at the moment when they emerge from aladarthrough the build-up of a
space charge layer [3, 4], it is extremely challenging toassgible to follow the growing number
of electrons individually inside the streamer dischargerduthe further evolution. Therefore
most streamer simulations are performed in a density ajpgpedion for the electron and ion
dynamics in so-called fluid models. As reviewed below andniatler paper in this issue [5],
the numerical solution of fluid streamer models is very @raing as well due to the widely
differing length scales of the problem; these simulations gakgtic results for the macroscopic
dynamics.

But there are certain physical phenomena that afecdit to impossible to simulate with a
fluid model. These are related to either small electron nusndeto high electron energies.

1.1.1. Small electron densities and density fluctuations

Regions with very low electron densities can dominate theroseopic discharge evolution
in two cases, namely during the initial avalanche regimd,when streamer propagation is un-
stable and susceptible to branching. In these cases, teerue or absence of single electrons
can be visible in the macroscopic evolution. A single elattcan start a discharge; and the
stochastic distribution of discharge inception times atlmltages can probably be traced back
to the stochastic distribution of single electrons durimg inception phase. Furthermore, recent
streamer experiments in very pure gases gave the first expetal evidence of avalanches cre-
ated by single electrons [6, 7]; these avalanches do noseanbly lead to branching, but rather
can give the discharge a feather-like structure with mamglfgd "hairs” on the main channel.
(We remark in passing that avalanches are neither necassasyfficient for streamer branch-
ing, as discussed in more detail in [1, 8], but they can acatdehe branching of an already
unstable streamer head [5].

1.1.2. High electron energies and electron run-away

The electron energy distribution in the ionization fronhafevelop a long tail at high ener-
gies that is not appropriately modeled by a fluid model, e¥¢ine fluid model is extended by
additional terms as in [9]. In particular, individual elests can run away [10, 11, 12]. And when
the electric field exceeds a threshold, the majority of etet will run away and the density or
fluid model will break down completely [13, 14, 15].

Much recent interest in extreme electron energies comes tine observation of Terrestrial
Gamma-Ray Flashes. These flashes were first detected bytf@@ovGamma Ray Observatory
satellite in 1994, and soon a correlation with lightningctizrges was found [16]. This energetic
radiation is now generally believed to be the bremsstrahhfrelectrons with extremely high
energies. Meanwhile, even a considerable content of positis found in these flashes [17].
But how the electrons gain these energies in the dischargeder debate, candidates are either
relativistic run-away electron avalanches or run-awaygtedes emitted from streamers, leaders
or other lightning discharge processes. Hard radiationaiss observed from rocket triggered
lightning near the ground [18, 19], and from long sparks gateel in laboratory with Mega\Volt
pulses [20, 21, 22] as well from streamer coronas generatedpulsed voltage of 85 kV [23].
In the laboratory experiments and in the approaching ligigtfeader, it is clear that local field
enhancement at electrodes Andstreamer tips is responsible for high electron energidse
same mechanism could be at work in Terrestrial Gamma-RanEta



1.1.3. Why to develop a spatially hybrid model

Discharge inception, streamer feathers and streamerHiranen the one hand and the run-
away and continued acceleration of electrons in strearsehdrges on the other hand give plenty
of motivation to study the dynamics of single electrons itraamer. But — as remarked above
and further elaborated in the next subsection — neitheigk@mor fluid model are presently
able to deal with these challenges.

In this paper therefore the next step is taken in the devedopof a spatially hybrid simula-
tion tool. The hybrid simulation treats the majority of délens inside the streamer in a density
approximation, which is appropriate anflieient as the densities are high and the local field is
low; the fewer electrons in regions with lower densities higth field are treated in a full particle
model. New steps in the present paper concern the consiftasity approximation of the par-
ticle model, and the construction and motion of the intexfaetween particle and fluid region in
full three dimensions. This model will allow to calculatevinthe dynamics of single electrons
in the high field region influences the streamer motion, and thds high field region in turn is
generated by the growing streamer body.

1.2. The state of particle and fluid models of streamers

1.2.1. Particle models

Most particle simulations of plasmas in general, and obsirers in particular, are carried out
with a particle-in-cefMonte Carlo collision (PIZMCC) model. The PIGMCC model follows
the free flight of single electrons and treats all the (imauat collisions stochastically [24, 25,
10, 26].

An important constraint of particle models is the number let&ons they can treat; the
electron number can easily exceed limitations of compumory and computational power.
Particle simulations with real particles can only be pearfed for the early phase of streamers,
such as the avalanche phase or the avalanche-to-streamstiem. To follow the streamers in
later phases, super-particles are typically used, whesecomputational particle stands for the
mass and charge of many real particles. However supekcleartiave their own drawbacks, not
only through the lower resolution, but more importantlycéese they cause numerical heating
and stochastic errors, as shown in [27, 4], which can haveérardmtal influence on the simula-
tion results.

Due to the heavy computational cost for a large amount ofgbdestas well as for solving
the 3D Poisson equation, a full 3D particle model of a streameifficult or in many situations
impossible to realize. A compromising approach is to keeppbsitions and velocities of the
particles defined in 3D space as in the standargdM®C procedure, while calculating the elec-
tric field in 1D [28, 24] or 2D [26, 25], and then to describe #iectron motion in the electric
field by interpolation. Runaway electrons generated byasters have been addressed in the
work of Mosset al [10] where the 3D electric field is simplified into a two-stemétion in 1D:
the high field value stands for the field at the streamer hedddow field value stands for the
field far ahead of the streamer head. Chandbal. [12] recently published runaway simulation
results in a 2D geometry with radial symmetry. Superpassi@re used in both simulations, but
an energy-dependent re-sampling technique for the supietpa is developed in [12], and a
low weight can be attributed to energetic electrons whidbwad to study electron runaway in
negative streamers with higher precision.

In our particle model, that constitutes a part of our hybrindel, both the electric field and
the electrons are defined and calculated in 3D.
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1.2.2. Fluid models

The fluid model approximates electrons by continuous dessénd is therefore computa-
tionally much more fiicient. The fluid model is in most cases derived by averagirey tve
Boltzmann equation [29, 30, 31]. The transport fficéents such as mobilities andfidision
rates, and the reaction rates are approximated as functdhe local electric field or the local
mean electron energy. (More details on the local field agpration and on the energy equation
can be found in [32, 9].)

3D fluid models have become available only recently [33, pddgress was from 1D [35]
and 1.5D [36] density simulations to various 2D [37, 38, 38]dldescriptions developed in
the last 20 years. While in 2D, the radial nonuniformity oftide densities and the local field
enhancement are included in the fluid description, the stee&volution after branching or the
interaction of streamers with another [40] or with laterall& requires a model in full 3D.

Most streamer simulations are carried out with fluid mod&¥s B8, 41, 42, 39, 43, 44, 45, 46,
47, 3, 48, 49, 7]. Solving the fluid equations numericallyas an easy task due to the multiscale
nature of streamers. New simulation techniques have beexiated [3, 48, 50, 51], a further
review can be found [5]. A high resolution for the inner sture of the streamer head is needed,
where the electron and ion densities decay sharply and vtherelectric field changes rapidly
in space and time. These numerical challenges have beeryradaptive grid refinement[3, 50,
40]. Improvement of the numerical techniques is only oneesspf the recent developmentin the
fluid models; more physics is included by using more comgdidand realistic plasma-chemical
models [52, 53, 54, 48], better techniques of modeling edelet geometries [39, 48, 49] and
efficient descriptions of non-local photo-ionization souri&s 56, 47, 57, 58, 59].

1.3. Developing the hybrid model

To combine the computationatfieiency of the fluid model with the detailed physical de-
scription of the particle model, we here take the next stegheé development of a model that
is hybrid in space, coupling a particle description of thectbons in the region of high field and
low electron density with a fluid description in the regiorilwliow field and high densities. We
refer to [60, 11, 9] for the detailed concept of the spatibiprid model.

In previous work, we have identified deviations betweeniglarand naive fluid descriptions
of planar streamer ionization fronts [60], and we have desdrhow to construct the numerical
interface between a particle and a fluid model in 1D, and hopetéorm the hybrid simulation
of a 1D streamer front [61, 9]. In [11] we have presented fastits of hybrid calculations in full
3D, emphasizing on the acceleration of electrons to eneajieve 3.5 keV in a streamer head.

In this paper, we focus on two aspects in the model developmamely on the calculation
of transport and reaction cfieients for the fluid model from the particle model, and on the
construction of the interface between particle and fluid eiada 3D simulation.

First, a set of transport céiecients and reaction rates is derived from the particle mtutel
the fluid model; this is done for air in section 2.1.3, and farenitrogen, oxygen and argon
in the appendix. In our previous papers [60, 9], we alreadydadculated these ctiients for
pure nitrogen, but there we fixed the elastic total cross@ecather than the elastic momentum
transfer cross section. Therefore the calculatedfiwdents were inconsistent with each other
when diferent distribution for the scattering angles were usedeéretactron-neutral collisions.

Second, two splitting methods are developed in section 13d23a3 to determine the inter-
face between the particle and the fluid region. The first dreecblumn based splitting, is a 3D
extension of the splitting method developed for planar f§d8]. The first 3D results of this
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method were reported in [11], here we give the numericalildet@he second splitting method,
the full 3D splitting, is an improvement of the first methotigénerates model interfaces wher-
ever needed, e.g., at both ends of a double headed streaevemorhen avalanches or streamers
break up in several parts.

We also present new results for the 3D fluid model as well ag®BD hybrid model in air.

1.4. Organization of the paper

Particle and fluid model are the basic components of the 3Dithyiiodel. We first give the
details of numerical methods and their implementation ictiSa 2.1 for the particle model and
in Section 2.2 for the fluid model. The coupling of the two migds discussed in Section 3 in
which the general coupling procedure is given in SectiontBd methods to split the simulation
domain into particle regions and fluid regions are then dised in Section 3.2 and Section 3.3,
and the definition of the biter region is discussed in Section 3.4. In Section 4, we ptéiser3D
hybrid simulation result for a negative streamer in air. Vidésti with some concluding remarks
and suggestions for further research in Section 5. Thepgmhsosdficients and reaction rates
for nitrogen, oxygen, and argon are given in Appendix Appersl

2. Particle and fluid model

We here lay the basis for constructing the hybrid model in 8Bdction 3. In subsection A,
we recall the essentials of the particle model with Monted&procedure and input data for the
differential cross sections; and we explain how we calculatesp@t and reaction cfiecients
for the fluid model in the most consistent manner from theiglarmodel. We recall that the
fluid model needs an extension in high fields to fit the partictalel [9]. In subsection B, we
discuss the fluid model and its numerical implementationtaowdto solve the Poisson equation.
Finally, we present first simulation results of the fluid midde8D on a Cartesian grid.

2.1. Particle model

2.1.1. The Monte Carlo procedure

The particle model follows the standard procedure of Morggdd(MC) particle simulations
in plasma physics; it is summarized here. The particle mwdeks the motion of all electrons
while treating the neutral atoms and molecules as a randakgbaund. Since the mobility
of ions is two orders of magnitude smaller than that of etewdr ions are treated as immobile.
As the ionization density in streamers is low at standardoenature and at standard pressure
or below [2], only collisions with neutrals need to be takatoiaccount. During a collision
with a neutral, the electrons change velocity and energth@rcase of an elastic collision only
velocity); the collisions are modeled as instantaneousw&en collisions, electrons follow the
equation of motiork = gE/m; numerically this motion is solved with the leapfrog method

Xn+1 Xn + AtV 1, 1)

\Y

n+

[N

Vo1 + Atnﬂ1 E(Xn, th), 2

as illustrated in Fig. 1. Here andm are elementary charge and electron masss (X, Y, 2n is
the electron position at timig, andv,,, 1 = (Vx, Wy, V), 1 is the electron velocity at time, ;.
The collisions of electrons with the neutral backgrounddaracterized by probabifity dis-
tributions for the collision time, for the type of collisigelastic, inelastic and ionizing processes)
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Figure 2: Collision frequencieg(e) in air at standard temperature and pressure as a functi@bectron energy.

The frequencies of élierent collision types are plotted on top of each other suahttiey add up to the total collision
frequency. From below, the collision frequencies are ssgigely elastic, rotational and vibrational, electronitng

and ionizing collisions with nitrogen, elastic, attachmeatational and vibrational, exciting and ionizing csitins with
oxygen, and elastic, exciting and ionizing collisions watigon. When the collision frequency is smaller than maximal
v(e) < vmax artificial "null collisions” without physical ffect are added to make the Monte Carlo procedure more
efficient.

and for the scattering angle, and in the case of an ionizifigsiom also for the distribution of
energy between the two outcoming electrons. The actuasiorilevents are sampled from the
probability distributions through random numbers in a Mo@arlo procedure. The probability
distributions are determined by thefférential cross sections for the respective gas composition
and by the gas density. The cross sections used in the piesgait are summarized in subsec-
tion 2.1.2.

The cross sections and therefore the collision frequercigeneral depend on the electron
energy. But if the next collision time is calculated for eatéctron individually depending on
its present energy, and if the change of energy during thetfigynot taken into account, the
calculation is both numerically expensive and inaccurateerefore the “null collision” [62] is
used in most MC codes, which is actually a pseudo collisimabse nothing changes in this col-
lision process. With the null collision technique, the neadlision time is sampled by drawing a
random number right after the previous collision; the piolitg distribution is based on the max-
imum of the collision frequencymax Over all reasonably occurring electron energies. Then when
the collision time is reached, the actual ene¢gpf the incident electron is calculated. Another
random number is drawn to determine the type of collisiorcess (elastic, inelastic, ionizing
or null) for an electron withe.. The null collision accounts for the probability that nolibn
occurs at the previously determined collision time, beeahg actual collision frequency for
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electrons with energy; is smaller thanmax. The loss of electron energy is determined by the
type of collision process, and the scattering angle is detexd by the incident electron energy
and sampled with another random number. If the collisionmézing, another random number is
drawn to determine the energy distribution between the tutecoming electrons. The scatter-
ing angles of the out-coming electrons are determined Ly éinergies as described in the next
subsection. The electrons then follow their Newtonian (@meually relativistic) trajectory up
the next collision.

Fig. 2 shows the total collision frequencies as a functioglettron energy in air (modeled as
78.12% nitrogen, 20.946% oxygen, and 0.934% argon) atatdridmperature and pressure; the
frequencies of elastic, rotational and vibrationaffetient exciting and finally ionizing collisions
are plotted on top of each other such that they add up to adoliéion frequency. This total
collision frequency reaches a first peak around 2 eV due to the vibrational collisions. For
growinge > 2 eV, it then first drops and then increases again up to a mamirgdx ate = 150
to 200 eV, after which it decreases. When the collision fezmy decreases, the mean free path
length of the electrons increases. If the electric field isigh, that the mean energy gain between
collisions exceeds the mean energy loss during collisittesglectrons can continuously gain
energy and run away. Electron run-away is one of fieces we want to track with our model.

An important diference with most other PIRICC codes is that we use real particles instead
super-particles. Since our particle model is designediferégion with high field enhancement
where the electron density is relatively low, we intend te asr particle model with real parti-
cles. Therefore, as long as one patrticle is identified withreal electron, the common problems
of a PIGMCC procedure such as numerical heating, stochastic eairatdow resolution at es-
sential regions cannot occur.

The electric field is calculated using a fast Poisson solsee more discussion in Sec-
tion. 2.2.3.

2.1.2. Data for dfferential cross sections

The cross section data can be obtained through either onem of the following means:
(1) measurement from single-scattering beam experimé8is (2) ab initio quantum theoreti-
cal calculations [64, 65] or (3) inversion of swarm expennta data [66, 67]. Oterent cross
section databases have been used Hemdint authors, depending also on the stage of streamer
development, for example, Dow@$ al. uses the National Institute of Standards and Technol-
ogy (NIST) electron impact cross section [68] in a particlalanche model [25], Babicét al.
uses the Evaluated Electron Data Library (EEDL) [69] fordghreulation of high energy electron
avalanches [70], and lgt al. and Chanrioret al use the Siglo database in the streamer simula-
tions [4, 26]. None of the cross section databases mentanege covers the energy range from
low energy (less than 1 eV) to very high energy (above 1 MeV).

In our model, the cross sections for electrons with energpudgkeV colliding with nitrogen,
oxygen or argon particles are taken from th@.o database [71], which includes all important
collision processes in the streamer development. AboveV] tke Born approximation [72]
is used for elastic collisions, a fit formula in [73] is implented for the electronically excit-
ing collisions and the Born-Bethe approximation [74, 75U$ed for ionizing collisions; these
approximations continuously extend thieLo database. The distribution of scattering angles is
discussed further below.

In an ionizing collision, the incident electron loses enetg liberate an electron from the
neutral molecule or atom. There are several measuremethis afigular and energy distribution,
the so called doubly dierential cross sections for ionization. The energy distiin of the
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Figure 3: Normalized probability that the primary out-cognielectron carries a fractior=rep/(e — €on) Of the total
available energy. The incoming electrons have enekgied0 (solid), 50 (dotted), 100 (dashed), 500 (dash-dottedl) eV
€on = 15.6 eV is the ionization energy of nitrogen. The probabilites normalized over 108r from r=0 to 1.

secondary electrons ejected upon ionizing collisions hésoa clear influence on the simulated
particle swarms or streamer avalanches [76], since cledelstron run-away is more likely if
one electrons carries away most of the energy after thesmiliwhile the other one is slow. The
measurements of the secondary electron spectra byedphl[77, 78] have become a standard,
and their empirical fitting equation has been widely usediffecent simulation groups. Opal’s
empirical fitting is used in our calculation as well.

In Fig. 3, we show the probability distribution(e,, €)/o(e) that the primary out-coming
electron carries the fractiors:re,/(e — €on) Of the available energy, for given incident electron
energiess = 10 (solid), 50 (dotted), 100 (dashed), 500 (dash-dotteclheYee, is the energy
of the primary electron (that takes more energy than therslny electron), andi, is the
ionization threshold energy of nitrogenr(e) is the total ionization cross section for electrons
with incident energy, ando(ep, €) is the cross section for incident energyand out-coming
primary electron energsp. The probabilities are normalized over 180for r € (0, 1). The plot
shows that an incident electron with high energy is likelkéep most of its energy.

The scattering angles of primary and secondary electrotieiegmined by their energies [62]

with
cosyi = vVe&/(e = €on), (3

wherei = 1, 2 indicates the primary or secondary electron. If the pringdectron takes most of
the energy, i.e., cog ~ 1, it leaves the collision mostly in a forward direction; thecondary
electron with low energy cog ~ 0 then flies in a direction perpendicular to the primary one.

For the distribution of scattering angles in elastic calis, analytic approximations are
used as well in our model due to the relative lack of expertadettata. Okhrimovskyet al.
has derived a formula from the integrated and momentumferaakastic cross section data from
Phelps and Pitchford [66] for nitrogen; it has been impletaéim our model for the electronoN
elastic collisions

1 1-£4e)

S A — 4

47 [1 - &(€) cosy]? @
wherel (e, y) is the normalized dierential cross sectiom,stands for the electron energy in eV
8
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andy is the scattering angle with respect to the direction of tluédient electron. An empirical
fit of the parametef for nitrogen is

0.065¢+026 Vé 12+
1+0.056+02 Ve 1+40+V¢

wheree = €/eV is the electron energy in dimensionless units. The foaderived by Surendra
et al [79] has been used in a particle simulation for electrora@ electron-Ar collisions in [79,
80], and is also used here in our model for electrara@d electron-argon elastic collisions,

: (6)

47 [1 + € sirf(y/2)]In(L +¢€)

The experiment has shown that the electron scattering aiagéediterent for diferent colli-
sion processes [63]. A complete particle model could apffgieent diferential cross sections
for different excitational collision process. However, th@edential cross sections are not avail-
able for all essential collision processes in the literatand the available data are mostly mea-
sured for electrons at a few discrete energies and not irotine feady to be implemented in the
particle model. Therefore, the electron scattering froenrthitational, vibrational and electronic
excitations is assumed to have the same scattering praleasbéds from the elastic collisions.
In an excitational collision, the electron scattering &nigl first sampled based on the incident
electron energy, then the energy loss in the excitationstmtl is subtracted from this energy.

A methodological dference with our previous swarm calculation for nitrogen] [@tould
be noted. In [60] we used the elastic momentum transfer cestion

om(€e) = 2n fow(l — cosy) I (e, x) sinydy, (7

from thesicLo database, but we fixed it as the total elastic cross sectibis I@ad to inconsis-
tent transport and reaction dieients between models with isotropic and anisotropic sdad.
Now the total elastic cross section

ot(e) = 27rj: I (e, x) sinydy (8)

is adjusted depending on the applied scattering model, thatta constant momentum and en-
ergy transfer rate is obtained independently of the angdattering model. The change has
negligible influence on the electron transport and reastfon low energy electrons, but influ-
ences become significant for electrons with higher energgeshown in [81, 79] and also found
in our study.

When anisotropic scattering is applied in the particle nhathe ratio of elastic momentum
transfer cross sectiomy, and total elastic cross section can be obtained from Eq. (7,8). The
total elastic cross section can then be calculated from#sti@emomentum transfer cross section
with these ratios. The ratio for nitrogen is written as [82]

o) 1-£(0 1se(0)
@ - 2 ((“f(f”'”l—f(a 25(6)) ®)

where¢ is the same as Eq. 5, and for oxygen and argon the ratio isewits [79, 80]

omle) 2 (1_|n(1+e))’

&(e) = (5)

I(e,x) =

ae)  In(1+¢€) € (10)

where the functior(e, y) are from Eq. (4) and (6) respectively.
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2.1.3. Calculation of transport and reaction gpieients in air

The electron transport cfiicients and reaction rates are calculated in particle swapare
iments and used in the fluid model to keep the two models cmemsis Two sets of transport
codficients and reaction rates have been calculated by pantig@esexperiments: flux coi-
cients and bulk cd&cients [83]. (The use of flux or bulk céicients is discussed in the next
section.) In a constant fielH, the bulk codicients are calculated from the swarm using the
following equations:

(2t2)) — (At1))

WE)El = bt (11)
~ 1 InNe(ty) — In Ne(ty)
“® = LeE -ty ’ (2
D(E) = (rv)—(rxv),
(13)
and for the flux cofficients:
W(E)El = (vp) (14)
y _ 1 In Ne(t2) — In Ne(ta)
o (E) = OE — , (15)
. O {r(t2)?) = (r(t2))?) = (r(t)?) = (r(t))?)
b® = 2t —ta) ’ (19
k() = H(E) —p*(E) _ u(E) —p(E) (17)

@ (E)uw(E)  a(E)u(E)

whereE is applied along axis, Ne(t) is the total number of electrons at timhe = (x,y, Z) and

v = (Vy, W, V) are the position and velocity of electrons and ) denotes the average over all
particles. k; is the nonlocal parameter in the extended fluid model (seéd®e.2 or [9] for
the definition ofk;). The particle swarm experiments have been done for a rérejearic field
from E = 5 to 250 k\/cm for air at standard temperature and pressure. By usirtasiylaws,
they can be easily converted to other temperature and pesssu

The flux codficients represent the real motions of electrons, for exantipéeflux mobility
times electric field:E represents the mean drift velocity of the existing elecnoeglecting cre-
ation or loss of electrons. The bulk d@eients describe the averaged change of the electron
bulk as a whole. For example, the bulk drift velocity is thepdiicement of the mean position
of the electron swarm. The mean displacement of the swarrmtismly the result of the elec-
tron drift, but also of the spatially varying mean electroremgies, ionization and attachment
rates throughout the swarm [60, 9]. Bulk transportfiognts are experimentally measurable
transport quantities, while the measurement of the fluxsipart codicients is rather diicult for
swarms at high electric field at normal pressure. For moidsion of flux and bulk cdicients,
we refer to Section 2.2.1 and to [83, 84, 85, 9].

In Fig. 4, the transport parameters: electron mobijlitglectron difusion tensoD, and the
ionization ratex; together with the attachment ratgy; of electron ensembles are presented for
both bulk codicients (marked with “x”) and flux cd&cients (marked with “0”). In Fig. A.16.e
and f, the mean energiesand the nonlocal parametkr are also presented. For simplicity of
notation, we fix standard temperaturgand vary the pressuie Quantities really scale with gas
densityny = p/KT.
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For the particle swarm generated ff@ents presented in Fig. 4, we generated empirical fits.
They are indicated by dashed lines in Fig. 4. The fitting fioms for the bulk cofficients are

u(E) /m?v-tst exp|-3.18—2.65x 1072 - INE + 3.44/E — (4.99/E)?|
@(E) /m™* = exp[1.14x10+3.73x10"-InE - 1.88x 10°/E|
aa(E) /m™ = exp[1.63x10-1.95- InE - 8.32x 10/E]
Dr(E) /m’s? = 543x102+1.24x10°%-E-601x10°.E*+115x10°%. E®
DL(E) /m?’s? = 142x102+184x10° - E-7.46x10°.E?+141x10°8. E18)

and for the flux cofficients:

w(E) /mvist exp|-2.30-2.39x 107" - INE - 6.57x 10°*/E + (6.71x 107 /E)?|
a;(E) /m™ exp|1.04x 10+ 6.01x 107 - INE - 1.86 x 10°/E]
@) /m™ = exp[1.49x 10- 1.63- InE - 7.30% 10/E]
Di(E) /m’s? = 547x102+119%x10° E-506x10°-E?+1.02x10°%. E®
D;(E) /m*’s? = 887x10°+226x10° - E-830x10°-E*+188x10°8.E>
ki(E)/m = 6.19%x 107+ 1.89% 10°%/(E + 4.73x 10Y. (19)

whereE = E/(kV cm™! bar?) is the electric field in dimensionless units, ang;; are the ioniza-
tion and attachment rate. These fittedfticeents will be used in the fluid model to reach optimal
agreement between particle and fluid model in the hybrid edatipn. In Appendix Appendix
A, we also compared our calculation with theiBic+ [71, 32] generated transport dieients
and reaction rates for air, nitrogen, oxygen, and argon.

We refer to [4] for the simulation results of the particle nebd

2.2. Fluid model

2.2.1. The extended fluid model with flux gioents
A fluid model for streamers consists of continuity equatitrselectron and ion densities
Ne,p coupled to the electric field

on .

a_te +V- Je = S, (20)
anp
ki - 21
- S, (21)
jo = —u(E)Ene—D(E)- Vne=: —j—j¢, (22)
V.E = Q(np_ne). 23)
€

je is the electron flux; it consists of an advection pajt = —u(E)Ene and a dffusion part
-j9 = —D(E) - Vne. The source tern$ accounts for the ionization or attachment reactions that
change the density of electrons or ions. The ions are appaied as immobile on the time scale
of electron motion, therefore the total space charge aldayedifferent types of positive and
negative ions can be summarized into one ion demsityq is the elementary charge, agegis
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the permittivity of the gas. The electric field is typicallgiculated in electrostatic approximation
E = -Vé.
The source term for impact ionization and attachment isticahlly written in local form as

S = Ine u(E) El a(E), (24)

where the Townsend cficienta(E) (E = |E|) depends on gas density, collision cross sections
and the local electric field. It is also tempting to simplyarstransport and reaction diieients
from electron swarm experiments, i.e., the so-called bokfcients from section 2.1.3, into
the fluid equations. However, in [9] we showed that in higltele fields (above 75 kXtm in
nitrogen at standard temperature and pressure) this c$siid model does not approximate
the MC particle model well. But when particle and fluid moded aconsistent, discontinuities
are building up in time at the interface between fluid andiplertmodel when simulating a planar
streamer ionization front [9]. Therefore, the flux io@ents of section 2.1.3 have to be used,
and the fluid model has to be extended by writing the souroe &&sr

S = Ine u(E) E| o(E) (1 + kl(E)E Vin ne). (25)

(Instead of extending the source term, one can also let tresterm depend on the mean elec-
tron energy and introduce another equation for the eleenangy, as discussed in the appendix
of [9]). Although only the source termfilers between the classic and the extended fluid model
and the models describe the same experiments, all trarepdnteaction cdécients difer be-
tween the two models.

There are two reasons to use the extended fluid model with 8efficients in our hybrid
model, one is based on the macroscopic simulation resnésther on the microscopic under-
standing of the electron fluxes.

First, the extended fluid model approximates the particldehbetter than the classic fluid
model. The particle density profiles generated by these thmedels were compared in [9] for
electron swarms as well as for planar ionization fronts. dleetron and ion density profiles are
almost identical in the swarm simulations for all three msdeut for the classical fluid model
this is due to a cancellation of terms, as the electrons muwdast, but the ionization rate at
the tip of the swarm is too low. For the planar front, the eleetand ion densities behind the
ionization front agree well between particle model and redtésl fluid model, but they are too
low in the classical fluid model.

Second, the extended fluid model uses the fluxfodents, that characterize the average
electron motion. A consistent definition of electron fluxesmportant when coupling particle
and fluid model in space. The definitions of 1) the number oftedas crossing the model
boundaries in the particle model and of 2) the electron dgfisix rate at the model boundaries
in the fluid model have to be consistent. Since the fluxiocents represent the real motion and
reaction rate of electrons, while the bulk dé@ents also depend on the macroscopic electron-
density-profile, a consistent coupling of particle and floiddel can only be achieved with flux
codficients.

From now on, the term “fluid model” will refer to the extendedid model with flux coéi-
cients.

2.2.2. Numerical discretization of densities and fluxes
In our implementation of the fluid model, the electron and dmmsities are discretized in
space with a finite volume method based on the mass balanced fiells, and the electron
13
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Figure 5: Evaluation of the electron flux on the boundary leefwtwo cells.

density is updated in time using a third order upwind-biasthebction scheme combined with a
two-stage Runge-Kutta method. The numerical algorithmtaedspatial discretizations of the
continuity equations in a 2D radially symmetric system hiagen discussed in [3, 86].

We now focus on the numerical discretization of the electhaxes in the fluid model in 3D.

The flux of electrons is given in Eq. (22), where jRe= u(E)Ene andj® = D(E) - Vne denote
the advective and ffusive electron fluxes through the cell boundaries, @rid a tensor in the
form of EET EET

o) - 055 + 0r(E) 1 - T (26)
wherel is the identity matrix.

Electron difusion in electrostatic fields in gas discharges is freqyeapproximated as
isotropic in fluid simulations [37, 42, 39, 87, 88, 89], whilgof course, is anisotropic [90, 91].
For example, in the flux diusion codficients presented in Fig. 4, the longitudinafdsion rate
D, and transversal ffusion rateDt relative to the direction of the electric fieldffér due to the
anisotropic collision processes in the particle modxgl:< Dt at low fieldsE < 50 kV/cm, and
D, > Dt when the field strength is above 50 kvh. The discretization of the flux terms requires
extra care when the filusion tensor is anisotropic [92].

Note that the electron and ion densities calculated at egiters on a uniform grid, can
also be viewed as averages over the cell. The electric paltgnand the field strengtk are
taken also in the cell centers, wheEedetermines the electron and ion growth in the cell. The
electric field components = (Ey, Ey, E;) are taken on the cell vertices, where they determine
the mass fluxes. The flux cfiwientsy andD, and ionization rate; and attachment rat@y
with anisotropic scattering are from Section. 2.1.3.

We first consider the 2D example to explain how the electronifitnumerically discretized.
As shown in Fig. 5, we have a uniform grid with the quantitfesvaluated in the centers of the
grid cells (f can beng, ¢ or E). Consider the flux on the boundary between def)@and (+ 1, j).
The advective qu>q'2+%’j),x can be written as

ji,(i+%,j) = nT#(Ei+%,j)Ei+%,jnai+%,j (27)
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wheren' = (1,0), EL | = (Ex+1.) Eyq+1.5) given by Eq. (29), and. 1 ; is approximated
3

by a third-order upwind-biased scheme. This gives masseteation and monotone solutions

without introducing too much numericalftlision [86]. The Koren limiter function is used here.

DenoteE- = max(-E, 0) andER = min(-E, 0) to distinguish the upwind direction for the field

components, the advective flyk at cell face (<i+%,yj, Z) then can be rewritten as:

Fxet H(E)Ex[Ne.j) + ¥(pi.j)(Ne+1j) — Ne. )]
(i+1,

+u(E)ER[Neira.j) + ¥(1/Pivs))(Neg )y — Negisn, )] (28)
wherep;j = % W is the limiter functiony(6) = max(O, max(l,% + %,0)), and hereE

andE, are taken at cell face( 1, vj).
To obtain the electron fusive flux at the cell boundary( 1. y;), we need the electric field
and the electron density gradients at the boundary. Therieléield is taken as

1
Exislpy = —(¢(i,j) - di+1)
Byistp = > Ay(¢<u D~ Pin) + 5 Ay(¢o+11 1)~ ¢(i+1,1+1))}~ (29)
The difusive fluxj9 is calculated as:
: T EET
e =N [DL(E) + DT(E)( £z )] Ve (30)
1+5,]

where the field strength is taken at the cell boundaries amd¢nsity gradien?n, at cell face
(i+ % j) is defined in the same way as the electric field,

ane 1

I _ e

OX (i+1.)) AX — (Neij) = Megiv,)

Wy 2 ZAV(ne(" D~ Nejen) + 2_(”e<'+11 1) = Neistj+1) |- (31)

The flux in thex-direction in 2D therefore can be written as
jex=—]3—j3 =N (~u(E)Ene — D(E) - Vne). (32)

In they-direction, Eq. (32) applies as well withexchanged by and withn™ =(0 1).

The electron flux on a cell face can be written in the same wagfbas Eq. (32) for 2D,
whereD is a tensor defined in Eq. (26),is a vector normal to the cell facE] = (Ey, Ey, E,),
and ¥ne)" = (ne/dx, Ane/dy, Ine/0Z) are taken at the cell face. For example, thgugive flux
is calculated with second-order centrafeiences as

one one one 5ne
+Ey— +E;— |+ Dr(E)— 33
OX Y o, ay 2" oz T( ) ( )

. 1
s = 2P - Dr(E) e [E G
whereE, E, andVne are taken at the cell facex,(l Vi, Z). HereE at the cell face is defined in
the same way as in Eq. (29) aNd, is defined as in Eqg. (31).
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Figure 6: The computation time of thaskeack 3D Poisson solver om x mx mgrids, as a function ofn. The test is
carried out on a desktop computer with AMD Athlon 1.6GHz CRId &G memory.

2.2.3. The Poisson equation

In the particle as well as in the fluid model, the electric fiedd to be calculated at each time
step, therefore this must be done in a vefficeent way. A fast 3D Poisson solvesurack has
been chosen for this. It uses second-order finifiedinces. Thesurack is a direct solver, based
on cyclic reduction with Fast Fourier Transform (FFT) in theed dimension. Although it is not
versatile (it can only solve Poisson and Helmholtz problemsectangular grids), it is very fast.

The computing times are evaluated for a test problem withws&an source term on various
mx mx mgrids. In Fig 6, we plot the computing time as a functiomofwvhen double precision
is used. Since the solution is direct, the actual shape o$dhéion does not influence these
computing times. Another advantagernfiirack is that it needs, apart from arrays to store the
solution, almost no additional memory. For details and @alokl tests with this solver we refer
to [93, 94, 95].

2.2.4. Results of a 3D fluid simulation

Here we present 3D fluid simulation results for a negativesstrer in air, propagating in a
background field of -100 kX¢m. Initially 500 electrons and ions are each distributetthiwithe
same Gaussian distribution around a spot near the cathdadesimulation was carried out on a
grid of 256x 256x 512 points withAx = Ay = Az = 2.3 um, on a system witlkx € [-0.29 0.29]
mm,y € [-0.29 0.29] mm and € [0 1.17] mm. The time step i&t = 3x 10713,

In Fig. 7, the electron density (left column), charge dgn@itiddle column), and the electric
field in z-direction (right column) are shown at 0.48 ns (first rowh@ns (second row), and 0.72
ns (third row). The simulation starts with an avalanche et&bns present initially. After=t
0.48 ns, a charge layer is clearly formed and the electrid iehltered by the space charge. From
the 0.48 ns to 0.72 ns, the maximal electron density incesfisen 16 x 103 to 7 x 10*/cn?,
while the maximal field strength increases from 16Qdad to about 290 k¥em.
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Figure 7: 3D simulation results of the extended fluid modeldmegative streamer developing in air in a background
field of -100 kV/cm. First row: streamer at=t 0.48 ns, second row: streamer at 0.56 ns, third row: streamer att
0.72 ns. The columns show from left to right: electron densibarge density, and electric fiek} in the z direction.
Particle densities and fields are represented on two ortfedgranes that intersect with the 3-dimensional structure
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3. 3D hybrid model

3.1. General coupling procedure

The simulations begin with a few electron and ion pairs fe#d only by the particle model.
As new electrons are generated, the number of particlesulgnreaches a given threshold,
after which the simulation switches from the particle siatian to the hybrid approach. If the
computation time is not a concern, the threshold number essebas the maximum allowed by
a real particle simulation. The threshold in our simulai®normally set to 20 million electrons.

After the number of electrons reaches the threshold, daitalgions to apply the particle or
the fluid model are found with given criteria to initiate thgbinid computing. To ensure a rea-
sonable interaction between the modeldféauregions are built by extending the particle regions
into the fluid region. In the kier region, the particle movements and the particle dessitie
followed both by the particle model and by the fluid model.

To update the particle densities and the electric field frov time step to the next, we first
follow the movement of electrons in the particle region amalliuter region, and the number of
electrons crossing the model interface is recorded duhisgtime step. The electron fluxes on
the interface are used as the boundary condition to updatéehsities in the fluid region. We
then map the particles in the particle region to the derssdiethe fluid grid. The electron and
ion densities are now known in both particle and fluid regam] the new electric field is then
calculated. With the updated electric field and the partieesities, the new model interface is
determined. This procedure is repeated in each time step.

The coupling procedure in 3D has some similarities to the dpting. As for planar fronts,
i) we use the zero-order mapping (see [9]) around the modeifate in the particle model to
avoid particle leaking, and ii) we use forward Euler timepgtiaeg instead of two-stage Runge-
Kutta method in the fluid model to save computer memory and.tifowever, additional prob-
lems appear in a real 3D problem. For example, in a planat,fanly one point needs to be
specified to determine the position of the model interfane3D, the model interface is a 2D
surface and extra care is needed; a strongly fluctuating hiateeface will create large bier
regions and dramatically increase the computation cost.\ildy to count the electron flux over
the model interface is alsoftirent in 3D. In a planar front, the model interface is a straig
line and all crossing electrons will contribute to the dgnlux; in 3D, the shape of the model
interface is more complicated, and crossing electrons teekd defined carefully.

In the following sections, we consider a particle simulatibat starts with the same initial
condition as the fluid simulation in Section. 2.2.4, and tiheugation is carried out on the same
grid. The particle simulation runs untikt0.46 ns, when the number of electrons reache$®.
The particle simulation then switches to the hybrid simialat The problems and our solutions
during this transition are described in detail in the foliogvsections.

3.2. First interface construction: column based splitting

Aiming at following the high energy electrons in a fully déwged streamer, fluid and particle
model will be applied adaptively in suitable regions in th2 I3ybrid model. We would like to
couple the particle and fluid model in such a way thpthe hybrid model represents the correct
physics,ii) high energy particles will be included in the particle @gi andiii) the model is
computationally asféicient as possible.

The coupling of fluid and particle model was first realized iplanar front as discussed
in [61, 9]. Two splitting criteria were studied for the plarieont. The model interface can either
be set at the position where the electron density reachesn nemax When approaching from
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the nonionized region, or where the electric fielEis: &€ Emax (E* in [9]); herengmax andEmax
stand for the maximal electron density and electric field| §andn are real numbers between
(0,1), and chosen in such a manner that the calculatiofiicgent and the error is small.

A 3D streamer can be decomposed into columns with small\ieagal area parallel to the
streamer axis. For each column, the previously derivedtsefar the planar front can be used,
such as the best position of the model interface for a givéd éibead of the ionization front.
When this is implemented numerically, we take a column ofhredls in the direction of the
background electric field, and try to locate the positionhe thodel interface. Note that the
cell-columns near the streamer axis cross through a ratieapionization front, while the cell-
columns at the streamer edges are further from this situatio

3.2.1. Density criteria

We first try to determine the model interface using the dgngiterion. But the obtained
model interfaces have strong fluctuations, especiallycgatbe side of the streamer. In Fig. 8(a)
and 8(b), we show the position of the model interface whes &6t athe = Nemax (Ieft) or
Ne = 0.7 Nemax (Middle). The fluid model is applied at regions above the rivderface and the
fluid model is applied beneath. The model interface is sat &t Nemax Or Ne = 0.7 Ngmax ONly
whennemax > €, Wherec is the density value for one electron per cell. It means trasplit a
cell-column into particle and fluid region only if it contaimlectrons; in the large area without
electrons, the particle model is applied. When the modeliates are placed at = Nemax
the fluctuations are almost everywhere. When the modeffades are placed at = 0.7 Nemax
the model interface is a rather smooth surface in the certereme maxis relatively large, and it
fluctuates strongly wheng maxis small.

The density fluctuation is the first problem when we apply tlegr front coupling to the
cell-columns in 3D. The electron density fluctuations in anglr front can be suppressed by ex-
panding the planar front in the transversal direction, Wlincreases the number of electrons and
smoothes the density profile. This method can be appliechoptanar front since the parti-
cle distributions are uniform in the transversal directionl therefore charged particle densities
remain unchanged. But this numerical trick can not be aggte the cell-column in 3D cou-
pling, while the limited number of electrons or ions withhretcell-column gives rise to strong
fluctuations in density profiles along the column.

To reduce the computational cost and save memory for higlygmedectrons at the streamer
head, we would like to have the model interfaces of all celtmns to lie within a smooth
surface. A fluctuating model interface requires extriidnuregions and therefore more electrons
to be followed by the particle model, and it creates a lardeme of the model interface in the
transversal directions where the motions of all electrdosecto the lateral model interface have
to be traced. It is therefore not a good idea to relate thetiposf the model interface to the
maximum density within a column.

When the interface is placed at smaller densities, e.gelBtat positiome = 0.7 Ngmay it IS
rather smooth ovez, at least in the center of the streamer whaig.«is large enough. For planar
fronts in fields between 50 and 200 jcvh, the particle densities from a hybrid computation with
a model interface ate = 0.7 nemaxdeviates from the pure particle simulation results by notemo
than 4% [9].

To obtain a smooth model interface at the edge of streamerpossible solution is to find
a fitting formula for the interface position near the streagenter and to extrapolate it to the
side to calculate the interface position even if no elecéxists in that cell-column. But besides
concerns on the asymmetry of the density over the radius arteodificulties of fitting, the
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Figure 8: The position of model interfaces for a streamer~8t46. The model interface is @k = nNgmax (left),

Ne = 0.7 Nnegmax (Middle) andE = 0.84 Emay (right) along each cell-column. Far outside of the streawieere no free
electrons and ions exist, the particle model is applied &edntodel interface is set at= 0. When the criterion is

Ne = Nemax fluctuations are everywhere. Wheg = 0.7 nemax the interfaces are rather smooth tn the center of the
streamer, the fluctuations appear at the side of streameen\®h= 0.84 Enay, the model interface forms a smooth
surface.

interface position at the streamer side would not dependaal properties in this procedure, but
on the fit to the streamer center.

3.2.2. Field criteria

In a planar front, there is a clear correlation between thallelectric field and the electron
density, and the electric field is always smoother than teetedn densities. Therefore in the
planar hybrid calculation, also an interface criterion eleging on the field leveE = & Enax
was tested. The relation between particle density andradild in 3D is not as clear as in
1D. Therefore a field dependent criterion is tried with selrealues &”; for the particular value
of ¢ = 0.84 the positions are given in the Fig. 8(c). The field criteifo= 0.84 for the model
interface agrees very well with the density criteripe: 0.7 in the center of the streamer, while
model interfaces are much smoother at the side of streamer.

One problem of the field criterion is that at the side of theastner where the field varies less
than in the center, it becomé&s< 0.84 Eax everywhere along the cell-columns. Because there
are only few electrons which occasionally fly out of the chelrin the sidewards direction, we
leave them to the fluid model. Therefore from the point whieelévelE = 0.84 En5 Ceases to
exist, the model interface is extended horizontally sdvagls outwards to include all particles
at the streamer side into the fluid region.

At the streamer side, we also add one or two extra cells fodémsity ditusion in the fluid
calculation. In the particle model, the electrons are @igcand the electron density is always
N x ¢, wherec is the density value for one electron per cell. But in the fattulation, difusion
can fill the entire fluid region with a smatk > 0. To avoid a continuous expansion of the fluid
region to the side, the fluid electron density is set to zeitadifops belowc.

3.2.3. After splitting

Having described this procedure for locating the modetfate, we now present the splitting
results when a 3D simulation is transferred from the partellculation to the hybrid calculation.
In Fig. 9, the electron density (upper left), charge dengipper right), electric field (lower left)
and electron mean energy (lower right) at@.46 are shown with the model interface and the
buffer region marked with red lines (blue lines for the electraamenergy). Below the model
interface, the fluid model is applied; above the model iatezf the particle model is applied.
With the cell-column based approach, the particle modeldes on the electrons at the streamer
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Figure 9: Electron density (upper left), charge densityp@rpight), electric field (lower left) and the electron tezrgiture
(lower right) at & 0.46 are presented with the model interface anftebuegion marked.

head where the local electric field is most enhanced. Andaitde the large remaining region
with high electron densities and low electric field to thedloiodel.

The first results of 3D hybrid calculation results based amapproach were reported in the
letter [11] for a negative streamer i N The particle region in this approach focuses on the
electrons at the streamer head and leaves the region béhinthé fluid model. However in the
situation where i) more than one streamer propagates irirthéation domain and the streamers
are not in parallel, ii) a runaway electron runs out of thenplafront and creates an avalanche
ahead of the streamer, or iii) a double headed streamer esyéhis cell-column based approach
is unable to deal with them. To deal with those situations paenflexible splitting algorithm is
needed.

3.3. Second interface construction: full 3D splitting

We have developed another splitting method that is simeatiasly based on the electric field
and on the electron density. In contrast to the previoustislgimethod that was based on local
column-based quantities, we now develop a global splittiitgrion that operates on the whole
3D domain.

The particle regions are now taken as the regions where ¢utriel fields are higher than a
global field threshold@ndwhere electron densities are lower than a global densigsttold, and
the fluid regions covers the rest. Most of the energetic elast and electrons with the potential
to gain high energies are in the region with the strongestriddield.

In Fig. 10, we show the model interfaces (marked with redsjreeetermined only by a field
threshold. The presented streamer is from the same simlatisame timest 0.46 as shown
in Section 3.2. The particle model is applied if the elecfietd is strong enoughs > £Ey, in
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which Ey, is the background field 100 k¥m and¢ is a free parameter. Note that we are not
searching a specific model interface anymore, we now searckdions suitable for the particle
model. Fig. 10 shows how the particle and the fluid region geamhen¢ changes from @ to
1.0. The fluid region has the smallest volume wjtk 0.7 and the largest volume with= 1.0.
Fromé& = 0.7 to 10, the number of electrons in the particle region decreases 9.6 x 10° to
2.5x 10°.

Thresholds withé < 0.9 are not appropriate to determine the model interface, niyt lwe-
cause there would be too many electrons within the partiedgon, but also due to the fact
that electrons at the side of the streamer can cause a caatdelencrease of the computational
cost when they cross the model interface. In both cgses0.9 and 10, electrons at the side
of streamer are covered by the fluid regions. But 1.0 leaves all the lateral region to the
fluid model which makes the model less flexible and computatlp more expensive. The fluid
model is computationally morefecient than the particle model only in mesh cells that corgain
considerable amount of electrons. Letting the fluid modekcthe large open side regions will
increase the computational cost due to the non-zero, buttsoies unphysically small densities
at side.

We tested a range of interface positions frgm= 0.9 to £ = 1.0 and the field criterion
£ = 0.94 was chosen for the hybrid simulation. With this threshtild sides of the streamer are
fully covered by the fluid model during the period of intereBbgether with the field criterion,
a density criterion is added. The fluid model is applied if éectron density is high enough,
Ne > 17 Nemax Whereng max is the maximal electron density in the whole simulation domé#n
Fig. 11, we present the electron density, the electric finttitae local mean energy of electrons
with the model interface indicated with a curved line. Thetiple model is applied in the region
where the electric fiel& > £¢E, andelectron densityle < 77 Nemax and the fluid model is applied
in the region where the electric fiell < £¢Ep, or electron densityle > 17 Nemax Whereé = 0.94
andn = 0.7 (upper panel) and.9 (lower panel).

As shown in Fig. 10, since the side of the streamer has alrbady allocated to the fluid
region, diferences only appear at the streamer head due to the chejgetbie density criterion.
When the density threshold changes frgra 0.9 to a small value such as= 0.7, the particle
region shrinks and the fluid region expands towards the fighdiecement region.

In contrast to the column based splitting, which can onljofelone streamer head, the full
3D splitting approach can apply the particle model in seteaegions. For example, it can follow
both the negative and positive ionization fronts when onautates a double headed streamer, or
a second streamer head if another streamer forms.

Hybrid simulations for a double-headed streamer in air whbto-ionization have been car-
ried out in an overvolted gap. The photo-ionization moddbfes Zheleznyak’s model [96],
and the implementation for the particle model is the samea 426, 97]. Although the devel-
opment of the double headed streamers, and multi-streareeret the topic of this paper, two
time steps from such simulations are presented in Fig. 1Bdw $he flexibility of the full 3D
splitting approach.

Fig. 12 shows a double-headed streamer which is developitigei middle while several
small avalanches appear around the streamer. On the leftowvéhp equal-density surface of
the electron bulk with electron density > 10" /cm®. On the right we plot the electric field on
two orthogonal planes intersecting the 3D structure, withrhodel interface and Her regions
marked with red lines. In the left plot of the upper panel, ldrger electron bulk is the main
streamer, while some other small avalanches develop aiturtte small avalanches are caused
by the electrons created by photo-ionization; i.e., by phstemitted from the streamer head,
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and several of them have already created a relatively ldegéren density reaching the density
threshold. Separate fluid regions therefore are creatddsratea. It happens that the plane
where the electric field is plotted crosses one of these aghés. A cross section of the separate
model interface for this avalanche is therefore also inetlich the electric field plot.

In the lower panel, we plot the streamers 0.09 ns later. Tharage fluid region for the
small avalanche has merged with the main fluid region of thi rsiseamer channel, while a
new separate fluid region has formed. Note that not only theeuptreamer head is followed
by the particle model, but that the particle model also fefidhe field enhanced region of the
downward propagating streamer head.

3.4. Structure of the bfter region

The interaction of two models is realized through the welbribuffer region” technique
which has been employed in hybrid computations for air flog; 9, 100, 101, 102, 103, 104],
liquid flow [105, 106, 107], and also in small scale solid sys$ [108, 109, 110]. A similar
method that is more suitable for streamer simulations has lmeplemented and tested for planar
fronts [61, 9]. Here our implementation in the 3D hybrid mhideliscussed.

The electrons that cross from the particle region over thdehmterface will be recorded,
since they contribute to the density in the fluid region. Weehexplained in [9] that in a planar
negative front, since the electrons move on average sldveer the model interface, we only
need to remove the electrons from the particle list if thélyifido the fluid region, but we do not
need to artificially create new electrons in thefburegion to stabilize the electron flux at the
model interface. The same occurs in the (negative) head Dfstr@éamer: electrons on average
move slower than the model interface in the propagatiorctar, and we don’t need to add
new electrons artificially. The side of the streamer is ndiyrettributed to the fluid region in
our 3D hybrid model; as no electrons are followed by the plrthodel here, the interface does
not need to be constructed here. At the tail of the strearheretis no electron flow without
photoionization or background ionization, and the modudriiaces are more or less stationary.
If photo-ionization is added, at the positive head of theastner, the electrons propagate into the
streamer from the particle into the fluid region. Therefooenew electrons need to be created
artificially at any part of the model interface.

Here we set the length of the fber region as 3 cells in thedirection and 2 cells irx- and
y-direction with the cell lengtiAx = Ay = Az = 2.3 um, since the maximum electric field i
direction is normally much higher than in tleor y- direction (see Table I in [9]).

It is important in 3D that for any cell face, cell edge and @aliner shared by the particle
region and the fluid region, a Her region separates them. A direct contact of particle and flu
model without a bffer region can cause electron leaking, which creates losas$ mnd charge.

The so called “corner problem” [100] is a technical but imtpat issue when calculating the
electron flux in the hybrid model. When an electron passes fte particle region into the fluid
region or vice versa, its contribution to the flux on the calié is recorded if the cell is in the
fluid region, since only the density update in the fluid regi@eds the electron flux. The cell
face is not necessarily the model interface between pardictl fluid region. A 2D cartoon is
shown in Fig. 13 to illustrate the problem. The particle oggis in the upper right part and the
fluid region is in the lower left corner, the particle regiotiends into the fluid region by 2 cells
in all directions and creates affier region. As illustrated in Fig. 13, when an electron fliesir
cell "al” to "b1”, it contributes to the flux on the model inface at cell face "ad&> b1”. A more
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Figure 14: Electron energy distribution function (EEDF aifelectrons in the streamer at(.46 ns (solid line) and the
part of electrons in the particle andfter region (dotted line). The EEDF is not normalized aed= 0.2 eV. The part of
electrons which removed from the particle list are mainky lbw energy electrons.

complicated case occurs when an electron flies from cell tb2¢1”, it contributes not only to
the model interface at cell face "b2c2”, but also to the cell face "¢% c2”. On the other hand,
when the electron flies from cell "c2” to "b3”, it only conttiiltes to the model interface at cell
face "b2« ¢2”. Finally, consider that the electron flies from "b3” to4’; it flies over two model
interfaces, but in the model it contributes to neither ofitrg@nce there is no mass change in the
fluid region.

When the simulation reaches a total number of 20 milliontetes, at £0.46 ns, we split the
simulation domain into a particle and a fluid region. If we tise column based splitting with
model interface aE = 0.84 Emax 12 million electrons which are neither in the particle rmottie
buffer region are removed from the particle list and transfeimedparticle densities in the fluid
region, while 5 million electrons remain in particle regiand 3 million electrons remain in the
buffer region. If we define the model interface using the full 3Mtpg with E = 0.94 E, and
Ne = 0.7Nemax 15.5 million electrons in the fluid region are removed frdra particle list, while
2.5 million electrons remain in particle region and 2 millielectrons remain in the Her region.
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Figure 15: 3D simulation results of the 3D hybrid model foregative streamer developing in a background field of -100
kV/cm. First row: the start of hybrid computation at 0.48 ns, second row: streamer at®.56 ns, third row: streamer
at t= 0.72 ns. The columns show from left to right: electron dgmnsitarge density, and electric field strength. Particle
densities and fields are represented on two orthogonal ptaaeintersect with the 3-dimensional structure.

Both splittings leave most of the ionization front to thetjzde model. It is also remarkable that
the majority of the high energy electrons remain in the pltist which results in a good model
for the study of runaway electrons. In Fig. 14, we show theted@ energy distribution function
(EEDF) of electrons from the whole streamer and from onlyphsicle and bffer region. The
EEDF is not normalized so one can clearly see in which enengge the electrons are removed
from the particle list.

4. Simulation results

Having introduced the new coupling scheme with the numkdetails, we now present our
hybrid simulation results for streamers in air without pir@nization.

The initial conditions and the configuration are the samehasfluid simulation in Sec-
tion 2.2.4. The model interface is determined by the full 3litsng approach with the field
criterion E; = 0.94E, and density criteriomg,, = 0.7Nemax In Fig. 15, we show a negative

27



streamer followed by the hybrid model afférent times. At time 0.48 ns (upper panel), after the
hybrid calculation started 0.02 ns, there ai@210’ electrons in total, where.8x 10° electrons
are followed by the particle model in the particle andfeuregion, and the maximal electric field
at that time is around 150 kg¥m.

Attime 0.56 ns (middle panel), the electric field reach 18(0dkW, there are Bx 10’ electrons
in total, in which 8x 1P electrons followed by the particle model.

In the bottom panel of Fig. 15, we show the streame£@t72 ns. The maximal electric field
at that time is around 300 k¥m. There are & x 1(® electrons in total, and.@ x 107 electrons
are followed by the particle model.

At time 0.56 ns, electrons with energies above 200 eV staapfrear at the streamer head.
But electrons with such energies can not hold their energyg,lthey lose their energies very
quickly and disappear in the next time step. As the stream@pggates, the maximal electric
field keeps increasing, there are more electrons with eeeajiove 200 eV generated and the
maximal electron energy also increases.A0t72 ns, the maximal electron energy is around 1
keV.

5. Conclusion

5.1. Numerical technique

The new splitting method, the full 3D splitting, has overadlvantages over old column-
based splitting. It adaptively applies the particle modehie most field-enhanced region and the
fluid model in regions where the density is high enough. Itegiile in complicated situations
where spatial coupling is required. Moreover, it is easdeadd new features such as local grid
refinement in the full 3D splitting than in the column baselittspg.

The accurate definition and the evaluation of the electramsiort cofficients and reaction
rates from the particle model for the fluid model are esskfiathe subsequent successful
coupling of the models. This is the reason why a large parisfiaper and also our previous
papers [60, 9] are devoted to the correct calculation ofetlvegficients. These cdicients are
required for the successful implementation of the hybridieio

Compared to simulations with the pure fluid or pure particleded, the 3D hybrid model
combines the advantages of both models. It describes thenuga of a streamer channel in a
very dficient way while being able to follow the movement of each reectron in the most
active region of the streamer head. The 3D hybrid model itbee a powerful tool to study the
kinetics of electrons in the important regions of streamers

5.2. Physical predictions

The 3D hybrid streamer model is a major step forward for sey#rysical problems. First, it
correctly traces the high electron energies in space ameftire can supply correct densities for
the many diferent excited states of molecules; these distributionsraete the further chem-
ical reactions and end products at later times. Second, tiiehtraces both electron density
fluctuations and electron energy fluctuations, and theegfaan correctly trace the influence of
fluctuations, e.g., on streamer branching. These two aspeoe not been evaluated yet from
the simulations. Third, as shown in [11], it can predict &l@e run-away from streamers. We
now elaborate on this aspect.

Electrons with energies above 200 eV are shown in Fig. 15 iamithsly in [11]; they appear
in the regions with high local field enhancement, and somkeftare accelerated up to 2.5 keV
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before they disappear into the anode. The energy of 200 eweithreshold value for electron
runaway in air. As shown in Fig. 2, above 200 eV, the electralfision frequency decreases,
and the electrons are accelerated further more easily.

The development of run-away electrons has been studied amgerof constant uniform
electric fields with particle swarm experiments [76, 24,,10, 14, 15], in agreement with [112,
10], where it was shown that thermal electrons run away whectrée field exceeds a critical
strength of B 260 kV/cm at standard temperature and pressure, and the runawagcetases
as the field increases. This is quite reasonable if one cerssiiat in such a field an electron
gains 200 eV within less thanh, which is the range of the mean free ionization length.

However, much lower background fields together with the fegldancement at the streamer
tip are suficient to let electrons run away. In our simulation, the backgd field is 100 kycm
and the streamers are quite short (as the simulations doanwetddaptive grid refinement yet).
The field in these simulations is eventually enhanced by toffaaf 3, but even when it just
exceeds 180 kx¢m locally, electron run-away sets in. Chanrietral. even observed electrons
with 1 keV when the locally enhanced field reaches 160ckVN/N, for a negative streamer in
air at 70 km altitude [12] (wherBl is air density at ground level aridlat 70 km altitude). The
discrepancy between our and Chanrion’s data is probablyddiine fact that the total number of
electrons in a streamer scales @bl 2], and therefore streamers at high altitudes contain more
electrons, and therefore the rate of run-away electrorevgget. But how can the fierent run-
away thresholds of 260 k\m in homogeneous fields and of 160 or 18Q'd in the streamer
head be explained?

The answer is two-fold. First, 260 Kb is the threshold where the majority of electrons
experience more acceleration than friction and run awaifewsingle electrons in the high energy
tail of the distribution can run away earlier. Second, trecbns in the streamer head are not in
equilibrium to the local electric field. Even in a constanidjehe electrons in the tip of a swarm
on average have higher energies than at the back end [6@,i9these high energy electrons at
the tip of the ionization front that run into the highly enlcad electric field at the streamer tip
and are accelerated further.

But if the electrons run away, they run into the region witwéo field ahead of the streamer.
For example, electrons with an energy of 200 eV wntimes faster than the streamer when its
maximally enhanced electric field is 250 jovh. Depending on the spatial profile of the electric
field and on the energy of the electrons, they will either prathantly loose their energy ahead
of the streamer or accelerate further (if no anode is in tivajr).

For fully understanding the hard radiation from sparks [20, 22] and corona streamer
discharges [23], two ingredients are necessary: the aetiele of thermal electrons to energies
above 200 eV in streamers or next to pointed electrodes; langrofile of the electric field
ahead of a streamer corona or next to another strongly cefeetrode that supports the further
acceleration of the energetic electrons.

5.3. Outlook

The size of the system is kept small to obtailffisient numerical accuracy, while accurate
solutions are not required everywhere. In the future locia gefinement will be incorporated
in the hybrid model. It will allow us to study streamer proptign in a large system, and the
generation rate of the runaway electrons can therefore tanela even for lower background
fields.

We have presented preliminary results for a double headeaiser in air with photo-ionization
in Section 3.3. Photo-ionization is a three-step procesy@/first a nitrogen molecule is excited
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by electron impact, then it emits a photon, and the photoizésoxygen. In our particle model
the nitrogen impact excitation is already included. Thereft will be possible to develop the
widely-used photo-ionization model further to take thetliine of the excited species into ac-
count. It may change the position of the photon source and enagequently influence the
streamer propagation.
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Appendix A. Comparing transport and reaction parameters ofthe fluid model for air, ni-
trogen, oxygen, and argon

The electron transport cicients, attachment and the ionization rate in air have been p
sented in section 2.1. The simulated air is composed by #8rii2ogen, 20.946% oxygen , and
0.934% argon. In this section the generated transpoffic@ats and reaction rate are compared
with the soLsic+ package [71].soLsig+ is a Boltzmann solver to calculate electron transport
codficients in gases or gas mixtures. It is based on the two-tegendare expansion solution of
the Boltzmann equations [113, 32]. And tiasic+ calculated transport c@ecients have been
widely used as an input of the fluid simulation for variousspta applications.

To compare with each other, both our particle model andthec+ package use the same
cross section dataiGrLo database [71]) with the same energy splitting mode in idignacolli-
sions. The energy splitting between the primary and therstany electrons during an ionization
has two dfferent modes imoLsic+, "equal sharing” or "primary electron takes all”. In both
BoLsiG+ and our particle model, we used "equal sharing”.

Both the bulk co#ficients and the flux cdicients are calculated from our particle model.
For each of them, the particle swarm experiments are caotiéthoth with isotropic and with
anisotropic scattering. Since the momentum transfer @eston is fixed, as discussed in Sec-
tion 2.1.2, the electron swarms shall be similar in both sase

Appendix A.1. Air

In Fig. A.16, the transport parameters: electron mobjlitglectron difusion rateD, mean
energies, and the ionization; together with the attachment ratg;, and the nonlocal parameter
ki of electron ensembles, are presented.

They are generated frosoLsic+ (solid line), the flux cofficients from our particle simulation
with isotropic scattering (marked witti1”), flux coefficients with anisotropic scattering (marked
with “0”), the bulk codficients with isotropic scattering (marked with™), and bulk codficients
with anisotropic scattering (marked with “x”). The presshtransport parameters frasosic+
have the same definition with the flux transportftiegents. We also made the empirical fittings
for both flux and bulk coficients from our particle swarm experiments and they areqaatith
dashed lines.

As shown in Fig. A.16, the cdicients with isotropic or anisotropic scattering have rftedh
ence for low electric fieldE < 50 kV/cm). In the high field rangeH > 100 kV/cm), the electron
swarm simulated with anisotropic scattering has sligtatgér mean energies and slightly higher
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Figure A.16: Shown are the transport fii@ents, ionization and attachment rate, and the mean emdrglectrons
in air. The presented cfiicients are the bulk cdiécients and the flux cdgcients calculated from the particle swarm
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results are compared with results of the Boltzmann solvesiB+ [71, 32].
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mobilities than that of isotropic scattering; the transabdifusion rate is larger with isotropic
scattering and the longitudinalftlision rate is larger with anisotropic scattering; the iaticn
rates are higher with anisotropic scattering but almosistindjuishable. In general, the trans-
port codficients obtained with isotropic scattering are very closéht one with anisotropic
scattering. The flux cdBcients from our particle swarm simulations is undistinpaisle to the
Bovsig+ calculated coficients for the low field, while small fierences remain at strong electric
fields.

The fitting functions for the bulk cdicients with the anisotropic scattering are

u(E) /mPVsT = exp|-3.02-6.22x 1072 INE + 2.19/E - (1.67/E)?|
®(E) /m™ = exp[1.18x10+381x10"-InE - 1.85x 10°/E|
aan(E) /m™ = exp[1.63x 10— 1.94- InE - 8.24x 10/E]
Dr(E) /m’s? = 534x102+1.35x10°%-E-652x10°.E?+1.38x10°%. E®
DL(E) /m?s? = 6.83x10°+240x103-E-100x107° -E?+223x108.E3
and for the flux cofficients:
w(E) /m?v-ist exp|-2.32-236x 107" INE - 483x 10°!/E + (2.94x 107 /E)?|
af(E) /m™ = exp[1.03x 10+ 6.25x 107" - InE - 1.80x 10°/E]
@3(E) /m™ = exp[1.50x 10- 1.65- InE - 7.35% 10/E|
Di(E) /m’st = 543x102+131x10° E-6.69x10°-E?+6.85x10°°. E°

D;(E) /m’s? = 133x102+195x10°-E-117x10°-E?+276x107°-E®
ki(E) /m = 558x107 +294x 10°%/(E + 8.44x 10). (A1)

We recall that the fitting functions for air in Section. 2.2/ from particle swarm simulations
with Opal's formula applied to distribute the electron egies between two out-comming elec-
trons in an ionization, while the functions presented hesieagian even spliting between two
out-coming electrons in ionization.

Although more or less the same swarm and transport parasnederbe obtained for the
different scattering method, the ¢beients from the anisotropic scattering are preferred in our
hybrid model. Not only because anisotropic scattering éset to physical reality, but also
because the small variance in the electron mean energyadivedy high fields can make a
difference for the presence of high energy electrons. The cbbtbe diferential cross sections
has direct influence on the electron energy distributiorcfion (EEDF). In Fig. A.17, we show
the EEDF in a particle simulation with both isotropic (cumearked with “") and anisotropic
(curve marked with “*”) scattering. The two EEDFs in geneagtees with each other very well.
However, when we zooming into the low energy part 0-15 eV digtitty higher energy part 20-
45 eV of the EEDF, the comparison clearly shows that therenare low energy electrons with
isotropic scattering and high energy electrons are easipraduce with anisotropic scattering.
That is, the scattering method influences the generatierofahe high energy electrons. Since
one goal of the hybrid model is to study the generation of wayaelectrons, the anisotropic
scattering is used in our particle model, and the paramé&tmsthe anisotropic scattering are
used in our fluid model.
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Figure A.17: The electron spectrum in the swarm experiman)0 k\Jcm. The “” marked curve shows the parti-
cle simulation results with anisotropic scattering. Thé fxarked curve is obtained from the particle simulation with
isotropic scattering. Two subplots zoom into the 0-15 eV 2Bdl5 eV of the EEDF. The zoomings show the influences
of the diferent scattering methods: more low energy electrons apg®am isotropic scattering is used, while more high
energy electrons are generated when the anisotropic 1$egtie used.

Appendix A.2. Nitrogen

The electron transport céiegients and the ionization rates in nitrogen have been regort
in [60], and the parametd# has been reported in [9]. However, the previous particlerswa
calculation fixed the total elastic cross sections and di@e into account the corresponding
changes when fferent scattering methods are applied. The previously lzd&ul parameters
with isotropic scattering and anisotropic scattering ¢ffi@re have noticeable fiérences, espe-
cially at electric fields above 150 kKdvm. Now the momentum elastic cross section is fixed,
therefore we here present a new set of the transport paremaeie reaction rates for nitrogen.

In Fig. A.18, the transport cdiécientsy, D, ionization rater;, nonlocal parameter;kand
the mean energy of electroasre presented for nitrogen, in which thea;, Dt, ande are also
compared with the solution ebrsic+. As for air, we were also able to find empirical fittings for
the parameters in nitrogen.

The fitting functions for the bulk cdkcients are

u(E) /mPVs = exp|-3.79+825x 1072 INE + 8.24/E - (2.21x 10/E)?]
®(E) /m™ = exp[1.17x10+306x10-InE - 211x 10°/E|

Dr(E) /m’s? = 485x1072+110x10° E-3.67x10° E?+6.78x10°-E®
DL(E) /m?’s? = 756x10*+224x10° - E-7.73x10°.E?+1.89%x10°¢. E®
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Figure A.18: Nitrogen: transport cfiients, ionization rate, the mean energy of electrons, kangresented as in
Fig. A.16 for air.
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and for the flux cofficients:

p'(E) /mV7st = exp|-258-184x 107 -INE-9.60x 10°'/E + (4.11/E)?|
a(E) /m™ exp[1.05x 10+ 5.83x 107" - InE - 2.05x 10°/E|
D:(E) /mPs™ 479% 102+ 1.16x 10°3- E-4.65x10°- E?+8.12x 10°°- E®
D; (E) /m?s™* 9.08x10°%+1.72x10°- E-5.90x 10°%. E? + 1.03x 10°8. E®
ka(E) /m 4.90% 107 + 7.58% 1072/(E + 1.80x 107). (A.2)

Appendix A.3. Oxygen

The electron transport cicients in oxygen are shown in Fig. A.19. The electron maesit
4, ionization rater; and attachment ratesg,;, transversal dfusion D+, longitudinal difusion
D., mean energy, and the cofficientk; from Eq. (25) are presented in Fig. 19(a), Fig. 19(b),
Fig. 19(c), Fig. 19(d), Fig. 19(e), Fig. 19(f) respectiveds for the air and nitrogen, we compared
our codficients with the calculation results frosorsic+ for mobilities, reaction rate, transver-
sal difusion and the mean energies, and a rather good agreemerbhdavebtained between
the flux codficients calculated from our particle swarm simulation arelsihsic+ except the
diffusion rates.

The diference between transversatdsion rateDt with the isotropic and anisotropic scat-
tering are already remarkable at the very low electric fielsnilar behaviors have been also
observed irD+ in argon and it is not clear the reasons causing this. Engpifitings for the
fluid parameters are given in the following. The fitting fupas for the bulk cofficients are

u(E) /m?v-tst exp[-1.75-302x 10" - INE - 434x 10°*/E - (8.68x 10°*/E)?|
®(E) /m? = exp[111x10+452x 107" - InE - 1.44x 107/E|
aa(E) /mt = exp[1.26>< 10-9.71x 101 InE - 1.53% 10/|ﬂ
Dr(E) /m’st = 156x10%-112x10* E+190x10°%.E>-424x107°.E®
DL(E) /m?st = 130x101+146x10% E+299x10° - E?-829x10°.E3
and for the flux cofficients:
() /mPVts = exp|-1.01-4.89x 107 - InE - 3.16/E + (3.26/E)?|
j(E) /m™ = exp[1.01x 10+ 6.87x 107" - InE - 1.39x 10°/E]
@) /m™ = exp[1.19x10-810x10"-InE - 1.32x 10/E]
Di(E) /m?’st = 152x101+117x10% E-1.04x10°-E?+335x10°-E°

Di(E) /m’s! = 144x10'-118x10* - E+134x10°.E?-394x10°%.E®
ki(E) /m = 417x107 +2.36x 10%/(E + 7.07x 10Y. (A.3)
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Figure A.19: Oxygen: transport cfieients, ionization and attachment rates, and the meanyeogelectrons presented
as in Fig. A.16 for air.
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Figure A.20: Argon: transport cdicients, ionization and attachment rates, and the meanyenégdectrons presented
as in Fig. A.16 for air.
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Appendix A.4. Argon

The same parameters and comparisons for argon can also e ifoig. A.20, and their
empirical fittings are listed here. For the bulk @eents, we have

u(E) /m?vist

exp|-3.87+7.69x 1072 - INE + 2.42/E — (1.66/E)?|
@i (E) /m™ exp|[9.07+7.29x 107! InE - 356 x 10/E]

Dr(E) /m?st 1.98x 101 -145x10°%-E+1.01x10°-E?-1.83x 10°%8.
DL(E) /m?’s? = 1.33x10'+887x10°-E+4.40x10°-E?+1.10x107°.

Ty My

and for the flux cofficients:

w(E) /mV7st = exp|-352-386x1072-INE+326x10°/E - (257/E)7|

a(E) /m™ exp|9.67+6.46x 107! - InE - 4.18x 10/E]
D% (E) /mPs? 1.96x 101 -138x10°%-E+9.19x10°%. E?- 1.80x 108 . E3
S(E)/m*st = 137x101-420x10*-E+6.93x10°. E2-156x10°%.E®
ky(E) /m 6.98x 1077 + 1.45x 1072/(E + 6.95x 10). (A.4)

Note that thesorsic+ results for argon is only presented from 5/k¥h to 180 kVVem. Good
agreements have been achieved between our flufficieats and thesorsic+ codlicients in
electron mobilities, ionization rate. A remarkabl&edience remains for the transversalsion.
There is also a good agreement between the two sets for theetesdron energies at low field,
but the diference become to noticeable above 5Qdkv.
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